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The mobile wireless communication network or cellular network landscape is changing gradually from 
homogeneous to heterogeneous. Future generation networks are envisioned to be a combination of diverse but 
complimentary access technologies, like GPRS, WCDMA/HSPA, LTE and WLAN. These technologies came 
up due to the need to increase capacity in cellular networks and recently driven by the proliferation of smart 
devices which require a lot of bandwidth. The traditional mechanisms to increase capacity in cellular networks 
have been to upgrade the networks by, e.g. adding small cells solutions or introducing new radio access 
technologies to regions requiring lots of capacity, but this has not eradicated the problem entirely. The 
integration of heterogeneous networks poses some challenges such as allocating resources efficiently and 
enabling seamless handovers between heterogeneous technologies. One issue which has become apparent 
recently with the proliferation of different link layer technologies is how service providers can offer a 
consistent service across heterogeneous networks. Service continuity between different radio access 
technologies systems is identified as one key research item. 
The knowledge of the service offering in current and future networks, and supporting interworking 
technologies is paramount to understand how service continuity will be realized across different radio access 
technologies. We investigate the handover procedure and performance in current deployed 3GPP 
heterogeneous mobile networks (2G, 3G and 4G networks). We perform measurements in the field and the lab 
and measure the handover latency for User Datagram Protocol (UDP) and Transmission Control Protocol 
(TCP) applications. The results show that intersystem handover latencies in and across 2G and 3G radio access 
technologies are too long and have an impact on real time packet switched (PS) real-time services. We also 
investigate the current proposed interworking and handover schemes in 2G, 3G and 4G networks and present 
their limitations. We further highlight some open issues that still need to be addressed in order to improve 
handover performance and provide service continuity across heterogeneous mobile wireless networks such as 
selection of optimal radio access technology and adaptation of multimedia transmission over heterogeneous 
technologies. We present the enhancements required to enable service continuity and provide a better quality of 
user experience. 
Keywords:    heterogeneous networks, handover performance, service continuity, quality of user 
experience 
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1 Introduction 
As the landscape of mobile network is changing from homogenous mobile networks to 
heterogeneous mobile networks where several radio access technologies co-exist operators 
have encountered challenges to provide quality of service across different access 
technologies. These future mobile network systems will be characterized by their 
heterogeneity where multiple-access technologies provide service continuity across radio 
access technologies and access to internet content. These mobile cellular networks are 
commonly referred to as 2G, 3G and 4G mobile networks or GSM EDGE Radio Access 
Network (GERAN), UMTS terrestrial Radio Access Network (UTRAN) and Enhanced 
UMTS terrestrial Radio Access Network (EUTRAN respectively. The second generation 
(2G) and third generation (3G) networks support both voice and data services. The voice 
services in 2G and 3G networks are circuit switched and therefore include the traditional 
voice and video call service. In 2G and 3G, data service can either be circuit switched data 
(CSD), e.g. SMS messaging and broadcasting and multimedia messaging service (MMS), or 
packet switched via the general packet radio service (GPRS), e.g. video, audio streaming 
(mobile TV). Fourth generation (4G) networks provide data services that are packet switched 
only.   
Voice services will still be the main revenue generating application for 
telecommunications service providers, and its continuity in future networks is very important 
[1]. Future voice services are envisioned to be Voice over IP (VoIP) [2, 3] with technologies 
such as long-term evolution (LTE) and other packet data networks. It is very important for 
the operators to understand real-time data service performance across different radio access 
technologies. Voice continuity between radio access technologies has been well covered by 
the Third Generation Partnership Project (3GPP) specifications and industries because it has 
provided large revenues for mobile operators in the past. However, little attention has been 
given to real-time data service continuity. As the industry moves to the flat architecture, both 
real-time and non-real time data services will be packet switched and it is important to 
understand how packet switched real-time services will perform in such heterogeneous 
mobile wireless networks. Therefore, service continuity in and across different radio access 
technologies systems especially for real-time applications has recently been identified as a 
one key research item. [4].  
One basic idea in the heterogeneous wireless networks is that the mobile terminal (MT) 
is always within the cell that offers the best signal or signal-to-noise ratio (SNR) to achieve 
the Always Best Connected (ABC) concept [5]. When the mobile terminal has a connection 
and moving within the network, transmitting or receiving data, this is handled by handovers.  
Handover is an important function that maintains seamless connectivity when the mobile 
terminal is moving from one base station to another. There are two types of handovers: intra 
radio access technology (intra-RAT), which is within one radio access technology (e.g. 3G-
to-3G, from one NodeB to another), and inter-RAT between different radio access 
technologies. Inter-RAT handovers takes place between 4G [6] and 3G [7] or 2G [8] and 3G 
for example. 
When considering mobility in heterogeneous mobile wireless networks, handover is an 
important issue.  If the handover latency (i.e., the time spent in handover) is too long, packets 
may get lost or disconnections may occur during the handover. Transport control protocol 
(TCP) applications may time-out at cell change and suffer from the slow-start mechanism; 
streaming applications may stop at cell change due to client buffer depletion. All such 
problems will lead to an unacceptable user experience.  
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The practical requirement for good user experience during handover is to ensure that 
there is no noticeable break in end-user service during radio access technology change. Short 
breaks in connection are acceptable, but they should have minimal impact on services. The 
two most considered performance criteria for the handover design are therefore latency (i.e. 
handover latency) and packet loss [9]. When the user does not recognize the handover 
occurrence at the application it is often referred to as seamless. Technically, it means that the 
handover interruption delay should be very small and the packet loss ratio should be minor 
for it not to affect the service quality. The tolerant loss ratio differs from application to 
application and each category has its own characteristics. The handover delay should be 
below the threshold defined for a desirable application performance. Real-time end user 
applications (e.g. VoIP, audio and video streaming) are usually designed so that they can 
tolerate jitter in the order of 10-20 ms, using a properly dimensioned jitter buffer. The 
variation in packet delay is sometimes called "jitter". Packet delay variation is the difference 
in end-to-end one-way delay between packets in a flow. The most delay-critical end-user 
application are real-time gaming (<50 ms) and conversational voice (<100 ms). All the other 
applications are allowed to tolerate higher delays (between 100 ms and 300 ms) [10].  
When the mobile terminal is connected to the public land mobile network (PLMN), it is 
either in dedicated mode or in idle mode. The dedicated mode is when a dedicated connection 
exists, i.e. when a mobile terminal has an uplink or a downlink dedicated physical channel 
allocated to it. In this mode, the mobile terminal has either a data call (e.g. video streaming) 
or voice call. During dedicated mode, a mobile terminal can move freely within the coverage 
of the serving cell. It is desirable that the mobile terminal maintains service continuity 
irrespective of location within the cell, but at times this may not be possible due to the 
dynamic nature of the mobile network environment where the bandwidth of a given link is 
unpredictable due obstacles, interferences, varying distances between mobile terminal and 
base stations. In case of loss of coverage or poor link quality, the mobile terminal should also 
be able to switch automatically between cells of the same or different radio accesses 
technologies seamlessly. This process must be carried out without the degradation of the 
Quality of user Experience (QOE) [11]. Quality of Experience is a measure of the overall 
level of customer satisfaction with a service or network.  Unfortunately, current mobile 
networks do not meet this requirement for packet switched services: the service is interrupted 
when mobile terminals move from one radio access technology to the other. In such a 
heterogeneous environment, when mobile terminals roam across multiple mobile networks, 
are required to support calls with different traffic characteristics and different Quality of 
Service (QOS) guarantees [12] and most importantly maintain service continuity when 
performing handover across different radio access technologies. QoS is defined as the ability 
of the network to provide a service at an assured service level. The seamless integration of 
several different wireless technologies to form heterogeneous wireless networks should have 
three main requirements.  
• Firstly, the handover process should be done automatically and seamlessly.  
• Secondly, the multi-access capable device with multiple interface cards for different 
wireless technologies can automatically select the most appropriate wireless network.  
• Thirdly, the data-flow should be maintained when the mobile terminal is roaming 
between different radio networks. 
Heterogeneous mobile networks bring many interesting research challenges such as 
selecting optimal radio access technology, seamless vertical handover between heterogeneous 
technologies and maintaining of multimedia transmission over heterogeneous technologies. 
In this thesis, we evaluate service continuity in a heterogeneous mobile wireless network 
which consists of 2G, 3G and 4G by conducting handover performance measurements 
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between 2G and 3G networks [V] and between 3G and 4G networks [I] and also analyzing 
the handover process. Although inter-RAT handovers are not new, they have mostly been 
studied via simulations, and there is a lack of empirical data providing actual performance 
figures for 2G-3G handovers and 3G-4G handovers. The handover procedures in these radio 
networks has not been fully studied, analyzed to show handover performance issues and 
improvements required for data service continuity. Therefore, the goal of this thesis is to 
evaluate data service continuity in and across these radio access networks. 
1.1 Research Question 
The key research problem is providing data service continuity in mobile networks, i.e. 
ensuring packet switched calls are maintained during their entire duration when a mobile 
terminal moves within one radio access technology or across radio access technologies. 
Hence, in this thesis we ask the following question: Does the handover latency meet the 
quality of service requirements and performance for delay sensitive applications like voice 
and video to enable data service continuity in and across radio access technologies? The key 
research problem of this thesis is further divided into the following sub-questions: 
1. What is the current handover latency across radio access technologies? What are 
the main components contributing to the handover latency?  
2. What can be done to minimize the handover latency to enable service continuity?  
3. Does the current handover procedure provide and optimal solution for data service 
continuity? 
1.2 Research Scope  
The scope is to evaluate data service continuity in a heterogeneous mobile wireless 
network which consists of 2G, 3G and 4G. To address question 1, we perform handover 
performance measurements in our test network as well as in the field [I, III and V]. We 
measure the inter-system handover latency for UDP [13] and TCP [14] applications, and 
analyse the main components contributing to the handover latency. To address questions 2 
while doing the tests we investigate the architecture, handover procedures, schemes and 
performance of the current radio access technologies. We identify shortcomings of the 
current architecture and schemes in providing service continuity in and across different radio 
access technologies and propose solutions to enhance seamless mobility. The investigation 
helps us to draw parallels with our own empirical results [II, IV].  We investigate the VoIP 
performance in High Speed Packet Access Network [VI] and voice over LTE (VoLTE) [I]. 
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1.3 Research Methodology 
We have approached this problem by using an empirical research methodology [15] 
where we collect quantitative numerical data through various tests (experiments) and analyse 
the results (data) [16]. We also study the handover procedure. We took this approach because 
it was the most realistic one due to the availability of resources which enabled us to do the 
empirical research. We performed lab and field tests in the vendor test network, compared 
them against each other. We were able to observe the faults, issues and limitations to the 
proposed schemes and techniques. The results of the empirical research generated many ideas 
for improvement of the products, i.e. modifying current schemes and techniques, developing 
new algorithms, as well as defining new requirements for the future products.  
The laboratory tests were performed in a controlled environment while for field or 
outdoor tests; we used a moving test van. The drive test route used for outdoor measurements 
was chosen so that we could measure throughputs and intra or inter-RAT handovers. The 
measurement method we applied in the lab and field performance verifications depended on 
the specifics of the measured performance indicators. In the lab we could simulate or set near 
perfect radio conditions and observe the maximum achievable metric. While in the field we 
tried to capture the actual perceived customer user experience and network performance, 
which is dependent on varying factors like channel conditions, cell load and network 
congestion. The advantage to performing these tests was that we could modify the parameters 
as required. The only drawback is that we tested one vendor network; it could have been well 
if we tested several vendors and benchmarked them, one against the other. This could have 
given us more insight as to why other vendor equipment performed better than the other.  
Researches in telecommunication industry usually start from standardization bodies 
which often include vendors, operators, universities, companies, etc. While they define the 
standards, lots of simulations are done to evaluate the performance of all proposed schemes 
and techniques brought on the table and decisions are made and agreed by all parties for a 
particular product or solution. Standards harmonize technical specifications of products and 
services making industry more efficient and breaking down barriers to international trade. 
However, standards tend to leave a significant amount of details on implementation open to 
the vendors and that’s why as we pointed out earlier, it would have been good to test the 
performance of some vendors as well. As vendors develop their products and test them they 
easily realize that simulations results differ with the actual empirical data. The reason is that 
simulations are based on assumptions which attempt to be as close as much to reality. 
We could have opted to do this work through simulations using simulators; there are 
free, open source simulators out there, e.g. NS2 simulators and also commercial products like 
QualNet for example. Both have drawbacks in a way. With NS2, we would have to write a 
script for anything we want to do which would consume a lot of our time because we would 
have to figure out is the module, algorithm, protocol, etc. we want to modify available in that 
simulator or not and which programming language do we like to use for developing our 
contribution. Taking into account our-not-so-good coding skills we realized that this would 
take a lot of our time. With commercial simulators, they often hide their source codes; so you 
cannot do modifications to any of the files.  And since it is commercial software, therefore it 
is paid and is much expensive; we would not be in a position to purchase one. 
Therefore, we found empirical research to be of great importance for all players in the 
telecommunications industry; it provides insight to the performance of products and services. 
These results do assists the operators in creating competitive advantages and making sound 
17 
business decisions and future deployment plans.  Standardization bodies can further define 
new requirements for the future product and standardization releases. 
1.4 Contributions 
The thesis is a summary of six publications with new findings and methods to ensuring 
service continuity in a heterogeneous network. The contributions are summarized in each 
publication below. Figure 2 presents the areas of our study.  
Figure 1.1: Areas Publications Cover 
Publication I investigates the performance of Circuit Switched Fall Back (CSFB) and Single 
Radio Voice Call Continuity from TD-LTE to UMTS. It compares the CSFB call-setup times 
against the average 3G call setup delay and shows how CSFB setup delay affects the user 
experience. Our SRVCC performance attempts to observe issues during a handover. We 
verify that the SRVCC handover to UMTS meets the performance target. However, we also 
highlight issues related to the termination of a LTE voice call when the network sends a 
circuit switched service request to a mobile terminal in the middle of a LTE voice and 
propose a solution. 
Publication II highlights the mobility management issues in heterogeneous mobile wireless 
networks. While doing our experiments we found some challenges regarding selection of 
optimal radio access technology, adaptation of multimedia application and presented needed 
improvements to the architecture of current technologies and handover schemes to improve 
user experience. 
Publication III investigates the impact of packet forwarding during inter-eNodeB handover 
and load balancing requirements over heterogeneous wireless packet networks. We show that 
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the X2 links need to be dimensioned accordingly so as to take into account mobility patterns 
of users, services and performance of the system.  
Publication IV highlights some open issues that need to be addressed in order to enable 
multi-access mobility. We show that inter-working between access technologies should 
provide seamless mobility and be limited only to those where there exists a strong business 
case or operator interest. 
Publication V investigates GERAN-UTRAN handover using TCP and UDP data protocols. 
We show that the high data outage depends on application running, protocol transmission and 
network configuration and bandwidth of the access link and the handover mechanism. We 
discuss also the limitations of the current handover process.  
Publication VI investigates the performance of VoIP codecs and clients over High Speed 
Packet Access (HSPA) network.  We show that VoIP has good voice quality if a certain VoIP 
client is used. The client implementations such as codecs support and encryption do affect 
call quality. We also show that the uplink has some delay problems due the transmission time 
interval (TTI) of 10ms and need to be improved. The system will quickly schedule 
transmissions to mobiles if HSUPA-TTI of 2ms were introduced instead of current 10ms. We 
also highlight the importance of implementing end-to-end QOS if VoIP service were to be 
used over HSPA and in other radio access technologies. 
The main contributions to thesis were the following: 
• Execution and analysis of 2G-3G handovers and 3G-4G handovers reporting 
empirical data with actual performance figures. 
• Analysis of the handover procedure to see in what way it can be improved. 
• Presenting the limitations and drawbacks to the current handover procedure. 
• Introducing areas of improvements required for data service continuity in and across 
radio access networks  
• Introducing new ideas and methods to improve handover procedure.
• Highlighting areas which still require further study. 
The novel contributions of this thesis is introducing ideas and methods to handling current 
issues that inhibit service continuity like high handover latency and not-so-good handover 
procedure.
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1.5 Structure of the thesis 
The rest of this dissertation is organized as follows;  
In section 2, we provide the background for this study where we look at the application 
requirements, supporting radio access technologies, handover process and inter- radio access 
technology handovers.  
In Section 3, we will provide a summary of the related works relevant to our study 
areas. 
In Section 4 we describe the contributions to the overall handover delay and present 
currently proposed handover delay improvements in mobile networks. 
In Section 5 we present handover performance measurement results and analysis. We 
highlight needed improvements to improve quality of user experience.  
Finally, in Section 6 we present the conclusions. 
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2 Background 
This chapter presents an overview of areas related to our study regarding service 
continuity in a heterogeneous network.  In Section 2.1, we start with an overview of 
applications and supporting radio access technologies in section 2.2 and look at interworking 
of radio access technologies in section 2.3. In Section 2.4 we then move to the types of 
handovers supported in RATs and across RATs and the handover process in section 2.5.  
It’s very important to understand the application requirements, the technologies that 
support the application and how it performs during a handover. To understand the 
performance of the application during handover, one needs to full understand the handover 
procedure and factors contributing to the handover latency.  
2.1 Application Requirement  
Different applications can be classified to three main categories: Content services (e.g. 
Web browsing, video streaming, mobile TV), communication services (e.g. messaging, 
email), and real-time communication services (e.g. voice and video calls). Each category has 
its own characteristics but also basic technology and network performance requirements. The 
International Telecommunication Union (ITU) recommendation [17] shows some of the 
performance requirements of audio & video applications and data applications. Various 
applications can be placed into different groups based on their latency and error tolerance 
requirements. The major parameters are  
• Bit rate  
• Packet Latency 
• Packet delay variation  
• Packet loss  
The performance targets for audio and video are shown on table 2.1 and those for data on 
table 2.2.   
Bitrate is the number of bits that are conveyed or processed per unit of time. Bitrates
determine how fast you can send content. With higher bitrates, you stream high-definition 
movies, play online games with minimal lag, and download large files in just a few seconds.  
Packet Latency in a packet-switched network is the time it takes a packet to travel from 
source to destination. Together, latency and bandwidth define the speed and capacity of a 
network. Latency is measured in One-Way Delay or Round-Trip Time. It often has noticeable 
impact on performance. For instance, mouth-to-ear delay needs to be kept small to enable 
interactivity between two people speaking. Mouth-to-ear delay is time taken from when a 
user begins to speak until when the listener actually hears the speech. This one-way latency is 
known as mouth-to-ear delay.
Round-trip time is the time from node A to B and back to A. It is the sum of the one-way 
delays from A to B and from B to A, plus the response time in B. It is usually important for 
online gamers for example who do not want to be put at a disadvantage because their actions 
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take longer to reach the server. Latency plays a big role in the responsiveness of an 
application. 
Packet Delay Variation is the difference in end-to-end one-way delay between selected 
packets in a flow with any lost packets being ignored. People often call this "jitter". Delay 
variation is an issue for real-time applications such as audio/video conferencing systems. 
They usually employ a jitter buffer to eliminate the effects of delay variation. 
Packet loss is the failure of one or more transmitted packets to arrive at their destination. 
Packet loss occurs when one or more packets of data travelling across a transmission network 
fail to reach their destination. Packet loss can reduce throughput for a given sender and 
thereby degrading application which require a certain amount of throughput. Packet loss 
increases latency due to additional time needed for retransmission. The delay in packets cause 
pauses of streaming media such as voice over IP, online video, online gaming and 
videoconferencing. 
Voice will for the moment be the main revenue generating application for 
telecommunications service providers and its continuity in future networks is very important. 
However, circuit switched voice services are gaining less popularity giving rise to Voice over 
IP (VoIP) [18] services. Future voice services are envisioned to be VoIP with coming 
technologies like LTE. Operators have seen VoIP as an attractive solution to providing cheap 
voice services. Currently 96 operators launched commercial LTE services in 46 countries 
with LTE1800 now used in 33% of commercial network deployed across the globe [19].  It is 
therefore very important for the operators to have an idea of VoIP performance in/and across 
different access technologies, e.g. 2G, 3G and 4G. There has been talk in the market about 
introducing VoIP over 3G.  Some of the reasons driving service providers to think of the 
possibility of carrying VoIP over a 3G are as follows: operators think that VoIP can help 
them utilize their transmission network more efficiently. They want to get a competitive 
advantage over providers using other access technologies.   3G providers feel the urge to 
support VoIP to compete with VoIP providers.  
Universal Terrestrial Radio Access Network (3G) release 99 does not support VoIP in a 
radio efficient manner. However, it has been demonstrated in [20, 21] that High Speed Packet 
Access (HSPA) which is a combination of two protocols, High Speed Downlink Packet 
Access (HSDPA) and High Speed Uplink Packet Access (HSUPA) is attractive for 
transmission of VoIP since it provides high bit rates in downlink and uplink. Voice over IP 
(VoIP) has a very tight delay requirement [22] of 200 – 300 ms end-to-end delay. The mouth-
to-ear delays less than 300 ms are considered acceptable and get a good voice quality rating. 
Delays over 300ms are considered not good and gives a bad mean opinion score (MOS). 
Since VoIP is seen as the most promising application for voice service, it makes a lot of sense 
to evaluate how current mobile networks perform. When introducing a new service, the 
service quality requirements and the technical options need to be carefully reviewed during 
the selection of a technology where the service will run. New service can require 
implementation of a new technology.  
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Table 2. 1: Performance targets for audio and video application [17] 
  
Key performance parameters and  
target values 
Medium Application Degree of symmetry 
Typical 
data rates 
One-way 
delay 
Delay 
variation 
Informa
tion loss Other 
Audio Conversational voice Two-way 4-64 Kbit/s 
<150 ms 
preferred ,  
<400 ms 
limit  
< 1 ms  
< 3% 
packet 
loss ratio 
(PLR)  
  
Audio Voice messaging 
Primarily 
one-way 4-32 Kbit/s 
< 1 s for 
playback,      
< 2 s for 
record  
< 1 ms  < 3% PLR    
Audio 
High quality 
streaming 
audio 
Primarily 
one-way 
16-128 
Kbit/s 
(Note 3) 
< 10 s  << 1 ms  < 1% PLR   
Audio SD TV audio MPEG-2 One-way 256 Kbit/s < 10 s  << 1 ms  
< 1% 
PLR   
Audio 
Dolb 5.1 
surround 
sound  
One-way N/A < 10 s  << 1 ms  < 1% PLR   
Audio SD TV audio MPEG-4 One-way 66 Kbit/s < 10 s  << 1 ms  
< 1% 
PLR   
Video Videophone Two-way 16-384 Kbit/s 
< 150 ms 
preferred 
(Note 4),       
<400 ms 
limit  
N/A < 1% PLR 
Lip-
synch: 
< 80 ms  
Video Video obs. Or announcement One-way 
16-258 
Kbit/s < 10 s N/A 
< 1% 
PLR   
Video IP TV One-way 512 Kbit/s < 10 s << 1 ms  < 1% PLR 
Lip-
synch: 
< 80 ms  
Video SD TV (MPEG2) One-way 2-3 Mbit/s < 10 s << 1 ms  
< 1% 
PLR 
Lip-
synch: 
< 80 ms  
Video SD TV (MPEG4) One-way 1-2 Mbit/s < 10 s << 1 ms  
< 1% 
PLR 
Lip-
synch: 
< 80 ms  
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Table 2.2: Performance targets for data [17] 
  Key performance parameters and target values 
Medium Application Degree of symmetry 
Typical 
amount of 
data 
One-way delay 
(Note) 
Delay 
variation 
Information 
loss 
Data 
Web-browsing-
HMTL 
Primarily one-
way 
~10 KB Preferred < 2 s 
/page, Acceptable 
< 4 s /page 
N.A. Zero 
Data  
Bulk data 
transfer/retrieval 
Primarily one-
way 
10 KB-10 
MB 
Preferred < 15 s, 
Acceptable < 60 s 
N.A. Zero 
Data 
Transaction 
services – high 
priority e.g. e-
commerce, ATM 
Two-way < 10 KB Preferred < 2 s, 
Acceptable < 4 s 
N.A. Zero 
Data Command/control Two-way ~ 1 KB < 250 ms N.A. Zero 
Data  
Still image One-way < 100 KB Preferred < 15 s N.A. Zero 
Acceptable < 60 s 
Data 
Interactive games Two-way up: 16kb/s 
Down: 
16kb/s 
< 200 ms  N.A. Zero 
Data  
Real-time Stretegy 
Video Game 
Two-way up: 8kb/s 
Down: 8kb/s 
< 200 ms - 500ms N.A. Zero 
Data 
Telnet Two-way 
(asymmetric) 
< 1 KB < 200 ms  N.A. Zero 
  E-mail (server 
access) 
Primarily one-
way 
< 10 KB Preferred < 2 s  N.A. Zero 
Data Acceptable < 4 s 
Data 
E-mail (server to 
server transfer) 
Primarily one-
way 
< 10 KB Can be several 
minutes 
N.A. Zero 
Data Fax ("real-time") Primarily one-way 
~ 10 KB <30s/page N.A. <10-6 BER 
Data 
Fax ("store & 
foward") 
Primarily one-
way 
~ 10 KB Can be several 
minutes 
N.A. <10-6 BER 
Service quality has a strong impact on the overall customer behavior like churn as well 
as Communication Services Providers (CSPs)’s reputation. Customers tend to share their 
experiences, and usually it is the bad or exceptionally good experiences which are 
remembered. The understanding of the technology and network behavior as well as the 
visibility into how different applications perform in the network is an important asset and 
competitive advantage for the CSPs. By leveraging this asset, the CSP can provide more 
value for the customers, compared to service providers who are playing directly in the 
internet.  
Network coverage is an important issue when networks or new advanced services are 
introduced. When customer is ready to invest in a new service, it is of paramount importance 
that the service coverage is in areas important for the customer: office, home, country house, 
or neighboring village. Customers value mobility and freedom when using a service. 
Understanding the coverage requirements and providing adequate network and service 
coverage are the enablers for this freedom. For continuous service experience for today’s 
mobile customers, solutions optimizing roaming performance while traveling and 
interoperability of systems for seamless service coverage are also crucial for positive user 
experience. 
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2.2 Applications and Supporting Technologies  
Table 2.3 shows a mapping and overview of services supported in different radio access 
technologies based on 3GPP specifications. 
Table 2.3: Services is different radio accesses 
Services/ RATs 2G 3G 4G UMA/GAN
Circuit Switched Voice (Traditional voice) Ŷ Ŷ   Ŷ
Circuit Switched Video (Video call) Ŷ Ŷ Ŷ  Ŷ
Non Conversational Packet Switched (PoC, 
WAP, HTTP) Ŷ Ŷ Ŷ Ŷ
Packet Switched Video (Streaming) Ŷ Ŷ Ŷ Ŷ
Packet Switched Voice (VoIP)    Ŷ Ŷ Ŷ
GERAN [23] is term given to the second-generation (2G) digital cellular GSM radio 
access technology, including its evolutions in the form of EDGE (Enhanced Data rates for 
Global Evolution) and also known as Enhanced General Packet Radio Service (EGPRS). 
General packet radio service (GPRS) is a packet oriented mobile data service available to 
users of the 2G cellular communication systems global system for mobile communications 
(GSM), as well as in third-generation (3G) systems. In 2G systems, GPRS provides data rates 
of 56-114kbit/s. Enhanced GPRS (EGPRS) also known as EDGE (Enhanced Data for Global 
Evolution) provides 3 times data rates. 
UTRAN [24] is the term given to the UMTS Terrestrial Radio Access Network. 
Wideband Code Division Multiple Access (WCDMA) is the 3G standard that has been 
agreed for Europe and Japan and is also known as UMTS Terrestrial Radio Access Network 
(UMTS). WCDMA Base Transceiver station (BTS) is adapted to support WCDMA and 
HSPA technologies. UMTS is the European vision of 3G system and provides data rates up 
from 384kbit/s to 2Mbit/s per user. UTRAN is short for UMTS Terrestrial Radio Access 
Network. UMTS is the European version of 3G system and provides data rates up from 
384kbit/s to 2Mbit/s per user. High Speed Packet Access (HSPA) [25] is a collection of two 
mobile telephony protocols High Speed Downlink Packet Access (HSDPA) and High Speed 
Uplink Packet Access (HSUPA), that extend and improve the performance of existing 
WCDMA protocols and can reach data rates of up to 10Mbit/s with appropriate modulations 
scheme.   
UMA is the term given to unlicensed mobile access [26, 27]. UMA provides seamless 
mobility for circuit and packet services between IP (Wi-Fi) and GSM networks. UMA is the 
commercial name of the 3GPP Generic Access Network (GAN) GAN is a telecommunication 
system which extends mobile services voice, data and IP Multimedia Subsystem/Session 
Initiation Protocol (IMS/SIP) applications over IP access networks. The architecture is 
presented in [28].  
LTE is a term given to the fourth-generation (4G), Long Term Evolution [29]. It is 
designed to provide high data rates of 100 Mbit/s in downlink and 50Mbit/s in uplink within a 
20MHz bandwidth. LTE was designed to support voice in the packet domain. LTE-Advanced 
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is a term used for the version of LTE that addresses IMT-Advanced requirements and 
promises speeds of up to 100Mbit/s in high mobility and 1Gbps in low mobility. 
2.3 Interworking of Radio Access Technologies  
There has been a huge development in wireless communication technologies such as 
GPRS, EGPRS, WCDMA, HSPA, Wireless Local Area Network (WLAN) and now LTE. 
Currently Mobile wireless technologies such as GPRS, EGPRS, WCDMA, HSPA and LTE 
provide users high mobility but with low rates, i.e. 12kbit/s, 200kbit/s, 2Mbit/s, 3.6 Mbit/s, 
100Mbit/s respectively while WLAN systems offer higher bandwidth such as 11Mbit/s, 
54Mbit/s and more but the mobility is low. One observation was a requirement to utilize the 
benefits of both technologies and combine them together to address new generation 
technology that covers the increasing user demand and this could be achieved through 
interworking between UMTS and WLAN technologies [IV]. Therefore, WLAN systems are 
seen to complement WCDMA based cellular evolution in hot spots in development beyond 
3G [30, 31and 32]. WLAN offers an inexpensive solution to extend wireless broadband 
coverage and capacity extension, and offers highest data speeds on hot spots. In addition to 
direct access to Internet WLAN may provide also access to operator 3GPP services using 
3GPP-WLAN interworking scenarios. Currently hardware exists to trigger link layer 
intersystem handovers between WLAN and GPRS, e.g. UMA technology provides access to 
GSM and GPRS mobile services over unlicensed spectrum technologies. There are mainly 
two architectures that have been proposed to interconnect Cellular-WLAN systems, i.e. tight 
coupling and loose coupling [33, 34].  
In the tight coupling architecture, the WLAN network appears to the 3G system as either a 
radio access network (RAN) or base station subsystem (BSS) in 2G. In tight coupling the 
WLAN may emulate a Radio Network Controller (RNC) or a Serving GPRS Support Node 
(SGSN) [35]. The WLAN has to be part of the cellular radio access network serving as a 
micro cell. The advantage to this approach is low handover delay and reduced packet loss. 
The seamless handovers in tight coupling because they use fast Layer 2 mechanisms in 
cellular handoff procedures. The QoS is provided within cellular network and all services 
provided by cellular network are available in WLAN coverage. The drawback to this 
approach is that it requires expensive interworking gateway and expensive link to 3G core 
network or RAN and it is not flexible; therefore, independently operated WLANs cannot be 
integrated. Moreover, in this architecture all the packets go through the core network. Hence, 
the core network becomes a bottleneck and needs to be redesigned to sustain the increased 
load  
In case of loose coupling architecture, mobility management in the integrated Cellular-
WLAN system is handled using Mobile IP (MIP) protocols or Stream Control Trans 
Transmission Protocol (SCTP) [36]. This approach has several advantages such as 
independent data path for WLAN and 3G traffic, independent deployment and traffic 
engineering of Wireless Local Area Network and 3G, and reuse of 3G cellular 
Authentication/Authorization/Accounting (AAA) functions in WLANs. However, 
intersystem handover is weakly supported in loose coupling case requiring basically network 
selection by terminal. Nomadic mobility is supported, but change of radio interface (IP 
address) may disrupt ongoing sessions. Network layer mobility (Mobile IP) for mobility 
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unaware hosts/applications that require seamless mobility can be used. Application layer 
mobility also can be used for seamless session handoff using Session Initiation Protocol 
(SIP). Loose coupling suffers from many shortcomings including triangular routing [37] in 
mobile IP if route optimization is not performed, high handover delay, packet loss, high 
update latency.  Triangular routing is a form of routing where packets from hosts are sent via 
a proxy system for transmission to the intended destination. Multi-tunnel technology in 
Mobile IP [38] is used to reduce the handoff delay and packets loss. Loose coupling 
architecture requires that the 3G and WLAN systems have roaming agreement. Loose 
coupling is most preferred solution, widely used architecture because it manages to 
interconnect different technologies in an independent way using Mobile IP [39]. Table 2 
presents aspects of interworking for tight and loose coupling solutions.  
In the tight coupling solution, the WLAN network is an integral part of the mobile network. 
WLAN appears to the 3G or 2G as either a radio access network (RAN) or base station 
controller (BSC). The architecture allows service continuity when roaming between two 
access technologies. The advantage to this approach is low handover delay and reduced 
packet loss. The drawback to this approach is that it requires expensive interworking gateway 
and expensive link to mobile core network.  
In case of loose coupling solution, the access networks are not connected together. 
Intersystem handover is weakly supported in loose coupling case requiring basically network 
selection by terminal. For the mobile terminal to move to another cell it has to scan for 
available frequencies. In case of a 2G and 3G cell it will have to go over the process of 
reading system messages, camping on the cell and doing location registration. If it moves to 
another WLAN cell the mobile terminal has to re-associate with another access point (AP). 
The handover process involves authentication and re-association to the new access point, see 
figure 1.  The mobile terminal sends a disassociation message to the old access point. Both 
terminal and AP can send a Disassociation Notification or De-Authentication Notification. If 
APs are connected to same IP network segment, roaming between APs is transparent to the IP 
layer otherwise the mobile terminal would require acquisition of different IP address, which 
may take long.  It obtains a care of address (COA) and performs Duplicate Address Detection 
(DAD) to verify the uniqueness of its new link local address and a binding update procedure. 
Once Layer-2 handover is complete and a connection has been established, the mobile 
terminal can receive router advertisements again. 
With loose coupling the performance is not usually good as it involves discontinuing 
currently running services by the mobile terminal completely disconnecting from the network 
and reconnecting again in the target cell, and in the process losing an IP address. Once the 
mobile terminal has lost an IP address, the network has no knowledge where to send the data.  
If the user wants to resume the service, the used will have to initiate it once more again after 
the mobile terminal has associated with the access point. Table 4 presents the aspects of 
interworking. 
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Table 2.4: Aspects of Interworking 
Aspects of Interworking Class of Interworking Tight  Loose 
General amount of handover 
preparation Full None 
Resource reservation Yes None 
Network discovery and selection Full network support and control 
MT base only (e.g. pre-
configured, independent 
scanning) 
Handover Initiation or control 
Network initiated or 
control; inter-technology 
reports, triggers in native 
RAT format 
MT initialized and 
controlled, no network 
awareness 
Performance Ok for VoIP Not OK for VoIP 
IP address continuity Yes May not 
Service continuity Yes May not 
Example Intra 3GPP 3GPP to untrusted non-3GPP 
2.4 Handovers 
This section presents the handover process, types of handovers, handover delay 
contribution and some proposed handover improvements in mobile networks. We would like 
to introduce the following mobility mechanism in this section, i.e. cell reselection, redirection 
and handover.  
Cell reselection (also called idle mode mobility) is process which enables mobile 
terminal to select a cell when the terminal is switched on and during mobility when terminal 
is moving across cells. There is no active data or voice connection taking place. Once the 
mobile terminal is powered on, it performs initial cell selection procedure by scanning 
the supported frequency bands and Radio Access Technologies (RATs) to find a suitable cell. 
The cell has to match its Public Land Mobile Network Identity stored in the Universal 
Subscriber Identity Module (USIM) and fulfill the S-criterion, i.e. the signal level/quality 
thresholds. Due to user’s mobility, the mobile terminal regularly searches for a better cell. If a 
better cell is found, that cell is selected. The change of cell may imply a change of frequency 
band and radio access technology. It is the cell reselection procedure that allows the mobile 
terminal to select a more suitable cell and camp on it. It is worth noting that Routing or 
Tracking or Location Area updates may occur if a newly selected cell belongs to an area the 
mobile terminal is not registered in. In order to judge which cell is more suitable, the mobile 
terminal follows the cell reselection criteria. The mobile terminal detects, synchronizes, and 
monitors intra-frequency, inter-frequency and inter-RAT cells indicated in the measurement 
control system information of the cell it is currently camped on. The terminal reselection 
procedures are specified in [40] for different radio access technologies. 
Redirection is a term that stands for the Radio Resource Control (RRC) connection 
release procedure with redirection information. The mobile terminal with ongoing RRC 
connection is ordered to switch to another frequency layer or radio access technology.  The 
typical scenario where redirection applies is where we have WCDMA and LTE coverage not 
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fully overlapped, i.e. there are LTE coverage holes typical of common LTE initial 
deployment case and there is no VoLTE service. However, LTE is fully overlaid with 
WCDMA coverage. Therefore, in order to make a voice call, LTE users perform circuit 
switched Fallback to the radio access network supporting circuit switched domain. In this 
procedure, RRC Connection in LTE is released and details of target side providing the circuit 
switched service are delivered to the Mobile terminal. The mobile terminal camps on the 
radio access network supporting circuit switched domain and establishes RRC Connection to 
get the circuit switched service. This procedure incurs service interruption - no seamless 
mobility because the current RRC connection is released and needs to be re-established in 
target frequency layer or radio access technology. There are no resources reserved in advance 
on target frequency layer or radio access technology. Redirection can be used for example in 
the following scenarios: 
• Circuit switched fallback from 4G to 2G/3G 
• Fast return to 4G from 2G/3G 
• Mobile terminal is redirected to other RAT or frequency layer due to extensive 
interference. 
In order to speed up connection re-establishment on target side, target System Information 
Blocks can be given in RRC Connection Release message. In 3GPP release 9, the RRC 
connection release with redirection was enhanced to include system information of one or 
more 2G or 3G cells on the redirected carrier frequency. 
Handover is a process of transferring an ongoing speech or data call from one channel 
to another [41]. Handover is the British English term standardized by 3GPP; in US English it 
is called handoff. Handovers area needed for: 
• Call continuity - to ensure a call can be maintained (avoid loss of connection) as a 
mobile terminal moves geographical location from the coverage area of one cell to 
another. Calls can be packet switched calls or circuit switched call. Nowadays data 
calls are established when mobile terminal connects to the internet using WAP, 
GPRS, EDGE, HSPA, LTE, WLAN, etc. Not a long time ago, data calls, especially 
circuit switched data and high speed circuit switched Data were supported in wireless 
networks. With the advent of GPRS and EDGE which proved more efficient for 
packet-based data transmission these solutions became less popular. Like Voice calls, 
it used to be circuit switched only and nowadays we can do voice over a packet 
switched network. 
• Call quality - to ensure that if a mobile terminal moves into a poor coverage area the 
call can be moved from the serving cell to a neighboring cell (with better quality) 
without dropping the call. When a terminal in a neighboring cell uses the same 
frequency, and it causes interference, the terminal changes access frequency. 
• Traffic Reasons - to ensure that the traffic within the network is optimally distributed 
between the different layers or bands of a network. In case a terminal is in an area 
covered by more cells starts a new call, and the serving cell’s connections are used up, 
the terminal makes a handover to some other cell. 
29 
Handovers may be of two types, i.e. intra-system handover and intersystem handover 
1. Intra-system handovers are handovers using the same radio access technology, i.e. a 
handover happening between two cells of the same network or a user moving from 
a UMTS cell to another UMTS cell. These types of handovers are also referred to 
as horizontal handovers [42]. Based on the number of serving radio cells, the 
handover can be intra-cell or inter-cell, inter-BTS, inter-BSC or RNC.  
Intra-cell handover – the mobile terminal stays in the area of the currently used 
radio cell, e.g. handovers in cell A (see figure 2.1). The reason for intra-cell 
handover may be interference in the radio channel or codec change.  
Inter-cell handover - the mobile moves to a new radio cell served by the same base 
station, e.g. handovers between cells C-D and E-F, G-H and I-J. The reason for 
inter-cell handover may be interference in the radio channel or poor quality in the 
serving cell.  
Intra-BTS or Node (intra BSC or RNC) – the mobile stays under the current 
serving BSC or RNC, but moves from one BTS or Node to the other (not shown in 
figure 2.1). 
2. Inter-system handovers are handovers between different radio access technologies. 
These types of handovers are also referred to as vertical handovers, e.g. 2Gļ3G 
handovers, i.e. handovers between D and E cells, 4Gļ3G handovers, i.e. 
handovers between G and F cells. An inter-system handover from WCDMA to 
GSM does not differ from the inter-BSC handover from the point of view of the 
GSM base station subsystem (BSS). Likewise, from the RNC's point of view, an 
inter-system handover from GSM to WCDMA does not differ from the inter-RNC 
handovers.  Inter-Technology handover refers to handover between 3GPP and non-
3GPP technologies, e.g. LTE-WLAN or WLAN-WiMAX.  Intersystem or Inter-
RAT or Inter-Technology handovers are referred to as vertical handovers [43, 44]. 
Inter-RAT handovers are hard handovers. In practice a handover that requires a 
change of the carrier frequency (inter-frequency handover) is always performed as 
hard handover. Hard handover means that all the serving cell radio links in the 
mobile terminal are terminated before the new radio links are established in the 
target cell. It is for this reason such handovers are also known as break-before-
make. However, hard handovers can be seamless or non-seamless. Seamless hard 
handover means that the handover is not perceptible to the user while non-seamless 
would for the user show noticeable degradation of service or application. 
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Figure 2.1: Mobile Telecommunications Network
In code division multi-access systems handovers are soft [45], i.e. a new radio 
connection is built before the original is released. The mobile terminal is connected to more 
than one service areas at the same time, i.e. several radio links are active at the same time. 
This allows smoother transmission of user plane data from one radio access channel to 
another. The same user plane data is transmitted on all radio access channels, allowing the 
terminal to synchronize the data coming from the two directions. Therefore, no codec change 
is allowed during soft handover. This type of handover is called make-before-break. 
Though we did a few voice handover measurements, the packet switched handovers 
in/and across radio access technologies are the primary focus of our study. Voice service is 
bread winner for communication service providers and will continue to be in the near future. 
Therefore, ensuring that this service continues to be available and perform well in mobile 
wireless communication networks has always been paramount. The standards organizations 
and vendor’s solutions have been developed over years to ensure that networks will provide 
voice service continuity.   
2.5 Handover Process 
The handover process is of major importance within any mobile communication 
network or cellular network. It is necessary to ensure that it can be performed reliably and 
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without disruption to any calls. Failure for it to perform reliably can result in dropped calls, 
and this is one of the key factors that can lead to customer dissatisfaction, which in turn may 
lead to them changing to another cellular network provider. Accordingly, handover is one of 
the key performance indicators monitored so that a robust cellular handover regime is 
maintained on the cellular network. Therefore, it is important to fully understand how the 
handover process looks like. The handover process is divided into three steps:  handover 
decision, system discovery and handover execution [46, 47].  
2.5.1 Handover Decision
In 2G, 3G and 4G Handover decisions are made by radio resource management in the 
serving radio access base node (BSC or RNC or eNodeB).  Handover decision for single 
RATs is based on the measurements the mobile terminal sends to RNC or BSC or eNodeB 
which commands the mobile terminal to select a target cell [48]. For single RATs, the 
handover decision is based on Received Signal Strength (RSS), Received Signal Quality 
(RSQ) [49]. 
The criteria for performing a handover are based on the availability of best cell and 
when the mobile terminal is no longer in the coverage area. The triggering is based on the 
measurement results reported by the mobile terminal and base station, and parameter sets for 
each cell and algorithms. The mobile terminal measures the signal strengths from 
surrounding base stations and the signal received quality. The mobile terminal decides when 
to handover based on the information it gets from the base station and its own measurements. 
The metrics used for measuring signal strength and signal quality for ranking cells for 
handover decisions [50] and cell reselection are shown on table 5 for each radio access 
technology. 
Table 2 5: RATs signal strengths/Quality 
RAT Signal Strength Signal Quality 
GSM Received signal level (RxLevel) Quality of the received signal 
(EXQUAL) 
UMTS Received Signal Code Power of the 
primary common pilot channel 
(CPICH RSCP) 
Received energy per chip of the 
primary common pilot channel of 
neighbor 3G cell (CPICH Ec/Io) 
LTE Reference Signal Received Power 
(RSRP) 
Reference Signal Received Quality 
(RSRQ) 
The Reference Signal Received Power (RSRP) is the average of power levels (in [W]) 
received across all reference signal symbols within the considered measurement frequency 
bandwidth. The mobile terminal takes measurements from the cell-specific Reference Signal 
elements of the serving cell. If receiver diversity is in use by the mobile terminal, the reported 
value shall be equivalent to the linear average of the power values of all diversity branches. 
The Reference Signal Received Quality (RSRQ) is defined as the ratio N×RSRP/(4G carrier 
RSSI) [51], where N is the number of radio bearers of the E-UTRA carrier RSSI 
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measurement bandwidth. The measurements in the numerator and denominator shall be made 
over the same set of resource blocks. 
When the signal or quality of the neighboring cell is greater than that of the serving cell 
by a defined threshold, a handover is performed. The handover threshold comparison 
includes the evaluation of the uplink or downlink level, quality and interference.  Quality of 
service admission control compares the offered quality of service by neighbor networks and 
the quality of service required by the mobile user to make the decision to which reachable 
wireless network to make the handover. This step is called “handover decision.” In current 
2G handovers and intersystem handovers (e.g. 2G-3G handover), the decision to perform a 
handover is mobile controlled by a vertical handover agent, sitting in the mobile terminal. 
When a certain signal threshold is reached, this triggers a handover decision. The handover 
decision is triggered by signal quality when radio bearer deteriorates or when there’s network 
congestion. The 2G-3G handovers (packet transfer mode for PS connections) is based on 
coverage where a cell with highest received signal strength is chosen. When a decision is 
made, a stability period is added to it to avoid ping pong effect.  The wireless network 
interface first carries out the link-layer handover, which in turn triggers the network layer 
handover which may be supported by mobile IP. The link-layer handover is characterized by 
their physical layers, medium access and link-layer mechanisms specific to a particular radio 
access technology. 
There are, however, other causes that can trigger handover, e.g. the detection of mobile 
terminal speed [52, 53] and load [54]. For fast moving mobile terminals, it is desirable to 
push them to macro layer instead of keeping them in small cells because this can lead to in 
the worst case no measurement taking place or handover failures, while the mobile terminal 
is passing a certain cell. The load based triggering, e.g. the BSC initiates an inter-system 
handover attempt to the 3G if the traffic load of the serving 2G cell exceeds the load 
threshold. The operator defines the load threshold by the parameters minimum traffic load for 
a speech call and minimum traffic load for a data call. The handover algorithm uses one of 
these load thresholds according to the connection type. 
In UMA the Handover between the 2G or 3G and UMA systems are triggered by the 
mobile terminal. In case of UMA to UMA handovers, these handovers are based on the 
traditional WLAN handover mechanisms. In WLAN the decision to handover is done when 
the mobile terminal sees that it’s not getting beacons from the serving access point. 
2.5.2 System Discovery 
During system discovery, the mobile terminal must know which wireless networks are 
reachable. 
In 2G, the system has knowledge of the best candidate cell to choose from. In 
connected mode the mobile terminal is required to report to the network 6 best neighboring 
cells. The mobile terminal has to decode the full Broadcast Control Channel (BCCH) data of 
the serving cell every 30 s, and the BCCH of the adjacent cells every 5 min [55]. The mobile 
terminal also has to pre-synchronize and decode the Base Station Identity Code (BSIC) of the 
serving cell once in 30 s. The list of the adjacent cells (six best adjacent cells) is updated 
every 60 s, and if a new cell appears in the list, the mobile terminal has to decode the BCCH 
of this new cell in 30 s. With the mobile terminal mobile having knowledge of the best 
adjacent cells, it can be requested to camp on the best cell when a handover request is 
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initiated. In Connected or dedicated mode, the mobile terminal does not have so much time to 
make adjacent cell measurements, because the mobile terminal has to transmit and receive 
data to and from the serving Base Station. After transmitting and before receiving the next 
frame, the mobile terminal has a short time to measure the adjacent cell frequencies. The 
mobile terminal gets a list of them on System Information type 5, [56]. During this idle slot, 
the mobile has a longer time to make the adjacent cell measurements, and during this time, 
the mobile terminal pre-synchronizes itself to the frequency of the adjacent cell and tries to 
decode the Base Station Identity Code (BSIC) of the adjacent cell. In dedicated mode the 
mobile terminal has to pre-synchronize and decode the BSIC of the adjacent cells once in 10 
s. When a new adjacent cell is taken in the list, pre-synchronization and BSIC decoding has 
to happen in 5 s. If it is not successful, the mobile terminal will use the old neighbor list and 
again try to decode the BSIC of the new adjacent cell. The mobile terminal sends a list of the 
six best adjacent cells every half second (exactly every SACCH period, i.e. 480 ms) to the 
Base Station, which pre-processes and sends the measurement results to the Base Station 
Controller.  
In 3G, the mobile terminal uses compressed mode operation [57] to obtain adjacent 
cells. The transmission and reception are halted for a short time in order to perform 
measurements on other frequencies. This is so due the fact that a mobile terminal with a 
single interface is unable to receive more frequencies at the same time. Compressed mode is 
triggered when a certain signal threshold is reached and this is available for uplink and 
downlink direction [58, 59]. Measurements of best adjacent cell are sent to the network which 
would make decision to allow a mobile terminal to camp on a preferred cell. 
In 4G, the mobile terminal performs neighbor cell measurements the same way as in 
UTRAN, i.e. during downlink/uplink idle periods that are provided by discontinuous 
reception (DRX) mechanism or packet scheduling (i.e. gap assisted measurements). 
In WLAN, before the mobile terminal can join a WLAN network, it needs to discover 
the networks by scanning. In WLAN, if the mobile terminal is transmitting frames, it will 
detect its movement after a number of failed frame transmissions [60]. 
Once mobile terminal detects that it has changed its location, it begins looking for a 
new access point (AP) to associate with using passive scanning, i.e. listening to all beacons 
that are sent by all access points within its reach. The beacon period is measured in Time 
Units (TU) of 1024 ms; a typical value is 100 Time Units. Access points may not be 
configured to transmit beacons at the same interval. The standard specifies that the whole set 
of available channels must be scanned and so the mobile terminal must wait until it receives 
beacons from all channels, and this may take some time. Nokia phones can be configured to 
perform background scanning also when there is no active WLAN connection. In Nokia's 
implementation, the background scanning interval ranges from 1 minute to 10 minutes. The 
mobile terminal will also scan for better access points during an active WLAN association. 
The mobile terminal listens to router advertisements and if it hears them, then network is 
reachable. The interface is activated periodically to receive the service advertisements and 
therefore the activating frequency directly affects the system discovery time. The mobile that 
activates the interfaces with high frequency may discover the reachable wireless network 
quickly but its battery may run out very soon. There is a trade-off between the power 
efficiency and the system discovery time. 
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2.5.3 Handover execution 
The handover execution depends mainly upon the handover strategy implemented in 
the system [61].  
In 2G, 3G and 4G, the handover execution phase starts when the handover command is 
sent to the mobile terminal and finishes when the mobile terminal has successfully camped on 
the target cell. The mobile terminal releases the current connection from the serving cell, 
establishes a connection to the target cell and authenticate with the system. This step is called 
“handover execution”. In inter-eNodeB, handover execution is complete when there is direct 
tunnel formed between source and target eNodeBs for downlink data forwarding.  
In UMA for UMA-to-2G or 3G handovers [62], the mobile terminal sends a handover-
required message to the UMA network controller (UNC), indicating the candidate 2G or 3G 
cell for the handover. The serving UNC sends to the core network a message indicating the 
need for the handover with the indicated 2G/3G cell provided by the mobile terminal. The 
core network requests the target 2G or 3G cell to prepare for a handover using standard 2G or 
3G handover signaling. Then, an inter-RAT handover is performed to the 2G or 3G cell and 
the UMA client in the mobile terminal switches from the WLAN radio to the GSM radio. A 
UMA Radio Resource release procedure starts to release the radio resources utilized by the 
outgoing call. The handover is a “make before break” handover. For 2G or 3G-to-UMA 
handovers, when the mobile terminal enters the coverage area of an access point, it registers 
with the serving UNC. Once the terminal is registered, the serving UNC provides system 
information on the UMAN cell it controls. Now the terminal can include the UMAN cell 
information in the measurement report to the 2G or 3G. Based on the mobile terminal 
measurement reports and internal algorithms, the 2G or 3G controller decides to handover to 
UMA cell and initiates the handover procedure with the core network using standard 2G or 
3G signaling. The handover is also a “make before break” handover. 
In UMA to UMA the mobile terminal has to re-associate with another access point, see 
figure 2.2. The handover execution process involves authentication, re-association to the new 
access point and disassociation with the old access point by sending a disassociation message. 
Both terminal and access point can send a disassociation notification or de-authentication 
notification. If access points are connected to same IP network segment, roaming between 
access points is transparent to the IP layer otherwise the mobile terminal would require 
acquisition of different IP address, which may take long.  It obtains a care of address (COA), 
i.e. a temporary IP address for a mobile terminal and performs Duplicate Address Detection 
(DAD) to verify the uniqueness of its new link local address and a binding update procedure 
[63]. Once Layer-2 handover is complete and a connection has been established, the mobile 
terminal can receive router advertisements again. 
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Figure 2.3: WLAN roaming 
2.5.4 2Gļ3G Handovers 
The handover from 2G to 3G or vice-versa is an inter-RAT handover. The interworking 
is possible in both Idle mode and dedicated mode. The handover reasons are mainly based on 
coverage in WCDMA and load in GSM.  
3G ĺ2G Handover 
The 3Gĺ2G handover is initiated by the UMTS radio network i.e. the radio network 
controller (RNC) where the handover triggering thresholds are set for coverage/quality.  
When the event triggered coverage or capacity based handover are fulfilled, the RNC 
commands the mobile terminal to start inter-system measurements periodically.  The 
measurements are done in compressed mode. The compressed mode is used in WCDMA for 
inter-RAT neighbor measurements before handover decision is taken. The mobile terminal 
reports best GSM cells having strongest RSSI results back to the RNC. The RNC makes 
handover decision and commands the mobile terminal in dedicated mode having packet-
switched data service in a WCDMA cell to select a GSM cell. The mobile terminal 
establishes the radio connection to the GSM base station and then initiates the routing area 
update procedure, see figure 2.3. When the routing area is complete, the connection to 3G is 
released. The SRNC sends a Cell Change Order message to the mobile terminal commanding 
the mobile terminal to leave UMTS network and register to GSM network. The mobile 
terminal synchronizes to the target cell. System information broadcasted in the target GSM 
cell tells the mobile terminal if a combined routing area/location area is possible or not.  
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Figure 2.4:  3Gĺ2G handover message flow
The signaling in the cell-change-order procedure is identical to that in the cell reselection 
procedure described for 3G-2G handover procedure except that the network selects the target 
GSM cell and initiates the procedure by sending a cell-change-order from the 3G message. 
2Gĺ3G Handover 
The 2Gĺ 3G handover is initiated by the GSM radio network, i.e. the base station controller 
(BSC). Measurement parameters of the WCDMA RAN neighbors are sent to the multi-RAT 
mobiles in the measurement Information message. The 3GPP standards allow the BSC to 
send 96 adjacent cells (neighbors) to the mobile (i.e. 32 intra-frequency neighbors, 32 inter-
frequency neighbors and 32 inter-system neighbors. The mobile terminal is required to send 
measurement to the network. Based on the received measurements results the BSC decides 
that a cell reselection to 3G is necessary due to better radio conditions there and sends the 
mobile terminal a cell reselection command. The mobile terminal performs cell reselection 
procedure as specified in [35]. It later requests an RRC connection with the establishment 
cause “Inter-RAT cell reselection” This RCC connection is used to register to the 3G core 
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network. The mobile terminal and SGSN perform Combine Routing Area Update procedure 
if the GS interface is available. Otherwise separate Location Area Update and Routing Area 
Update will be performed. A simplified message flow during the handover of a mobile 
terminal that's has an active PDP context in GPRS or EGPRS and moving to 3G is shown on 
figure 4. 
 Figure 2.5: 2Gĺ 3G handover message flow
2.5.5 4Gļ3G or 2G Handovers 
The handover from 4G to target RAT (3G or 2G) for a MT in connected mode is done via 
CSFB utilizing PSHO or via SRVCC. 
4Gĺ3G/2G Handovers via CSFB 
The CS voice service continuity is done via PS handover from LTE to UTRAN for 
multimode terminal. The Mobile terminated scenario is done when the UE is in RRC 
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connected state (i.e. data ongoing). The second MT initiates a CS call to that multimode 
terminal while it is connected.  The eNodeB performs PS handover to the chosen UTRAN 
cell and CS call is established in target system UTRAN. Figure 2.6 shows the corresponding 
handover flow chart. 
Figure 2.6: CSFB to UTRAN via PS handover 
4Gĺ3G/2G Handovers via SRVCC 
When the UE runs out of LTE Coverage, the eNodeB activates UE measurements on the 
WCDMA frequencies configured for SRVCC. The UE then reports that the condition for a 
handover to WCDMA are met. Then eNodeB initiates handover procedure towards WCDMA 
indicating to the EPC to apply SRVCC procedure. The EPC prepares UTRAN for an 
incoming CS handover. The VoIP bearer is converted to an CS-Voice bearer. Handover 
preparation for the CS and PS bearers is done in parallel. After the preparation of UTRAN 
the UE is commanded to handover to UTRAN. After handover completion, the UE performs 
routing area update procedure to establish the PS bearers via the Iu-PS interface. The UE is 
attached to UTRAN. A CS-voice bearer is served via Iu-CS and further bearers are served via 
Iu-PS.  The ralated signaling message flow is shown on figure 2.6. 
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Figure 2.7: SRVCC from E-UTRAN to UTRAN  
3GPP Mobility Management events in the context of PSHO to 3G/2G are shown on table 6. 
• The A2 event indicating low RSRP of the serving LTE cell activates the 
measurements of the target WCDMA layer. 
• The B2 event indicating poor RSRP of the serving LTE cell and high enough CPICH 
Ec/No or CPICH RSCP triggers the actual SRVCC procedure. 
• The A1 event may deactivate all inter-RAT measurements once RSRP of the serving 
LTE cell is high enough. 
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Table 2.6: Trigger events for handover 
Event Triggers 
A1 Serving cell becomes better than threshold 
A2 Serving cell becomes worse than threshold 
A3 Neighbor  cell becomes offset better than serving
A4 Neighbor cell  becomes better than threshold
A5 Serving  cell becomes worse than threshold1 and neighbor 
becomes better than threshold2 
B1 Inter RAT neighbor cell becomes better than threshold 
B2 Serving cell becomes worse than threshold1 and inter RAT 
neighbor becomes better than threshold2 
Handover by Redirection 
The handover from 4G to 3G or 2G can be done via redirection with coverage based 
redirection RSRP with no measurements or coverage based redirection RSRP with 
measurements or coverage based redirection RSRP. Handover by redirection means that the 
mobile terminal will go to idle mode and then to the connected mode in target cell, i.e. first 
release current connection on serving cell, connect to the target cell and initiate a connection. 
In the coverage based redirection RSRP with no target layer measurements RRC 
connection release with redirection is triggered by the RSRP based Event A2, see figure 5. 
When the A2 threshold is reached, A2 time is triggered. The mobile terminal sends 
measurement report triggered by event A2 for RRC connection release. When the timer 
expires, the eNodeB orders the mobile terminal to release existing RRC Connection. Within 
RRC connection release message, the eNodeB indicates target layer information to the 
mobile terminal. This allows avoiding signaling connection loss between the mobile terminal 
and radio access network. The 4G layer must be underlain with 3G layer due to blind 
redirection. 
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Figure 2.8: Coverage based redirection RSRP with no measurements 
In the coverage based redirection RSRP with measurements the RRC connection release 
with redirection is triggered by the RSRP based Event B2, see figure 6. We use this event 
because we are not checking only the serving cell coverage, but also checking if 3G coverage 
exists. When the signal level of serving cell is below some threshold and at the same time 
signal level of neighbor 3G cell is above defined threshold, the mobile terminal triggers B2 
timer. On its expiration the MOBILE TERMINAL sends measurements to eNodeB, which 
redirects it to 3G. This not a blind redirection because the mobile terminal has already 
checked if a 3G layer exists. This way of redirecting is applicable to the situations where:  
• Mobile terminal does not support handover to 3G but supports 3G measurements 
• Operator prefers measurement based redirection than handover 
The 4G layer is not necessarily fully overlapping with 3G layer. 
Figure 2.9:  Coverage based redirection RSRP with measurements 
In the coverage based redirection RSRQ with no target layer measurements the RRC 
connection release with redirection for extensive interference areas is triggered. The mobile 
terminal can be redirected to other RAT or frequency layer not only due to poor coverage but 
also due to extensive interference. The selection of the target for redirection is done without 
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triggering any target layer measurements and therefore it is a blind selection. When the 
RSRQ threshold is met, A2 time is started and after its expiry the mobile terminal is directed 
to the 3G later, see figure 7.  The 4G layer must be underlain with 3G layer due to this blind 
redirection. 
 Figure 2.10: Coverage based redirection RSRQ 
This type of redirection is meant for an environment with high interference, e.g. small cells. 
2.5.6 Summary 
Switching between different wireless access technologies (vertical handover) requires a 
handover on the network layer or simply a layer 3 handover [127]. The MT chooses a 
suitable cell before initiating a layer 3 handover and then initiating a layer 3 handover and 
then establishes a new layer 2 connection to that access point and acquires a valid temporary 
IP address in the new subnetwork. Layer 2 handover involves releasing the connection to the 
serving cell, establishing a connection to the target access network and doing location and 
routing are update. If the old connection is released before the new connection is established 
(break-before-make handover), data reception is interrupted for a short period of time. The 
service disruption can be avoided if the MT is capable of establishing connections to multiple 
access points simultaneously. The MTS can establish a connection to the target access 
network before the connection to the source access network is broken (make-before-break 
handover). If both source and target access points involved in a layer 2 handover are part of 
the same subnetwork, the MT’s IP address can remain the same. In this case the handover has 
no effect outside the subnetwork and is usually fast enough to go unnoticed by the user. 
However, inter-RAT handovers are break-before-make type of handovers, mobile-assisted 
handovers and the decisions to handover are made based on the received signal strength. 
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In 3GPP mobile networks handovers are mobile-assisted handovers. In a mobile-assisted 
handover, the MT makes the measurements and the network makes the decision. In 2G 
systems, the BSC is charge of the allocation and the release of radio channels and handover 
management, while in 3G and 4G system the RNC and enodeB are in charge respectively. 
Mobile-assisted handovers have disadvantages in case of inter-domain handovers [128]. In 
principle, a Security Association (SA) is required between the communication partners in IP 
networks. When a handover is required between domains, the AAA (authentication, 
authorization, accounting and charging) information is usually not valid in the new domain 
and has to be refreshed from the home network of the user, which will complicate the overall 
signaling design and increase the handover latency.  If user preferences were taken into 
account it would need to be sent to the network by signaling over the air, which increases the 
signaling overhead in the air, and also induces latency. The realization of seamless handovers 
to the best network section while considering QoS and AAAC calls not only for seamless 
handover protocols, but also intelligent handover decision strategies.  Application 
requirements play an important role in handover decisions, e.g., handovers for real time or 
high priority services need to be made seamless, which can only be supported within a 
domain or between different technologies. 
In 3GPP mobile handover decisions are made based mainly on the received signal strength 
and availability of capacity in the target cell. The simple decision mechanism is not enough 
anymore [129] In both BSC and RNC, channel requests for voice calls, data calls, handovers, 
routing area updates are paging are served by the same signaling channel. If a free channel 
exists in the target cell a MT can move to the target cell, otherwise the handover call is 
dropped. The handover may fail due lack of resources in the target cell, i.e. lack of signaling 
capacity (control channels) or packet channel capacity (communication channel). Having a 
communication channel doesn’t always mean that the running data application at the target 
cell will have its QoS requirements met because in mobile networks data service is served at 
best effort and it can be pre-emptied to provide capacity for voice circuit switched services. 
To choose the optimal radio access network among the multitude available access networks, 
there is a need for a more intelligent handover decision mechanism where a new radio access 
should be chosen in such a way that the user applications are supported in the optimal way.  
The handover principle should be such that the system should evaluate the bandwidth 
(control and communication channels) at the target cell first before triggering a handover. If 
the required application bandwidth at the predicted high-capacity cell is available, accept the 
data call. If not, look for the next neighboring cell, evaluate bandwidth availability and if 
available, accept the call. The system has to know the load of the target cell. This requires 
constant load monitoring of all cells and balancing the load between all neighboring cells. 
Common radio resource management functions that take into account the management of 
resources of cells in heterogeneous network are required namely, inter-RAT load sharing, 
inter-RAT traffic steering, and inter-RAT system information (load, measurements) sharing. 
We acknowledge that there's a tight dependency between the suitability of load balancing in 
radio access technology selection and service class mixing, and that other service type 
mixings can be affected by a chosen service and load balancing policy. We acknowledge that 
there's a tight dependency between the suitability of load balancing in radio access 
technology selection and service class mixing, and that other service type mixings can be 
affected by a chosen service and load balancing policy 
In the following section, we discuss the related work 
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3 Related Work 
In this section, we will provide a summary of the related works relevant to our study 
areas, i.e. 2G-3G handover performance, 3G-4G handover performance and issues regarding 
selecting optimal radio access technology and data service retainability across radio access 
technologies.  We present the limitations of the previous work. 
3.1 2G-3G handover 
The early analysis of handover performance looked at handover delay for UDP 
applications [64] by performing 2G-3G handover measurements. Authors in [65] presented 
how to tune different algorithms and parameters, as well as though probability calculations to 
make sure voice call handovers are successful.  
The authors in [66] investigate their multi service handover algorithm to enable service 
continuity in multi-radio access networks through a simulation. The algorithm does a 
horizontal handover by handing over a call first to a target cell of the same radio access 
technology. If that fails, it does vertical handover and transfers to a cell of different radio 
access technology. The results show service continuity is possible, but as well show that the 
traffic distribution can impact the performance of the system. The authors tried to solve the 
problem of service continuity but their algorithm was not an optimal solution; it just took into 
account the availability of capacity in the target cell. Authors did not address other issues 
such service requirements, traffic distributions and quality of user experience. The handover 
mechanisms between different radio access technologies should take into account the quality 
of user experience. If the handover is not seamless though there might be adequate capacity 
in the target cell, the service will always be disrupted thereby degrading quality of user 
experience. If the handover is seamless, but there is no adequate capacity in the target cell, 
the service performance will be poor.   
The Authors in [67] present a generic composition model for mobile services to support 
service continuity across domains (telecomm operator, internet service provider, independent 
enterprise). The authors show that the challenge of providing service continuity across 
domains is substantial, and must rely on support functions in all layers of the network stack 
and middleware. They introduce a Service Continuity Layer to allow services on top of it to 
provide service continuity. Within the service continuity layer there is a handover 
management component that provides service continuity across domains. The service 
continuity layer needs to be supported by all networks in the service domain, and this might 
prove very difficult since vendors rarely talk to one another.  
We evaluate the handover performance for UDP and Transmission Control Protocol 
(TCP) applications across 2G and 3G networks taking into account the improvements which 
were already planned like introducing the Gs interface, network assisted cell change (NACC) 
and data forwarding of packets by the Serving GPRS Support Node. We evaluate the 
performance degradation resulting from the inter-RAT handovers. We present our 
observations; show that the 2G-3G handover latency is still too high for TCP and UP 
applications.  
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Our analysis [V] shows little improvement to handover latency provided by the features 
NACC will not provide much improvement to handover latency as shown in our 
measurement results [V]. The 2G-3G handover latency is huge to maintaining service 
continuity for real-time data services. The obtained averaged throughput along our drive test 
route also affected service performance due to the poor radio conditions in in some areas 
along this route.  While performing the test, we also observed the handover procedure that 
did not perform in an optimal way. The MT chose a cell with the highest signal strength 
despite the fact that there was not much capacity there. It could have chosen a cell with less 
signal strength, but higher capacity. This led us to the fact that the choice of a cell or radio 
access technology should not be based on the strength of radio signal only, but should take 
into account the resources in the target cell as well. In case where the target cell has no 
adequate resources, the next target cell with adequate resources should be the preferred one 
for handover. 
3.2 3G-4G handovers 
Authors in [68] evaluated the performance of CS Fallback from LTE to UMTS. The 
handover was triggered by redirection. The results for mobile originated and terminated call 
setups were 4.7 sec and 2, 84 sec respectively. 
Redirection is a term that stands for the Radio Resource Control (RRC) connection 
release procedure with redirection information where a mobile terminal with ongoing RRC 
connection is ordered to switch to another frequency layer or radio access technology. This 
procedure incurs service interruption - no seamless mobility because the current RRC 
connection in LTE is released and needs to be re-established in target frequency layer or 
radio access technology (3G or 2G). The network can trigger CSFB via packet switched 
handover (PSHO); the eNodeB moves the packet switched bearers to the target radio access 
technology while establishing a voice call at the same time. This has the advantage that the 
bearers are not interrupted. 
We performed our measurements with both redirection and packet switched handover 
schemes. The CSFB measurements were done for a mobile terminal in connected mode and 
idle mode for both mobile originated and mobile terminated calls. Our measurements show 
that CSFB via PSHO was faster than via redirection. We evaluated user experience for the 
mobile originated call setup delay with our colleagues and proposed some improvements. 
Authors in [69] did a simulation and showed that service interruption time is just below 
250ms under specific block error rates and data rates. We did real handover measurements in 
our 3GPP release 8 test networks to observe issues in VoLTE especially in case of handover. 
Our tests result for SRVCC handover delay in a controlled environment show an average of 
155 ms which was better than the simulations results. However, IMS remote media updates 
take a long time when moving across radio access technologies for real time services. The 
3GPPP (for that reason) has decided in [70] to provide some enhancements to SRVCC. The 
authors in [71] present the enhanced SRVCC (eSRVCC) architecture, which improves 
interruption and handover delays by local anchoring of both signalling and media in the 
visited network. The authors in [72] further analysed the performance of eSRVCC. The 
results they obtained show that the handover latency was less than 300 ms, but there is still 
room for optimizing eSRVCC performance.  Service continuity from 3G or 2G circuit 
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switched access to 4G or HSPA was not specified in 3GPP Rel-8 or 9 or 10 and this is 
coming in the next release. The 3GPP Rel-11 introduces two new features that support (1) 
SRVCC from 3G or 2G to 4G or HSPA, (reverse SRVCC) and (2) video call handover from 
4G to 3G-circuits switched network for service continuity when the video call is anchored in 
IMS. 
3.3 Selecting Optimal Radio Access Technology  
Inter-RAT handover is mobile terminal controlled [73]. The mobile terminal decides 
when to handover based on the information it gets from the base station and its own 
measurements. In the previous works several vertical handover decision algorithms have been 
proposed in technical literature to improve the vertical handover decision algorithms and they 
include decisions based on proposed policies [74, 75, 76, 77, 78 and 79], i.e.  
• Always use the network with more bandwidth  
• Always take into consideration bandwidth, power consumption & cost of network  
• Always evaluate policies in a autonomic system to look for the best QoS 
considering terminal activity and connectivity resources  
Some policies apply fuzzy multiple attribute decision-making (MADM) strategies, i.e.  
• Simple Additive Weighting 
• Technique for Order Preference by Similarity to Ideal Solution  
• Multiplicative Exponent Weighting  
• Grey Relational Analysis  
Our analysis showed that while the vertical handoff decision algorithms are useful for 
understanding the handover decision strategies and policies, the previous work studies does 
not take into consideration the load of the target cell and quality of service of the running 
applications. Moreover, user policies may contain conflicting requirements with regard to 
different parameters which can halt the whole system if there is no special way of handling 
such conflicts. All these handover decision approaches mentioned above take place at the 
mobile terminal and require a lot of resources to exchange information messages between 
mobile terminal and network in order to accomplish the discovery phase and handover 
process. They are too complex and add undesired overhead to the decision process. 
3.4 Load balancing 
Dynamic Load balancing feature in LTE called mobility load balancing (MLB) has 
been standardized by 3GPP.  It is applicable between neighboring cells with same frequency 
band and radio access technology. Cells which are congested can transfer their load to other 
cells which have spare resources. MLB includes load reporting between eNBs to exchange 
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information about load level and available capacity. The users or mobile terminals are 
assisted in their decisions by broadcasted load information. It is necessary to extend the 
existing downlink load balancing work to the corresponding uplink scenarios as well [80]. 
However, as the size of the network increases, the load balancing process becomes harder to 
realize exactly [81]. The mobile network will require much more proactive load balancing in 
order to make good use of the newly deployed infrastructure and this will be a challenge in 
heterogeneous networks. 
In [82] and [83] the mechanisms for load balancing by vertical handover decision in 
different RATs are analyzed, but service dimension is not captured in the problem. Load 
balancing with respect to service-based Common Radio Resource Management (CRRM) 
policies are compared in [84] and show that there's a tight dependency between the suitability 
of load balancing in radio access technology selection and service class mixing, and that 
other service type mixings can be affected by a chosen service and load balancing policy.  
Our analysis: The load balancing across radio access technologies is one area which 
still needs further study. How does this system balance the load in a system where we have 
moderate or high mobility users entering and leaving different type of cells or layers in a 
heterogeneous network? For some users, it may be desirable to keep them in a particular layer 
for the benefit of their applications. The load offered to each base station varies dramatically 
from time to time and determining it at particular instance in time is still a technical 
challenge: system has to consider signaling channel load, packet data channel load (downlink 
and uplink traffic), application requirements, number of users/cell, system limitations, etc. 
Future handover algorithms and procedures would need to take into account load in multi-
layered cells, mobility of users, application requirements, user preference, etc. This is still an 
open issue which needs to be addressed.  
More intelligent solutions to support optimal handover decisions and in future mobile 
networks are required.  Common Radio Resource Management [85] functions that take into 
account the resources of all radio access technologies are required in heterogeneous network 
namely, inter-RAT load sharing, inter-RAT traffic steering, inter-RAT system information 
(load, measurements) sharing. The information exchanged should include 
• Bandwidth capacity: max throughput a link can sustain  
• Available bandwidth: usable bandwidth 
• Real time load  
• Non real-time load  
3.5 Data Call Retainability in Radio Access Technologies 
Mobile network environment is a dynamic one where radio conditions vary within cells 
and between different radio access technologies. The bandwidth of a given link is 
unpredictable, error rates vary, interference occurs when multiple transmissions take place 
over the same frequencies or codes. Higher variations in network QoS leads to significant 
variations of the multimedia quality.  Packet switched real calls performed in heterogeneous 
mobile networks are affected by time-varying quality changes in the dynamic radio 
environment while on the move in and across radio access technologies. While the radio 
network plays a very important role to allocate a proper modulation scheme [86, 87 and 88] 
based on the radio conditions, the system fails to adapt the application performance especially 
when there’s congestion in networks or user moves from one multi-RAT cell to another 
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where the quality may be worse or better.  Mobile networks use rate adaptation algorithms 
that adapt the modulation and coding scheme (MCS) according to the quality of the radio 
channel to provide the bit rate and robustness of data transmission. Rate adaptation is not 
efficient in lossy networks which are already highly-loaded. These networks would not 
perform better if we slower down the transmission. The adaptation of multimedia at the core 
network is not much of a concern. There are common approaches for adopting multimedia 
transmission that use rate shaping [89], layered encoding, and frame dropping [90], or a 
combination of the above techniques [91]. The main concern is at the radio network were 
radio conditions changing dynamically.  
Our analysis shows that multimedia applications must have the capability to adapt their 
operation to network changes in heterogeneous networks. The techniques to add adaptation 
characteristics to multimedia applications can be applied both at the network and application 
layers. In order to provide adaptive multimedia transmission, mechanisms to monitor the 
network conditions and mechanisms to adapt the transmission of the data due to the network 
changes must be implemented [92]. The adaptation scheme needs must aim at satisfying the 
requirements of users in the network. Therefore, several aspects need to be considered during 
multimedia transmission over heterogeneous networks: 
• Robustness: The choice of an optimal adaptation scheme 
• Scalability: The performance of the adaptation scheme must not deteriorate with 
increasing numbers of users. 
• Heterogeneity: The adaptation scheme needs to take into account the heterogeneity of 
the radio access technologies and must aim at satisfying the requirements of all possible 
users. 
3.5.1 VOLTE ĺ3G/2G Handover 
A significant number of operators have migrated to LTE and Voice over LTE has been 
chosen as the technical standard for voice over LTE.  This standard was developed because 
operators wanted to transfer voice traffic over LTE.  VoLTE needs the support of the IP 
Multimedia Subsystem (IMS) developed by the 3GPP to support call setups and tear downs 
and also provide messaging services for LTE as a basis.  The IMS provides continuity of 
voice calls when a customer moves from LTE coverage to an area where LTE coverage is not 
available, which is achieved by SRVCC [93] or CSFB [94]. CSFB feature moves a mobile 
terminal connected in LTE down to 2G or normal 3G connection to initiate a CS voice call.  
The circuit switched call can be either a mobile originated call (MOC) or a mobile terminated 
call (MTC). The implementation of VoLTE eliminates the need for operators to dedicate a 
circuit switched service to one network and data services to another.  
SRVCC is an LTE functionality that allows a VoIP-IMS call in the LTE packet domain 
to be moved to a legacy voice domain (GSM or UMTS) with minimal interruption time. 
When the mobile terminal has indicated a need to move to another network, while in 
connected mode in LTE network, it starts to perform inter radio access technology 
measurements and send them to UMTS or GSM. The functionality is only applicable for 
multimode devices supporting LTE and WCDMA or GSM according to the frequency band 
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and related feature support. The SRVCC to 3G handover reuses principles of PSHO 
functionality while the SRVCC to 2G handover reuses principles of extended network 
assisted cell change (eNACC) to 2G. 
SVRCC ĺ 3G handover 
The SRVCC-to-3G handover reuses principles of PSHO to support service continuity 
for data service when moving from 4G to 3G. The resources in the target cell are reserved 
prior to a handover where a single transmit device sends signaling messages or measurements 
via the core network for connecting to the target network.  Service continuity from 4G to 3G 
mobile networks is realized by a tight architecture which enables the make-before-break 
procedure. The make-before-break approach makes it possible for the mobile terminal to 
connect to the target base station before it leaves or tear down its connection on the serving 
base station [95]. The mobile terminal can commence communication with the target base 
station without interrupting communication with the current serving base station. This 
technique is suitable to handle real-time sensitive applications like voice, video conference, 
etc.  The single transmit devices optimize link layer handover by periodically probing in the 
background for access network on other channels even when already associated with an 
access networks and actively sending and receiving data. 
The handover is a network controlled handover with support of the mobile terminal. The 
following measurement events are used: 
• A1 - Deactivate Inter-RAT measurements  
• A2 - Activate Inter-RAT measurements  
• B2 – Inter-RAT measurements  
The operator configurable measurements events A2 and A1 are used to start and stop Inter-
RAT measurements. The mobile terminal capabilities are considered for the Inter-RAT 
measurements, e.g. support measurement gap and support of frequency of target cells. The 
target cells for the Inter-RAT measurements are operator configurable.  
The event B2 is used for the Inter-RAT measurements. The measurement configuration as 
source cell thresholds (RSRP), target cell thresholds (RSCP, EcN0), hysteresis, time to 
trigger and speed dependent scaling are operator configurable. 
Handover preparation 
The LTE base station (eNodeB) initiates a handover after receiving a measurement report 
from the mobile terminal by sending a S1AP: HANDOVER REQUIRED message to the 
MME. The eNodeB takes the first target cell indicated by the UE measurements for the 
handover. The MME responds to this with a S1AP: HANDOVER COMMAND message 
indicating that the resources at the target have been reserved. 
Handover execution 
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The eNodeB sends after this a RRC:MobilityfromEUTRAcommand message to the mobile 
terminal, which forces to the mobile terminal to select a WCDMA cell. The eNodeB 
performs handover retries to other target cells provided by the mobile terminal measurements 
in case of unsuccessful handovers. 
There are no handovers required from 3G to 4G as 4G is planned to overlap with 3G cells. If 
a real time data call is initiated in 3G, it will continue there in 3G until terminated 
successfully. When the data call ends the mobile terminal selects the 4G cell. Packet switched 
interactive and background traffic can be handed over to 4G. There's no support for delay 
sensitive data (e.g. PS Streaming) to be handed over from 3G to 4G. This requires support 
from 4G side, i.e. an 4G feature allowing incoming packet switched handover from 
WCDMA. 
SVRCC ĺ 2G 
The SRVCC-to-2G handover reuses principles network assisted cell change to support 
service continuity for data service when moving from 4G to 2G. In order to minimise the 
service interruption during handovers, network assisted cell change (NACC) [96] was 
introduced in release 4 between 2G cells. NACC minimizes the time the mobile terminal 
needs to access a target cell by enabling the source serving cell to provide it with system 
information messages of the target cell. It is then not necessary for the mobile terminal to 
read system information messages of the target cell when commanded to go to the target cell, 
which would increase the handover latency. In release 5, NACC was extended to cover 
3Gĺ2G handovers. In the other direction 2Gĺ3G, acquiring system information was faster 
in the 3G cell and was not required. In release 8, NACC has been extended for the same 
reason to support 4Gĺ2G handovers. The NACC is network controlled functionality with 
support of the mobile terminal.  The eNodeB will trigger Inter-RAT measurements only for 
NACC capable mobile terminals. The mobile terminal capabilities are considered as well for 
the setup of the Inter-RAT measurement configuration, e.g. support of measurement gap and 
support of frequency bands. The target cells for the Inter-RAT measurements can be 
configured by the operator and blacklisting of target cells is supported. The following 
measurement events are used: 
• A1 -Deactivate Inter-RAT measurements  
• A2 - Activate Inter-RAT measurements  
• B2 – Inter-RAT measurements  
The measurements events A2 and A1 are used to start and stop Inter-RAT 
measurements and can be configured by the operator.
The event B2 is used for the Inter-RAT measurements.  The measurement configuration as 
source cell thresholds Reference Signal Received Power (RSRP), target cell thresholds, 
received signal strength indicator (RSSI), hysteresis, time-to-trigger and speed dependent 
scaling can be configured by the operator. 
The eNodeB initiates the NACC after receiving a measurement report from the mobile 
terminal by sending a RRC: MobilityfromEUTRAcommand message with cell change order 
indication to the mobile terminal, which forces the mobile terminal to select a 2G cell. 
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4 Handover Delay and Improvements 
In this section we present the handover delays and the improvements which have been 
proposed so far to improve handover performance in mobile networks. When the mobile 
terminal has been commanded to perform a handover it does the following: interrupts current 
uplink and downlink data transactions in serving cell, synchronizes to the target cell, read 
system information messages, establish an uplink and downlink channels, perform routing 
and location area update [97] or tracking area update and authenticating again on the target 
network. The mobile terminal can then send or receive data from network.  The location 
update procedure allows a mobile terminal to inform the cellular network, whenever it moves 
from one location area to another so that the network can know where the mobile terminal is 
in case it has to page it. The Routing Area update procedure is the packet switched domain 
equivalent of the location area update procedure. In LTE, the corresponding procedure is 
called a tracking area update. The location/routing/tracking area updates procedures are used 
to update location information of the mobile terminal in the network. 
There are generally three delays which could be calculated from mobile terminal logs, 
i.e. the application outage, data outage and the cell outage, see figure 8 for 2G. 
Figure 11: Handover Outages in 2G 
The application outage is the time between the last and the first successfully received data 
packet. 
The data outage is the time between the last and the first EGPRS Packet Downlink Ack/Nack 
message. 
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The cell outage in 2G for example: 
o In one-phase access: it is the time between the last EGPRS Packet Downlink 
Ack-Nack message and the first Packet Uplink Ack-Nack. 
o In two-phase access: it is the time between the last EGPRS Packet Downlink 
Ack-Nack message and the first Packet Uplink Assignment. 
The same data outages can be defined for any RAT handover. Therefore, the handover delay 
or handover interruption time is the time between the mobile terminals losing a connection in 
the serving cell and the time the mobile receives the first user data packet. 
Handover delay = Tsync +TSI + TIU+ TIP + TUD  
Where  
Tsync   is the time the mobile terminal disconnects from the serving cell and synchronizes to 
the broadcast cycle of the target cell.
TSI is time required for the mobile terminal to acquire all the relevant system information data 
needed for handover execution 
TIU is time required to establish uplink and downlink channels, performing routing and 
location area updates   
TIP is the mobile terminal or network element processing delay  
TUD is time it takes the mobile terminal to get the first user data packet data 
When a mobile terminal is commanded to perform a cell change, it has to stop the data 
transmission in the serving cell and acquire certain system information from the target cell. 
After that the mobile terminal can camp on the target cell and resume the data transmission in 
the new cell. This leads to a certain delay because the mobile terminal has to synchronize 
with the system information broadcast cycle, and collect a consistent set of system 
information messages of the target cell. It was observed that in today's GPRS networks 
without Network Assisted Cell Change, a handover can cause a service interruption in the 
region of 4 – 8 seconds, which obviously has an impact on the user experience.  
To optimize system information reception, Network Assisted Cell Change was 
introduced in release 4 to reduce this service outage time for a mobile terminal that is in 
packet transfer mode. The network assists the mobile terminal so that it has necessary 
neighbor cell system information (SI) and packet system information (PSI) required for initial 
packet access after a cell change. The SI or PSI of the target cell is acquired in advance prior 
to the cell reselection. The network assists mobile terminal by sending neighbor cell system 
information on a packet associated control channel (PACCH) to the mobile terminal in packet 
transfer mode while it is still camping on the serving cell. The neighbor cell system 
information messages that the network sends to the mobile terminal contain a set of system 
messages needed in performing a packet access in the new cell. Additional enhancements 
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were approved in Release 5 in order to exchange packet system information between base 
station sub systems (BSS), so that NACC can work across BSS boundaries [98]. The mobile 
terminal receives a measurement report from serving RNC after requesting the SGSN to ask 
for a report from the BSS. The BSS uses the RAN Information Management (RIM) protocol 
to transfer the information via the core between the base stations of different radio access 
technologies.  
Channel allocation schemes in wireless networks are required to allocate bandwidth and 
communication channels to mobile terminals and base stations. There are usually two types 
used, i.e. (1) Fixed Channel Allocation schemes (FCA) (2) Dynamic Channel Allocation 
schemes [99, 100] [72, 73]. In FCA schemes, a set of channels is permanently allocated to 
each cell in the network, either for signaling or data/voice. Due to short term fluctuations in 
the traffic, FCA schemes are often not able to maintain high quality of service and capacity 
attainable with static traffic demands. One approach to address this problem is to borrow free 
channels from neighboring cells. Therefore, when signaling channels are all used, the mobile 
terminal can borrow free channels from its neighboring cell to setup a call. Borrowing can be 
done from an adjacent cell which has largest number of free channels (borrowing from the 
richest) or select the first free channel found for borrowing using a search algorithm (borrow 
first available scheme). Borrowing schemes [101, 102] is meant to improve the handover 
performance (HO success rate), but do incur more service outage. To be available for 
borrowing, the channel must not interfere with existing calls. The guard channel scheme 
[103, 104] which gives a higher access priority to handoff requests over new calls by 
assigning them a higher capacity limit could be used instead. Lack of interference 
management, signaling capacity can lead to channel setup failures or drop calls. It’s also 
important that the coverage is adequate; poor coverage can lead to Random Access Channel 
(RACH) procedure failures. RACH failures may result in initial registration or 
routing/location RA/LA update failures. Therefore, good radio access planning, i.e. providing 
good coverage, adequate signaling/data capacity and radio frequency optimization and 
interference management is important to minimize channel setup failures. Circuit switched 
and Packet switched call setup procedures and times are presented in [98].  
Factors affecting Call Setup times usually include the following: 
• Network parameter configurations   
• The congestion in the network 
• RF Quality problems  
All these subjects have their own effect on the Call Setup time. Actually, there are not many 
options to minimize Call Setup time, if the following issues are optimized and checked 
(according the needs of the operator). The most essential issues are the sufficient radio 
resources, adequate quality in the radio frequency (including good radio network planning) 
and enough resources in all the signaling channels. Listed below are some of the known 
procedures, features, parameters and factors that have an effect to the Call Setup time in 2G 
systems (The same factors also apply to 3G systems).  
Network Parameter Configurations 
There are number of network parameters settings that influence on handover performance 
whether it is an intra or inter-RAT handover.  It is very important to check that these 
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handover parameters are enabled or allowed (e.g. handover from 3G to 2G), preferred (e.g. 
inter-frequency handover preferred), correct thresholds and timers set, and whether controller 
supports inter-RAT handover, etc. The setting of handover triggers is of primary importance 
for the design of a good performing handover procedure. Hence, it is inferred that adaptation 
of the handover triggers on the basis of speed, propagation conditions and cell sizes is needed 
[105]. 
 The ping pong effect can be caused by high signal fluctuation, user movement and 
speed or inappropriate network parameterization. The ping-pong phenomenon in mobile 
networks means subsequent handovers or redirections or reselections between the source and 
the target base station or frequency layer or RAT and vice versa. This phenomenon in the 
mobile networks can cause inefficiency, call dropping and degradation of the network 
performance and end-user experience. This phenomenon can affect all possible mobility 
mechanism (handover, redirection, selection), including their combinations as well. It is 
therefore important to align handover thresholds, set reasonable handover time and 
measurement time.  
In order to avoid ping pong behavior, e.g. the RSRP threshold for entering 4G should 
be higher than threshold to leave 4G due to coverage reasons and 3dB margin is 
recommended. Setting reasonable timer between consecutive handovers: the timer determines 
the minimum interval between a successful inter-RAT handover from 4G to 3G and the 
following inter-RAT handover attempt back to 4G related to the same RRC connection. The 
default value is 10 seconds. The setting of a reasonable timer between consecutive 
measurements determines the minimum interval between Inter-RAT (4G) measurement 
procedure which do not lead to redirection or handover and the following 4G measurement 
procedure related to the same RRC connection. The default value for this timer is 5 seconds.  
Congestion in the Network 
Congestion in different signaling phases, such as overload and blocking in random 
access channel (RACH), standalone dedicated control channel (SDCCH) or traffic channel 
(TCH) are also essential topics that may prolong the Call Setup time, and even drop a Call 
Setup. Lack of capacity in a signaling phase may cause loss of responses, so a message needs 
to be re-transmitted a number of times, which delays the Call Setup. In Call Setup most of the 
signaling happens in SDCCH channel in 2G. Therefore, it is important to follow up in a 
regular basis the load in SDCCH signaling. In 3G, the Radio Signaling Radio Bearer (SRB), a 
radio bearer that carries dedicated common control channel (DCCH) signaling data is used 
during connection establishment to establish the Radio Access Bearers (RABs) and then also 
to deliver signaling while performing a handover, reconfiguration or release. The following 
SRB of 3.4kbit/s and 13,6kbit/s are supported [106] and the lower the throughput of a SRB 
the longer the bearer setup, see table 7. In LTE general, the channel activation signaling is 
transmitted over the default bearer. 
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 Table 4. 7: 3G Radio Bearer Setup Delay 
Message Unit 3.7 Kbit/s SRB 
14.8 Kbit/s 
SRB 
RRC Connection request ms 0 0 
RRC Connection Setup ms 340 400 
RRC Connection Setup Complete ms 560 570 
Service Request ms 580 600 
Security Mode Command ms 1080 840 
Security Mode Complete ms 1100 840 
Radio Bearer Setup ms 1530 1040 
Radio Bearer Setup Complete ms 1590 1090 
Radio Bearer Reconfiguration ms 2420 1600 
Radio bearer Reconfiguration Complete ms 2690 2030 
First UDP Packet ms 4770 4220 
Radio Frequency (RF) Quality problems 
Radio Frequency problems, such as interference, poor quality and low signal level are 
the biggest factors for increasing the Call Setup time. Poor RF conditions can cause 
corruption or loss of messages and they need to be re-transmitted which then delays the Call 
Setup. It is essential to pay attention to the quality of RF, while problems in RF causes longer 
call set-up times and call drops in the Call Setup phase.  
4.1 Handover Improvement Features  
Some other features that can improve handover performance are combined 
routing/location area update, directed retry, packet switched handover, packet forwarding, 
load balancing and mobility robustness optimization. 
Combined routing/location (RA/LA) area update 
The use of combined routing and location (RA and LA) area update was a further 
attempt in reducing handover latency. Instead of separated routing area and location area 
updates, combined routing and location area updates were introduced with the availability of 
the Gs interface. The Gs Interface is a GPRS interface located between the serving GPRS 
support node (SGSN) and the Mobile Switching Centre (MSC).  
With separated LA and RA update, the location area is updated to the circuit switched 
network (i.e. to the MSC/VLR). After that routing area is updated to the packet switched 
network (i.e. to the SGSN). The Gs interface is not used. With combined RA and LA 
update, only RA is updated to the packet switched network (i.e. to the SGSN) is 
performed. The SGSN updates the location to the MSC/VLR via the Gs interface. 
Moreover, with the availability of the Gs interface, data packets can be forwarded to the 
target cell. However, the forwarding of data packets is only possible from 2G to 3G. 
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Therefore, combined routing area RA and LA area update reduces service outage [130]. 
The location and routing area update with no and with GS interface are on average 7 
seconds and 3 seconds.  Even, though the Gs interface can provides an improvement, it is 
not enough for delay sensitive applications which require quality of service. 
Directed Retry 
Directed retry is a feature that is used in call set up to assign a traffic channel to a 
mobile terminal from a cell outside the serving cell due to traffic channel congestion. The 
procedure is triggered by the assignment procedure in the call set-up phase. In a congestion 
situation in the serving cell, the mobile terminal can be assigned to a traffic channel in a new 
target cell, based on the radio measurement reports received from the mobile terminal. If 
there are no available radio resources at the cell, where the signaling channel for the 
connection is allocated, or if for some other reason the used air interface resources are 
optimized, the base station subsystem can initiate a directed retry to a new cell during the 
assignment procedure. In the directed retry, the traffic channel is allocated using a handover 
procedure, as seen from the mobile terminal. As on network side, the directed retry can be 
either within radio access technology or across radio access technologies.  
When used across radio access technologies, e.g. 3G-2G, the purpose is, e.g. to push 
voice traffic from 3G network to 2G network for example and by so doing provide needed 
capacity for data services in 3G networks. Directed retry, however, proved to have 
limitations. It is only applicable to voice traffic. The coverage of the 3G and 2G cells should 
be same. This means that the operators need to increase the size of their networks, which in 
turn results on capital and operational expenditures. The pushing of voice calls to 2G network 
may cause overloading in this network. When a voice call is handed over the 2G the target 
2G cell quality is not known or guaranteed and this could lead to a drop call due to 
congestion in signaling and traffic channels. This kind of a handover is sometimes referred to 
as a "blind handover" because no measurements take place during this procedure.  
Packet switched handover 
To provide a seamless handover where users in connected mode can be seamlessly 
handed over to neighboring cells, packet switched handover procedure was introduced for 
Intra-2G [107] and for Intra-4G handover and or Inter-RAT handover [108] Packet switched 
handover has two phases, i.e. the 
• Preparation phase which reserves resources for the mobile terminal prior to a 
handover and subsequent packets destined for the mobile terminal are buffered in the 
network,   
• Handover execution phase, where later on the buffered packets are forwarded from 
the old network to the new network and later the resources from the old network are 
released. 
Basically, the preparation phase takes place while the mobile terminal is still connected to the 
serving cell/network. The execution phase requires the mobile terminal synchronize to the 
target cell, establish uplink or downlink signaling and switching from old to new path. The 
Inter-RAT handover procedure uses the serving gateway (S-GW) as a mobility anchor for all 
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3GPP radio technologies. This requires the support of Release 8 SGSNs and the S4 interface 
for “direct forwarding” of data so that downlink packets in-transit while a handover is 
executed can be sent to the respective radio technology so as to minimize data lost in transit.  
The delay assumptions for LTE-2G or 3G interruption [109] time are on table 8. 
Table 8.2: Assumptions for LTEļ2G or 3G HO interruption time 
  Category  Cause 
Assumed time [ms] 
2G/3G->LTE LTE->2G/3G 
(a) Radio Low Layer process 
-Radio switch over 
60 -Synchronizing at target RAT 
-L1/L2 process for L3 signaling 
(b) UL RRC signaling 
-RRC Transmission time and 
delay 5 100 
-RRC processing time 
(c) DL RRC signaling 
-RRC Transmission time and 
delay 5 100 
-RRC processing time 
(d) Path switch process 
-Message transmission time and 
delay 
14 -Path switch  processing time 
-Packet transmission time and 
delay 
Forwarding of Packets during handover 
In 2Gĺ3G handovers we performed, the forwarding of packets from 2G to 3G is supported, 
but not the opposite way. The 2G-SGSN buffers the packets it received before a handover 
and forwards them to the target 3G-SGSN. In 4G also forwarding of packets is supported 
between eNodeBs via the x2 interface.  QoS Class Identifier (QCI) is used to determine the 
packet forwarding treatment, e.g. scheduling of packets, admission thresholds, queue 
management, and link layer protocol configuration [110]. The delay of the forwarded packets 
can be limited when packets are mapped for forwarding into a separate service class such that 
the delay sensitive packets are transmitted first in the available bandwidth. It has been 
observed in [III] that dimensioning the links for forwarding packets should be considered and 
special considerations with regard to mobility patterns of users should be taken into account 
to ensure a certain level of quality of service for applications. 
Load balancing 
In mobile networks the mobile terminal is saved by the best base station with the 
highest signal strength.  The best signal strength usually indicates the base station the 
MOBILE TERMINAL would be connected to. Certainly this leads to the fact that particular 
cells would be overloaded while other lay idle. Therefore, in mobile wireless networks the 
load is not evenly distributed across cells, but changes with time and location. By checking 
the performance indicators of the network, one can clearly see which base stations are 
overloaded.  The load in the cell may be due to simultaneous circuit switched (CS) users, 
packet switched (PS) users or both. Traffic load in a mobile network comprises signaling 
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traffic and bearer traffic. If a cell or base station is overloaded, it would have certainly 
unsatisfied users who may not achieve the required quality of experience. The general 
solution to this problem has always been to add capacity (e.g. base stations) especially in hot 
spots which leads to additional investment. This additional investment could be avoided if a 
better solution was available for traffic management. While congestion may be experienced 
in particular cells the radio baseband capacity can sometimes sit unused in other cells of same 
radio access technology (RAT) or different RATs.  Therefore, to address this problem 
different traffic steering strategies and policies have been proposed to achieve better user 
experience and optimal network performance. Since the cell might have some neighbors 
which are not overloaded, it would be preferable to handover some of the calls to the 
neighboring cells of the same RAT or different RAT. This could be done by a smart 
algorithm called load balancing [111]. A lot of unhappy users could be made happy by being 
handed over to the neighboring cells. Dynamic Load balancing in LTE between neighboring 
cells with same frequency band and RAT has been standardized by 3GPP and it will be 
required in multilayer network with different RATs. Load balancing is enabled by traffic 
steering. 
Traffic steering is a scheme to control and direct data & voice traffic to the best suitable 
cell layer and radio technology within a mobile network. Traffic steering is done in both idle 
and connected mode. The purpose of steering traffic in idle mode is an attempt to ensure that 
the mobile terminal has camped on a cell that can provide exactly the requested services 
when it becomes active or go to the connected mode. We have to make sure that the mobile 
terminal while going into connected mode it will not experience outage, worse radio 
conditions or additional signaling. Therefore, idle mode load balancing improves setup times 
and reduces signaling (e.g. less redirections, reduced inter-RAT or inter-layers handovers). 
Dynamic idle mode load balancing can be based on following methods, basic biasing [112], 
biasing with Hierarchical Cell Structure [113, 114] Absolute Priorities and additional cell 
barring for fast moving users. The purpose of steering traffic in connected mode is to 
increases the radio access resource utilization and make sure that the service of already 
connected users is not degraded thereby by reducing quality of user experience. 
Mobility Robustness Optimization 
Mobility robustness optimization [115] is a feature that aims dynamically to improve the 
network performance of handovers in order to provide improved end-user experience as well 
as increase the network capacity. It improves the system performance by optimizing the Intra-
LTE radio network handover-configuration in order to reduce as much as possible too early 
handovers or too late handovers or handover to the wrong cell. By reducing such events, the 
number of call drops and or radio link failures will go down, as well the exchanged signaling 
will be also reduced as much as possible. In [116] and inter-RAT scenario is investigated and 
proves quite challenging as it involves cumbersome parameter settings. 
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5 Measurements Results and Analysis 
In this section, we present insights to applications and inter-RAT handover performance. 
Prior to doing handover measurements we always performed call setups, round trip time and 
throughput measurements to get an idea how the system performs. 
5.1 Call Setup Delay Measurements 
The voice and data call setup involves setting up a connection. The procedures are, 
however, different for voice and data.  The table 5.1 below shows the procedures for mobile 
originated voice and data call. 
Table  9.1: Voice and Data Call setup 
Voice Call Setup Procedure Data Call Setup Procedure 
1. Establishing a RRC Connection Setup 
2. Establishing a Service Request 
3. Carrying out Security Procedures 
(Identity/service authentication)  
4.  Call Setup Request 
5. Radio Link and RAN configuration 
6. Call Connection 
1. Establishing a RRC connection to 3G  
2. Establishing a Connection to the core 
network 
3. Making an Attach Request 
4. Carrying out Security Procedures 
5. Completing the Attach 
6. Requesting PDP context activation 
7. Setting up Radio Access bearers for 
the connection 
8. Creating GPRS Tunnelling Protocol 
(GTP) connections  
9. Activating the PDP context at the 
GGSN 
5.1.1 Voice Call Setup 
In 2G voice call setup times are currently at 3.5 seconds for mobile originated calls 
(MOCs) and 3.8 seconds for mobile terminated calls (MOTs). Mobile-to-mobile call setup is 
about 8 seconds [117] and Mobile to PSTN is 4 seconds on average. The 3G call setup 
reference is at 1.806 seconds on average.  
On average it takes 4.5 seconds to setup a mobile originated call on 3G with the circuit 
switched fall back feature [I]. The circuit switched fall back feature added a delay of 
2.7seconds on average for a mobile originated call.  On average it takes 4.0 seconds to set up 
a mobile terminated call on 3G with CSFB. The CSFB added delay of 2.2 seconds on average 
for a mobile terminated call, see figure 9.  
Overall the call setup with CSFB feature via PSHO was better than that via redirect for 
both mobile originated and terminated calls [I].  The reason why CSFB via PSHO is better 
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than CSFB via redirect is because with redirect a connection has to be established between 
mobile terminal and LTE cell to send a circuit switched service request. The connection is 
released and the mobile terminal has to read system information messages of the 3G cell 
establish uplink and downlink connections in 3G for the location area update procedure.  
CSFB via PSHO which has a connection already established simply needs not establish a 
connection with LTE cell or read any system information messages thereby reducing circuit 
switched setup time.  
5.1.2 Data Call Setup 
GPRS offers an "Always On" connectivity, so users do not have to log on each time 
they want data access. GPRS attach time was measured between messages RRC Connection 
Request and ATTACH_ACCEPT and the PDP Context Activation time was measured from 
network side between messages RRC_CONNECTION_REQUEST and Activate PDP 
Context Accept. The results are shown below and vary according to signal radio bearer used 
in 3G.
Table 10.2: GPRS Attach and PDP Context Activation Times 
3G SRB 3.4 SRB 13.6 
GPRS attach time (s) 1,9 1,2 
PDP Context Activation time (s) 3,0 2,8 
In 2G, GPRS attach time is 1.25 second on average while PDP Context Activation time is at 
3.6seconds. 
The call setup delay is dependent on many factors and these include
• The congestion in the network; signaling and traffic channels and core network may be 
congested temporary requiring the mobile terminal to resend data especial in the radio 
network were retransmission of data is encouraged due to the dynamically varying 
radio conditions. 
• Radio frequency quality problems; e.g. interference, etc. 
• If the call is inside the radio access network, across radio access technologies or routed 
through a PSTN (local or international call) 
All these subjects have their own effect on the call setup time. There are not many options 
to minimize call setup time, if the following issues are optimized and checked. The most 
essential issues are the sufficient radio resources, adequate quality in the radio frequency 
(including good radio network planning) and enough resources in the signaling channels. In 
Mobile to mobile or PSTN calls, it is worth noting that the terminating party consumes most 
of the time during the call setup, although both calling and terminating parties have an effect 
on the Call Setup time. Standards specifications do not give any strict limits for mobile 
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manufacturers on how fast to perform call setup procedures. However, the total call setup 
time between different mobile brands does not vary significantly.  
5.2 Round Trip Time Measurements 
Round-trip time (RTT) is the time required for a signal pulse or packet to travel from a 
specific source to a specific destination and back again. In 2G, we measured the round trip 
time with different vendor mobile terminals. The round trip time results varied from 200 ms 
to 700 ms dependent on the terminal used and ping packet size.  In 3G the measured RTT 
was for Release 4: 120 ms, Release 5: 80ms, Release 6: 40ms. LTE gave an RTT of 10 ms.  
In mobile networks, the measured RTTs are the result of many factors such as the 
• Nature of the transmission medium 
• Data transfer rate of the source's radio connection  
• Radio conditions and QoS differentiation 
• Traffic load on the network  
• Physical distance between the source and the destination  
• Packet post processing in intermediate nodes 
Measuring and monitoring network RTT (round-trip time) is important for multiple 
reasons: it allows network operators and end users to understand the performance of their 
network and help optimize it especially for real time applications. Measuring network RTT is 
also important for TCP (Transmission Control Protocol) stacks to help optimize bandwidth 
usage. In TCP connections having knowledge of the RTT and TCP window size makes it 
easy for us to estimate what the maximum possible transfer rate of the system is for the 
offered client and server services.  
Suppose TCP Window Size = 32 KB and RTT = 175 ms (i.e. the measured RTT for UL/DL 
bearer of 384 / 384 Kbit/s.  
The Maximum Possible Transfer Rate = 32/.175 = 183 Kilo Bytes/sec or 1.463 Mbit/s 
(Remember: 1 byte = 8 bits). This tells you that for a single data stream, such as FTP, any 
transmission media larger than 1.463 Mbit/s will not allow you to transfer a file any faster 
than 1.463 Mbit/s. It does not matter how fast your transmission media is. 
5.3 Throughputs Measurements  
The data rate made available to one user is the most important single factor, which 
influences the end-user experience of non-real-time application services, like web browsing, 
email, FTP up/downloads, and interactive gaming, due to its impact on (signaling and data) 
transfer delays.  
TimeTrip Round
Size  WindowTCP  RateTransfer PossibleMaximum =
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The measured downlink throughput for EGPRS was on average 140 Kbits/s. The 
achievable data rates in GPRS/EDGE in downlink and uplink depend on a number of factors.  
• First it is the availability of capacity in the cell. Voice calls have higher priority over 
GPRS calls and in case there are not enough time slots available for both, some 
GPRS/EDGE timeslots are pre-emptied for voice calls.  
• Second it is the capability of the mobile terminal, i.e. its multi-slot class [90]. Multi-
slot classes determine the maximum achievable data rates in both the uplink and 
downlink directions and are product dependent. Some classes can have different 
configurations, e.g. Class 10 has 4+1 or 3+2 multi-slot capability. The first number 
(4 or 3) indicates the amount of downlink timeslots the mobile phone can be 
allocated by the network. The second number (1 or 2) indicates the amount of 
uplink time slots for uplink transmission by the mobile terminal. Mobile terminal 
with high timeslots capability would theoretically achieve higher data rate.   
• Third is the chosen coding scheme for data transmission, see table 9. The choice of 
coding scheme depends on the quality of the radio link [118] between the mobile 
terminal and base station.  If the channel is very noisy, the network may use coding 
scheme one (CS-1) to ensure higher reliability; in this case the data transfer rate is 
only 9, 05 Kbit/s per time slot used for GPRS and 8, 8 Kbit/s per timeslot. If the 
channel is providing a good condition, the network could use CS-3 or CS-4 to 
obtain optimum speed, and would then have up to 21.4kbit/s per time slot for GPRS 
and modulation coding scheme 9 would give 59.2 kbit/s per time slot for EDGE.  
• Fourth is the mobile terminal's location within the cell [119]. 
The 3G release 99 in theory enabled data rates of 2Mbit/s, but initially in practice the 
data rates achieved for WCDMA were 144-384 Kbit/s.  In the lab we measured throughputs 
of ~384 Kbit/s in downlink and uplink.  HSPA networks then offered peak downlink rates of 
3.6-7.2 Mbit/s in downlink and 2.0 Mbit/s in uplink on and we on average obtained 2.6 
Mbit/s in downlink (HSDPA) and 1.5 Mbit/s in uplink (HSUPA). 
 The HSPA data rates the user will get depend on the number of codes used, modulation 
scheme, transmission time interval (TTI) and supporting mobile terminal. Data rates could be 
improved by employing a higher Modulation scheme, e.g. 64, and multiple-input and 
multiple-output (MIMO) [120]. The 3GPP classifies HSDPA mobile terminals into 12 
categories according to their data transmission capability [121]. The maximum number of 
received codes is the number of multiplexed codes on the high-speed physical downlink 
shared channel (HS-PDSCH) [122] that receives data. The minimum transmission time 
interval (TTI) is the minimum time interval allocated to the mobile terminal for receiving 
data. The values in the table indicate multiples of the minimum TTI of 2 milliseconds. A 
category 6 HSPA mobile terminal which has a throughput of 3.6 Mbit/s must be able to 
demodulate up to five code-multiplexed signals, perform high-speed signal processing with a 
minimum TTI of 2 ms, and support 16QAM [96]. 
5.4 Voice over IPs Measurement  
It was demonstrated in [123] that HSPA (HSDPA and HSUPA) is attractive for 
transmission of VoIP since it provides high bit rates in downlink and uplink.   For that reason, 
we decided to evaluate the performance of Voice over Internet Protocol (VoIP) with different 
clients. We measured the call setup and mouth-to-ear delays. The mouth-to-ear delays less 
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than 300 ms are considered acceptable and get a good voice quality rating. Delays over 
300ms are considered not good and gives a bad mean opinion score (MOS). We tested four 
VoIP clients, X-lite, Skype, Google talk and Win Gizmo. In our simulation we use E-MOS 
and PESQ-MOS [124] to evaluate the performance of Codecs and VoIP clients respectively.   
Our observation showed three of the VOIP clients have latencies between 0-300ms 
range with the exception of Xlite which had a delay of about 400ms [VI]. The audio quality 
for X-Lite was good but the delay rather long. X-Lite had the highest PESQ-MOS. The 
results we have gathered suggest that the operating system, VoIP client implementations such 
as codec support and encryption do affect call quality. 
5.5 Handover Measurements  
We analyzed the inter-RAT handover performance for TCP and UDP traffic between 
3G and 2G wireless networks [V], as well as between 3G and 4G wireless networks [I] via 
actual measurements. The handover delay for TCP traffic was higher compared to that of 
UDP traffic. Much of the outage variation in current systems for TCP applications can be 
explained by TCP behavior for link recover, i.e. TCP retransmission timeout (RTO), TCP 
retransmission timer duration that depends on the round trip time (RTT) and the variation of 
RTT before change. We observed some challenges during 2G-3G handovers which are 
explained in section 4.5.1. 
5.5.1 2G-3G Handover Measurements  
Our observation with 2G-3G handover measurements was that it was difficult to realize 
the vertical handover across these radio access technologies while meeting the various 
qualities of data service requirements. The following problems were observed during the 
inter-RAT handover: 
Problem 1: Our findings in 2G-3G inter-RAT handover performance show that the inter-
RAT latency is remarkably high even with the GS interface implementation and network 
assisted cell change (NACC) feature. Both TCP and UPP applications suffer from high 
handover latency. The network assisted cell change (NACC) improved the handovers in 2G 
by reducing it by about 1.5 seconds; however, the handover latency was significantly long for 
video streaming.  
Proposed Solution: The inter-RAT handover needs to be make-before-break, a soft handover 
mechanism which enables a connection to be established in the target cell before the mobile 
terminal leaves or tear down the current connection is required.  The resources in the target 
cell are reserved prior to a handover where a single transmit device sends signaling messages 
or measurements via the core network for connecting to the target network.  Service 
continuity in 2G-3G mobile networks need to be realized by a tight architecture which 
enables the make-before-break procedure. There needs to be a business justification for this 
kind of architecture, which is paramount.
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Problem 2: The video image froze during handover due to depletion of packets in the mobile 
terminal buffer, and due to no data packets coming to the mobile terminal. The data packets 
the streaming server sends during handover got lost because the 3G-SGSN does not forward 
its buffers to 2G-SGSN while the 2G-SGSN did forward its packets to 3G-SGSN.  The HUS 
Helix server we used supported any of the 3GPP release 5 mobile terminals implementing 
streaming capabilities. However, the 3GPP release 5 specifications for clients and servers do 
not provide a facility for notifying the server of the state of the client buffer. 
Proposed Solution: Two solutions were proposed to video image froze, i.e.  
1. Provide rate control algorithm for the streaming application in future specifications. The 
new specification would require new information fields to be added in the RTP Control 
Protocol (RTCP) receiver reports, send by the client.  The primary function of RTCP is to 
provide feedback on the quality of service (QoS) in media distribution by periodically 
sending statistics information to participants in a streaming multimedia session. The new 
information tells the status of the client buffer, so that based on this information the server 
knows the exact client buffer status. Server can make more accurate rate control 
decisions. 
2. Have 3G-SGSN forward its packets to 2G-SGSN or have one common 2G/3G-SGSN. 
The forwarding of packets in either direction should make sure sensitive packets are 
transferred first [III] and there exist enough capacity for the Gs interface. 
Problem 3: We observed that the video streaming quality fluctuated very much due to the 
lack of needed capacity (sharing available capacity or degrading data service capacity due to 
dynamic radio conditions.  
Proposed Solution:  Three solutions were proposed to avoid the data service degradation, i.e.  
1. The network would prioritize data services (i.e. retains the data call) and avoids data 
service degradation or interruption due to voice service requests  
2. If service can’t be maintained in serving cell, the network would hand over the data 
call to a neighboring cell having adequate capacity.  
3.  The network would also use link layer information to improve handovers which may 
be utilized by upper layer protocols and applications to react to changes of the link 
layer [125], i.e. adapt the multimedia applications between radio access technologies. 
Multimedia applications must have the capability to adapt media transmission and 
their operation to network changes in heterogeneous networks. 
The techniques to add adaptation characteristics to multimedia applications can be 
applied both at the network and application layers. The logic behind this scheme is to gather 
link state and quality related information from the link layers of different access technologies 
to be utilized by upper layer protocols and applications to react to changes at the link layer. 
This study, however, should be enhanced to consider or include user profiles, service 
policies, radio access technologies support, terminal characteristics, etc. Some more research 
is required in this area.  
The adaptation scheme needs must aim at satisfying the requirements of users in the 
network. Therefore, several aspects need to be considered during multimedia transmission 
over heterogeneous networks: 
• Robustness: The choice of an optimal adaptation scheme 
• Scalability: The performance of the adaptation scheme must not deteriorate with 
increasing numbers of receivers. 
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• Heterogeneity: The adaptation scheme needs to take into account the heterogeneity of 
the radio access technologies and must aim at satisfying the requirements of all possible 
receivers. 
Problem 3: In 2G and 3G networks, the data service (video streaming) is pre-emptied to 
provide capacity for voice services. Because voice service has priority over packet switched 
services in mobile networks, it means that at any time the data call is at risk of being 
terminated. Even though the packet switched service were successfully handed over to the 
target cell there’s no guarantee that the data call will be maintained until normal terminated. 
Hence there is no guarantee for data call retainability in 2G and 3G networks. 
Proposed Solution: The are a number of solutions to this problem and some need to be 
implemented jointly, i.e. 
1. The network would prioritize data services (i.e. retains the data call) and avoids data 
service degradation or interruption due to voice service requests. 
2. Providing quality of service in 2G and 3G networks as discussed earlier. The network 
would prioritize real-time data services (i.e. the real-time data call) and avoids data 
service interruption due to other voice service requests.  Real-time data services must 
reserve a minimum amount of guaranteed bandwidth, maintain it until terminated 
normally. The 3GPP has specified data QoS models and classes for mobile networks 
(3G, 2G) to enable new services. However, these models did not specify exactly how 
these are implemented in networks, living that to the operator to decide. Due to the 
complex of setting QoS in mobile networks, many performance issues (like 
throughputs, delays and error ratios) and lack of data service offering, the operators 
have never implemented the QoS models and classes. Moreover, implementing QOS 
on an already congested network does not provide much benefit.  
3. Provide load balancing within and across radio access technologies.  Cells which are 
congested can transfer their load to other cells which have spare resources. This 
requires monitoring the capacity of cells and exchanging load information between 
cells. Mobile terminals would be informed about the load in a target cell prior to a 
handover. 
5.5.2 3G and 4G Handover Measurements  
The 3G-4G handover performance 4G and 3G handover delays were better (less than 1 
second) compared to the 2G-3G handovers. The 3G-4G handover performance testing 
revealed that SRVCC handover delay was on average 155 ms meeting the voice interruption 
performance target of less than 0.3 seconds [I]. The SRVCC 3GPP Release 10 network 
architecture enabled the MME, MSC server and IMS to talk to one another simultaneously 
during Inter-RAT handover and session transfer, thereby minimising the delay.  
Overall the call setup with CSFB feature via PSHO was better than that via redirect for 
both mobile originated and terminated calls.  The CSFB via PSHO is better than CSFB via 
redirect because with redirection, a connection has to be established between mobile terminal 
and LTE cell to send a circuit switched service request. The connection is released and the 
mobile terminal has to read system information messages of the 3G cell establish uplink and 
downlink connections in 3G for the location area update procedure.  CSFB via PSHO which 
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has a connection already established does not have to establish a connection with LTE cell or 
read any system information messages thereby reducing circuit switched setup time.  
The following problems we encountered during 3G-4G handovers: 
Problem 1:  Lack of retainability for data session. Data connection is interrupted especially 
with the redirect solution. This means that if you were downloading something and doing a 
bank transaction, it would be interrupted when you initiate a voice call. You’d have to re-
establish a data call after you end your voice call session.  
Proposed Solution: The proposed solution is to have the support of PSHO in mobile 
terminals and networks. With PSHO data is not interrupted but handed over to the target cell. 
Problem 2:  The LTE voice call is terminated when the network sends a CS (circuit 
switched) service request to a mobile terminal in the middle of a LTE voice call triggering the 
device to move to the circuit switched network. Because the specific network does not 
support SRVCC feature when interrupted by the CS service request, the LTE voice call is 
terminated.  
Proposed Solution: The network prioritizes VoLTE service (i.e. retains the LTE voice call) 
and avoids service interruption due to CS service requests in the middle of VoLTE calls. This 
solution will be specified in 3GPP TS 23.272 and TS 29.118 from Release 10 onwards. 
5.6 Possible Future Research 
This dissertation has raised various issues that have yet to be addressed. Several of the 
most interesting problems are discussed below, as well as potential avenues for further 
research.  Future work will consist in  
(a) Studying quality of service implementation across different radio access technologies, 
i.e. how to make sure that quality of service negotiated in the serving network will be 
secured and maintained in the target network after a handover. The user (mobile 
terminal) does not need to renegotiate the quality of service every time it moves from 
one access technology to another, once given it needs to be guaranteed.  
(b) Studying feasible architectures which enable secure seamless roaming across different 
radio access technologies. As we move to the 5G, we need to design network 
accordingly if we want to meet capacity needs.  It’s not about coming up with new 
physical layer technologies; spectrum is not an issue.  We need to differentiate between 
outdoors and indoors design and have similar data experience outdoors and indoors. 
The research has shown that 80% of our time we’re home and 20% we’re outdoors 
[126]. Networks need to be seamlessly connected and fully integrated so that the same 
experience is experienced by user irrespective of location.  It is important to put more 
effort on architecture and the network management of the architecture. There are many 
networks out there from different vendors and standards and these need to be connected 
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to one another to work seamlessly; vendors and standards need to talk to one another to 
realize this. 5G networks may be coming in the future and these cellular networks will 
be extremely large and very complicated. Failures will occur from time to time and 
self-healing capabilities will be required to detect faults and mask their effects to users. 
Therefore, fifth generation networks are expected to provide extreme reliability. In such 
an environment, both the mobile user and the interconnected wireless networks together 
play an important role in determining how service continuity and service quality can be 
served during a handover in and across radio access technologies. Self-organizing 
networks (SON) will be a drive in building these networks especially self-optimization 
functions for service continuity.  
(c) Analyzing what business opportunities for multi-access mobility brings for the 
stakeholders, i.e. operators, mobile phone makers and users. Building a new access 
technology is expensive; we’ve seen that with 3G deployment and therefore changing 
access network means losing revenue for the operator. Therefore, when building future 
networks, we need to take into considerations the cost at the design phase. We need to 
make sure the architecture which is supporting data should be as cheap as possible 
otherwise it does not scale.  
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6 Conclusion 
In this thesis we addressed the aspects of service continuity in 3GPP heterogeneous 
networks. Our main objective was to evaluate the feasibility of data service continuity across 
radio access technologies and assess the limitations to the current proposed solutions in the 
3GPP networks. We performed some field and lab measurements, studied the handover 
process and the analysis of our results allowed us to make recommendations that would fully 
support data service continuity.  
Selecting the optimal network is still an unfulfilled goal. Handover decision for single 
RATs is based on the measurements the mobile terminal sends to RNC or BSC or eNodeB 
which commands the mobile terminal to select a target cell. The measurements contain a list 
of 6 best cells and the cell with the highest received signal strength is the one chosen for 
handover. Due to the fact that handover is mobile controlled and based mainly on the signal 
strength, a congested cell having higher signal strength but with no adequate bandwidth for 
the application is the one selected for handover. A cell with a slight low signal strength but 
with enough bandwidth is not selected. This choice of cell selection (with current 
mechanism) will eventually results in poor performance of the application or its termination 
as the requirements for that application are not met. The handover may fail due lack of 
resources in the target cell, i.e. lack of signaling capacity or packet channel capacity. Once a 
data call handover has failed it obviously terminates the session resulting in poor quality of 
user experience.   
The handover principle should be such that the system should evaluate the bandwidth 
(control and communication channels) at the target cell first before triggering a handover. If 
the required application bandwidth at the predicted high-capacity cell is available, accept the 
data call. If not, look for the next neighboring cell, evaluate bandwidth availability and if 
available, accept the call. 
Adaptation of multimedia transmission over heterogeneous technologies: First of all, 
when mobile terminals are transmitting within a cell, the mobile networks use rate adaptation 
algorithms that adapt the modulation and coding scheme according to the quality of the radio 
channel to provide the bit rate and robustness of data transmission. Mobile terminals situated 
near the cell edge or those whose signal strength is weak due to some physical obstructions 
cannot be allocated a high modulation scheme, leading to poor throughput and hence 
affecting negatively on application performance. Secondly, rate adaptation is not efficient in 
lossy networks which are already highly-loaded. These networks would not perform better if 
we slow down the transmission and the user experience will not be better. 
A mobile terminal whose application is not performing well should either be moved to 
another cell providing the requirements of the running application or introduce multimedia 
applications capability to adapt their operations based on network changes in heterogeneous 
networks. The technique is to add adaptation characteristics to multimedia applications which 
can be applied both at the network and application layers. The logic behind this scheme is to 
gather link state and quality related information from the link layers to be utilized by upper 
layer protocols and applications to react to changes at the link layer. This study, however, 
should be enhanced to consider or include user profiles, service policies, radio access 
technologies support, terminal characteristics, etc. Some more research is required in this 
area.   
Data call retainability not guaranteed in current radio access networks. The data 
service (e.g. video streaming) in 2G and 3G networks is pre-emptied to provide capacity for 
voice circuit switched services. Because voice service has priority over packet switched 
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services in these mobile networks, it means that at any time the data call is at risk of being 
terminated when a voice call comes in. Even though the packet switched service were 
successfully handed over to the target cell there’s no guarantee that the data call will be 
maintained until normally terminated. Hence there is no guarantee for data call retainability 
in 2G and 3G networks. 
Traffic needs to be differentiated based on priority level. For example, real time 
applications such as voice whether circuit switched or packet switched should be given a 
higher priority compared to other data traffic as voice is still considered as the most important 
service. It should be noted that preference needs to be given also to customers who pay more 
to get better service, without affecting the remaining customers who have a basic 
subscription. To realize all these things effective quality of service schemes are needed. 
In 4G networks, a LTE voice call is terminated when the network sends a circuit 
switched service request to a mobile terminal in the middle of a LTE voice call triggering the 
device to move to the circuit switched network. Because the specific network does not 
support Single Radio Voice Call Continuity feature when interrupted by the CS service 
request, the LTE voice call is terminated. The network needs to prioritizes VoLTE service 
(i.e. retains the LTE voice call) and avoids service interruption due to CS service requests in 
the middle of VoLTE calls.  
Reducing handover latency: As of today, 2Gļ3G and Intra-2G handover delays are 
still too high for real time data services, i.e. no support for seamless handovers. The 4Gĺ2G 
handover improvement with the extended network assisted cell exchange feature (eNACC) is 
not promising either since NACC has just shown to reduce handover delay by about 1.5 
seconds [V].  Moreover, during the handover process, the system is not forwarding data 
packets to the target network, these packets are simply lost. During handover measurements, 
we observed the video freeze and the handover measurements results showed significant 
packet loss and application termination. 
The resources in the target cell should be reserved prior to a handover where a single 
transmit device sends signaling messages or measurements via the core network for 
connecting to the target network. Networks need to be seamlessly connected and fully 
integrated so that signaling messages can be quickly exchanged. Moreover, packets destined 
for the mobile terminal needs to be buffered during handover and forwarded to the target 
serving GPRS support node. The packets should be mapped for forwarding into a separate 
service class such that the delay sensitive packets are transmitted first in the available 
bandwidth.   
Users require seamless mobility in a heterogeneous network, but we may want to 
understand the collaborative business model for seamless access in a heterogeneous network. 
Data service continuity is not available today, but in the near future it is something 
operators may need to have because it would uniquely enhance user experience, increase 
customer loyalty and increase average revenue per user. Vendors need to address the current 
challenges like data service retainability and quality of service provisioning.  
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