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Abstrat
We study asymptoti expansions of Gaussian integrals of analyti
funtionals on innite-dimensional spaes (Hilbert and nulear Frehet).
We obtain an asymptoti equality oupling the Gaussian integral and
the trae of the omposition of saling of the ovariation operator of
a Gaussian measure and the seond (Frehet) derivative of a fun-
tional. In this way we ouple lassial average (given by an innite-
dimensional Gaussian integral) and quantum average (given by the
von Neumann trae formula). We an interpret this mathematial
onstrution as a proedure of dequantization of quantum mehan-
is. We represent quantum mehanis as an asymptoti projetion of
lassial statistial mehanis with innite-dimensional phase-spae.
This spae an be represented as the spae of lassial elds, so quan-
tum mehanis is represented as a projetion of Prequantum Classial
Statistial Field Theory.
1 Introdution
The problem of redution of quantum mehanis to lassial statistial
mehanis has been disussed from the rst days of quantum mehan-
is, see, e.g., [1℄[45℄. Now days this problem is known as the problem
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of hidden variables or ompleteness of quantum mehanis, see, e.g.,
[33℄ [37℄ for reent debates. There is a rather ommon opinion that
quantum mehanis is omplete and that it is impossible to introdue
hidden variables providing more detailed desription than quantum
mehanis. But in [46℄ it was demonstrated that in the opposition to
this opinion it is possible to represent quantum mehanis as a proje-
tion of lassial statistial mehanis on innite-dimensional spae. In
this paper we present this approah (whih was alled in [46℄ Prequan-
tum Classial Statistial Field Theory  PCSFT) on the mathematial
level of rigorousness; in partiular, some funtional spaes introdued
in [46℄ should be modied to obtain the orret results; moreover, in
the basi asymptoti equality oupling lassial and quantum averages
we obtain an estimate of the rest term, o(α).
In the present paper we also nd onnetion of PCSFT with bak-
ground Gaussian random eld on Hilbert spae. Finally, we extend
the approah of [46℄ by onsidering unbounded operators, see setion
6. There are also dierenes in interpretations of a small parameter
of our asymptoti proedure of dequantization. In [46℄ this parameter
was identied with the Plank onstant h (I was very muh stimulated
by disussions with people working in SED and stohasti quantum
mehsnis). In this paper we introdue a new parameter α giving
the dispersion of prequantum utuations, see [47℄ for more details on
physial interpretation. To simplify onsiderations, in this paper we
onsider quantum formalism over the eld of real numbers, see [47℄
for omplex theory. To exlude possible misunderstanding, we empha-
size from the very beginning that our paper is not about deformation
quantization for systems with the innite number of degrees of freedom,
see, e.g., [48℄, [49℄, but about dequantization of onventional quantum
mehanis for systems with a nite number of degrees of freedom by
means of analysis on innite-dimensional spae.
Our model is lassial statistial mehanis on the phase spae Ω =
H ×H, where H is the real Hilbert spae. Points of this phase-spae
an be onsidered as lassial elds (if we take the Hilbert spae H =
L2(R
3)). Our approah an be alled Prequantum Classial Statistial
Field Theory - PCSFT.
Our approah is an asymptoti approah. We introdue a small
parameter α  dispersion of vauum utuations. In fat we on-
sider a one parameter family of lassial statistial models Mα. QM is
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obtained as the limit of lassial statistial models when α→ 0 :
lim
α→0
Mα = Nquant, (1)
where Nquant is the Dira-von Neumann quantum model [2℄, [4℄. As
was already remarked, our approah should not be mixed with so alled
deformation quantization. In the formalism of deformation quantiza-
tion lassial mehanis on the phase-spae Ω2n = R
2n
is obtained
as the limh→0 of quantum mehanis (the orrespondene priniple).
In the deformation quantization the quantum model is onsidered as
depending on a small parameter h : Nquant ≡ Nhquant, and formally
lim
h→0
Nhquant =Mconv.class. (2)
where Mconv.class. is the onventional lassial model with the phase-
spae Ω2n.
In our approah the lassial→ quantum orrespondene T is based
on the Taylor expansion of lassial physial variables  funtions f :
Ω→ R. This is a very simple map: funtion is mapped into its seond
derivative (whih is always a symmetri operator).
1
The spae of lassial statistial states onsists of Gaussian mea-
sures on Ω having zero mean value and dispersion ≈ α. Thus a statis-
tial state ρ (even a so alled pure state ψ ∈ Ω, ‖ψ‖ = 1) an be inter-
preted as a Gaussian ensemble of lassial elds whih are very narrow
onentrated near the vauum eld ψvacuum(x) = 0 for all x ∈ R3.
Suh a ρ has the very small standard quadrati deviation from the
eld of vauum ψvacuum :
∫
L2(R3)×L2(R3)
∫
R3
[p2(x) + q2(x)]dxdρ(q, p) = α, α→ 0, (3)
where a lassial (prequantum) eld ψ(x) is a vetor eld with two
omponents ψ(x) = (q(x), p(x)). The eld has the dimension of energy
per volume (as in the ase of eletromagneti eld in the Gaussian sys-
tem of units).
2
Then a statistial state ρ is an ensemble of utuations
of vauum whih are small in the energy domain.
1
By the terminology whih is used in funtional analysis f is alled funtional  a map
from a funtional spae into real numbers. If we represent Ω as the spae of lassial elds,
ψ : R3 → R, then f(ψ) is a funtional of lassial eld.
2
So we really interpret ψ as a lassial eld and not as a square root of probability.
3
The hoie of the spae of statistial states plays the ruial role
in our approah. QM is the image of a very speial lass of lassial
statistial states. Therefore we disuss this problem in more detail.
Let us use the language of probability theory. Here a statistial state
is represented by a Gaussian random variable λ → ψλ, where λ is a
random parameter. We have:
Eψλ = 0, σ
2(ψ) = E|ψλ − ψvacuum|2 = α. (4)
We pay attention to the evident fat that small dispersion does not
imply that the random variable ψλ is small at any point λ ∈ Λ, where
Λ is the spae of random parameters. Here smallness is onsidered
with respet to the L2-norm. The internal energy of the eld ψλ,
E(ψλ) ≡
∫
R3
|ψλ(x)|2dx =
∫
R3
[p2λ(x) + q
2
λ(x)]dx,
an be arbitrary large (with nonzero probability). But the probabil-
ity that E(ψλ) is suiently large is very small. The easiest way to
estimate this probability is to use the (well known in elementary prob-
ability theory) Chebyshov inequality:
P (λ : E(ψλ) > C) ≤ EE(ψλ)/C = α/C → 0, α→ 0, (5)
for any onstant C > 0.
It is espeially interesting that in our approah pure quantum
states are not pure at all! These are also statistial mixtures of small
Gaussian utuations of the bakground eld.
At the moment we are not able to estimate the magnitude α of
Gaussian vauum utuations. In the rst version of our work [46℄
we assumed, as it is ommon in SED [50℄, [51℄ as well as in stohasti
QM [18℄, that α has the magnitude of the Plank onstant h. However,
we ould not justify this fundamental assumption on the magnitude
of vauum utuations in our approah. It may be that vauum u-
tuations desribed by PCSFT are essentially smaller than utuations
onsidered in SED and stohasti QM. One might even speulate on a
onnetion with osmology and string theory. However, in the present
paper we onsider the magnitude of vauum utuations just as a small
mathematial parameter of the model: α→ 0.
After publiation of paper [1℄, I was informed about the paper of
Alexander Bah [52℄ (see also earlier publiations [53℄, [54℄) who also
used the Hilbert phase spae to onstrut a lassial probabilisti rep-
resentation of quantum mehanis. In both approahes there was used
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the representation of the von Neumann trae formula for quantum av-
erages through integration on the Hilbert phase spae. In this sense
my approah is a natural development of Bah's approah [52℄, [53℄,
[54℄. However, a new ontribution was really nontrivial. Therefore
Alexander Bah and I nally ame to ompletely dierent onlusions
on the possibility to redue quantum mehanis to lassial statisti-
al mehanis. We reall the main onlusion of A. Bah [52℄, p.128 :
Although we give a representation of quantum mehanis in terms of
lassial probability theory, the onepts of lassial probability theory
are not appropriate for quantum theory. My main onlusion is om-
pletely opposite: quantum mehanis an be represented in a natural
way as an approximation of statistial mehanis of lassial elds.
The main dierene between my theory (whih was alled Prequan-
tum Classial Statistial Field Theory  PCSFT) and Bah's theory
is the asymptoti approah to orrespondene between the lassial
and quantum statistial models. In PCSFT there is a small parame-
ter α giving the magnitude of utuations in Gaussian ensembles of
lassial elds.
3
We onsider not only quadrati funtions of elds,
but arbitrary smooth funtions (as in the lassial statistial mehan-
is). Quantum observables are obtained through expansion of suh
funtions into the Taylor series.
This viewpoint to quantum mehanis  as the seond order ap-
proximation of lassial statistial mehanis on Hilbert phase spae
 gives the possibility to solve a problem that was ruial for Bah's
model (and as we see from his artile [52℄ that problem was the main
reason for rather pessimisti Bah's onlusion whih was mentioned
above). This is the problem of orrespondene between funtions of
lassial physial variables and funtions of operators. If f is a lassial
variable (in our approah an arbitrary smooth funtion on the Hilbert
phase spae and in Bah's approah a quadrati form) and T (f) is the
orresponding quantum observable (a self-adjoint operator), then, for
example,
T (f2) 6= T (f)2. (6)
This is not a purely mathematial problem. As was pointed out by
Alexander Bah, this is the root of dierene in the denition of disper-
sion free states in the quantum model and in a prequantum lassial
statistial model with the Hilbert phase spae.
3
We remark that we onsider utuations in ensembles of lassial elds, but not u-
tuations of a single eld on physial spae R
3.
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It was totally impossible to solve this problem in Bah's framework.
His prequantum model was an exat one. Therefore the violation of
the equality T (f2) = T (f)2 was onsidered as the evidene of inade-
quay of this model to quantum mehanis. Our model, PCSFT, is
not an exat model. This is an asymptoti model or better to say an
a prequantum model whih is approximated by the quantum model.
However, the violation of, e.g., the equality T (f2) = T (f)2 in some
approximation sheme was never onsidered in approximation theory as
an evidene of inadequay of this sheme. For example, let us onsider
the approximation of smooth funtions f : Rn → R by their Taylor
polynomials of the order m. This approximation sheme indues the
map
T : C∞ → Pm, (7)
where C∞ and Pm are, respetively, spaes of smooth funtions and
polynomials of the degree m. Then it is evident that (as in our pre-
quantum model), e.g., the equality T (f2) = T (f)2 an be violated.
But nobody would onlude that physis desribed by polynomials of
the degree m (e.g., m = 2) diers ruially from physis desribed by
smooth funtions.
We nish our omparative analysis with Bah's model by empha-
sizing that PCSFT provides the natural interpretation of hidden vari-
ables: these are lassial elds. But in [52℄ there was still pointed
out that ... the fat that elements of Hilbert spae have no empirial
meaning indiates that the theory still remains open to interpreta-
tions.
We also onsider generalizations of quantum formalism based on
expansions of funtionals of lassial elds into the Taylor series up to
terms of degree n, see setion 7; for n = 2 we obtain the onventional
quantum mehanis.
2 Innite-dimensional analysis
Gaussian stohasti analysis on innite-dimensional spaes is a well
established mathematial formalism, see, e.g., Skorohod [55℄ for intro-
dution, see [56℄, [57℄, [58℄ for more detail (espeially for appliations
in setions 5.2 and 6). We also pay attention that Gaussian analysis
on innite-dimensional spaes was used a lot in Eulidean quantum
eld theory, see, e.g., [59℄, [60℄.
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Let H be a real Hilbert spae and let A : H → H be a ontinuous
self-adjoint linear operator. The basi mathematial formula whih
will be used in this paper is the formula for a Gaussian integral of a
quadrati form f(ψ) ≡ fA(ψ) = (Aψ,ψ).
Let dρ(ψ) be a σ-additive Gaussian measure on the σ-eld F of
Borel subsets of H, see [56℄[59℄. This measure is determined by its
ovariation operator B : H → H and mean value m ≡ mρ ∈ H. For
example, B and m determines the Fourier transform of ρ : ρ˜(y) =∫
H e
i(y,ψ)dρ(ψ) = e
1
2
(By,y)+i(m,y), y ∈ H. In what follows we restrit
our onsiderations to Gaussian measures with zero mean value m = 0,
where (m, y) =
∫
H(y, ψ)dρ(ψ) = 0 for any y ∈ H. Sometimes there will
be used the symbol ρB to denote the Gaussian measure with the ovari-
ation operator B and m = 0. We reall that the ovariation operator
B ≡ cov ρ is dened by (By1, y2) =
∫
(y1, ψ)(y2, ψ)dρ(ψ), y1, y2 ∈ H,
and has the following properties: a). B ≥ 0, i.e., (By, y) ≥ 0, y ∈ H;
b). B is a self-adjoint operator, B ∈ Ls(H); ). B is a trae-lass
operator and Tr B =
∫
H ||ψ||2dρ(ψ). This is dispersion σ2(ρ) of the
probability ρ. Thus σ2(ρ) = Tr B.
We pay attention that the list of properties of the ovariation oper-
ator of a Gaussian measure diers from the list of properties of a von
Neumann density operator [4℄ only by one ondition: Tr D = 1, for a
density operator D.
We an easily nd the Gaussian integral of the quadrati form
fA(ψ) : ∫
H
fA(ψ)dρ(ψ) = Tr BA (8)
The dierential alulus for maps f : H → R does not dier so
muh from the dierential alulus in the nite dimensional ase, f :
R
n → R. Instead of the norm on Rn, one should use the norm on
H. We onsider so alled Frehet dierentiability. Here a funtion
f is dierentiable if it an be represented as f(ψ0 + ∆ψ) = f(ψ0) +
f ′(ψ0)(∆ψ)+o(∆ψ), where lim‖∆ψ‖→0
‖o(∆ψ)‖
‖∆ψ‖ = 0. Here at eah point
ψ the derivative f ′(ψ) is a ontinuous linear funtional on H; so it an
be identied with the element f ′(ψ) ∈ H. Then we an dene the
seond derivative as the derivative of the map ψ → f ′(ψ) and so on.
A map f is dierentiable n-times i:
f(ψ0 +∆ψ) = f(ψ0) + f
′(ψ0)(∆ψ) +
1
2
f ′′(ψ0)(∆ψ,∆ψ) + ...
+
1
n!
f (n)(ψ0)(∆ψ, ...,∆ψ) + on(∆ψ),
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where f (n)(ψ0) is a symmetri ontinuous n-linear form on H and
lim‖∆ψ‖→0
‖on(∆ψ)‖
‖∆ψ‖n = 0. For us it is important that f
′′(ψ0) an be rep-
resented by a symmetri operator f ′′(ψ0)(u, v) = (f
′′(ψ0)u, v), u, v ∈
H (this fat is well know in the nite dimensional ase: the ma-
trix representing the seond derivative of any two times dierentiable
funtion f : Rn → R is symmetri). We remark that in this ase
f(ψ) = f(0)+f ′(0)(ψ)+ 12f
′′(0)(ψ,ψ)+...+ 1n!f
(n)(0)(ψ, ..., ψ)+on(ψ).
For a real Hilbert spae H, denote by the symbol HC its omplex-
iation: HC = H ⊕ iH. We reall that a funtion f : HC → C is
analyti if it an be expanded into the Taylor series:
f(ψ) = f(0) + f ′(0)(ψ) +
1
2
f ′′(0)(ψ,ψ) + ...+
1
n!
f (n)(0)(ψ, ..., ψ) + ....
(9)
whih onverges uniformly on any ball of HC.
3 Dequantization
3.1 Classial and quantum statistial models
We dene lassial statistial models in the following way, see [46℄ for
more detail (and even philosophi onsiderations): a) physial states
ω are represented by points of some set Ω (state spae); b) physial
variables are represented by funtions f : Ω → R belonging to some
funtional spae V (Ω); ) statistial states are represented by prob-
ability measures on Ω belonging to some lass S(Ω); d) the average
of a physial variable (whih is represented by a funtion f ∈ V (Ω))
with respet to a statistial state (whih is represented by a probability
measure ρ ∈ S(Ω)) is given by
< f >ρ≡
∫
Ω
f(ψ)dρ(ψ). (10)
A lassial statistial model is a pair M = (S, V ). We reall that
lassial statistial mehanis on the phase spae Ω2n = R
n × Rn
gives an example of a lassial statistial model. But we shall not
be interested in this example in our further onsiderations. We shall
develop a lassial statistial model with an innite-dimensional phase-
spae.
In real Hilbert spae H a quantum statistial model is desribed in
the following way (see Dira-von Neumann [2℄, [4℄ for the onventional
8
omplex model): a) physial observables are represented by operators
A : H → H belonging to the lass of ontinuous self-adjoint operators
Ls ≡ Ls(H); b) statistial states are represented by von Neumann
density operators, see [4℄ (the lass of suh operators is denoted by D ≡
D(H)); d) the average of a physial observable (whih is represented
by the operator A ∈ Ls(H)) with respet to a statistial state (whih
is represented by the density operator D ∈ D(H)) is given by von
Neumann's formula [4℄:
< A >D≡ Tr DA (11)
The quantum statistial model is the pair Nquant = (D,Ls).
3.2 Asymptoti equality of lassial and quan-
tum averages and ampliation of lassial vari-
ables
We are looking for a lassial statistial model M = (S, V ) whih will
give dequantization of the quantum model Nquant = (D,Ls). Here
the meaning of dequantization should be speied. In fat, all NO-
GO theorems (e.g., von Neumann, Kohen-Speker, Bell,...) an be
interpreted as theorems about impossibility of various dequantization
proedures. Therefore we should dene the proedure of dequantiza-
tion in suh a way that there will be no ontradition with known NO-
GO theorems, but our dequantization proedure still will be natural
from the physial viewpoint. We dene (asymptoti) dequantization
as a family Mα = (Sα, V ) of lassial statistial models depending
on small parameter α. There should exist maps T : Sα → D and
T : V → Ls suh that: a) both maps are surjetions (so all quantum
objets are overed by lassial); b) the map T : V → Ls is linear;
) the map T : S → D is injetion (there is one-to one orrespon-
dene between lassial and quantum statistial states); d) lassial
and quantum averages are oupled through the following asymptoti
equality:
< f >ρ= α < T (f) >T (ρ) +o(α), α→ 0 (12)
(here < T (f) >T (ρ) is the quantum average). In mathematial models
this equality has the form:
∫
Ω
f(ψ)dρ(ψ) = α Tr DA + o(α), A = T(f),D = T(ρ). (13)
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This equality an be interpreted in the following way. Let f(ψ) be a
lassial physial variable (desribing properties of mirosystems - las-
sial elds having very small magnitude α).We dene its ampliation
by:
fα(ψ) =
1
α
f(ψ) (14)
(so any miro eet is amplied in
1
α -times). Then we have:
< fα >ρ=< T (f) >T (ρ) +o(1), α→ 0, (15)
or ∫
Ω
fα(ψ)dρ(ψ) = Tr DA + o(1), A = T(f),D = T(ρ). (16)
Thus: Quantum average ≈ Classial average of the 1α -ampliation.
Hene: QM is a mathematial formalism desribing a statistial ap-
proximation of ampliation of miro eets.
We see that for physial variables/quantum observables and las-
sial and quantum statistial states the dequantization maps have dif-
ferent features. The map T : V → Ls is not injetive. Dierent
lassial physial variables f1 and f2 an be mapped into one quan-
tum observable A. This is not surprising. Suh a viewpoint on the
relation between lassial variables and quantum observables was al-
ready presented by J. Bell, see [12℄. In priniple, experimenter ould
not distinguish lassial (onti) variables by his measurement devies.
In ontrast, the map T : Sα → D is injetion. Here we suppose that
quantum statistial states represent uniquely (onti) lassial statis-
tial states.
The ruial dierene with dequantizations onsidered in known
NO-GO theorems is that in our ase lassial and quantum averages
are equal only asymptotially and that a lassial variable f and the
orresponding quantum observable A = T (f) an have dierent ranges
of values.
3.3 Asymptoti Gaussian analysis
Let us onsider a lassial statistial model in that the state spae
Ω = H (in physial appliations H = L2(R
3) is the spae of lassial
elds on R
3) and the spae of statistial states onsists of Gaussian
measures with zero mean value and dispersion
σ2(ρ) =
∫
Ω
‖ψ‖2dρ(ψ) = α, (17)
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where α > 0 is a small real parameter. Denote suh a lass of Gaussian
measures by the symbol SαG(Ω). For ρ ∈ SαG(Ω), we have Tr cov ρ =
α. We remark that any linear transformation (in partiular, saling)
preserves the lass of Gaussian measures. Let us make the hange of
variables (saling):
ψ → ψ√
α
. (18)
(we emphasize that this is a saling not in the physial spae R
3, but
in the spae of elds on it). To nd the ovariation operator D of
the image ρD of the Gaussian measure ρB , we ompute its Fourier
transform: ρ˜D(ξ) =
∫
Ω e
i(ξ,y)dρD(y) =
∫
Ω e
i(ξ, ψ√
α
)
dρB(ψ) = e
− 1
2α
(Bξ,ξ).
Thus
D =
B
α
=
covρ
α
. (19)
We shall use this formula later. We remark that by denition:
< f >ρB=
∫
Ω
f(ψ)dρB(ψ) =
∫
Ω
f(
√
αψ)dρD(ψ).
To make our further onsiderations mathematially rigorous, we should
attrat the theory of analyti funtions f : ΩC → C. Here ΩC = Ω⊕iΩ
is the omplexiation of the real Hilbert spae Ω.
Let bn : Ω
C × ... × ΩC → C be a ontinuous n-linear symmetri
form. We dene its norm by ‖bn‖ = sup‖ψ‖≤1 |bn(ψ, ..., ψ)|. Thus
|bn(ψ, ..., ψ)| ≤ ‖bn‖‖ψ‖n (20)
Let us onsider the spae analyti funtions of the exponential growth:
|f(ψ)| ≤ aeb‖ψ‖, ψ ∈ ΩC, (21)
see, e.g., [60℄. Here onstants depend on f : a = af , b = bf .
Lemma 3.1 The spae of analyti funtions of the exponential
growth oinides with the spae of analyti funtions suh that:
‖f (n)(0)‖ ≤ c rn, n = 0, 1, 2, ... (22)
Here onstants c = cf and r = rf depend on the funtion f.
Proof. A). Let f have the exponential growth. For any ψ ∈ ΩC,
we onsider the funtion of the omplex variable z ∈ C : gψ(z) =
f(zψ). By the Cauhy integral formula for gψ(z) we have: g
(n)
ψ (0) =
11
n!
2pii
∫
|z|=R gψ(z)z
−(n+1)dz, where at the moment R > 0 is a free param-
eter. Thus: |g(n)ψ (0)| ≤ n!R−n sup0≤θ≤2pi |f(Reiθψ)| ≤ afn!R−nebfR‖ψ‖.
By hoosing R = n and observing that g
(n)
ψ (0) = f
(n)(0)(ψ, ..., ψ) we
obtain:
‖f (n)(0)‖ ≤ a′fe−nn1/2ebfn.
Thus the derivatives of f satisfy the inequalities (22) with rf = e
bf .
B). Let now derivatives of f satisfy the inequalities (22). Then
by the inequalities (20) we have |f(ψ)| ≤ ∑∞n=0 ‖f (n)(0)‖‖ψ‖n/n! ≤
cf
∑∞
n=0(rf‖‖ψ‖)n/n! ≤ cferf‖ψ‖. Thus f has the exponential growth
with bf = rf .
We denote by the symbol V(Ω) the following spae of funtions
f : Ω → R. Eah f ∈ V(Ω) takes the value zero at the point ψ = 0
and it an be extended to the analyti funtion f : ΩC → C having
the exponential growth.
Example 3.1. In partiular, any polynomial on Ω belongs to the
spae V(Ω). For example, let A1, ..., AN be ontinuous linear operators.
Then funtion f(ψ) =
∑N
n=1(Anψ,ψ)
n
belongs to the spae V(Ω).
Any funtion f ∈ V(Ω) is integrable with respet to any Gaussian
measure on Ω, see [55℄. Let us onsider the family of the lassial
statistial models
Mα = (SαG(Ω),V(Ω)).
Let a variable f ∈ V(Ω) and let a statistial state ρB ∈ SαG(Ω).
Our further aim is to nd an asymptoti expansion of the (lassial)
average < f >ρB=
∫
Ω f(ψ)dρB(ψ) with respet to the small parameter
α.
Lemma 3.2. Let f ∈ V(Ω) and let ρ ∈ SαG(Ω). Then the following
asymptoti equality holds:
< f >ρ=
α
2
Tr D f ′′(0) + o(α), α→ 0, (23)
where the operator D is given by (19). Here
o(α) = α2R(α, f, ρ), (24)
where |R(α, f, ρ)| ≤ cf
∫
Ω e
rf‖ψ‖dρD(ψ).
Proof. In the Gaussian integral
∫
Ω f(ψ)dρ(ψ) we make the saling
(18):
< f >ρ=
∫
Ω
f(
√
αψ)dρD(ψ) =
α
2
∫
Ω
(f ′′(0)ψ,ψ) dρD(ψ)+α
2R(α, f, ρ),
(25)
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where
R(α, f, ρ) =
∫
Ω
g(α, f ;ψ)dρD(ψ), g(α, f ;ψ) =
∞∑
n=4
αn/2−2
n!
f (n)(0)(ψ, ..., ψ).
We pay attention that∫
Ω
(f ′(0), ψ)dρD(ψ) = 0,
∫
Ω
f ′′′(0)(ψ,ψ, ψ)dρD(ψ) = 0,
beause the mean value of ρ (and, hene, of ρD) is equal to zero. Sine
ρ ∈ SαG(Ω), we have Tr D = 1.
The hange of variables in (25) an be onsidered as saling of
the magnitude of statistial (Gaussian) utuations. Negligibly small
random utuations σ(ρ) =
√
α (where α is a small parameter) are
onsidered in the new sale as standard normal utuations. If we use
the language of probability theory and onsider a Gaussian random
variables ξ(λ), then the transformation (18) is nothing else than the
standard normalization of this random variable (whih is used, for
example, in the entral limit theorem): η(λ) = ξ(λ)−Eξ√
E(ξ(λ)−Eξ)2
(in our
ase Eξ = 0).
We now estimate the rest term R(α, f, ρ). By using the inequality
(22) we have for α ≤ 1 :
|g(α, f ;ψ)| =
∞∑
n=4
‖f (n)(0)‖‖ψ‖n
n!
≤ cf
∞∑
n=4
rnf ‖ψ‖n
n!
= Cfe
rf‖ψ‖.
Thus: |R(α, f, ρ)| ≤ cf
∫
Ω e
rf‖ψ‖dρD(ψ). We obtain:
< f >ρ=
α
2
∫
Ω
(f ′′(0)ψ,ψ) dρD(ψ) + o(α), α→ 0. (26)
By using the equality (8) we nally ome the asymptoti equality (23).
We see that the lassial average (omputed in the model Mα =
(SαG(Ω),V(Ω)) by using the measure-theoreti approah) is oupled
through (23) to the quantum average (omputed in the model Nquant =
(D(Ω), Ls(Ω)) by the von Neumann trae-formula).
The equality (23) an be used as the motivation for dening the
following lassial → quantum map T from the lassial statistial
model Mα = (SαG,V) onto the quantum statistial model Nquant =
(D,Ls) :
T : SαG(Ω)→ D(Ω), D = T (ρ) =
cov ρ
α
(27)
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(the Gaussian measure ρ is represented by the density matrix D whih
is equal to the ovariation operator of this measure normalized by α);
T : V(Ω)→ Ls(Ω), Aquant = T (f) = 1
2
f ′′(0). (28)
Our previous onsiderations an be presented as
Theorem 3.1. The one parametri family of lassial statistial
models Mα = (SαG,V) provides dequantization of the quantum model
Nquant = (D,Ls) through the pair of maps (27) and (28). The lassial
and quantum averages are oupled by the asymptoti equality (23).
4 Gaussian underground for pure states
In quantum mehanis a pure quantum state is given by a normalized
vetor Ψ ∈ H : ‖Ψ‖ = 1. In our model suh a state is not pure at
all (in the sense that suh a vetor Ψ does not provide a desription
of an individual system). Suh a normalized vetor Ψ is the label of
a Gaussian statistial mixture. The orresponding quantum statisti-
al state is represented by the density operator: DΨ = Ψ ⊗ Ψ. In
partiular, the von Neumann's trae-formula for expetation has the
form: Tr DΨA = (AΨ,Ψ). Let us onsider the orrespondene map T
for statistial states for the lassial statistial model Mα = (SαG,V),
see (27). A pure quantum state Ψ (i.e., the state with the density
operator DΨ) is the image of the Gaussian statistial mixture ρΨ of
states ψ ∈ H. We use the apital Ψ to denote a quantum pure state.
This is just the speial system of labeling of the Gaussian measure
ρΨ by the normalized vetor Ψ of Hilbert spae. Points of the sam-
ple spae on that this measure is dened we denote by the low ψ.
The measure ρΨ has the ovariation operator BΨ = αDΨ. This means
that the measure ρΨ is onentrated on the one-dimensional subspae
HΨ = {x ∈ H : x = sΨ, s ∈ R}. This is one-dimensional Gaussian
distribution.
5 Pure states as one-dimensional pro-
jetions of spatial white-noise
In setion 4 we showed that so alled pure states of quantum mehanis
have the natural lassial statistial interpretation as Gaussian mea-
sures onentrated on one-dimensional subspaes of the Hilbert spae
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H. On the other hand, it is well known that any Gaussian measure
on H is determined by its one-dimensional projetions. To determine
a Gaussian random variable ξ(ω) ∈ H, it is suient to determine all
its one-dimensional projetions: ξΨ(ω) = (Ψ, ξ(ω)),Ψ ∈ H. The o-
variation operator B of ξ (having the zero mean value) is dened by
(BΨ,Ψ) = Eξ2Ψ. We are interested in the following problem:
Is it possible to onstrut a Gaussian distribution on H suh that
its one-dimensional projetions will give us all pure quantum states,
Ψ ∈ H, ‖Ψ‖ = 1?
We reall that in our approah a pure quantum state Ψ is just the
label for a Gaussian random variable ξΨ suh that Eξ
2
Ψ = α||Ψ||2 = α.
Thus the answer to our question is positive and pure quantum states
an be onsidered as one-dimensional projetions of the
√
α-saling
of the standard Gaussian distribution on H. The standard Gaussian
distribution µ on H (so the average of µ is equal to zero and cov µ = I,
where I is the unit operator) is nothing else than the white noise on
R
3
(if one hooses H = L2(R
3)), see [56℄[59℄ for details. Thus pure
quantum states are simply one-dimensional projetions of the spatial
white noise. It is well known, see, e.g., [56℄[59℄, that the µ is not
σ-additive on the σ-eld of Borel subsets of H.
To esape mathematial diulties and onentrate on the dequan-
tization of quantum mehanis, we start with onsideration of the
nite-dimensional ase.
5.1 The nite-dimensional ase
We onsider the family of Gaussian random variables ξΨ,Ψ ∈ Rn,
EξΨ = 0, Eξ
2
Ψ = α||Ψ||2. This family an be realized as ξΨ(ω) =
(Ψ, ξ(ω)) where ξ(ω) =
√
αη(ω) and η(ω) ∈ Rn is standard Gaussian
random variable (so Eη = 0, cov η = I). For any Ψ ∈ Rn, we dene
the projetion PΨ to this vetor: PΨ(k) = (Ψ, k)Ψ.
Denote by the symbol V(Rn) the lass of funtions f : Rn → R
suh that f(0) = 0 and f an be ontinued analytially onto Cn and
this ontinuation f(z) has the exponential growth.
Proposition 5.1 Let f ∈ V(Rn). Then we have:
Ef(PΨξ(ω)) =
α||Ψ||2
2
(f ′′(0)Ψ,Ψ) + o(α), α→ 0. (29)
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Proof. By using the Taylor expansion of f we obtain:
Ef(PΨξ(ω)) =
1
2
E(Ψ, ξ(ω))2(f ′′(0)Ψ,Ψ) + o(α), α→ 0.
By setting into this asymptoti equality the dispersion of the random
variable PΨξ(ω) we obtain (29).
If ||Ψ|| = 1 (a pure quantum state), then we get:
Ef(PΨξ(ω)) =
α
2
(f ′′(0)Ψ,Ψ) + o(α), α → 0. (30)
Here A = f ′′(0) is a symmetri linear operator. We quantize the
lassial variable f(x), x ∈ Rn, by mapping it to the operator A =
1
2f
′′(0), see Theorem 3.1. The Gaussian random variable ξΨ, ||Ψ|| = 1
is quantize by mapping it into the pure quantum state Ψ.
Theorem 5.1. There exists a Kolmogorov probability spae suh
that all pure quantum states an be represented by Gaussian random
variables on this spae. The orrespondene Ψ→ ξΨ(ω) is linear:
λ1Ψ1 + λ2Ψ2 → λ1ξΨ1(ω) + λ2ξΨ2(ω), (31)
where λ1, λ2 ∈ R.
Proof. We hoose Ω = Rn as the spae of elementary events, the
σ-eld of Borel subsets is the spae of events and the standard Gaus-
sian measure µ as the probability measure. Then for Ψ → ξΨ(ω) =√
α(Ψ, ω), ω ∈ Rn, we have: λ1ξΨ1(ω) + λ2ξΨ2(ω) = λ1(Ψ1, ω) +
λ2(Ψ2, ω) = (λ1Ψ1 + λ2Ψ2, ω) = ξλ1Ψ1+λ2Ψ2(ω).
This theorem is rather surprising from the ommon viewpoint (by
that essentially nonlassial probabilisti features of quantum states
are onsequenes of the non-Kolmogorovian struture of the quantum
probabilisti model).
We pay attention that physial variables ξΨ(ω) = PΨξ(ω),Ψ ∈ Rn,
(one-dimensional projetions of the saling ξ(ω) of the standard Gaus-
sian random variable η(ω) ∈ Rn) annot be mapped onto nontrivial
quantum observables. Prequantum lassial physial variables ξΨ(ω) =
(Ψ, ω) are linear funtionals of ω. Therefore T (ξΨ) = ξ
′′
Ψ(0) = 0. Nev-
ertheless, quantum mehanis ontains images of ξΨ given by quantum
states Ψ, but only for Ψ with ||Ψ|| = 1!
We all ξ(ω) a bakground random eld. All pure states ould be
extrated from the the bakground random eld by projeting it to
one dimensional subspaes. PCSFT explains the origin of the salar
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produt on the set of pure quantum states. We onsider the 1/α-
ampliation of the ovariation of two Gaussian (prequantum) random
variables ξΨ1(ω) and ξΨ2(ω). We have:
1
α
EξΨ1(ω)ξΨ2(ω) = (Ψ1,Ψ2). (32)
Conlusion. The Hilbert spae struture of quantum mehanis is
indued by the (prequantum) Gaussian random eld (the bakground
eld ξ(ω)) through the α→ 0 asymptoti.
At the moment we proved this only in the nite-dimensional ase.
In setion 5.2 we shall do this in the innite-dimensional ase. Fi-
nally, we pay attention to the fat that, for quadrati physial vari-
ables f(x) = 12(Ax, x), where A : H → H is a symmetri operator, the
asymptoti equality (30) is redued to the preise equality of averages.
By onsidering diretly the standard Gaussian random variable η(ω)
(instead of the bakground random eld ξ(ω) =
√
αη(ω)) we ome
to the following lassial probabilisti representation of the quantum
average: Ef(PΨη(ω)) = (AΨ,Ψ) ≡< A >Ψ .
5.2 Prequantum white noise eld
To repeat onsideration of setion 5.1 for the innite-dimensional ase,
we onsider measures on the so alled rigged Hilbert spaes. We apply
some rather abstrat mathematial onstrutions. However, nally we
shall onsider a simple onrete example whih will be then used as
the basis of our prequantum lassial statistial model.
Let Ω be a nulear Frehet4 topologial linear spae and Ω′ its dual
spae. Suppose that Ω is densely and ontinuously embedded into a
Hilbert spae H, so Ω ⊂ H. Thus the dual spae H ′ is densely em-
bedded into Ω′. By identifying H and H ′ we obtain the rigged Hilbert
spae:
Ω ⊂ H ⊂ Ω′ (33)
In our nal appliation we shall set Ω = S(R3). This is the spae
of Shwartz test funtions on R
3. Here Ω′ = S ′(R3) is the spae of
Shwartz distributions. In this ase we hoose H = L2(R
3) and we
shall onsider the rigged Hilbert spae:
S(R3) ⊂ L2(R3) ⊂ S ′(R3) (34)
4
so omplete metrizable and loally onvex
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Readers who are not so muh interested in general theory of topologial
linear spaes an onsider this rigged Hilbert spae throughout this
setion.
A Gaussian measure ρ on Ω′ is determined by its harateristi
funtional (Fourier transform) ρ˜ whih is dened on Ω : ρ˜(Ψ) =
e−
1
2
b(Ψ,Ψ), where b : Ω × Ω → R is a ontinuous positively dened
quadrati form. By the well known theorem of Minlos-Sazonov, see
e.g., [℄, ρ is σ-additive on Ω′ and its ovariation funtional is equal to
b. Here b(Ψ1,Ψ2) =
∫
Ω′(φ,Ψ1)(φ,Ψ2)dρ(φ), where Ψ1,Ψ2 ∈ Ω. This
funtional denes the ovariation operator B : Ω→ Ω′ by (BΨ1,Ψ2) =
b(Ψ1,Ψ2). This operator is self-adjoint in the following sense. The dual
operator B′ : Ω′′ → Ω′. But, sine the topologial linear spae Ω is a
nulear Frehet spae, it is reexive. Hene, Ω′′ = Ω. Thus the oper-
ator B′ : Ω → Ω′. Thus it is meaningful to speak about self-adjoint
operators in this framework (by extending the ordinary theory of self-
adjoint operators in Hilbert spae). We also pay attention to the fat
that the ovariation operator B is positively dened.
Let us onsider the standard Gaussian distribution µ on H that is
dened by its ovariation funtional:
b(Ψ1,Ψ2) = (Ψ1,Ψ2).
The orresponding ovariation operator B = I : Ω→ Ω′ is the anon-
ial embedding operator. Sine the embedding Ω ⊂ H is ontinuous,
b : Ω×Ω→ R is ontinuous and, hene, the measure µ is σ-additive on
Ω′. Therefore there is well dened the orresponding Gaussian random
variable η(φ) ∈ Ω′.
In the ase of the rigged Hilbert spae (34) the Gaussian random
eld η(φ) ∈ S ′(R3) is nothing else than the spatial white noise. We
extend this terminology and we shall all η(φ) white noise even in the
abstrat framework. Let us onsider
√
α-saling of white noise
ξ(φ) =
√
αη(φ)
and its one-dimensional projetions: ξΨ(φ) = (ξ(φ),Ψ),Ψ ∈ Ω. We
have EξΨ = 0, Eξ
2
Ψ = α||Ψ||2. The ξ(φ) is the bakground eld in our
prequantum model (PCSFT).
For any Ψ ∈ Ω, we onsider the one-dimensional projetor PΨ(φ) =
(φ,Ψ)Ψ, φ ∈ Ω′, and the Ω-valued random variable PΨξ(φ) = ξΨ(φ)Ψ.
If ||Ψ|| = 1, then the T -image of the orresponding Gaussian distribu-
tion ρΨ is nothing else than the pure state Ψ.
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This orrespondene an be extended form the spae Ω to the
Hilbert spae H. If Ψ ∈ H, then ξΨ(φ) = (φ,Ψ) is also well dened,
but is is not a ontinuous linear funtional on the spae Ω′. The ξΨ(φ)
is dened as an element of the spae of square integrable funtionals of
the white noise: ξΨ ∈ L2(Ω′, dµ). To dene ξΨ, we approximate Ψ ∈ H
by elements Ψn of Ω,Ψn → Ψ in H (we reall that Ω is dense in H).
Then ξΨ = limn→∞ ξΨn in L2(Ω
′, dµ).
Lemma 5.1. Let f : H → R be a polynomial and let f(0) = 0.
Then, for any Ψ ∈ H, the asymptoti equality (29) holds.
Proof. Here the main dierene from onsideration in setion 3 is
that the measure µ is not onentrated on Hilbert spaeH on whih the
funtion f is dened (and ontinuous). Therefore even the exponential
growth of f on H would not help so muh, beause
∫
Ω′ e
a‖φ‖dµ(φ) =∞
(sine even
∫
Ω′ ‖φ‖dµ(φ) =∞). We have for a polynomial f :
Ef(PΨξ(φ)) =
N∑
k=1
f (2k)(0)(Ψ, ...,Ψ)
2k!
Eξ2kΨ (φ)
=
N∑
k=1
f (2k)(0)(Ψ, ...,Ψ)
(2k)!
α2k‖Ψ‖2k(2k)!
2kk!
.
Sine the sum is nite and derivatives of f are ontinuous forms on H,
we obtain (29).
We quantize f(u) by mapping it into f
′′(0)
2 . For quadrati fun-
tionals f(u) = 12(Au, u), A ∈ Ls(H), we have the preise equality and
we an diretly use the average with respet to the anonial Gaussian
random variable η(ω). Here
Ef(PΨη(ω)) =
1
2
(f ′′(0)Ψ,Ψ).
6 Unbounded operators
In this setion we shall use theory of Gaussian measures on topologial
vetor spaes, see, e.g., Smolyanov and Fomin [66℄ for detail.
Let f : Ω → R be a smooth funtion. Then, at any point ψ0 ∈ Ω,
f ′′(ψ0) : Ω→ Ω′. Therefore f ′′(0) is in general unbounded operator in
H.
Moreover, in this way (i.e., starting with PCSFT) we obtain the
lass of linear operators (quantum observables) that is even essentially
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larger than in the onventional quantum formalism. In general, A =
f ′′(0) maps Ω not into H, but into Ω′.
Example 6.1. Let us onsider the rigged Hilbert spae (34). We
onsider the map f : S(R3)→ R determined by a xed point x0 ∈ R3 :
f(ψ) =
1
2
ψ2(x0).
(For example, the lassial eld ψ(x) = e−x
2
is mapped into the real
number e−x
2
0). Then (f ′′(0)ψ1, ψ2) = ψ1(x0)ψ2(x0). Thus
Aψ(x) =
1
2
f ′′(0)ψ(x) =
1
2
δ(x− x0)ψ(x)
is the operator of multipliation by the δ-funtion δ(x− x0). Hene
f ′′(0)(S(R3)) 6⊂ L2(R3).
For any Ψ ∈ S(R3), we have
Ef(PΨη(ω)) =
1
2
Ψ2(x0) = (AΨ,Ψ) ≡< A >Ψ .
However, in general for Ψ ∈ L2(R3) the average < A >Ψ is not well
dened.
We an onsider not only pure states, but general density operators.
Let us now onsider a Gaussian measure ρ ∈ SαG(H) whih has the
support on the spae Ω. Thus ρ an be onsidered as a measure on
Ω. For suh a measure ρ its ovariation operator B : Ω′ → Ω and its
Fourier transform ρ˜ is dened on Ω′.We denote this lass of statistial
states by the symbol SαG(Ω). We remark that S
α
G(Ω) ⊂ SαG(H).
Let E be a omplex loally onvex topologial linear spae. We
reall that the topology of E an be determined by a system of semi-
norms (the notion of a semi-norm p generalizes the notion of a norm
‖ · ‖; the only dierene is that p(ψ) an be equal to zero even for a
nonzero vetor ψ). Let bn : E × ... × E → C be a ontinuous n-linear
symmetri form. There exits a ontinuous semi-norm p on E suh that
‖bn‖p = sup
p(ψ)≤1
|bn(ψ, ..., ψ)| <∞
(here p ≡ pbn). Thus
|bn(ψ, ..., ψ)| ≤ ‖bn‖ pn(ψ) (35)
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An analyti funtion, see, e.g., [60℄ for details, f : E → C has the
exponential growth if there exits a ontinuous semi-norm p on E on
suh that:
|f(ψ)| ≤ aebp(ψ), ψ ∈ E. (36)
Here the onstants and the semi-norm depend on f : a ≡ af , b ≡
bf , p ≡ pf .
Lemma 6.1. The spae of analyti funtions of the exponential
growth oinides with the spae of analyti funtions suh that there
exists a ontinuous semi-norm p = pf :
‖f (n)(0)‖p ≤ c rn, n = 0, 1, 2, ... (37)
Here onstants c = cf and r = rf depend on the funtion f.
Proof. A). Let f have the exponential growth. For any ψ ∈ E, we
onsider the funtion of the omplex variable z ∈ C : gψ(z) = f(zψ).
As in Lemma 5.1, we have: |g(n)ψ (0)| ≤ n!R−n sup0≤θ≤2pi |f(Reiθψ)| ≤
afn!R
−nebfRp(ψ). We obtain:
‖f (n)(0)‖p ≤ a′fe−nn1/2ebfn.
Thus the derivatives of f satisfy the inequalities (37) with rf = e
bf .
B). Let now derivatives of f satisfy the inequalities (37) for some
ontinuous semi-norm p. Then by the inequalities (35) we have
|f(ψ)| ≤
∞∑
n=0
‖f (n)(0)‖ppn(ψ)/n! ≤ cferfp(ψ).
Thus f has the exponential growth with bf = rf and the same ontin-
uous semi-norm p as in (37).
We denote by ΩC the omplexiation of Ω : ΩC = Ω ⊕ iΩ. We
denote by V(Ω) the lass of funtions f : Ω → R, f(0) = 0, whih
an be analytially ontinued onto ΩC and they have the exponential
growth.
Lemma 6.2. Let ρ ∈ SαG(Ω). Then, for any funtion f ∈ V(Ω),
the following asymptoti equality holds:
< f >ρ≡
∫
Ω
f(ψ)dρ(ψ) =
α
2
∫
Ω
(f ′′(0)ψ,ψ)dρD(u) + o(α), α→ 0,
(38)
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where D = covρα . Here
o(α) = α2R(α, f, ρ), (39)
where
|R(α, f, ρ)| ≤ cf
∫
Ω
erfp(ψ)dρD(ψ). (40)
The semi-norm p is determined by the inequality (36).
The proof of this Theorem repeats the proof of Lemma 3.2. Instead
of Lemma 3.1, we apply its generalization to the ase of an arbitrary
loally onvex topologial linear spae, see Lemma 6.1.
We pay attention that D : Ω′ → Ω, and A = f ′′(0)2 : Ω → Ω′, so
C = DA : Ω → Ω. In general, this operator an not be extended to a
ontinuous operator in H. We would like to obtain an analogue of the
formula (8) for linear ontinuous operators A : Ω→ Ω′ :
∫
Ω
(Aψ,ψ)dρD(u) = Tr DA (41)
The main mathematial problem is that in general the operator C =
DA is not even ontinuous in H, so it is not a trae lass operator
in the Hilbert spae H. Nevertheless, we an introdue the notion of
trae even in suh a framework.
We reall that systems of vetors {ej}∞j=1, ej ∈ Ω, and {e′j}∞j=1, e′j ∈
Ω′, are alled biorthogonal topologial bases in Ω and Ω′ if
(e′j , ei) = δij , and ψ =
∞∑
j=1
(e′j , ψ)ej , ψ ∈ Ω, φ =
∞∑
j=1
(φ, ej)e
′
j , φ ∈ Ω′,
where the series onverge in Ω and Ω′, respetively.
Denition 6.1. A linear ontinuous operator C : Ω→ Ω is alled
trae-lass operator if, for any pair of biorthogonal topologial bases,
the series
Tr C =
∞∑
j=1
(e′j , Cej)
onverges and its sum does not depend on bases.
Lemma 6.3. Let ρ be a Gaussian measure on Ω and let A : Ω→ Ω′
be a ontinuous operator. Then the operator C = DA, where D =
covρ, belongs to the trae lass and the equality (41) holds.
As a onsequene of Lemmas 6.2 and 6.3, we obtain:
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Theorem 6.1. Let ρ ∈ SαG(Ω). Then, for any funtion f ∈ V(Ω),
the following asymptoti equality holds:
< f >ρ≡
∫
Ω
f(ψ)dρ(ψ) = Tr Df ′′(0)/2 + o(α), α→ 0, (42)
where D = covρα .
Thus our prequantum model, PCSFT, provides the motivation to
extend the set of quantum observables and onsider all ontinuous
operators A : Ω→ Ω′. Operators should be self-adjoint in the ordinary
sense: A′ = A. We reall that here A′ : Ω′′ → Ω′, but Ω′′ ≡ Ω,
sine Ω is a nulear Frehet spae and hene it is reexive. Denote
the set of suh operators by the symbol Ls(Ω,Ω′). Denote the set of
ovariation operators of Gaussian measures belonging the spae S1G(Ω)
by the symbol D(Ω′,Ω).
Denition 6.2. A statistial quantum model orresponding to a
rigged Hilbert spae T given by (33) is the pair
Nquant(T ) = (D(Ω′,Ω),Ls(Ω,Ω′)).
A generalized density operators D ∈ D(Ω′,Ω) represents a statistial
state; a linear operator A ∈ Ls(Ω,Ω′) represents a quantum observable.
The average of suh an observable with respet to suh a statistial
state is given by the following generalization of the von Neumann trae-
formula:
< A >D= Tr DA (43)
We hoose the state spae Ω  a nulear Frehet spae. For a
rigged Hilbert spae T given by (33), we onsider the lassial sta-
tistial model Mα(T ) = (SαG(Ω),V(Ω)). Here as always < f >ρ=∫
Ω f(ψ)dρ(ψ).
The equality (42) an be used as the motivation for dening the
following lassial → quantum map T from the lassial statistial
model Mα(T ) = (SαG(Ω),V(Ω)) onto the quantum statistial model
Nquant(T ) = (D(Ω′,Ω),Ls(Ω,Ω′)) by (27), (28). Our previous onsid-
erations an be presented as
Theorem 6.2. The map T : SαG(Ω)→ D(Ω′,Ω) is one-to-one; the
map T : V(Ω) → Ls(Ω,Ω′) is linear surjetion and the lassial and
quantum averages are oupled by the asymptoti equality (42).
23
Example 6.2. The position operators xˆj, j = 1, 2, 3 an be ob-
tained as xˆj =
1
2f
′′
xj(0), where
fxj(ψ) =
∫
R3
xjψ
2(x)dx.
Here the operator of multipliation xˆj : S(R3)→ S(R3), ψ → xjψ, is
ontinuous. Hene xˆj : S(R3)→ S ′(R3) is also ontinuous. Thus, for
any measure ρ ∈ SαG(S(R3)), we have
< fxj >ρ≡
∫
S(R3)
∫
R3
xψ2(x)dxdρ(ψ) = αTr Dxˆj,
D = cov ρ/α (here the trae of the omposition Dxˆj is well dened).
Example 6.3. Let x0 be a xed point in R
3. Let now Aψ(x) =
δ(x−x0)ψ(x), ψ ∈ S(R3). This operator does not belong to the domain
of the onventional quantum formalism. It ould not be represented
as an unbounded operator in H = L2(R
3) with a dense domain of
denition. Nevertheless,
∫
S(R3)
(Aψ,ψ)dρ(ψ) =
∫
S(R3)
ψ2(x0)dρ(ψ) = αTr DA
and the trae of the omposition DA is well dened.
Example 6.4. The momentum operators pˆj, j = 1, 2, 3, an be
obtained as pˆj =
1
2f
′′
pj(0), where
fpj(ψ) = −i
∫
R3
∂ψ
∂xj
(x)ψ(x)dx.
Here the operator pˆj : S(R3) → S(R3) is ontinuous. Hene, pˆj :
S(R3) → S ′(R3) is also ontinuous. Thus for any measure ρ ∈
SαG,symp(S(R3)× S(R3)), we have (for ψ(x) = q(x) + ip(x)):
< fpj >ρ≡ −i
∫
S(R3)×S(R3)
∫
∂ψ
∂xj
(x)ψ(x)dxdρ(ψ) = αTr D pˆj,
where D = cov ρ/α. Here Dpˆj : S(R3) → S(R3) is the trae lass
operator. Similar onsiderations an be done for angular momentum
operators.
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7 Generalized quantum mehanis: ap-
proximations of higher orders
We have reated the lassial statistial model whih indued the
quantum statistial model. The quantum desription an be obtained
through the Taylor expansion of lassial physial variables up to the
terms of the seond order. The ruial point is the presene of a pa-
rameter α whih small in QM, but not in the prequantum lassial
model.
This viewpoint to onventional quantum mehanis implies the ev-
ident possibility to generalize this formalism by onsidering higher or-
ders of the Taylor expansion of lassial physial variables and orre-
sponding expansions of lassial averages with respet to the parameter
α.
We still onsider the real ase: Ω = H, whereH is the real separable
Hilbert spae, and only bounded linear operators (and forms). We
reall that momentums of a measure ρ are dened by
a(k)ρ (z1, . . . , zk) =
∫
Ω
(z1, ψ)...(zk , ψ)dρ(ψ).
In partiular, a
(1)
ρ ≡ aρ is the mean value and a(2)ρ is the ovariation
form. We remark that for a Gaussian measure ρ, aρ = 0 implies that
all its momenta of odd orders a
(k)
ρ , k = 2n + 1, n = 0, 1, . . . , are also
equal to zero.
Therefore the expansion of < f >ρ with respet to s = α
1/2
does
not ontain terms with s2n+1. Hene this is the expansion with respet
to αn(= s2n), n = 1, 2, . . . We are able to reate o(αn)-generalization
of quantum mehanis through negleting by terms of the magnitude
o(αn), α → 0(n = 1, 2, . . .) in the power expansion of the lassial
average. Of ourse, for n = 1 we obtain the onventional quantum
mehanis. Let us onsider the lassial statistial model
Mα = (SαG(Ω),V(Ω)). (44)
By taking into aount that a2n+1ρ = 0, n = 0, 1, . . . , for ρ ∈ SαG(Ω),
we have:
< f >ρ=
α
2
Tr Df ′′(0) +
∞∑
k=2
αk
(2k)!
∫
Ω
f (2k)(0)(φ, . . . , φ)dρD(φ), (45)
where as always D = covρα .
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We now onsider a new epistemi (observational) statistial model
whih is a natural generalization of the onventional quantum mehan-
is. We start with some preliminary mathematial onsiderations. Let
A and B be two n-linear symmetri forms. We dene their trae by
Tr BA =
∞∑
j1,...,jn=1
B(ej1 , . . . , ejh)A(ej1 , . . . , ejn), (46)
if this series onverges and its sum does not depend on the hoie of
an orthonormal basis {ej} in Ω. We remark that
< f >ρ=
α
2
Tr Df ′′(0) +
n∑
k=2
αk
2k!
Tr a(2k)ρD f
(2k)(0) + o(αn), α→ 0, (47)
Here we used the following result about Gaussian integrals:
Lemma 7.1. Let Ak be a ontinuous k-linear form on Ω and let
ρD be a Gaussian measure (with zero mean value and the ovariation
operator D). Then
∫
Ω
Ak(ψ, . . . , ψ)dρD(ψ) = Tr a
(k)
ρD
Ak. (48)
Proof. Let {ej}∞j=1 be an orthonormal basis in Ω. We apply the
well known Lebesque theorem on majorant onvergene. We set
fN (ψ) =
n∑
j1,...,jk=1
Ak(ej1 , . . . , ejk)(ej1 , ψ) . . . (ejk , ψ). (49)
We have
|fN (ψ)| = |Ak(
N∑
j1=1
(x, ej1)ej1 . . . ,
N∑
jk=1
(ψ, ejk )ejk)| ≤ ||Ak|| ||ψ||k.
(50)
Therefore we obtain:∫
Ω
Ak(ψ, . . . , ψ)dρD(ψ) = lim
N→∞
∫
Ω
fN(ψ)dρD(ψ)
=
∞∑
j1=1,...,jk=1
Ak(ej1 , . . . , ejk)
∫
Ω
(ej1 , ψ) . . . (ejk , ψ)dρD(ψ) = Tr a
(k)
ρDAk.
(51)
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The proof is nished.
In partiular, we obtained the following inequality:
|Tr akρDAk| ≤ ||A||
∫
Ω
||ψ||kdρD(ψ). (52)
We now remark that for a Gaussian measure (with zero mean value)
integrals (48) are equal to zero for k = 2l+1. Thus Tr a
(2l+1)
ρD A2l+1 = 0.
It is easy to see that 2k-linear forms (momenta of even order) a2kρD an
be expressed through the ovariane operator D :
a(2k)ρD = e(k,D) =
d2k
dφ2k
e−
1
2
(Dφ,φ)|φ=0. (53)
In partiular, e(2,D)(φ1, φ2) = (Dφ1, φ2) and e(4,D)(φ1, φ2, φ3, φ4)
= (Dφ1, φ3)(Dφ2, φ4) + (Dφ2, φ3)(Dφ1, φ4) + (Dφ1, φ2)(Dφ3, φ4).
(54)
Thus (47) an be rewritten as
< f >ρB=
α
2
Tr Df ′′(0) +
n∑
k=2
αk
2k!
Tr e(2k,D)f (2k)(0) + o(αn), α→ 0,
(55)
or by introduing the 1/α-ampliation of the lassial physial vari-
able f we have:
< fα >ρB=
1
2
Tr Df ′′(0) +
n∑
k=2
αk−1
2k!
Tr e(2k,D)f (2k)(0) + o(αn−1)
(56)
This formula is the basis of a new quantum theory. In this the-
ory statistial states an be still represented by von Neumann density
operators D ∈ D(Ω), but observables are represented by multiples
A = (A2, A4, . . . , A2n), where A2j are symmetri 2n-linear forms on
a Hilbert spae Ω. In partiular, the quadrati form A2 an be repre-
sented by a self-adjoint operator. To esape mathematial diulties,
we an assume that forms A2j are ontinuous. Denote the spae of all
suh multiples A by L2n(Ω). We obtain the following generalization of
the onventional quantum model:
Nquant,2n = (D(Ω), L2n(Ω)). (57)
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Here the average of an observable A ∈ L2n(Ω) with respet to a state
D ∈ D(Ω) is given by
< a >D=
n∑
n=1
Tr e(2k,D)A2k (58)
If one dene Tr DA =
∑n
k=1Tr e(2k,D)A2k then the formula (58) an
be written as in the onventional quantum mehanis (von Neumann's
formula of nth order):
< A >D= TrDA (59)
This model is the result of the following quantization proedure of
the lassial statistial model Mα = (SαG(Ω),V(Ω):
ρ→ D = covρ
α
; (60)
f → A = (1
2
f ′′(0),
α
4!
f (4)(0), ...,
αn−1
(2n)!
f (2n)(0)). (61)
(thus here A2k =
αk−1
(2k)! f
(2k)(0)). The transformation T2n given by (60),
(61) maps the lassial statistial model Mα = (SαG(Ω),V(Ω)) onto
generalized quantum model Nquant,2n = (D(Ω), L2n(Ω)).
Theorem 7.1. For the lassial statistial model Mα = (SαG(Ω),
V(Ω)), the lassial → quantum map T2n, dened by (60) and (61),
is one-to-one for statistial states; it has a huge degeneration for vari-
ables. Classial and quantum averages are oupled through the asymp-
toti equality (55).
We pay attention to the simple mathematial fat that the degree
of degeneration of the map T2n : V(Ω) → L2n(Ω) is dereasing for
n→ ∞. Denote the spae of polynomials of the degree 2n ontaining
only terms of even degrees by the symbol P2n. Thus f ∈ P2n i f(ψ) =
Q2(ψ,ψ) +Q4(ψ,ψ, ψ, ψ) + . . .+Q2n(ψ, . . . , ψ), where Q2j : Ω
2j → R
is a symmetri 2j-linear (ontinuous) form. The restrition of the map
T2n on the subspae P2n of the spae V is one-to-one. One an also
onsider a generalized quantum model
Nquant,∞ = (D, L∞), (62)
where L∞(Ω) onsists of innite sequenes of 2n-linear (ontinuous)
forms on Ω :
A = (A2, . . . , A2n, . . .). (63)
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The orrespondene between the lassial model Mα (for any α) and
the generalized quantum model Nquant,∞ is one-to-one.
This paper was partially supported by EU-network "Quantum Prob-
ability and Appliations."
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