Abstract A multiplierless pruned approximate eightpoint discrete cosine transform (DCT) requiring only ten additions is introduced. The proposed algorithm was assessed in image and video compression, showing competitive performance with state-of-the-art methods. Digital synthesis in 45 nm CMOS technology up to place-androute level indicates clock speed of 288 MHz at a 1.1 V supply. The 8 Â 8 block rate is 36 MHz. The DCT approximation was embedded into HEVC reference software; resulting video frames, at up to 327 Hz for 8-bit RGB HEVC, presented negligible image degradation.
Introduction
The discrete cosine transform (DCT) plays a fundamental role in signal processing techniques [1] and is part of modern image and video standards, such as JPEG [2] , MPEG-1 [3] , MPEG-2 [4] , H.261 [5] , H.263 [6] , H.264/ AVC [7, 8] , and the high efficiency video coding (HEVC) [9, 10] . In particular, the transform coding stage of the H.264 and HEVC standards employs the eight-point DCT of type II [10, 11] among other transforms of different blocklengths, such as 4, 16, and 32 points [12] [13] [14] . In [15] , the eight-point DCT stage of the HEVC was optimized. Among the above-mentioned standards, the HEVC is capable of achieving high compression performance at approximately half the bit rate required by H.264/AVC with same image quality [10, 13, 15, 16] . However, HEVC possesses a significant computational complexity in terms of arithmetic operations [11, 13, 15, 16] . In fact, HEVC can be 2-4 times more computationally demanding when compared to H.264/AVC [13, 15] . Therefore, the proposal of efficient low-complexity DCT-like approximations can benefit future video codecs including emerging HEVCbased systems.
Recently, low-complexity DCT approximations have been considered for image and video processing [12, 15, [17] [18] [19] [20] [21] [22] [23] [24] . Such approximate transforms can offer meaningful DCT estimations at the expense of small errors. Such tradeoff is often acceptable leading to low-power, high-speed hardware realizations [15] , while ensuring adequate numerical accuracy.
In some applications, such as data compression [25] , high-frequency components are often zeroed by the quantization process. Thus, one may judiciously restrict the computation to the quantities that are likely to be remain significant [26] . This approach is called pruning and was originally proposed as a method for computing the discrete Fourier transform (DFT) [27, 28] .
Related works
In that context, pruning was applied in time-domain, i.e., particular input samples were ignored and the operations involving them were avoided [29] . Frequency-domain pruning-discarding transform coefficients-is an alternative approach. This latter approach has been recently applied in mixed-radix FFT algorithms [30] , cognitive radio design [31] , and wireless communications [32] . Another example of a pruning-like algorithm is the well-known Goertzel method for DFT computation [33] [34] [35] .
For the DCT case, pruning was originally proposed by Wang in [36] considering a decimation-in-time algorithm for power-of-two blocklengths. In [37] , such algorithm was generalized for arbitrary blocklength. In [38] , Lecuire et al. extended the pruning method to the two-dimensional case, referring to the method as the zonal DCT, which is an alternative terminology. In [39] , Karakonstantis et al. proposed a hardware-based pruning approach for the DCT computation. Instead of discarding high frequency DCT coefficients, a VLSI system capable of computing lowfrequency components using faster paths was suggested. Such method was applied in the context of voltage scaling for low-power dissipation. In the context of low-powered wireless vision sensor networks, a pruned approximate DCT was proposed in [40] based on the DCT approximation theory advanced in [20] . In [41] the pruning terminology was employed in a different context. It was considered to describe a hardware computation of the DCT which maintains the system word size constant by means of a controlled discarding of least-significant bits.
Aims
In response to the growing need for high compression ratios for image and moving pictures as prescribed in [9] , we propose a further reduction of the computational cost of the DCT computation in the context of JPEG-and HEVC-like coding and processing. The goal of this paper is to offer a comprehensive analysis of pruning schemes in combination with approximate transforms. The sough schemes must be capable of reducing the number of computed approximate DCT coefficients and, at the same time, the effected degradation on picture quality must be negligible.
In the present work, a multiplication-free pruned approximate 8-point DCT is sought. We also aim at VLSI realizations of both 1-D and 2-D versions of the proposed pruned approximate transform. The sought methods are intended to be fully embedded into an open source HEVC reference software [42] for performance assessment in real-time video coding.
Proposed pruned approximate DCT

Proposed approximation
In [22] a very low-complexity eight-point DCT approximation was introduced and it is referred to as the modified rounded DCT (RDCT), which is associated to the following low-complexity matrix: 
Its associated fast algorithm requires only 14 additions, having the lowest computational complexity among the meaningful DCT approximations archived in literature [15, [17] [18] [19] [20] [21] [22] 43] . Considering the orthogonalization methods described in [44] , an orthonormal approximation for the DCT is given by given by:
where diagðÁÞ returns a diagonal matrix with the elements of its argument. By means of analyzing fifty 512 Â 512 8-bit representative standard images [45] , we noticed that the 2-D version of the 8-point modified RDCT [22] can concentrate in average %98 % of the total image energy in the 16 lower frequency coefficients. Additionally, in JPEG-like image compression, the quantization step is prone to zero the high frequency coefficients [38] . Therefore, computational efforts may be saved by not computing the high frequency coefficients, keeping only low-frequency coefficients. These considerations yield the following transformation derived from the low-complexity matrix associated to the modified RDCT:
Above transformation computes the four lower frequency components of the 1-D original modified RDCT lowcomplexity matrix, which corresponds to the 16 lower frequency components of the associated 2-D version. Thus, considering the orthogonalization methods described in [44] , we can obtain a semi-orthogonal matrix given by:
MatrixĈ 4 is the pruned version of the modified RDCT. For image and video compression, the scaling diagonal matrix D 4 does not introduce any computational overhead, since it can be merged into the quantization step [15, 18, 19, 21, 22] . Therefore, in such context, the computational complexity ofĈ 4 is essentially confined into the lowcomplexity matrix T 4 . Aiming at the efficient of implementation of T 4 , we factorized it in a product of extremely low-complexity sparse matrices. Such factorization is based on decimation-in-time methods as described in [21, 43, 46] . Thus, the following expression is obtained: 
where A 1 , A 2 , and A 3 , are pre-addition matrices [46] and P is a permutation matrix. Figure 1 provides the signal flow graph of the fast algorithm for T 4 , relating input signal x n , n ¼ 0; 1; . . .; 7 to output signal X k , k ¼ 0; 1; . . .; 7. Transform-domain components X 4 ; . . .; X 7 are not represented, being set to zero.
Based on the 2-D computation of the DCT [43] , the approximate 2-D DCT is given by [18] :
where A is an input 8 Â 8 image subblock, B is the associated transform-domain 8 Â 8 output image subblock and superscript > indicates matrix transposition. For instance, JPEG-like schemes are entirely based on the DCT-based transformation of 8 Â 8 subblocks [2] . In a similar fashion, the 2-D forward pruned transformation can be derived [38, 40, 47] and it is described according to: 
where 0 4 represents the 4 Â 4 null matrix. The inverse transformation can be computed by taking the inverse transformation of the above zero-padded matrixB. However, this is equivalent to the following computation:
Therefore, padding becomes unnecessary. Additionally, we noticed thatĈ > 4 is the Moore-Penrose pseudo-inverse of C 4 [48] .
Complexity assessment
By counting the number of multiplications, additions, and bit-shifting operations, we assessed the computational cost of the proposed 1-D and 2-D pruned modified RDCT. [19] , and BAS-2013 [20] . Here, we also included the computational cost of the exact DCT computation according to Chen's DCT algorithm [49] , which is the algorithm employed in the HEVC codec [42] . Each of the selected methods was assessed both in its full and pruned versions. The 1-D and 2-D versions retained the four and 16 lower frequency coefficients, respectively. The proposed 1-D method demands only ten additions. The associate percent complexity reduction compared to selected state-of-the-art methods is presented in Table 2, for both the 1-D and 2-D case. A certain arithmetic complexity reduction was already expected by using pruning approach. However, when considering the 2-D transformation, arithmetic complexity reduction effected by the pruning procedure is even more significant, as shown in Table 2 . In fact, the 8 Â 8 nonpruned 2-D transformation can be decomposed into eight nonpruned row-wise 1-D transformations; followed by eight column-wise instantiations of the same 1-D transformation. In contrast, the proposed pruned 2-D transformation can be decomposed into eight pruned row-wise 1-D transformations of the rows; followed by only four pruned 1-D transformations. Therefore, the pruned 2-D transformation calls the 1-D algorithm fewer times when compared with the nonpruned case. The complexity values presented in Table 1 were calculated according to above considerations. As a consequence, the proposed transformation requires 120 additions.
The proposed method outperforms the recently proposed pruned approximation described in [40] , requiring 50 % less operations for both 1-D and 2-D versions. Moreover, the comparison among pruned-only versions of above methods shows that the proposed approximation demands 28.5 % less operations, in both 1-D and 2-D cases, than the best competing methods, namely BAS-2008 [18] and BAS-2009 [19] .
Image compression
We processed the set of images mentioned in the previous section according to the image compression simulation detailed in [18, 21, 22] . Images were subdivided into 8 Â 8 blocks and were submitted to 2-D transformation according to the proposed pruned approximate DCT and competing methods. The resulting coefficients in the transform domain were submitted to the standard quantization operation for luminance [50, p. 155 ]. We adopted a variable length coding approach, where the number of zeroed transformdomain coefficients is determined by the quantization step. The maximum number of non-zero coefficients is 16, as imposed by the pruning scheme. Subsequently, inverse transformations were considered. For the proposed method, the inverse procedure described in Section II was applied and compressed images were reconstructed. Original and processed images were evaluated for image degradation using the peak signal-to-noise ratio (PSNR) [50, p. 9] and structural similarity (SSIM) [51] . We also computed the number of zeros (NZ) after quantization, which provides the percentage number of zeroed coefficients after quantization step and furnishes a measure of energy compaction in the transform domain. High values of NZ translates into longer runs of zeros, which are beneficial for subsequent run-length encoding and Huffman coding stages [50] . In contrast with [18] [19] [20] 40] , we adopted average measurements, which are less prone to variance effects and fortuitous data. Table 3 shows the average PSNR values and percent values for NZ based on the selected image set for each considered method. Results indicate that the proposed method can significantly reduce the computational complexity, while maintaining good PSNR figures. For instance, considering the original and pruned MRDCT, we noticed a %15 % decrease in PSNR and SSIM; however the associated arithmetic complexity reduction is of %50 %.
A qualitative comparison between the Lena [45] compressed image obtained from the above describe procedure using the modified RDCT [22] and the proposed pruned transform is shown in Fig. 2 .
VLSI architectures
To further investigate the capabilities of the proposed algorithm, we separate the modified RDCT and the proposed pruned approximation for hardware synthesis and evaluation in the actual HEVC scheme.
FPGA architecture
These approximations were realized as a separable 2-D block transform using two 1-D transform blocks and a transpose buffer. Such blocks were initially modeled and tested in Matlab Simulink and then combined to furnish the complete 2-D transform. The resulting architecture was physically realized on a Xilinx Virtex-6 XC6VLX240T-1FFG1156 field programmable gate array (FPGA) device and validated using hardware-in-the-loop testing through the JTAG interface. The DCT approximation FPGA prototype was verified using more than 10,000 test vectors with complete agreement with theoretical values. Quantities were obtained from the Xilinx FPGA synthesis by accessing the xflow.results report file for each run of the design flow. Metrics, including configurable logic blocks (CLB) and flip-flop (FF) count, critical path delay (CPD) (in ns), and maximum operating frequency (F max , in MHz), are provided. In addition, static (Q p , in W) and frequency normalized dynamic power (D p , in mW/MHz) consumptions were estimated using the Xilinx XPower Analyzer.
CMOS place-route
Following FPGA-based verification, the hardware description language code was ported to 45 nm CMOS technology and subject to synthesis and place-and-route steps using Cadence Encounter. Both FPGA synthesize and CMOS place-and-route results are tabulated in Tables 4  and 5 , respectively. For the CMOS place-and-route, critical path delay (CPD) (in ns), area (in mm 2 ), area-time complexity (AT, in mm 2 Á ns), area-time-squared complexity (AT 2 , in mm 2 Á ns 2 ), maximum operating frequency (F max , in MHz), static (Q p , in W) and frequency normalized dynamic power (D p , in mW/MHz) consumptions are also provided. The FPGA realization of the proposed pruned Smallest computational complexities are indicated in bold 
HEVC software simulation
We considered real-time video coding by embedding the proposed algorithms into the HEVC reference software by the Fraunhofer Heinrich Hertz Institute [42] . The original transform included in the HEVC reference software is a scaled approximation of Chen's DCT algorithm. Our methodology consists of replacing the 8 Â 8 DCT algorithm of the reference software by the modified RDCT and the proposed pruned approximation. Figure 3 shows three 416 Â 240 frames of the 'BasketballPass' test sequence [52] obtained from the HEVC simulation. Resulting frames were coded using the Chen's DCT algorithm (Fig. 3a) , the modified RDCT (Fig. 3b) , and the proposed pruned approximation (Fig. 3c) . The PSNR values for these three frames are shown in Fig. 3 . The pruned approximation effected minimal image degradation-less than 0.25 dB. On the other hand, computational complexity of the 8-point DCT was significantly reduced-76.2 % less arithmetic operations when compared with the original Chen's DCT algorithm.
We have also computed rate distortion (RD) curves for both RDCT and the proposed pruned approximation using standard video sequences [52] . For such, we varied the quantization point (QP) from 0 to 50 and computed the PSNR of the proposed pruned approximate with reference to the RDCT along with the bits/frame of the encoded video. As a result, we obtained the curves shown in Fig. 4 . The PSNR values related to QP are shown in Fig. 5 . The difference in the rate points between the RDCT and the proposed pruned approximation is less than 0.57 dB, which is smaller than 1.3 %.
Conclusion
In this paper, we presented a very low-complexity DCT approximation obtained via pruning. The resulting approximate transform requires only ten additions and possesses performance metrics comparable with state-of-theart methods, including the recent architecture presented in [40] . The proposed pruning approach can be adapted to other transformation methods, regardless of the transform size. By means of computational simulation, VLSI hardware realizations, and a full HEVC implementation, we demonstrated the practical relevance of our method as an image and video codec. Our goal with the image and video simulations is not to suggest the modification of existing standards, which would be unfeasible. Instead we aim at showing that (1) pruned approximations can be considered in tailored low-complexity, low-power systems for accelerated decoding of JPEG and HEVC and (2) approximation methods combined with pruning are a viable alternative to the design of future standards.
For future work, we intend to apply the pruned approach to other discrete transforms methods for different blocklengths. In particular, the 4-, 16-, and 32-point DCT-based approximations are naturally fitted to the proposed approach. Moreover, a prospective study on the energy distribution in the transform domain could indicate the optimal number of coefficients to retain in the pruning process. Forthcoming applications include low-power wireless vision sensor networks and accelerated image decoding. 
