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Abstract
A complete orthonormal system of functions fYngNn¼1;YnALN½0;1; deﬁned on the closed interval
½0; 1 is constructed such thatPNn¼1anYn diverges almost everywhere for any fangNn¼1e l2:
For the constructed system the following result is true:
Corollary 1. Any nontrivial series in the system fYngNn¼1 which converges in measure to zero
diverges almost everywhere.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
If ffngNn¼1 is an orthonormal system (ONS) of functions deﬁned on the closed
interval ½0; 1; then it is well known that the seriesPNn¼1 cnfn converges in L2½0;1 if and
only if
PN
n¼1 jcnj2oþN: In many questions it is of interest to study the behavior of
an orthogonal series
PN
n¼1 cnfn when the above condition on the coefﬁcients is not
satisﬁed (cf. fcngNn¼1e l2). For a particular class of ONS, namely, if ffngNn¼1 is an
ONS of independent functions such that
sup
n
jjfnjjLN½0;1oþN;
Z 1
0
fnðtÞ dt ¼ 0 8nAN:
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Kolmogorov [14] has proved that
PN
n¼1 cnfn converges in measure on ½0; 1 if and
only if fcngNn¼1A l2: Note that an ONS with such a property cannot be complete in
L2E ; EC½0; 1 if the measure of the set E is very close to one (see [11]). Recall that an
ONS of functions deﬁned on the closed interval ½0; 1 ffngNn¼1 is called a system of
convergence, if for any fcngNn¼1A l2; the series
PN
n¼1 cnfn converges almost
everywhere.
Deﬁnition 1. Let ffngNn¼1 be an ONS of functions deﬁned on the closed interval ½0; 1:
We will say that ffngNn¼1 is a divergence system if the series
PN
n¼1 anfn diverges
almost everywhere (a.e.) for any fangNn¼1e l2:
Deﬁnition 2. Let ffngNn¼1 be an ONS of functions deﬁned on the closed interval ½0; 1:
We will say that ffngNn¼1 is a divergence system in the weak sense if the seriesPN
n¼1anfn diverges on a set of positive measure for any fangNn¼1e l2:
The existence of a complete ONS (CONS) which is a divergence system in the
weak sense was proved by Kashin [8] (see also [10]). Problems about the existence of
complete ONS which are divergence systems or divergence systems in the weak sense
have been posed by Ulyanov [22, p. 17].
To be precise, he asked if there exists a CONS of convergence which is a divergence
system (divergence system in the weak sense). The most interesting part of these
problems is the question about the existence of a complete ONS which is a divergence
system (divergence system in the weak sense). This explains why in Kashin’s original
article and also in [8] is given only the detailed construction of a CONS which is a
divergence system in the weak sense. The construction of a complete ONS of
convergence which is a divergence system in the weak sense is given in [9].
In Section 3 of the present paper we construct a complete orthonormal system
fYngNn¼1 deﬁned on the closed interval ½0; 1 and prove in the next section that the
following result holds.
Main Theorem. There exists a complete ONS fYngNn¼1;YnALN½0;1 of functions defined
on ½0; 1 which is a divergence system.
The existence of a complete ONS which is at the same time a divergence system
and a system of convergence will be studied in a forthcoming publication.
One can formulate several corollaries of the above theorem in the theory of
representation of functions by series. The principal question in this theory can be
formulated in the following form:
Let f fngNn¼1 be a system of functions from a linear topological space F0 such that
for any fAF0 there exists a sequence of scalars fangNn¼1 for which the seriesPN
n¼1 anfn ¼ f in the topology of F0 or in some other sense (convergence almost
everywhere, convergence in measure, etc.) and suppose F1*F0 is another linear
topological space with weaker topology. Then the main question is: can any gAF1 be
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represented by some series
PN
n¼1 bnfn which converges in the topology of F1 or in
another sense (convergence almost everywhere, convergence in measure, conver-
gence on sets of positive measure, etc.).
In the beginning of the 20th century, N.N. Luzin studied the questions of
summability of trigonometric series almost everywhere to any given measurable
function and posed several open problems which afterwards have been studied by
himself, I.V. Privalov, D.E. Menshov, A.A. Talalyan, P.L. Ulyanov and many
others. In the late 1950s Talalyan [21] proved the ﬁrst result about the general CONS
(see [13] for more recent results).
Theorem (Talalyan). Let f fngNn¼1 be a complete ONS of functions defined on ½0; 1:
Then for any measurable function f defined on ½0; 1 there exists a sequence of scalars
fangNn¼1 such that
PN
n¼1 anfn ¼ f ; where the series converges in measure.
Observe that when f fngNn¼1 is a CONS, then we automatically have that any function
gAL2½0;1 is represented by a series with respect to the system that converges to g in the
L2½0;1-norm and, consequently, in measure. We will say that a series
PN
n¼1bnfn is
nontrivial if bka0 for some kAN: The proof of Talalyan’s theorem remains valid if one
discards any ﬁnite number of elements from the CONS f fngNn¼1: Thus it follows that for
any CONS there exist nontrivial series
PN
n¼1 bnfn which converge to zero in measure.
The last comment permits us to formulate the following corollary of the Main Theorem.
Corollary 1. Any nontrivial series by the system fYngNn¼1 which converges in measure
to zero diverges almost everywhere.
We will not formulate here several other corollaries asserting that the system
fYngNn¼1 is not a representation system for the classes Lr½0;1; 0pro1 if we want to
represent the functions from those classes by a series with respect to the system
fYngNn¼1 which converges (or is summable by some methods) pointwise on sets of
positive measures, even if these sets depend on the function. The constructed system
can also serve as a counterexample in the question related to obtaining Menshov-
type theorems about the adjustment of functions from the spaces L
p
½0;1; 1ppo2
outside of given ﬁxed sets of incomplete measure so that the Fourier series of the
modiﬁed functions with respect to a given CONS converge pointwise on a set of
positive measures.
The theory concerning the representation of measurable functions with almost
everywhere convergent series with respect to general orthogonal systems is not as
complete as it is in the case of convergence in measure. The most useful result in this
area remains the article by Arutyunian [1], who has described classes of systems of
functions for which the problem has a positive solution. The formulation of his main
result needs new deﬁnitions which are not connected directly with the content of the
present paper and we refer the reader to the original article. The following result, in
the positive direction, has a nice formulation.
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Theorem (Pogosyan [20]; Arutyunyan [2]). Let f fngNn¼1 be a CONS of functions
defined on ½0; 1 such that for some C40Z
½0;1
sup
m
Xm
n¼1
cnfnðxÞ


2
dxpC
XN
n¼1
jcnj2 8fcngAl2:
Then any measurable almost everywhere finite function on ½0; 1 can be represented by a
series with respect to the system f fngNn¼1 converging to it almost everywhere.
The role of the above theorem should not be overestimated because, in general, the
proof of the boundedness of the majorant of the partial sums of a CONS is much
more complicated than the proof of the assertion of Pogosyan–Arutyunyan’s theorem
or has the same grade of difﬁculty as in the case of the Haar system.
The example of the trigonometric system is very illustrative: we conclude, using
the above theorem, that Menshov’s theorem [18] on the representation of measurable,
almost everywhere ﬁnite, functions by almost everywhere convergent trigonometric
series is a consequence of Carleson’s famous theorem [3]. But we have a simple proof
of Menshov’s theorem (see [15]), which is not the case for the Carleson’s theorem.
The paper consists of four sections. In Section 2 we give some deﬁnitions
and prove auxiliary results which we need for the proof of the Main Theorem. In
Section 3 we give the construction of the system fYngNn¼1 and in the next section we
give the proof of the theorem. The question about the existence of a CONS which is
simultaneously a convergence system and a system of divergence will be studied in a
forthcoming publication. The results of this paper have been reported on the
International Conference ‘‘Harmonic Analysis and Approximation II’’ (September
11–18, Armenia) and published in [12], which was dedicated to Professor Daniel
Waterman on his 75th anniversary.
2. Deﬁnitions and auxiliary results
Let ½a; bCR and kAN; where N is the set of the natural numbers. We denote by
Ek½a;b the inner-product space of the step functions
Ek½a;b ¼ f : f ðxÞ ¼ ai if xA a þ ði  1Þ
b  a
2k
; a þ i b  a
2k
 
1pip2k
 
;
where the inner product is deﬁned in the same way as in L2½a;b: Throughout the paper
the values of the functions that belong to the linear space Ek½a;b at the points of
discontinuity are not important, so they will be ignored. In this paper we will also use
the following notation:
E
j
½a;b ¼ Ek½a;b
ML2½a;b
E
k;j
½a;b;
ARTICLE IN PRESS
K.S. Kazarian / Journal of Functional Analysis 214 (2004) 284–311 287
where j4k: In what follows we will denote by IEðxÞ the characteristic function of a
measurable set E: The Lebesgue measure of a measurable set ECRn we will denote
by jEjn; when n ¼ 1 we will write jEj:
The Haar functions are deﬁned in the following way: for all tA½0; 1 we will take
h1ðtÞ ¼ 1 and for k ¼ 0; 1; 2;y; j ¼ 1; 2;y; 2k; let
h
ðkÞ
j ðtÞ ¼
2
k
2 if 2j2
2kþ1oto
2j1
2kþ1 ;
2k2 if 2j1
2kþ1oto
2j
2kþ1;
0 otherwise:
8><>:
If n ¼ 2k þ j we denote hn ¼ hðkÞj :
The closure of the support of the Haar function hn will be denoted by Dn or
by DðkÞj :
It can be easily checked that for any kAN the Haar functions fhng2
k
n¼1 constitute an
orthonormal basis in the space Ek½0;1: The reader should also note that for i; jAN and
j4i the Haar functions fhng2
j
n¼2iþ1 constitute an orthonormal basis in the space E
i;j
½0;1:
The Rademacher system frnðtÞgNn¼1 is an orthonormal system of functions deﬁned
on the closed interval ½0; 1: It is convenient for us to consider the Rademacher
functions deﬁned on the real line
rnðtÞ ¼ sgn ðsin 2nptÞ; tAR; n ¼ 0; 1;y :
Among the most important results related to the Rademacher system are the
Khintchine inequalities ([1]): for any p40
Z 1
0
Xn
k¼0
akrkðtÞ


p
dtp p
2
þ 1
 p
2
Xn
k¼0
a2k
 !p
2
:
Using the Khintchine inequality for p ¼ 4 one easily derives that
Xn
k¼0
a2k
 !1
2
p8
Z 1
0
Xn
k¼0
akrkðtÞ

 dt: ð1Þ
For any natural kX3 we deﬁne MkAEkþ1½1;1 to be an odd 2-periodic function on the
real line R satisfying the following equations:
MkðxÞ ¼
1
8i
2
k
2 if xA
i  1
2k
;
i
2k
 
1pjijp2k  1;
0 if xA  1
2k
; 0
 
, 1 1
2k
; 1
 
:
8>><>>:
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Functions Mk; kX3 we call Menshov functions because the idea of construction goes
back to Menshov [17] who was the ﬁrst to construct an ONS which shows that
Rademacher–Menshov’s theorem cannot be strengthened. Afterwards, the construc-
tion was simpliﬁed by Kaczmarz ([5], see also [6, p. 190]) and used by several authors.
In particular, Kashin [8–10] modiﬁed these functions for proving the theorem that
we have quoted above.
Observe that Z 1
1
MkðxÞ dx ¼ 0; 8kX3: ð2Þ
Denote
Mk;iðxÞ ¼ Mkðx  i  2kÞ 8 iAN
and let
Skða;oÞðxÞ ¼ sup
0pjp2k1
Xj
i¼0
aiðMk;iðxÞ þ oÞ

;
where a ¼ faig2
k1
i¼0 is a set of 2
k real numbers and oAR:
Lemma 1. For any kX2; oAR and any a ¼ faig2
k1
i¼0Z 1
1
Skða;oÞðxÞ dxX
1
6
ðk þ jojÞ2k2
X2k1
i¼0
ai

: ð3Þ
Proof. If oX0; then we deﬁne nonnegative, periodic with period 2; integer-valued
functions sðxÞ and jðxÞ on R by the following equations:
sðxÞ ¼ nA½1; 2
k  1 : Mk;nðxÞ ¼ 0 for xAð1; 0Þ;
0 otherwise;
(
jðxÞ ¼ n for xA
n
2k
;
nþ 1
2k
 
and 0pnp2k  1;
2k  1 for xAð1; 0Þ:
8<:
Let
sða;oÞðxÞ ¼
XjðxÞ
i¼sðxÞ
aiðMk;iðxÞ þ oÞ

:
ARTICLE IN PRESS
K.S. Kazarian / Journal of Functional Analysis 214 (2004) 284–311 289
We write
R 1
1 sða;oÞðxÞ dx ¼
R 2
0 sða;oÞðxÞ dx and using the deﬁnitions of the
functions sðxÞ and jðxÞ in a standard way (see, for example, [6]), derive
Z 2
0
sða;oÞðxÞ dxX
Z 1
0
ðMkðxÞ þ oÞ dx
  X2k1
i¼0
ai

:
Observing that Z 1
0
MkðxÞ dxX1
2
k2
k
2;
we obtain inequality (3) for the case oX0:
If oo0; then we deﬁne nonnegative, periodic with period 2; integer-valued
functions sðxÞ and jðxÞ on R by the following equations:
sðxÞ ¼ nA½1; 2
k  1 : Mk;nðxÞ ¼ 0 for xAð0; 1Þ;
0 otherwise;
(
jðxÞ ¼ n for xA 1
nþ 1
2k
; 1 n
2k
 
and 0pnp2k  1;
2k  1 for xAð0; 1Þ:
8<:
Afterwards, in the same manner as above, we prove the inequality
Z 1
1
sða;oÞðxÞ dxX
Z 0
1
ðMkðxÞ þ oÞ dx
  X2k1
i¼0
ai

;
which completes the proof. &
Lemma 2. For any kAN there exists an orthonormal system f f ikg2
k1
i¼0 in L
2
½2;2 such
that
f ikðxÞ ¼
Mk;iðxÞ if xA½1; 1;
0 if xA½2;1Þ;

Z 2
2
f ikðxÞ dx ¼ 0 for all 0pip2k  1; ð4Þ
and f ikj½1;2AEkþ1½1;2:
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Proof. According to Schur’s theorem we have to check that
X2k1
i¼0
aiMk;iðÞ




L2½1;1
p
X2k1
i¼0
a2i
 !1
2
: ð5Þ
We have
X2k1
i¼0
aiMk;iðÞ




L2½1;2
¼ sup
jj f jj
L2½1;1
p1
Z 1
1
f ðxÞ
X2k1
i¼0
aiMk;iðxÞ dx

;
where the supremum is taken over functions fAEkþ1½1;1: Denoting
f ðxÞ ¼ bj  2
k
2 if xA
j  1
2k
;
j
2k
 
and  2k þ 1pjp2k;
we obtain
Z 1
1
f ðxÞ
X2k1
i¼0
aiMk;iðxÞ dx
¼ 1
8
X2k
j¼2kþ1
X2k1
i¼0;iaj
aibj
j  i þ
X1
j¼2kþ1
X2k1
i¼2kþj
aibj
j  i
0@
þ
X1
j¼2kþ1
X2k1
i¼2kþjþ1
aibj
2kþ1 þ j  i
1A:
The absolute value of the second term in the parenthesis we estimate as follows:
X1
j¼2kþ1
X2k1
i¼2kþj
aibj
j  i

 ¼
X1
j¼2kþ1
X2kj1
n¼2k
ajþnbj
n


p
X1
j¼2kþ1
b2j
0@ 1A
1
2 X1
j¼2kþ1
X2kj1
n¼2k
ajþn
n
 !20@ 1A
1
2
p
X0
j¼2kþ1
b2j
0@ 1A
1
2 X2k1
i¼0
a2i
 !1
2
ln
16
7
:
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If we denote 2k þ j ¼ m; 2k  i ¼ n and dm ¼ b2kþj; cn ¼ a2ki then we will have
X1
j¼2kþ1
X2k1
i¼2kþjþ1
aibj
2kþ1 þ j  i ¼
X2k1
m¼1
X2km
n¼1
cndm
mþ n
¼
X2k1
m¼1
X2k2
n¼1
cndm
mþ n
X2k1
m¼1
X2k2
n¼2kmþ1
cndm
mþ n:
According to the deﬁnition of the function f ; the condition jj f jjL2½1;1p1 is equivalent
to the condition
P2k
j¼2kþ1 b
2
jp1: Hence, by the Hilbert inequality (see [4, p. 212]) we
have that
X2k
j¼2kþ1
X2k1
i¼0;iaj
aibj
j  i

pp
X2k1
i¼0
a2i
 !1
2
and
X2k1
m¼1
X2k2
n¼1
cndm
mþ n

pp X2
k1
m¼1
d2m
 !1
2 X2k2
n¼1
c2n
 !1
2
pp
X2k1
i¼0
a2i
 !1
2
:
To complete the proof of inequality (5) we write
X2k1
m¼1
X2k2
n¼2kmþ1
cndm
mþ n

 ¼
X2k1
m¼1
dm
X2kþm2
W¼2kþ1
cWm
W


p
X2kþ12
W¼2kþ1
1
W
X2k2
n¼1
c2n
 !1
2
p
X2k1
i¼0
a2i
 !1
2
ln
16
7
:
and then, putting together the obtained inequalities, we obtain
X2k1
i¼0
aiMk;iðÞ




L2½1;1
p1
8
X2k1
i¼0
a2i
 !1
2
2pþ 2 ln 16
7
 
p
X2k1
i¼0
a2i
 !1
2
:
Thus the system fMk;iðxÞg2
k1
i¼0 can be extended on the set ½1; 2 in such a way that the
obtained system fgikg2
k1
i¼0 will be an orthonormal system of functions on the set
½1; 2: Using the fact that the Euclidean spaces of the same dimension are
isometrically isomorphic we conclude that there exists an orthonormal system
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f #f ikg2
k1
i¼0 in L
2
½2;2 such that
#f ikðxÞ ¼
Mk;iðxÞ if xA½1; 1
0 if xA½2;1Þ

and #f ikj½1;2AEk½1;2: Hence, by (2) the system of functions f f ikg2
k1
i¼0 ; where
f ikðxÞ ¼
f ikðxÞ if xA½2; 1
f ikðxÞrkþ1ðxÞ if xAð1; 2
(
satisﬁes the conditions of Lemma 2. &
In the proof we will need some results concerning independent functions and
sequences of independent sets. As a reference we take the book [7]. The following
Borel–Cantelli lemma is well known.
Lemma A. Let fEjgNj¼1; EjCGCRn; jGjn ¼ 1; be a sequence of independent sets andPN
j¼1 jEjjn ¼ þN; then jlim supj Ejjn ¼ 1:
It seems that the following lemma is known to some experts. I was unable to
ﬁnd any reference with proof or indication of the proof. We prove the lemma
(see [12]) using an inequality of Pisier [19] (see also [7, p. 22]). I was informed
that a similar result can be obtained using a theorem of Marcinkiewicz and
Zygmund [16].
Lemma B. Let ffigNi¼1 be an orthonormal system of independent functions on ½0; 1
such that Z
½0;1
fiðtÞ dt ¼ 0 and
Z
½0;1
jfiðtÞj dt4a40 for all iAN:
Then there exist Cl40; l ¼ 1; 2 such that
xA½0; 1 :
Xk
i¼1
aifiðxÞ

XC1 Xk
i¼1
a2i
 !1
2
8><>:
9>=>;

XC2
for any collection of numbers faigki¼1CR:
The following lemma is well known. One can ﬁnd the proof for instance
in [12, p. 8].
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Lemma C. Suppose we have a function which satisfies the following conditions:
fAL2ðGÞ; GCR; jGj ¼ 1 and 0olo1: Then
xAG : j f ðxÞjXljj f jj1
  Xð1 lÞ2 jj f jj1jj f jj2
 2
:
The following lemma will be helpful for the construction of our system.
Lemma 3. Let f %FjgNj¼0 be 1-periodic nonconstant functions defined on the real line and
%FjðxÞ ½0;1
 AEnj½0;1 for all jAN:
Let fljgNj¼0 be a subsequence of natural numbers satisfying the following conditions:
l0X0; ljXnj1 for all jX2;
where nj1 is the minimal integer for which
%Fj1ð2lj1xÞj½0;1AE
n
j1
½0;1:
Then the system of functions fFjgNj¼0; where FjðxÞ ¼ %Fjð2lj xÞj½0;1 is a system of
independent functions.
Proof. The proof is by induction on m; where we suppose that the functions fFjgmj¼0
are independent functions. Observe that FjAE
nm
½0;1 for all 1pjpm: Hence, for any
Dðn

mÞ
n ; 1pnp2n

m and any interval Imþ1AR; we obtain that
dmþ1n ðImþ1Þ ¼ xADðn

mÞ
n : Fmþ1ðxÞAImþ1
n o 
¼ DðnmÞn
 jfxA½0; 1 : Fmþ1ðxÞAImþ1gj:
Thus for any collection of intervals fIjgmþ1j¼0
jfxA½0; 1 : FjðxÞAIj for all 1pjpm þ 1gj
¼
X2nm
n¼1
xADðn

mÞ
n : FjðxÞAIj for all 1pjpm þ 1
n o 
¼
X2nm
n¼1
xADðn

mÞ
n : FjðxÞAIj 81pjpm
n o   DðnmÞn 1dmþ1n ðImþ1Þ
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¼ fxA½0; 1 : Fmþ1ðxÞAImþ1g
X2nm
n¼1

 xADðnmÞn : FjðxÞAIj 8 1pjpm
n o

¼ jfxA½0; 1 : Fmþ1ðxÞAImþ1gj  jfxA½0; 1 : FjðxÞAIj 8 1pjpmgj;
which completes the proof. &
Below we indicate the proof of the existence of some orthogonal matrices which
we will use in our construction. Orthogonal matrices having similar but less simple
form have been used by Kashin in his construction.
Proposition 1. For any natural NX2 and dN ¼ 1N ð1þ 1ﬃﬃﬃﬃﬃﬃﬃNþ1p Þ the matrices
KN ¼ kðNÞij
 
¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p ?
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p
1 dN dN ? dN 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p
dN 1 dN ? dN 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p   ? 
dN dN ? 1 dN 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
are orthogonal.
Proof. We have to check that the following equations are true:
1
N þ 1þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N þ 1p ð1 dN  ðN  1ÞdNÞ ¼ 0;
1
N þ 1þ ð1 dNÞ
2 þ ðN  1Þd2N ¼ 1;
1
N þ 1þ ðN  2Þd
2
N  2dNð1 dNÞ ¼ 0:
8>>>><>>>:
The calculations are trivial and we leave them to the reader. &
3. Construction of a CONS of divergence
3.1. Construction of the first auxiliary CONS
We will suppose that the functions f f ikg2
k1
i¼0 ; kAN deﬁned on the closed
interval ½2; 2 are extended periodically with period 4 on the whole line
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and deﬁne
gi1ðxÞ ¼
2f i3ð8x  2Þ if xA½0; 12;
r9þiðxÞI 1
2
;1
" # if xAð1
2
; 1;
(
for 0pip23  1: It is easy to check that the functions fgi1ðxÞg7i¼0 are orthonormal in
the space L2½0;1: If k1 is the smallest natural number such that
gi1AE
k1
½0;1; 0pip23  1;
then we take a set of orthonormal functions
cn1AE
k1
½0;1; 1pnp2k1  8 ¼ m1;
c11ðtÞ ¼ 1 if tA½0; 1; that are orthogonal to the functions gi1ð0pip23  1Þ: Using
the notation introduced in Section 2.2 we denote
w11 ¼ hðk1þ1Þ1 ; w21 ¼ hðk1þ2Þ1 ; w31 ¼ hðk1þ2Þ2 ;
w3þi1 ¼ hðk1þ3Þi ð1pip4Þ:
Then we put
cn ¼ cn1 for all 1pnpm1
and denote by cm1þjð1pjp2k1þ3  2k1  7Þ the Haar functions fh
ðmÞ
i ; 1pip2m; k1 þ
1pmpk1 þ 3g which have not been used for the deﬁnition of the functions
w j1 ð1pjp7Þ:
According to our construction the set of the functions
fgi1ðxÞg7i¼0
[
fwi1ðxÞg7i¼1
[
fcnðxÞgp1n¼1;
where
p1 ¼ m1 þ 2l11  2k1  7 and l1 ¼ k1 þ 4;
is an orthonormal basis in El11½0;1 :
At the next step we deﬁne
gˆi2ðxÞ ¼
2f i4ð8x  2Þ if xA½0; 12;
rl1þiðxÞIð1
2
;1 if xAð12; 1
(
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for 0pip24  1: The functions gˆi2 we extend periodically with period 1 on the whole
line and denote
gi2ðxÞ ¼ gˆi2ð2l1þ1xÞ for all 0pip24  1:
It is easy to check that the functions fgi2ðxÞg15i¼0 are orthonormal in the space L2½0;1
and if k2 is the smallest natural number such that
gi2AE
k2
½0;1; 0pip24  1;
then by Lemma 4
gi2AE
l11;k2
½0;1 ; 0pip24  1
Let
cn2AE
l11;k2
½0;1 ; 1pnp2k2  2l11  24 ¼ m2;
set of orthonormal functions which are orthogonal to the functions gi2ð0pip24  1Þ:
Afterwards, we denote
w12 ¼ hðk2þ1Þ1 ; w22 ¼ hðk2þ2Þ1 ; w32 ¼ hðk2þ2Þ2 ;
w3þi2 ¼ hðk2þ3Þi ð1pip4Þ;
w7þi2 ¼ hðk2þ4Þi ð1pip8Þ:
We put
cp1þn ¼ cn2 for all 1pnpm2
and denote by cp1þm2þjð1pjp2k2þ4  2l11  15Þ the Haar functions fh
ðmÞ
i ; 1pip2m;
k2 þ 1pmpk2 þ 4g which have not been used for the deﬁnition of the functions
w j2 ð1pjp15Þ:
According to our construction the collection of the functions
fgi2ðxÞg15i¼0
[
fwi2ðxÞg15i¼1
[
fcnðxÞgp2n¼p1þ1;
where
p2 ¼ p1 þ m2 þ 2l21  2l11  15 and l2 ¼ k2 þ 5;
is an orthonormal basis in El11;l21½0;1 :
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Before moving on the construction of functions of the ðn þ 1Þth step let us indicate
the properties of the functions constructed on the ﬁrst n steps. At any step jð2pjpnÞ
we construct functions
fgijðxÞg2
jþ21
i¼0
[
fwijðxÞg2
jþ21
i¼1
[
fcnðxÞgpjn¼pj1þ1
that constitute an orthonormal basis in E
lj11;lj1
½0;1 :
The functions fgijðxÞg2
jþ21
i¼0 are constructed in a special way with the help of the
orthonormal functions f f ijþ2g2
jþ21
i¼0 so that by Lemma 3 any collection of nontrivial
functions
FjðxÞ ¼
X2 jþ21
i¼1
a
ð jÞ
i g
i
jðxÞ 1pjpn
are independent functions. Further, in the construction, it will be important that the
functions fwijðxÞg2
jþ21
i¼1 are Haar functions which vanish out of the dyadic interval
Gj ¼ ½0; 1
2ljj2
 and lj  j is a monotonously increasing sequence which tends to
inﬁnity.
Observe that
jjcnjjNp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2lj1
p
for all pj1 þ 1pnppj
because these functions belong to the space E
lj1
½0;1:
At the ðn þ 1Þth step of our construction we deﬁne
gˆinþ1ðxÞ ¼
2f inþ3ð8x  2Þ if xA½0; 12;
rlnþiðxÞIð1
2
;1 if xAð
1
2
; 1
(
ð6Þ
for 0pip2nþ3  1: Then as above we extend the functions gˆinþ1; 0pip2nþ3  1
periodically with period 1 to the whole line and denote
ginþ1ðxÞ ¼ gˆinþ1ð2lnþ1xÞ for all 0pip2nþ3  1: ð7Þ
It is easy to check that the functions fginþ1ðxÞg2
nþ31
i¼0 are orthonormal in the space
L2½0;1 and if knþ1 is the smallest natural number such that
ginþ1AE
knþ1
½0;1 ; 0pip2nþ3  1;
then by Lemma 4
gi2AE
l11;k2
½0;1 ; 0pip24  1:
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Observe that for any dyadic interval DðkÞn ¼ ðn12k ; n2kÞ; where 1pjp2k; 1pkpln þ 1 the
following equality holds:
Z
DðkÞn
X2lnþ31
i¼0
aig
i
nþ1ðxÞ
 !2
dx ¼ jDðkÞn j
X2lnþ31
i¼0
ðaiÞ2: ð8Þ
Moreover, condition (4) of Lemma 4 allows us to obtain that for any oAR
Z
DðkÞn
oþ
X2lnþ31
i¼0
aig
i
nþ1ðxÞ
 !2
dx ¼ jDðkÞn j o2 þ
X2lnþ31
i¼0
ðaiÞ2
 !
: ð9Þ
Let
cnnþ1AE
ln1;knþ1
½0;1 ; 1pnp2knþ1  2ln1  2nþ3 ¼ mnþ1;
be some set of orthonormal functions that are orthogonal to the functions
ginþ1ð0pip2nþ3  1Þ:
Denote
w1nþ1 ¼ hðknþ1þ1Þ1 ; w2nþ1 ¼ hðknþ1þ2Þ1 ; w3nþ1 ¼ hðknþ1þ2Þ2 ;y
w2
nþ21þi
nþ1 ¼ hðknþ1þnþ2Þi ð1pip2nþ2Þ:
We put
cpnþn ¼ cnnþ1 for all 1pnpmnþ1
and denote by cpnþmnþ1þjð1pjp2knþ1þnþ2  2ln1  2nþ3  1Þ the Haar functions
fhðmÞi ; 1pip2m; knþ1 þ 1pmpknþ1 þ n þ 2g which have not been used for the
deﬁnition of the functions w jnþ1ð1pjp2nþ3  1Þ: Let
lnþ1 ¼ knþ1 þ n þ 3 and pnþ1 ¼ pn þ mnþ1 þ 2knþ1þnþ2  2knþ1  2nþ3 þ 1:
According to our construction it is obvious that the set of functions
fginþ1ðxÞg2
nþ31
i¼0
[
fwinþ1ðxÞg2
nþ31
i¼1
[
fcnðxÞgp2n¼p1þ1
is an orthonormal basis in Eln1;lnþ11½0;1 : Hence, the set of the functions[N
n¼1
fginðxÞg2
nþ21
i¼0
[[N
n¼1
fwinðxÞg2
nþ21
i¼1
[
fcnðxÞgNn¼1
is a CONS in L2½0;1:
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3.2. Construction of the second auxiliary CONS
In this section our aim is to transform by orthogonal matrices KN the set of
orthogonal functions
[N
n¼1
fwinþ1ðxÞg2
nþ3
i¼1
[
fcnðxÞgNn¼1
into an orthonormal system fxlðxÞgNl¼1 which satisﬁes the condition
lim
l-N
xlðxÞ ¼ 0 for any xo1:
Moreover, we will obtain en estimate on jjxl jjLN½0;Zl  where Zl-1 as l-N:
Recall that for any nAN
fcnðxÞgpnn¼pn1þ1CEln1½0;1 ; p0 ¼ 0
and consequently
jjcnjjNp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ln1
p
for any pn1onppn:
Let
q0 ¼ 0; qk ¼
Xk
m¼1
ð2mþ2  1Þ 1pkpl1  1;
and denote
xlðxÞ ¼ wik if l ¼ qk1 þ i; 1pip2kþ2  1 and 1pkpl1  1:
Afterwards, we put
Nm ¼ 2l1þ1þm  1 for any 1pmpp1
and deﬁne
fmj ðxÞ ¼ kðNmÞ1j cmðxÞ þ
XNmþ1
i¼2
kðNmÞij w
i1
l1þm1ðxÞ 1pjpNm þ 1:
Observe that
jfmj ðxÞjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2m2
p
8xA½0; 1\Gl1 and for all 1pjpNm þ 1; 1pmpp1:
Let
r0 ¼ ql11; rn ¼
Xn
m¼1
ðNm þ 1Þ þ ql111pnpp1;
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and denote
xlðxÞ ¼ fnj ðxÞ if l ¼ rn1 þ j; 1pjpNm þ 1 and 1pnpp1:
On the nth step ðnX2Þ we put
qln1 ¼ rpn1 ; qk ¼ qln1 þ
Xk
m¼1
ð2mþ2  1Þ and ln1 þ 1pkpln þ pn1;
and denote
xlðxÞ ¼ wik if l ¼ qk1 þ i; 1pip2kþ2  1 and ln1 þ 1pkpln þ pn1:
Afterwards, we put
Nm ¼ 2ln1þ1þm  1 for any pn1 þ 1pmppn
and deﬁne
fmj ðxÞ ¼ kðNmÞ1j cmðxÞ þ
XNmþ1
i¼2
kðNmÞij w
i1
l1þm1ðxÞ 1pjpNm þ 1:
Observe that for all 1pjpNm þ 1; pn1 þ 1pmppn
jfmj ðxÞjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2m2
p
8 xA½0; 1\Gln :
Finally, we put
rpn1þ1 ¼ qlnþpn1 ; rnþ1 ¼
Xn
m¼pn1þ1
ðNm þ 1Þ þ rpn1þ1 pn1 þ 1pnppn;
and denote
xlðxÞ ¼ fnj ðxÞ if l ¼ rn þ j; 1pjpNm þ 1 and pn1 þ 1pnppn:
Thus, according to our construction the set of functions[N
n¼1
fginðxÞg2
nþ21
i¼0
[
fxlðxÞgNl¼1
is a CONS in L2½0;1:
The constructed system fxlðxÞgNl¼1 has the following properties:
xlðxÞ ¼ 0 if xA½0; 1\Gl1 and 1plpql11 ¼
Xl11
i¼1
ð2iþ2  1Þ;
xlðxÞ ¼ 0 if xA½0; 1\Glnþ1n and rpn þ 1plprpnþ1; for all nAN
jxlðxÞjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n2
p
if xA½0; 1\Glnþ1 and rn þ 1plprnþ1;
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pn þ 1pnppnþ1  1; and r0 ¼ ql11;
xlðxÞ  I½0;1\GlnAEln1½0;1 for all rpn1 þ 1plprpn ; nAN;
where Gj ¼ ½0; 1
2ljj2
 and p0 ¼ 0:
One can easily calculate the exact values of the sequences
fkngNn¼1; flngNn¼1; fpngNn¼1
that appear in the above conditions. Further, we will need only the ﬁrst values of
those sequences and some rough estimates:
k1 ¼ 9; l1 ¼ 13; p1 ¼ 212  15;
lnþ142ln þ n þ 3; pnþ1  pn422lnþn:
3.3. Construction of a CONS of divergence
We obtain the desired CONS of divergence by transformation of ﬁnite collections
of functions from the CONS
[N
n¼1
fginðxÞg2
nþ21
i¼0
[
fxlðxÞgNl¼1
with the help of the orthogonal matrices KN : Let
Ynj ðxÞ ¼ kðnþ2Þ1j xnðxÞ þ
X2nþ2þ1
i¼2
kðnþ2Þij g
i2
n ðxÞ 1pjp2nþ2 þ 1; n ¼ 1; 2;? :
Evidently, the obtained system of functions ffYnj ðxÞg2
nþ2þ1
j¼1 n ¼ 1; 2;yg is again a
CONS. We enumerate them in the natural order: let
m0 ¼ 0; mm ¼
Xm
n¼1
2nþ2 þ 1;
then
YkðxÞ ¼ Ymj ðxÞ if k ¼ mm1 þ j; where 1pjp2mþ2 þ 1:
According to the properties indicated at the end of Section 3.2 we have
Claim. For any nAN and any dyadic interval DðlnÞn ¼ ðn12ln ; n2lnÞ; where 1pnp2ln1 the
function xn is constant on the interval D
ðlnÞ
n :
xnðxÞ ¼ onn for xADðlnÞn ð1pnp2ln1Þ:
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4. Proof of the Main Theorem
Suppose we have a series
XN
k¼1
akYkðxÞ where
XN
k¼1
ðakÞ2 ¼ þN:
We put
amj ¼ ak if k ¼ mm1 þ j where 1pjp2mþ2 þ 1:
According to the construction we have that
Xmmþ1
k¼mmþ1
akYkðxÞ ¼
X2mþ2þ1
j¼1
amj Y
m
j ðxÞ ¼ bmxmðxÞ þ
X2mþ21
i¼0
gimg
i
mðxÞ
and
M2m ¼
Xmmþ1
k¼mmþ1
ðakÞ2 ¼ ðbmÞ2 þ
X2mþ21
i¼0
ðgimÞ2:
Moreover,
bm ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mþ2 þ 1p
X2mþ2þ1
j¼1
amj ¼
Z 1
0
X2mþ2þ1
j¼1
amj Y
m
j ðxÞ
" #
xmðxÞ dx:
Hence, by the Cauchy inequality,
jbmjpMm for all mAN:
For any eAð0; 1 we denote
Oe ¼ mAN : e
4
Mmpjbmj
n o
and
Oce ¼ N\Oe ¼ mAN :
e
4
Mm4jbmj
n o
:
Evidently Oe+Od for any 0oeodp1: The proof will be divided into two parts.
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4.1. The case
PN
s¼1M
2
ms
¼ þN; for some fmsgNs¼1COe
Suppose fmsgNs¼1COe is any subsequence of natural numbers in Oe such thatXN
s¼1
M2ms ¼ þN; ð10Þ
then for any msAOe we study
smsðxÞ ¼ sup
1pvp2msþ2
Xv
j¼1
amsj Y
ms
j ðxÞ


¼ sup
1pvp2msþ2
Xv
j¼1
amsj
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2msþ2 þ 1p xms þ
X2msþ2þ1
i¼2
kð2
msþ2Þ
ij g
i2
ms
ðxÞ
 !
:
Hence, according to the Claim of Section 3.3, we will have that for any dyadic
interval Dðlms1Þn ; 2pnp2lms1
smsðxÞp sup
1pvp2msþ2
Xv
j¼1
amsj
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2msþ2 þ 1p o
ms
n þ
X2msþ2þ1
i¼2
kð2
msþ2Þ
ij g
i2
ms
ðxÞ
 !

if xADðlms1Þn : Thus we obtain that if xAD
ðlms1Þ
n ð2pnp2lms1Þ then
smsðxÞX sup
1pvp2msþ2
Xv
j¼1
amsj g
j1
ms
ðxÞ


 d2msþ2
d12msþ2o
ms
nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2msþ2 þ 1p 
X2msþ2
j¼1
g j1ms ðxÞ

 X2
msþ2þ1
j¼1
jamsj j
¼ #smsðxÞ  Rˆmsn ðxÞ:
Applying equality (9) we obtainZ
D
ðlms1Þ
n
Rˆmsn ðxÞ dx
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jDðlms1Þn j
q Z
D
ðlms1Þ
n
ðRˆmsn ðxÞÞ2 dx
 1
2
p4
Mms
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jDðlms1Þn j
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2msþ2 þ 1p
Z
D
ðlms1Þ
n
ð2msþ2 þ 1Þðomsn Þ2 þ
X2msþ2
j¼1
ðg j1ms ðxÞÞ
2
 !
dx
 !1
2
p4jDðlms1Þn jMms
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðomsn Þ2 þ 1
q
p8jDðlms1Þn jMms for all 2pnp2lms1 :
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We obtain the last inequality by applying (cf. the properties given at the end of
Section 3.2) the inequalities
jxmðxÞjp
1
2
ﬃﬃﬃ
2
p for all 2pnp2lm1 :
On the other hand, we put Dnðlms1Þ ¼ Dðlms1þ2Þ4n2 ,Dðlms1þ2Þ4n1 and deduce
Z
D
ðlms1Þ
n
#smsðxÞ dx ¼
Z
D
ðlms1Þ
n
sup
1pvp2msþ2
Xv
j¼1
amsj gˆ
j1
ms
ð2lms1þ1xÞ

 dx
X
Z
Dn ðlms1Þ
sup
1pvp2msþ2
Xv
j¼1
amsj 2f
j1
msþ2ð8  2lms1þ1x  2Þ

 dx
¼ 2ðlms1þ2Þ
Z 2
2
sup
1pvp2msþ2
Xv
j¼1
amsj f
j1
msþ2ð2yÞ

 dy
X2ðlms1þ2Þ
Z 1
1
sup
1pvp2msþ2
Xv
j¼1
amsj Mmsþ2;j1ð2yÞ

 dy
X
2lms1
24
ðms þ 2Þ2
msþ2
2
X2msþ2
j¼1
amsj

:
In order to obtain the last two inequalities we have applied consecutively Lemmas 2
and 1.
We have that
X2msþ2
j¼1
amsj

X X2
msþ2þ1
j¼1
amsj

 jams2msþ2þ1j
X
X2msþ2þ1
j¼1
amsj

MmsX12 X2
msþ2þ1
j¼1
amsj


for any msAOe; mXNe; where we can take Ne ¼ 2 log2ð16e Þ:
Hence, for any msAOe; mXNe; we have
Z
D
ðlms1Þ
n
#smsðxÞ dxX
2lms1
48
ðms þ 2Þ2
msþ2
2
X2msþ2þ1
j¼1
amsj

:
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Thus we obtain that for any dyadic interval Dðlms1Þn ; 2pnp2lms1 and
msAOe; msXNˆe ¼ maxðNe; 213e ÞZ
D
ðlms1Þ
n
smsðxÞ dxX
Z
D
lms1
n
#smsðxÞ dx 
Z
D
ðlms1Þ
n
Rˆmsn ðxÞ dx
X
2ðlms1Þ
48
ðms þ 2Þ2
msþ2
2
X2msþ2þ1
j¼1
amsj

 8 Dðlms1Þn Mms
X
ms þ 2
96
Dðlms1Þn
 Mms ð11Þ
On the other hand by (6), (7) and the Menshov–Rademacher theorem, we have
that for any dyadic interval Dðlms1Þn ; 1pnp2lms1Z
D
ðlms1Þ
n
ð #smsðxÞÞ
2
dx ¼ Dðlms1Þn
  Z 1
0
ð #smsðxÞÞ
2
dx
p Dðlms1Þn
 C2ðms þ 2Þ2M2ms ;
where C40 is an absolute constant. Hence,
Z
D
ðlms1Þ
n
ðsmsðxÞÞ
2
dx
 1
2
p
Z
D
ðlms1Þ
n
ð #smsðxÞÞ
2
dx
 1
2
þ
Z
D
ðlms1Þ
n
ðRˆmsn ðxÞÞ2ðxÞ dx
 1
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jDðlms1Þn j
q
Cðms þ 2ÞMms
þ 8
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jDðlms1Þn j
q
Mmsp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jDðlms1Þn j
q
ðC þ 8Þðms þ 2ÞMms
for any dyadic interval Dðlms1Þn ; 2pnp2lms1 :
For the function sms ; we can apply Lemma C on any dyadic interval
Dðlms1Þn ; 2pnp2lms1 msAOe; msXNˆe
to estimate the Lebesgue measure of the set
Enms ¼ xADðlms1Þn : jsmsðxÞjX
ms þ 2
200
Mms
 
:
By inequality (11) after normalizing the Lebesgue measure on the interval Dðlms1Þn and
easily computing the increase of the L1 and L2 norms we will obtain that for every
ARTICLE IN PRESS
K.S. Kazarian / Journal of Functional Analysis 214 (2004) 284–311306
dyadic interval Dðlms1Þn ; 2pnp2lms1 msAOe; msXNˆe
jDðlms1Þn j1 xADðlms1Þn : jsmsðxÞjX
ms þ 2
200
Mm
  XC0; ð12Þ
where C04204ðC þ 8Þ2: From (10) it follows that
lim sup
m-N
ðms þ 2ÞMms ¼ þN:
Thus if we take a subsequence fmkgNk¼1 of the sequence fmsgNs¼1 such that
limk-Nðmk þ 2ÞMmk ¼ þN then it follows that the series
PN
n¼1 anYnðxÞ diverges
unboundedly on the set E ¼ lim supk
S2lmk1
n¼2 E
n
m
k
: Using condition (12) one easily
derives that jEj ¼ 1:
4.2. The case
P
mAOe M
2
moþN for any eAð0; 1
Now let us consider the case whenX
mAOe
M2moþN 8eAð0; 1:
From the above condition it follows thatX
mAOce
M2m ¼ þN 8eAð0; 1: ð13Þ
Let fmjgNj¼1 ¼ Oc1; where m1om2o?omjomjþ1o? and study two subcases.
4.3. When lim supj Mmj40
Suppose that fnpgNp¼1 is such a subsequence that
Mnp4b40 for all pAN; npAO
c
1:
Hence, by the condition npAOc1 we will obtain
cM2np ¼ X2npþ21
i¼0
ðginpÞ
2 ¼M2np  ðbnpÞ
2X
3
4
M2np4
3
4
b2 ¼ b21:
Thus we have
snpðxÞ ¼
X2npþ2þ1
j¼1
anpj Y
np
j ðxÞ ¼ bnpxnpðxÞ þ
X2npþ21
i¼0
ginp g
i
np
ðxÞ:
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By (5), (6) we obtain that for any nð2pnp2npþ2 þ 1Þ
snpðxÞ ¼ bnpxnpðxÞ þ Pnp;nðxÞ if xAD
ðlnp1þ1Þ
2n ;
where Pnp;nðxÞ is a Rademacher polynomial and its norm in L2½0;1 is equal to cMnp : By
the Claim of Section 3.3 the function xnpðxÞ is constant on any dyadic interval
D
ðlnp1þ1Þ
2n thus by Lemma C and by the inequality (1), taking l ¼ 12; we obtain
xAD
ðlnp1þ1Þ
2n : jsmðxÞjX
1
16
b1
  X28jDðlnp1þ1Þ2n j:
Hence, the series
PN
n¼1 anYnðxÞ diverges almost everywhere. In order to ﬁnish the
proof of the Main Theorem it remains only to consider the case
4.4. When limj-NMmj ¼ 0
In this case we suppose that for any eAð0; 1ÞX
mAOe
M2moþN:
Otherwise, as was proved in Section 4.1, the series
PN
n¼1 anYnðxÞ diverges almost
everywhere and there is nothing to prove.
Let
FmðxÞ ¼
X2mþ21
i¼1
gimg
i
mðxÞ mAN:
We observe that cMm40 for any mAOc1 and deﬁne
FˆmðxÞ ¼ cM1m X2mþ21
i¼1
gimg
i
mðxÞ for all mAOc1:
Then we will have that fFˆmj ðxÞgNj¼1 is an orthonormal system of independent
functions. According to the construction we have thatZ 1
0
Fˆmj ðxÞ dx ¼ 0 for all mAOc1:
By (6), (7) and inequality (1) we obtain immediately thatZ 1
0
jFˆmj ðxÞj dxX
1
16
cMm for all mAOc1:
Thus the ONS fFˆmj ðxÞgNj¼1 satisﬁes the conditions of Lemma 4.
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Let ek ¼ 2k; kAN and choose a sequence of natural numbers
j1oj01oj2oj02?ojnoj0no?
so that the following conditions hold:
no
Xj0n
j¼jn
cM2mjon þ 1 for all nAN;
X
mAOen ;mXjn
M2mp22n:
By Lemma 4, we obtain that there exist Cl40; l ¼ 1; 2 such that
xA½0; 1 :
Xj0n
j¼jn
Mmj Fˆmj ðxÞ

4C1n
( )
XC2:
Observing that the sequence of the sets fEˆngNn¼1; where
Eˆn ¼ xA½0; 1 :
Xj0n
j¼jn
Mmj Fˆmj ðxÞ

4C1n
( )
is a sequence of independent sets by Lemma A we obtain
jEˆj ¼ j lim sup
n
Eˆnj ¼ 1:
On the other hand, we have
Xj0n
m¼jn
Xmmþ1
k¼mmþ1
akYkðxÞ ¼
Xj0n
m¼jn
bmxmðxÞ þ
Xj0n
m¼jn
X2mþ21
i¼0
gimg
i
mðxÞ
¼
Xj0n
m¼jn
bmxmðxÞ þ
X
jnpmpj0n;mAO1
FmðxÞ þ
X
jnpmpj0n;mAOc1
FmðxÞ
¼FnðxÞ þ
Xj0n
j¼jn
Mmj Fˆmj ðxÞ:
We write
FnðxÞ ¼
X
jnpmpj0n;mAOen
bmxmðxÞ þ
X
jnpmpj0n;mAOcen
bmxmðxÞ þ
X
jnpmpj0n;mAO1
FmðxÞ
¼F0n;enðxÞ þ F00n;enðxÞ þ
X
jnpmpj0n;mAO1
FmðxÞ
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and easily deduce, using the Parseval equality,
F0n;enðxÞ þ
X
jnpmpj0n;mAO1
Fm




L2½0;1
p
X
jnpmpj0n;mAOe
M2m
0@ 1A
1
2
p2n
and
jjF00n;enðxÞjjL2½0;1 ¼
X
jnpmpj0n;mAOcen
b2m
0@ 1A
1
2
pen
4
X
jnpmpj0n;mAOcen
M2m
0@ 1A
1
2
p en
X
jnpmpj0n;mAOcen
cM2m
0@ 1A
1
2
penðn þ 1Þ
1
2:
Thus
jjFnjjL2½0;1p2
ðn1Þðn þ 1Þ12:
The Chebyshev inequality gives us
jGnj ¼ jfxA½0; 1 : jFnðxÞj41gjp22ðn1Þðn þ 1Þ
and consequently
PN
n¼1 jGnjoþN: Thus we have
xA½0; 1 :
Xj0n
m¼jn
Xmmþ1
k¼mmþ1
akYkðxÞ

4C1n  2
( )
+Eˆn\Gn:
But we know that jSNk¼m Eˆn\Gnj-1 when m-N: Thus jlim supn Eˆn\Gnj ¼ 1 and
consequently the series
PN
n¼1 anYnðxÞ diverges unboundedly almost everywhere.
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