Abstract: Agglomeration Economies, or production cost savings due to geographic clustering of firms and industries, can enhance the growth and development of firms, industries, regions and cities. We provide an overview of the theory and empirical literature of agglomeration, and highlight several applications from the cost function perspective. These applications include cost savings from density in the U.S. . In all of these applications, the authors find significant evidence of various forms of agglomeration economies.
I. Introduction
One definition of agglomeration economies is that "cost reductions occur because economic activities are located in one place" (McDonald and McMillen, 2007) , an idea typically attributed to Marshall (1920) . Ohlin (1933) more specifically categorized agglomeration economies by distinguishing localization economies and urbanization economies, which has become a standard in the urban economics literature. Localization economies involve benefits to firms from expansion of their own industry, resulting in industry "clusters." Urbanization economies occur when expansion of an urban area benefits firms from the proximity of a variety of industries, leading to regional growth.
Both of these types of agglomeration economies, arising respectively from geographic concentration of "specialized" and "diverse" production, imply lower costs in real terms rather than in nominal terms for firms. However, because they result from factors beyond the control of individual firms, agglomeration economies are often theoretically modeled as external scale economies.
The "causes" of agglomeration economies may take a variety of forms. For example, proximity of "like" firms may increase the quantity or quality of the labor pool so better matches or less risk is involved in hiring; proximity of suppliers may involve easier access to or lower costs of materials inputs; or proximity of population concentrations may facilitate distribution of products. These specific channels explaining clustering, as has been discussed at length in the agglomeration economies literature (and summarized by Rosenthal and Strange, 2004) are often called the "microfoundations" underlying agglomeration economies.
The "effects" of these external factors theoretically involve shifts of a firm's production or cost curves. These effects may generally be thought of as arising from availability or augmentation of some sort of input, or a more general "disembodied" enhancement of production possibilities from the proximity of other productive activity.
That is, factors external to a particular firm but associated with firm density or clustering increase firm productivity, implying more output for a given amount of inputs or less input cost to produce a given amount of output. The enhanced economic performance of firms from agglomeration economies in turn results in regional growth from firms' location choices.
In this chapter we discuss the empirical representation of agglomeration economies, with a focus on the potential of production theory-based econometric models to analyze the productive impacts of such externalities. In particular, we overview the use of production theory models and measures to represent the causes, and productivity, location, and growth effects, of agglomeration economies,
II. The conceptualization of agglomeration economies: causes and effects
The two general types of agglomeration economies typically distinguished are economies from own industry concentration, or localization economies, and from density of all economic activity in a particular area, or urbanization economies. Issues arise about the industrial variety (specialization versus diversity), geographic distance, and temporal dynamics involved in agglomeration economies. However, the fundamental point is that proximity of productive activity in own or other industries confers external benefits on firms that enhance their economic performance and thus motivate clustering.
1 Empirical analysis typically involves measuring the economic performance or growth impacts of such externalities.
Many possible causes of agglomeration economies have been identified in the literature. The characterization of these causes is typically into three "Marshallian" channels through which agglomeration works -labor market pooling, input sharing, and knowledge spillovers -all of which involve (external and possibly also internal) economies of scale. Duranton and Puga (2004) argue that a combination of these agglomeration drivers, each of which can be considered a form of "sharing," are likely to be prevalent in any geographically concentrated area.
Labor market pooling occurs when workers can easily move between clustered firms in an industry, which lowers job search costs and risk and facilitates hiring. As noted by O'Sullivan (2007) , this implies a more elastic labor supply curve for clustered relative to isolated firms, so they are able to respond to low versus high labor demand periods by adjusting employment with little pressure on wages. A larger pool of workers also facilitates better skill "matches" between workers and employers, possibly resulting in specialization (Baumgardner, 1988) . Overall, labor market pooling confers positive externalities due to ready access of both employers and employees to alternatives.
Input sharing implies that density of productive activity allows firms to outsource their inputs from suppliers who can produce at an efficient scale of production by exploiting (internal) scale economies, 2 Firms with greater purchased input intensity will thus benefit more from locating close to input suppliers (Holmes, 1999) . 3 This is similar to the notion of supplier (versus customer) concentration or "thickness" conferring costsavings on firms (Bartlesman, Caballero and Lyons, 1994, Morrison and Siegel, 1999) .
Knowledge spillovers mean that interactions among entrepreneurs or workers, which are facilitated by high firm density, enhance economic performance. Such spillovers are difficult to capture empirically because they typically do not involve purchased inputs. However they are often assumed to be related to labor skill (human capital) or R&D intensity (Audretsch and Feldman, 1996, Morrison and Siegel, 1998) .
Although some have suggested that in modern times geographic proximity should not affect knowledge transmission (Krugman, 1991) , others have emphasized that knowledge, unlike information, is best conveyed through physical proximity (Audretsch, 1998 , Von Hipple, 1994 , Glaeser et al., 1992 .
Other proposed causes of firms' geographic density include concentration of demand and natural advantage. 4 Concentration of demand implies population density, so it may be considered one aspect of urbanization, although urban effects are more typically defined in terms of economic activity in general. Demand concentration is often conceptualized in terms of home market effects (Krugman, 1980, Davis and Weinstein, 1999) , where firms' density or size results in concentration of employment and thus demand that attracts other firms.
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Natural advantage involves factor endowments that may be generally characterized as local supplies of primary inputs, and that confer economies from, say, transportation cost savings (see Fuchs, 1962 , for a general overview). For example, 4 Other possibilities more focused on individuals rather than firms, such as economies of consumption that imply regional growth because people have amenities such as good restaurants close by (Glaeser, Kolko and Saiz, 2001) or that job seeking for "power couples" (Costa and Kahn, 2001 ) attracts them to cities have also been suggested, although due to our primary focus on firms we will not discuss these further. 5 Such an effect may also involve trade, e.g. if trade liberalization lessens the importance of home markets.
climate (Marshall, 1920) , natural resources (Kim, 1995) , or proximity of primary materials like agricultural products (Audretsch & Feldman 1996) may encourage firms to locate in close proximity to these natural assets. An input such as labor may also fall in this category if it is immobile (Kim, 1999 , Ellison & Glaeser, 1999 , although this is not likely to be relevant in most modern industries (except perhaps in the short term).
This type of externality involves external inputs rather than externalities or spillovers among firms (Moreno et al., 2004) . That is, natural advantage involves an input associated with a particular location, such as local natural resources that become primary materials inputs. Other factors that may act as external inputs include public capital such as transportation or communications infrastructure. The distinction between externalities and external inputs may not be empirically transparent, however, because whether agglomeration involves a spillover or a locally available factor that acts as or augments an input may depend on the mechanism through which it works. Human capital, for example, may be a local external input because the general population has more education or skills, but could also act as a conduit for knowledge spillovers.
Although these are the general categories of agglomeration causes or drivers usually identified, it is difficult to pinpoint specific causes for specific circumstances.
Essentially, any factors associated with proximity or density of production and population that comprise or enhance inputs available to firms and affect productivity and growth are potential channels for agglomeration economies. Empirical representation of such factors is even more imprecise. Direct evidence of, say, knowledge spillovers may at times be available, such as the prevalence of patent citations in the same Metropolitan Statistical Area (MSA) (Jaffe, Trajtenberg and Henderson, 1993) . However, measures are usually more indirect, such as education levels proxying knowledge spillovers (Audretsch and Feldman, 1996) .
In turn, the effects of such agglomeration drivers involve various aspects of economic performance from clustering such as enhanced innovation, higher input (labor/capital) demand or price (wage/asset value), greater productivity, reduced costs, and location decisions (firm "births"). 6 For example, as discussed further below, significant product introductions (as a measure of innovation) and their link to agglomeration factors were considered by Audretsch and Feldman (1996) . Higher wages and their connection to education levels or human capital were targeted by Rauch (1993) , Moretti (2004) , and Rosenthal and Strange (2006b) . The productivity effects of industry characteristics such as types of local employment (reflecting labor pooling) were analyzed by Henderson (2003) . Cost savings and location motivations from the proximity of primary agricultural inputs were explored by Cohen and Paul (2005) .
Such "micro" analyses, which at least theoretically rely on the notion of enhanced firm productivity, 7 provide the basis for evaluation of firm location decisions and ultimately the more "macro" notion of economic growth. Although this link is difficult to make empirically, work has proceeded on the dependence of firm "births" on agglomeration factors (Carlton 1983 , Rosenthal and Strange, 2003 , Barrios et al., 2005 .
The mechanisms through which these effects occur have also been explored, such as whether the productivity impacts of density are due to local competition forcing innovation (Porter, 1990) or to local culture (Saxenian, 1994, Rosenthal and Strange, 2006c) , although that is not the focus of this chapter, 7 However, such studies are typically carried out at higher levels of spatial aggregation such as a city, county, or state. 8 Note that density could also impose costs due to, say, congestion (Maggioni, 2002, Ottaviano and Thisse, 2004) . Although we will refer to agglomeration economies as positive externalities in this chapter, therefore, it is possible that these negative externalities could counteract positive effects, resulting in negative productive or cost impacts of firm concentration or density.
Such models also provide the foundation for (endogenous) growth models; greater productivity for firms in a particular location will result in regional growth.
III. Modeling Agglomeration Economies
Empirical analysis of agglomeration economies typically involves characterizing one or more of their causes by proxies and relating these to observed concentration of firms.
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The effects of this concentration, in terms of firms' economic performance or location choices, are then measured to assess the extent of external economies or the productivity effects of agglomeration.
Questions addressed in the literature often involve absolute or relative productive impacts of the various causes of agglomeration economies (such as whether localization or urbanization economies have greater impacts; Nakamura, 1985 , Henderson, 1986 , or whether spillovers from one or more Marshallian causes of agglomeration economies are evident (Henderson, 2003) . Econometric analysis of such questions requires specifying a theoretical model that identifies the performance or location variable of interest, its underlying arguments or determinants, and the measures that can be constructed to represent the agglomeration economies.
One branch of this literature focuses on labor demand shifts, 10 usually specified in terms of employment or wages. For example, the relationship between employment growth and concentration was targeted by Henderson, Kuncoro and Turner (1995) and Glaeser et al. (1992) , assuming that enhanced productivity from agglomeration economies implies greater labor demand. Analyses of wage rate differentials such as 9 Alternatively they may be related to concentrations of people, although firms are our focus here. 10 Labor supply may also be involved; for example an urban area may attract people such as "power couples" (Costa and Kahn, 2001) or those more amenable to the "urban rat race" (Rosenthal and Strange, 2006a) . However, due to our focus on firm behavior and performance we will not explore this literature. Glaeser and Mare (2001) and Wheaton and Lewis (2002) similarly are based on the notion that enhanced productivity implies a greater marginal product of labor and thus demand and wages.
However, such analyses are partial, as noted by Rosenthal and Strange (2004) , because: "existing employers are constrained by prior choices, most importantly the level and kind of capital previously installed." That is, existing (quasi-fixed) capital levels affect how the firm values labor on the margin, and thus how it changes its employment choices in response to external changes. In the longer run substitution possibilities with capital (as well as other inputs) will affect the amount overall productivity and employment growth or wage levels are related.
Another less prevalent but similar (single-input) approach is to target capital instead of labor demand, in the context of asset value or rents, with the idea that firms will be willing to pay higher rents only if they gain higher productivity (Rosen, 1979 , Roback, 1982 . Due to data limitations, implementing this idea sometimes requires using unsatisfactory proxies such as rent for housing rather than firms (Dekle and Eaton, 1999) , although a detailed production theory model can facilitate representation of capital shadow values and their dependence on density (Cohen and Paul, 2007a) .
More generally establishing the existence and the extent of agglomeration economies involves modeling and measuring productivity more directly. However, many studies on the productivity effects of agglomeration also focus on only one inputtypically labor productivity. For example, Ciccone and Hall (1996) and Ciccone (2002) analyze the relationship between regional employment density and labor productivity growth. Although they control for education and capital intensity, this remains a partial perspective on the effects of agglomeration because productivity differentials affect demands for both labor and capital (as well as other inputs), with the balance depending on prices, substitution possibilities, and other market and technological factors.
That is, single input models are partial representations of a production theory characterization of total-or multi-factor productivity, which involves changes in marginal products of all inputs and may be non-neutral. More specifically, in a standard production function framework productivity growth is represented as increased output from a given amount of (internal) inputs. In the context of agglomeration economies this means a production function shift from an externality or spillover associated with density of other firms (or population), which may not be parallel (neutral), but could differ for different inputs. For example, labor pooling or knowledge spillovers could have a greater impact on the "productivity" of labor, and input sharing on capital.
Such a shift may be theoretically modeled, for example as in Rosenthal and Strange (2004) , by augmenting a standard production function model as:
for firm j, where y j denotes aggregate output, the vector x j includes levels of inputs traditionally specified in production theory models (say, labor, capital, materials), and g(A j ) represents production function shifts from environmental factors underlying agglomeration (external scale) economies. This is similar to models of shifts in f(x j ) over time from technical change, typically written in terms of a multiplicative factor A(t) in microeconomics textbooks. However, the impacts of distance are somewhat more complicated than of time, because space is not as readily defined (at least linearly).
In particular, Rosenthal and Strange "ideally" write A j as
, where k denotes other firms for which spillovers with firm j occur. Thus, q(x j ,x k ) reflects externalities that depend on the input levels (and scale) of firms j and k, and a(d "distance" can be measured -spatial (G, geographic proximity, such as the same county or state), industrial (I, type of economic activity that confers externalities, such as ownindustry or suppliers), and temporal (T, the time dimension, such as learning with a lag).
A j can also include factors such as local availability of primary materials or infrastructure that act as external inputs.
A j is typically, however, specified in terms of one or a limited number (somehow aggregated) of less detailed proxies for agglomeration drivers such as a general measure of density or scale. For example, in studies on the productivity effects of city expansion, as documented by Rosenthal and Strange (2004) , A j is usually specified as city size (population or employment), although it could also be defined in terms of other external spillovers or inputs (as elaborated in the next section). 11 For example, the intensity of R&D in a firm's locality, as well as its internal R&D, may generate knowledge that benefits the firm (a knowledge production function; Griliches, 1979) . The former then comprises a component of the A j vector whereas the latter is part of the x j vector.
Similarly, as noted by Audretsch (1998) "key factors generating new economic knowledge include a high degree of human capital, a skilled labour-force, and a high presence of scientists and engineers." This suggests including measures of local education levels and university research as A j components (Baptista, 1997) .
The multiplicative nature of A j in (1) imposes neutrality of the productivity effect, or separability of the "inputs" in x j and A j , which is assumed in most of the literature and supported by Henderson (1986) . However, if factors in A j have differential (non-neutral) input effects (Cohen and Paul, 2004) , A j or perhaps a vector of agglomeration causes or factors A j should be included directly as arguments of the production function:
(2) y j = f(x j ,A j ).
If f(•) takes a flexible functional form such as a translog (second order approximation in logarithms) or generalized Leontief (second order approximation in square roots), this function captures the dependence of the x j marginal products on both other input levels and the A j variables (interaction or cross effects).
Individual input (labor or capital) demand models are theoretically related to a production function such as (2) because increasing overall productivity from A j factors implies greater marginal productivity or values of, and thus demands for, the inputs in x j .
However, a full production function model, particularly when specified without neutrality (separability) assumptions imposed and approximated to the second order, recognizes both substitutability among inputs and input-specific shift effects. Further, in such a model the link between agglomeration economies and productivity is more direct because A j factors that directly increase marginal products of inputs indirectly translate into higher wages (or asset values) and employment (or investment).
A dual production theory model such as a cost function permits an even more explicit representation of agglomeration economies, since they are conceptualized in terms of production costs -as well as a direct link to input demands. That is, assuming cost minimization, Shephard's lemma can be used to specify labor (and capital or other input) demand explicitly as a function of all cost function arguments. This will include the factors in the A j vector by duality theory; input cost minimization given the production function results in a cost function that depends not only on the observed output level and prevailing input prices but also on other production function arguments.
More formally, the production function y j = f(x j ,A j ) is dual to the cost function
where p j is the vector of prices p nj of the N inputs x nj and C j is total input costs, Σ n x nj p nj .
Although estimation of such a cost function permits a detailed representation of agglomeration economies and their input use and composition implications, it also imposes more data requirements than wage or even production function specifications.
In particular, input prices as well as levels for inputs such as capital may be difficult to obtain. However, if data permits, production theory models such as (2) and (3) provide great potential for analysis of the causes and effects of agglomeration economies.
For example, plant level output and input data were effectively used by Henderson (2003) to analyze agglomeration economies in a production function model and by Chapple, Harris and Paul (2006) to assess location-specific costs of waste reduction in a cost function model. Data at higher levels of aggregation may also be relevant to address many spatial issues, such as at the state or even national level Paul, 2004, Bartlesman, Caballero and Lyons, 1994) . Recognizing and exploiting the potential of production theory models is thus an important step in the empirical literature on agglomeration economies.
IV. Measuring agglomeration economies
The A j variables
In addition to data on production output ( Various proxies have thus been used for such factors. Urbanization economies are often measured via city size, based on total employment or population (Nakamura, 1985 , Henderson, 1986 . Localization economies are similarly proxied by employment in the own industry. Specialization may be represented by employment share in a particular industry (Glaeser et al. 1992, Henderson, Kuncoro and Turner, 1995) , although this raises questions about levels (size) versus specialization (intensity) or absolute versus relative changes. 13 Diversity can be captured by the share of production attributed to 12 Multiple outputs also may be represented in cost function models, as discussed in the context of hospitals below, which facilitates separate consideration of scope economies, although the literature tends to be based on aggregated output. 13 See Rosenthal and Strange (2004) pp. 2134-2135 for further discussion of these issues.
secondary industries in a particular location, (Glaeser et al, 1992) or an index of employment diversity (Henderson, Kuncoro and Turner, 1995) .
14 For the Marshallian causes of agglomeration effects, labor market pooling implies better matching of employers and employees, although this is difficult to measure One possibility is to focus on specialization, which may be greater either if matches are easier or the market is larger (Baumgardner, 1988) . Lower wages could also be an indicator of close matches via a lower risk premium (Diamond and Simon, 1990) . Such proxies for labor pooling, however, are somewhat limited because they could be associated with various characteristics of the location and the industry base.
Input sharing may be represented by purchased input intensity (relative to sales), which has been found to be positively related to concentration (Holmes, 1999) . Holmes also suggests that input sharing is directly related to the proportion of specialized input suppliers, although this is difficult to represent empirically; he uses data on specialized finishing plants for the textiles industry. Holmes and Stevens (2002) show that establishment size may represent input sharing because it implies scale economies in the production of intermediate inputs. Bartlesman, Caballero & Lyons (1994) and Morrison and Siegel (1999) similarly focus on concentrations of input suppliers using more aggregated data at higher and lower SIC code levels.
Knowledge spillovers may be particularly difficult to capture empirically. Direct measures are sometimes available, such as patent citations in the same MSA (Jaffe, Trajtenberg and Henderson, 1993) . More indirect measures of knowledge "orientation" 14 Glaeser et al. evaluate the growth of the six largest industries in a particular area and its dependence on the share of employment of the 7 th through 12 th largest industries to represent a diverse industrial base. Henderson, Kuncoro and Turner use a Herfindahl index of representing employment diversity relative to a uniform distribution. such as university research in a particular field, ratios of R&D expenditures to sales or intensity of skilled labor are also used (Audretsch and Feldman, 1996) . Education levels, as an indicator of human capital, have been related to higher wages (Rauch, 1993) .
Similarly, Moretti (2004) links the number of college graduates to wage levels and Costa and Kahn (2001) target the prevalence of "power couples" (where both are college educated) in large cities.
The use of such indirect indicators, however, raises questions. For example, the link between education levels and wages may be direct rather than associated with spillovers (Rauch, 1993) . Similarly, skilled labor might be related to labor pooling rather than knowledge sharing, or to labor supply rather than demand factors (although the actual cause of the spillover may not be as crucial, except for interpretation, as whether the skill intensity is related to agglomeration). Such problems arise because "workers are the primary vehicle of knowledge spillovers" (Rosenthal and Strange, 2004 ) and yet worker characteristics can be indicative of other unmeasured factors.
Sometimes researchers thus recognize a variety of factors that may underlie one or more agglomeration drivers. For example, Ellison & Glaeser (1999) use measures of prior innovation in the industry, both manufactured and service inputs, labor specialization proxied by labor productivity, the number of managers per production worker, and educational characteristics as indicators of Marshallian factors affecting agglomeration. They also use measures of natural resources for natural selection and output perishability for transport costs. expected to differ by temporal, geographical, and industrial "distance." Empirically representing these dimensions of distance may be even more difficult than finding appropriate proxies for agglomeration causes.
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It seems relatively straightforward to identify the temporal or dynamic (lag) nature of agglomeration economies because time is linear (relative to spatial or particularly industrial "distance"). However, empirical representation of such lags becomes complex because the dynamic effect is cumulative, with impacts occurring over a long period (Glaeser et al., 1992, Henderson, Kuncoro and Turner, 1995) . The large literature on the productive contribution of R&D shows that specifying lags for such mechanisms is both imprecise and may have significant impacts on the empirical results (Alston and Pardey, 1996) . In the agglomeration economies literature, Henderson (1997) is perhaps the best example of a detailed exploration of lag patterns; he finds that ownindustry economies may involve two to five year lags.
Geographic distance raises additional problems because it involves defining "neighbors." Typically agglomeration economy studies rely on data at one level of spatial aggregation (county, MSA or state), assuming that all productive activity is in the same locality, which precludes recognizing any attenuating effects of geographic distance. However, concentration at different spatial aggregation levels may be recognized, e.g., by using county-level employment concentration to explain state-level productivity (Ciccone and Hall, 1996) . More directly, Rosenthal and Strange (2001) 15 The impacts of these factors would also be expected to differ by industry and country. Such differences are typically explored by analyzing agglomeration effects for data that is sufficiently disaggregated along these dimensions to identify the differences (Nakamura, 1985 , Henderson, 1986 , Henderson, Kuncoro and Turner, 1995 , for example, by industry and Ciccone, 2002 correlate industry characteristics to agglomeration indexes for zip code, county, and state levels, and Rosenthal and Strange (2003) measure the distance effects of employment concentration on firm entry using rings of different sizes around an establishment's location. Henderson (2003) similarly considers the productivity effect of employment density in a plant's own county versus neighboring counties.
Creating measures of industry distance is even more difficult. As already noted, measures of diversity or localization economies are typically based on distinguishing productive activity only of "own" versus "other" industries or of input suppliers versus demanders. However, some attempts have been made to identify "co-agglomeration" among industries, such as Dumais, Ellison and Glaeser's (2002) representation of connections among two-digit industries.
This measure is constructed as a between-industry version of indexes that are typically used to represent own-industry density. Perhaps the most common of such measures is the G statistic defined by Audretsch and Feldman (1996) as G=Σ l (x l -s l ) 2 , where s l is location l's share of aggregate employment in an industry (of L locations or regions in the entire area, such as a state or country) and x l is the location's share of total employment. 16 The difficulty with this index is that it does not take into account the industrial concentration, typically represented by a Herfindahl index of the form H=Σ j z j 2 for the J firms in the industry. The Ellison and Glaeser (1997) index of spatial concentration takes this into account by constructing an index that combines these two
, where γ approaches G/(1-Σ l x l 2 ) as the 16 G is thus equal to zero when an industry and total employment are identically spatially distributed and to one if the industry is fully concentrated in one location.
industry approaches perfect competition, but otherwise accommodates excess concentration adapted for industry concentration.
Dumais, Ellison and Glaeser (2002) extend this to a co-agglomeration "diversity" index reflecting the correlation in the location choices of plants belonging to different industries. One issue for construction of this measure is defining the R industries that are linked or have co-agglomerative tendencies; typically they are specified as, e.g., potential suppliers or demanders (upstream or downstream "thick markets;" Bartlesman, Caballero and Lyons, 1994, Ciccone and Hall, 1996) . The index is then constructed as:
, where l r is the r th industry's share of total employment in the R industries, H r is the Herfindahl index for the r th industry, and H=Σ r l r 2 H r .
Proxies for agglomeration causes defined as A j variables can be empirically related to such agglomeration measures to evaluate their contribution to density (Ellison and Glaeser, 1997) , or directly to measures of economic performance to determine their productive impacts (Henderson, 2003) . The agglomeration measures themselves can also be used as A j variables and related to economic performance measures (Maurel and Sedillot, 1999) . In either case, production theory models that directly represent productivity, such as the production or cost functions in equations (2) and (3) that include A j shift factors as arguments, can be used to directly translate the impacts of such factors into agglomeration economy measures.
Model and Measures
Once the A j (and x j ) arguments of the model are defined, econometric implementation of a production theory model requires specification of the function to be estimated and the agglomeration economy measures to be constructed. It also requires the choice of a functional form to approximate the function, which must be flexible (such as a translog or generalized Leontief) to capture interaction effects, or second order relationships among the arguments of the function (Paul, 1999) .
The use of, say, a production versus cost function, 17 depends in part on the assumptions one wishes to make and the types of measures desired. For example, the production function y j = f(x j ,A j ) represents technological (marginal product) rather than economic (demand or supply) relationships, but it also does not require assumptions such as cost minimization. By contrast, the dual cost function C j = g(p j ,y j ,A j ) allows direct representation of input (such as labor) demands, as well as of agglomeration economies in the form of input cost savings from a change in the A j variables.
Specifically, using a production function model, agglomeration economy measures reflect the overall productive impact of a change in an A j vector component, and the (potentially varying) marginal product impacts for the different inputs of such a change. These first and second order impacts, the latter of which involve cross-effects that are not identified if the functional form is not flexible, may be measured as derivatives in levels or in proportions (elasticities).
For example, the productive impact (marginal product) of, say, R&D activity in a particular location (A RD ) may be defined by the derivative ∂y/∂A RD or the output elasticity or "share" ε y,ARD = ∂ln y/∂ln A RD = ∂y/∂A RD •(A RD /y) (where the firm j subscript is omitted for simplicity). The effect of A RD on the marginal product of labor (x L ) can be measured as the second order relationship ∂ 2 y/∂x L ∂A RD . Econometric estimation of a production function thus permits the agglomeration productivity effect ε y,ARD to be distinguished from productivity growth, expressed as ε y,t =∂ln y/∂ln t where t is a time counter, and from internal returns to scale, expressed as the sum of the output elasticities for all inputs Σ n ε y,n =Σ n ∂ln y/∂ln x n . It also allows the input-specific agglomeration impacts to be distinguished from biased technical change and input substitutability,
Agglomeration economy measures for a cost function are similar, but more explicitly represent cost changes (which are typically how agglomeration economies are defined), input demands, and internal versus external scale economies. That is, the overall productivity effect of, say, greater density of R&D activity in a particular location (A RD ) may be measured in terms of the first order cost effect ∂C/∂A RD or the (proportional) elasticity ε C,ARD =∂ln C/∂ln A RD =∂C/∂A RD •(A RD /C). This cost-saving effect is therefore explicitly an "economy" associated with more A RD , or a downward shift of the cost curve in locations with more A RD . The underlying input demand impacts can be separately identified based on Shephard's lemma; x n =∂C/∂p n for input n (say, labor, L), so the labor demand effect of more A RD may be measured as the second derivative Again, these economies from external spillovers or inputs represented as A j variables can be econometrically distinguished in a full cost function model from temporal productivity growth, ε C,t =∂ln C/∂ln t, as well as from internal scale economies, ε C,y =∂ln C/∂ln y (for one output or Σ m ε C,ym =Σ m ∂ln C/∂ln y m for multiple outputs, where the cross terms between the outputs reflect scope economies). Input-specific technical change and substitution effects can also be distinguished separately from the agglomeration effects if a flexible functional form is used.
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Econometric Issues
The next step is to specify the econometric model. The primary econometric issues raised in the empirical literature on agglomeration economies involve measurement error from omitted variables and endogeneity or causality (Eberts and McMillen, 1999) .
Spatial autocorrelation or spatial error term "lags" also become an issue, however, when production and performance depend on location. Because spatial autocorrelation can arise from omitted variables that vary across geographic space, an econometric model that accounts for spatial autocorrelation can rectify some measurement error issues.
The issue of omitted variables has arisen in studies such as Sveikauskas (1975) , which lacked capital data. Moomaw (1983) showed that this could significantly upward bias the coefficient estimates because capital intensity might be expected to be greater in larger cities, whereas a lack of land data could have the opposite effect since land availability is limited in cities. (Glaeser et al, 1992 , Henderson Kuncoro and Turner, 1995 , Rosenthal and Strange, 2003 .
Spatial autocorrelation has received much less attention in the literature than these other econometric issues, although it is important to recognize if omitted variables vary spatially. Spatial autocorrelation (Anselin, 1988) is the spatial analogue to a temporal autocorrelation or autoregressive adjustment; it involves dependence of the error terms for a particular location on the weighted average of errors for nearby locations. Like temporal autocorrelation, the lag structure that might be at work must be specified before correcting for it. However, in the spatial context it is not straightforward to define the "neighbors" that might exhibit such dependence.
More specifically, spatial linkages are accommodated in the stochastic structure via "lags" for geographic location at any one point in time. If there is only interaction between two firms in nearby locations the spatial autoregressive (SAR) adaptation takes the form u k,t =ρu j,t + ε k,t where u j,t is the (unadjusted) error term for firm j at time t and ε k,t is an independently, identically distributed error. 19 If activities in multiple locations affect firm (or region) k's error term, it instead becomes a weighted sum of the errors for other firms (or regions): u k,t =ρΣ j w k,j u j,t + ε k,t (Cohen and Paul, 2004) , where w k,j is the weight that spatial unit j has on unit k's error term. Such a model allows consideration of whether spatial lags in the econometric specification are significant by testing the significance of the ρ parameter.
One challenge for applying the SAR model therefore is specifying which "neighbors" exhibit stochastic spillovers and how to weight their impacts. For example, in Cohen and Paul (2004) spillovers from transportation infrastructure are assumed to occur across states. The inter-related states are thus defined as those with a common boundary, and the w k,j for each equation defined as giving all neighboring states equal weight and all other states zero weight.
If there are additional layers of dependencies, so higher-order autocorrelation spills over but possibly attenuates over distance, the specification becomes further complicated (Cohen and Paul, 2007a ). In such a situation with 2 bands of neighbors, the error term would be written as u k,t =ρ 1 Σ j w 1,k,j u j,t + ρ 2 Σ i w 2,k,i u i,t + ε k,t , where ρ 1 and ρ 2 are the impacts of the average of the first (j) and second (i) order neighbors' errors on the particular (k) unit's error, and w 1,k,j and w 2,k,i are the weights for the first and second order neighbors on a particular unit's errors.
V. Specific applications based on production theory models
To illustrate the potential of production theory models -in particular cost-based modelsfor evaluation of agglomeration economies, we will briefly summarize three applications that address various issues raised in this chapter. The first involves the potential for labor pooling, in the context of hospitals (Cohen and Paul, 2007b) The literature on the cost efficiency of hospital services includes some applications that explore (internal) scale and scope economies, due to important questions about health cost efficiency, but has rarely addressed agglomeration economies.
Measures of scale and scope economies, which can be directly computed from cost function models as alluded to above, allow consideration of enhanced cost efficiency from size and diversification. Cohen and Paul (2007b) construct and assess such measures, but also recognize that geographical proximity of hospitals permits both labor pooling and knowledge (expertise and capital) sharing, so hospital clustering may be cost-saving (efficiency-enhancing).
The limited literature on this aspect of cost efficiency for hospitals includes O 'Uallachain and Satterthwaite (1992) and Bates and Santerre (2004) , who use metropolitan data to represent agglomeration economies by the number of hospitals and scale economies by hospital size, based on one aggregate measure of hospital output.
Cohen and Paul (forthcoming) instead use hospital-level data and a cost function model that includes as arguments two outputs (y mj ) to facilitate evaluation of substitution between outpatient and inpatient services, nine labor types (x nj ) that distinguish treatment types, and capacity and Medicare percentages as hospital-specific factors. They also include an agglomeration (A j ) variable to represent the proximity of other hospitals 20 and a correction for spatial autocorrelation to identify spatial linkages in the econometric specification. For econometric implementation they use a flexible (generalized Leontief) functional form for the cost function, and estimate a system comprised of this function and the input demand functions.
Cohen and Paul (forthcoming) find significant agglomeration economies as well as spatial autocorrelation; knowledge sharing through proximity to other hospitals measured as ε C,Aj appears to be cost-saving and the spatial ρs are significant. In turn, second order elasticities reveal that more outpatient visits relative to inpatient days reduces the value of hospital clustering, and that labor cost impacts vary by treatment center (but clustering reduces costs for all services except psychiatric and "other inpatient" services). Significant scale economies for outpatient visits are also found, as is some evidence of scope economies via output and treatment center complementarities. Cohen and Paul (2004) also evaluate the cost impact of an external variable -in this case the availability of transportation infrastructure. They investigate production cost-savings from substitution of public capital (infrastructure) for private inputs, using state-level U.S. manufacturing data on prices and quantities of aggregate output and (capital, production and non-production labor, and materials) inputs. Many studies have used production or cost function models to address such issues, with infrastructure included as an A j variable (Boarnet, 1998 , Conrad and Seitz, 1994 , Morrison and Schwartz, 1996 . Spatial spillovers from public capital investment in geographically linked areas has received less attention, although some studies have raised this possibility (Kelejian and Robinson, 1997 , Holtz-Eakin and Schwartz, 1995 , Boarnet, 1998 ). Cohen and Paul (2004) estimate a flexible cost function model using data on stocks of public highway infrastructure in both the own and neighboring states as A j variables. The model thus distinguishes intra-and inter-state impacts of public infrastructure stock levels and their interdependencies, or geographic layers of spillovers.
The econometric model is also adapted to measure the extent and significance of spatial spillovers using SAR techniques. They find significant cost-savings from intra-state public infrastructure investment that is both enhanced and augmented by cross-state spillovers, as well as increasing intra-and inter-state public capital impacts over time.
A similar model is used by Cohen and Paul (2007) Finally, Cohen and Paul (2005) use such a framework to focus on the industrial scope of agglomeration economy spillovers and resulting location implications. They model and measure thick market effects for food processing industries from proximity to density of own-industry production and to demanders (consumers) and suppliers (primary agricultural production). They find significant average cost-savings for food processors from locating close to own-industry markets, suppliers, and demanders (thick market effects), but higher production costs associated with greater within-state agricultural intensity (thin market effects). By contrast, marginal costs are higher in more urban and lower in more rural areas. They also find that geographic concentration patterns of U.S.
food processors, or location decisions, seem to be motivated by such cost considerations.
Concluding Remarks
In this chapter we have focused on the potential of production theory models to model and measure agglomeration economies. We have emphasized the challenges involved in defining and measuring the arguments of production or cost function models that might be used for such purposes -in particular the agglomeration "causes" modeled as "A j "
variables that act as shift factors for the production or cost frontier. However, we have also shown the potential of such models for providing empirical insights about both the overall productive "effects" of such factors (in terms of productivity or costs), and the underlying input-specific impacts and other interactions among functional arguments.
Such models also provide the basis for evaluating location decisions of firms and resulting regional growth that are motivated by the productive effects of clustering. We anticipate seeing the empirical literature in this area expand in this direction.
