Supplemental methods and data

A) Measurement of transient outward current (I TO )
I TO 
B) Numerical methods for calculation of electro diffusion
The electric field that drives the advection comes from the negatively charged phospholipid head-groups in the lipid bi-layer of the sarcolemma (1, 2). The charges cause an electric double layer in close proximity to the cell membrane (3, 4) . The double layer is thin as the negative potential is screened by the ions in the solution. In the double layer the potential attracts cations causing an elevated concentration of these near the membrane, while repelling anions. The charged head-groups of the membrane also serve as cation binding sites, and thus act as buffers for these ions (5, 6) . It has been
shown that the Gouy-Chapman theory, together with appropriate membrane association constants for the sarcolemmal buffers, can be used to resolve the electric potential in the double layer (3, 5, 7) . The electric potential, Φ, is described in dimensionless units as Φ = Ψ/Ψ T , where the unit of Ψ and Ψ T is
Voltage. Ψ T is a temperature-dependent characteristic potential given by:
A single exponential can be used to approximate Φ (7):
Here Φ 0 is the potential at the membrane, where x 2 is zero. λ D is the Debye length, which is calculated to be ~ 1 nm (7). Given the potential we can now state the advection-diffusion equation that governs the movement of ions in the dyad:
Here D and z are the diffusion constant and the valence of Ca 2+ .
C) Numerical methods for the continuous model
We used a finite element method for the spatial discretization of the PDEs, and a backward
Euler method for the temporal discretization. The size of the time step was determined by an adaptive time-stepping scheme based on the mean value of the relative time derivative of the included field. The advection term in Eq. 3 causes numerical problems when discretized using finite element method (8) .
To avoid these difficulties we transformed Eq. 3 into:
where a e z , and u e z c , as previous studies also have done (9) . The original Ca ]. To be able to correctly evolve the stochastic system we therefore needed to solve the discrete system coupled to these continuous variables. We developed a modified Gillespie method (12) to accomplish this.
Let S = S(t) be a vector holding the present states of the included Markov models and let
N N(S) be the number of possible transitions that can be undertaken from these combination of states. The propensity function of the i th transition is denoted by λ i = λ i (t). The total propensity for the next transition, = (S, t) , is given by a sum over all λ i :
The time for the next stochastic transition is exponentially distributed, if we assume that λ is constant.
The time to the next stochastic transition, ∆t t , is realized by drawing one random number, r 1 , from a uniform distribution on the unit interval and transform it according to:
The transition time is relative to the present time in the simulation. If a transition takes place at time t + ∆t t , we need to realize which of the N possible transitions that actually took place. Drawing another random number, r 2 , from the same distribution as above, does this. The k th transition takes place if,
where λ 0 = 0, and k = [1 N ]. The Gillespie method assumes constant propensity functions between the transitions. However most of the included propensity functions in the LCC and RyR models are not constant, and we therefore have to modify the method. Instead of realizing a transition based on a given propensity, we realize a dimensionless time to the next transition, t t * , using λ = 1 in Eq. S2. 
A time step, ∆t < ∆t t , is chosen during which constant external variables is assumed, and hence constant propensity functions. To minimize the error of assuming constant continuous variables during a time step we need to choose a small ∆t when such variables change greatly, for example during an upstroke of the AP. Using the chosen ∆t we update the continuous system and reduce the dimensionless transition time according to,
Whenever ∆t t , from Eq. S4, is smaller than the chosen ∆t a transition occurs before the time step is completed. We realize the transition and check whether the transition changes the status of a channel. If it does, we say that the transition is a channel transition. The continuous system is solved up to the transition time by setting ∆t =∆t t . Finally we realize the transition, changing the state of the continuous system. We then draw a new dimensionless transition time, ∆t * and start over again. If the transition was not a channel transition we can skip it, but we need to draw a new dimensionless transition time. LCCs were raised 2 nm from the t-tubule membrane.
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Supplemental Figure 2 . Markov models were employed to describe the channel dynamics of LCCs and RyRs. A. The 12-state LCC model initially described by Jafri et al (13) was slightly modified in our study. B. A minimalistic Markov model was employed for RyRs.
