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Résumé – Cet article décrit une méthode d’estimation du champ de vitesse apparent, sous-jacent à l’évolution temporelle d’une séquence
d’images. Un modèle d’évolution, dit complet, est choisi pour représenter la dynamique du champ de vitesse et des images. La méthode de
décomposition orthogonale propre est appliquée et fournit des bases de représentation des champs de vitesse et des images. La projection de
Galerkin du modèle complet sur ces bases réduites définit alors le modèle réduit. Un algorithme d’assimilation variationelle de données est
conçu afin d’estimer les cœfficients des champs de vitesse à partir des cœfficients des images observées. Le mouvement est ensuite restitué à
partir de ces cœfficients estimés. La méthode est validée sur des données synthétiques afin de quantifier les résultats.
Abstract – This paper concerns the estimation of apparent motion from an image sequence. A model, named full model, is defined to describe
the dynamics of motion field and images. The Proper Orthogonal Decomposition (POD) is used to derive basis to characterize motion fields and
images. The Galerkin projection of the full model on these basis defines the so-called reduced model. Coefficients of motion fields are retrieved
from those of observations with the help of a 4D-var assimilation method. Last motion results are obtained from the coefficients. The method
has been tested on twin experiments to validate the approach.
1 Introduction
L’estimation du mouvement est un problème fondamental
du traitement d’image. Il s’agit d’estimer le champ de vitesse
v✭x❀ t✮ à partir d’une séquence d’images. Dans le cas d’ac-
quisitions satellite, les applications concernent principalement
l’océanographie et la météorologie. La littérature décrit l’esti-
mation du mouvement par des algorithmes de traitement d’ima-
ge, par exemple Horn &Schunck [4], ou par des algorithmes
d’assimilation de données [1, 2, 7]. Ces dernières méthodes ex-
ploitent un modèle dynamique, issu d’une connaissance a priori
sur la séquence. Leurs principales limitations sont le temps de
calcul et le volume de mémoire nécessaires. Un moyen d’éviter
ces difficultés est d’utiliser une technique dite de réduction.
Un modèle réduit, obtenu par projection de Galerkin, a été uti-
lisé par D’Adamo et Papadakis dans [3, 6] pour estimer la dy-
namique à partir d’observations du champ de mouvement ac-
quises par « Particle Image Velocimetry ». Le modèle dyna-
mique réduit décrit l’évolution temporelle des cœfficients de
projection ❛✐✭t✮ sur une base ✟ ❂ ❢✣✐✭x✮❣✐❂✶✿✿✿❑ afin d’ap-
proximer l’évolution temporelle du champ de vitesse v✭x❀ t✮.
Cette base✟ est obtenue par décomposition orthogonale propre [5]
des observations.
Dans cet article, on souhaite estimer un mouvement, v✭x❀ t✮
à partir d’une séquence discrète d’images ■ ❂ ❢■③❣③ ❂ ❢■✭x❀ t③✮❣③ ,
acquise aux dates t✐.
On considère le vecteur d’état X❈✭x❀ t✮ ❂ ✭v✭x❀ t✮❀ q✭x❀ t✮✮
❚ ,
où le traceur passif q est une quantité scalaire équivalente aux
images de ■ . L’évolution temporelle de X❈✭x❀ t✮ est décrite par
un modèle complet▼❈ , choisi à partir d’heuristiques. Le vec-
teur X❈✭x❀ t✮ est projeté sur un espace réduit, engendré par des
bases ✟ et ✠, dont l’obtention est décrite ultérieurement :
– v✭x❀ t✮ est projeté sur ✟ et associé aux cœfficients ❛✐✭t✮,
– q✭x❀ t✮ est projeté sur ✠ et associé aux cœfficients ❜❥✭t✮.
La projection de Galerkin du modèle complet▼❈ , sur ✟ et ✠,
fournit un modèle réduit ▼❘ décrivant l’évolution des cœffi-
cients ❛✐✭t✮ et ❜❥✭t✮. Afin de réaliser l’estimation du mouve-
ment, les images observées ■③ sont projetées sur ✠, fournis-
sant des valeurs ❜♦❜s❥ ✭t③✮, qui sont ensuite assimilées dans▼❘.
Les cœfficients ❛✐✭t✮ ainsi obtenus permettent de restituer le
champs de mouvement v✭x❀ t✮.
Comment sont obtenues les bases ✠ et ✟ ? La méthode de
décomposition orthogonale propre, appliquée à ■ , permet de
calculer ✠. Un algorithme de calcul de mouvement est utilisé
sur les deux premières images ■✶ et ■✷ de la séquence afin
d’obtenir une initialisation v✵. Une séquence ❱ ❂ ❢v✭x❀ t③✮❣③
est ensuite calculée en intégrant v✵ avec le modèle ▼❈ . Une
décomposition orthogonale propre est enfin appliquée à ❱ afin
d’obtenir la base ✟.
La Section 2 décrit le calcul des bases réduites au moyen
de la décomposition orthogonale propre. La Section 3 résume
la projection de Galerkin du modèle complet afin d’obtenir le
modèle réduit. La Section 4 décrit le cadre de l’assimilation
variationnelle de données dans le cas particulier d’un modèle
réduit pour l’estimation du mouvement. Enfin, la Section 5
présente l’application de la méthode pour des expériences ju-
melles.
2 Calcul des bases réduites
On résume, dans cette section, l’obtention des bases réduites
✠ ❂ ❢✥❥✭x✮❣❥❂✶✿✿✿▲, pour la représentation du traceur q, et
✟ ❂ ❢✣✐✭x✮❣✐❂✶✿✿✿❑ , pour le mouvement v.
Décomposition orthogonale propre Dans un cadre général,
on considère une séquence discrète ❊ ❂ ❢❊♠❣♠✷❢✶❀✿✿✿❀▼❣. ❊
peut être scalaire, ❊ ❂ ■ , ou vectorielle ❊ ❂ ❱ . Un élément
❊♠ est représenté sur la base canonique ❢❡♥❣♥❂✶✿✿✿◆ :




avec ◆ le nombre de pixels. Considérons la matrice ❊ de taille
◆✂▼ , telle que l’élément de la ♥ième ligne et♠ième colonne est
❊♠♥ . Soit ● ❂ ❊❊
❚ la matrice de Gram de taille ◆ ✂◆ . Les
P premiers vecteurs propres, expliquant ✾✵✪ de la variance de
❊, sont choisis pour constituer la base réduite   ❂ ❢✌♣❣♣❂✶✿✿✿P .
3 Projection de Galerkin
Soit ▼❈ le modèle dynamique complet associé au vecteur
d’état X❈✭x❀ t✮. On a :
❅X❈
❅t
✭x❀ t✮ ✰▼❈ ✭X❈✭x❀ t✮✮ ❂ ✵
Dans l’article, X❈✭x❀ t✮ ❂ ✭v✭x❀ t✮❀ q✭x❀ t✮✮.▼❈ caractérise la
dynamique de v✭x❀ t✮ et de q✭x❀ t✮. Les équations d’évolution
choisies sont l’advection de la vitesse par elle-même et l’advec-
tion du traceur par la vitesse. La condition initiale, à t ❂ ✵, de
v✭x❀ t✮ et q✭x❀ t✮ est X❈✭x❀ ✵✮ ❂ ✭v✵✭x✮❀ q✵✭x✮✮. On obtient




✭x❀ t✮ ✰ ✭v✭x❀ t✮ ✁ r✮v✭x❀ t✮ ❂ ✵
❅q
❅t
✭x❀ t✮ ✰ v✭x❀ t✮ ✁ ✭rq✭x❀ t✮✮ ❂ ✵
v✭x❀ ✵✮ ❂ v✵✭x✮❀ q✭x❀ ✵✮ ❂ q✵✭x✮
(2)
Soient ❛✐✭t✮ les cœfficients de projection de v✭x❀ t✮ sur ✣✐,
v✭x❀ t✮ peut être approximé par
P❑
✐❂✶ ❛✐✭t✮✣✐✭x✮. De même
q✭x❀ t✮ est approximé par
P▲
❥❂✶ ❜❥✭t✮✥❥✭x✮ avec ❜❥ les cœffi-
cients de projection de q✭x❀ t✮ sur ✥❥ . v✭x❀ t✮ et q✭x❀ t✮ sont










✐❂✶ ✭❛✐✭t✮✣✐✭x✮✮ ✁ r
✐P❑






















On fait ensuite le produit scalaire du Système d’équations (3)
































❛❦✭✵✮ ❂ ❛❦✵❀ ❜❧✭✵✮ ❂ ❜❧✵❀
(4)
où ❤✿❀ ✿✐ représente le produit scalaire dans l’espace des fonc-








✭t✮ ✰ ❛❚ ✭t✮❇✭❦✮❛✭t✮ ❂ ✵❀ ❦ ❂ ✶ ✿ ✿ ✿❑✿
❞❜❧
❞t
✭t✮ ✰ ❛❚ ✭t✮●✭❧✮❜✭t✮ ❂ ✵❀ ❧ ❂ ✶ ✿ ✿ ✿ ▲✿
❛✭✵✮ ❂ ❛✵❀ ❜✭✵✮ ❂ ❜✵
(6)
avec :
– ❛✭t✮ ❂ ✭❛✶✭t✮❀ ✿ ✿ ✿ ❀ ❛❑✭t✮✮
❚ , ❜✭t✮ ❂ ✭❜✶✭t✮❀ ✿ ✿ ✿ ❀ ❜▲✭t✮✮
❚ ,
– ❇✭❦✮ la matrice de taille ❑ ✂ ❑ dont les éléments sont
❇✭❦✮✐❀❥ ❂ ❤✭✣✐ ✁ r✮✣❥ ❀ ✣❦✐,
– ●✭❧✮ la matrice de taille ❑ ✂ ▲ dont les éléments sont
●✭❧✮✐❀❥ ❂ ❤✣✐ ✁ r✥❥ ❀ ✥❧✐,
– ❛✵ et ❜✵ vecteurs de tailles respective ❑ et ▲.
Soit X❘✭x❀ t✮ ❂ ✭❛✭t✮❀ ❜✭t✮✮
❚
, appelé vecteur d’état réduit, le




✭x❀ t✮ ✰▼❘ ✭X❘✭x❀ t✮✮ ❂ ✵
X❘✭x❀ ✵✮ ❂ X❘✵✭x✮ ❂ ✭❛✵❀ ❜✵✮
❚
(7)
▼❘ est appelé modèle réduit et correspond à la projection de
Galerkin de▼❈ sur ✟ et ✠.
4 Assimilation variationnelle de données
On décrit succinctement, dans cette section, les principes
de l’assimilation variationnelle de données, pour le cas d’un
modèle réduit ne dépendant que du temps.
4.1 Formulation
Soit X❘ un vecteur d’état dépendant du temps et défini sur
❬✵❀ ❚ ❪. X❘ obéit à l’équation :
❞X❘
❞t
✭t✮ ✰▼❘✭X✮✭t✮ ❂ ❊♠✭t✮ (8)
▼❘ est supposé differentiable et décrit la dynamique du vec-
teur d’état X❘. ❊♠ est l’erreur modèle, qui quantifie l’écart
entre la dynamique effective de X❘ et ▼❘. On considère des
observations Y✭t✮, qui sont liées à X❘ par l’équation d’obser-
vation :
Y✭t✮ ❂ ❍X❘✭t✮ ✰ ❊❖✭t✮ (9)
❍ est la matrice associée à la projection ✭❛✭t✮❀ ❜✭t✮✮
❚
✦ ❜✭t✮❚ .
❊❖ représente l’erreur liée à l’observation. On considère une
estimation X❘❀❜ du vecteur d’état à la date t ❂ ✵ :
X❘✭✵✮ ❂ X❘❀❜ ✰ ❊❜ (10)
❊❜ est l’erreur associée à cette ébauche. L’intégration de X❘❀❜
sur la fenêtre temporelle ❬✵❀ ❚ ❪ permet d’obtenir l’ébauche X❘✭t✮.
On fait l’hypothèse que les erreurs ❊♠, ❊❖ et ❊❜ sont décorré-
lées en temps et gaussiennes de moyenne nulle. Elles sont ca-
ractérisées par leurs matrices de covariance respectives◗,❘ et❇.
4.2 Méthode variationnelle



























Cette fonction exprime une contrainte dynamique faible, avec
une erreur modèle représentée par le premier terme. Le système
d’optimalité à résoudre pour minimiser❊ s’obtient en calculant
les équations d’Euler-Lagrange :









✕ ❂ ❍❚❘ ✶ ✭Y  ❍✭X❘✮✮ (12)
X❘✭✵✮ ❂ ❇✕✭✵✮ ✰X❘❀❜ (13)
❞X❘
❞t
✰▼❘✭X❘✮ ❂ ◗✕✭t✮ (14)
avec :












Le calcul du système d’optimalité (Eqs.11 à 14) ainsi que sa
résolution par un algorithme incrémental est détaillé dans [1].
Le principe est d’estimer à chaque itération l’ébauche X❘❀❜, en
ajoutant un incrément ✍X, calculé par la méthode adjointe.
Vecteur d’état Dans le cas de l’estimation du mouvement, le
vecteur d’état est constitué de l’ensemble des cœfficients ❛✐ et
❜❥ du modèle réduit : X❘✭t✮ ❂ ✭❛✶✭t✮❀ ✿ ✿ ✿ ❀ ❜▲✭t✮✮
❚ .
Matrices de covariances d’erreur Les matrices de covariance
d’erreur ◗, ❘ et ❇ proviennent d’une modélisation des erreurs
❊♠, ❊♦ et ❊❜ suivant une loi normale. On estime ces matrices à
partir des observations pour les ❜❥ et de la projection sur ✟ de
la séquence ❱ pour les ❛✐.
5 Expérience et Résultats
5.1 Description de l’expérience jumelle
Une simulation du modèle complet, Équation (2), est réalisée
sur une fenêtre temporelle ❬✵❀ ❚ ❪, à partir de conditions initiales
✭v✭x❀ ✵✮❀ q✭x❀ ✵✮✮ (voir Figure 1). Une séquence ✭v✭x❀ t✮❀ q✭x❀ t✮✮
est ainsi obtenue. Le choix des dates d’observation t③ fournit
les images ■③ ❂ q✭x❀ t③✮, utilisées pour calculer la base ✠, et
les champs v✭x❀ t③✮, nécessaires à l’obtention de la base ✟. ✹
vecteurs sont conservés pour chaque base (❑ ❂ ✹, ▲ ❂ ✹).
Le modèle réduit (6) est alors défini. Les observations utilisées
(a) v✵. (b) q✵.
FIG. 1 – Conditions initiales.
pour l’assimilation sont les cœfficients de projection ❜♦❜s❥ ✭t③✮
des acquisitions images ■③ . La première observation est choi-
sie comme ébauche pour ❜ à la date t ❂ ✵. L’ébauche X❘❀❜ ❂
✭❛❜❀ ❜❜✮
❚ est donc obtenue par projection de ✭✵❀ ■✶✮❚ et vaut




Les courbes ❛❛✐ , obtenues après le processus d’assimilation
et les courbes ❛
♣
✐ , obtenues par projection de v✭x❀ t✮ sur ✟, sont
représentées sur la Figure 2. Les courbes ❛❛✐ sont très proches





















































✐ . En particulier ❛✶, ❛✷ et ❛✸ sont très bien es-
timés. L’évolution de ❛❛✹ est très proche de celle de ❛
♣
✹ avec un
biais constant de ✹. Les courbes ❛❛✐ obtenues par assimilation
permettent ensuite de restituer des champs de vitesses v❛✭x❀ t✮.
Ces champs sont comparés Figure 3 à la séquence originale
v✭x❀ t✮. Quelques statistiques d’erreurs sont fournies Tableau 1
pour différentes dates. Les champs v❛✭x❀ t✮ approximent avec
précision la séquence v✭x❀ t✮. L’erreur relative en norme et l’er-
reur angulaire restent inférieures, sur toute la séquence, à 1✿9✪
et 3✿70 degrés respectivement.
TAB. 1 – Statistiques d’erreur entre la séquence synthétique








5.3 Conclusions et perspectives
Dans cet article, nous avons conçu et présenté une méthode
d’assimilation de données dans un modèle dynamique réduit.
Cette approche permet d’estimer des champs de vitesse à par-
tir d’une séquence d’images discrète. Une expérience jumelle,
réalisée sur des données synthétiques, démontre l’intérêt de la
méthode. Des tests ont étés effectués en ajoutant un bruit ad-
ditif sur les observations (écart type du bruit à ✺✪ de celui du
signal). Ils ont démontré la stabilité des résultats obtenus. Les
(a) t ❂ ✵s. (b) t ❂ ✵s.
(c) t ❂ ✺s. (d) t ❂ ✺s.
FIG. 3 – Champs de vitesse v❛✭x❀ t✮ (gauche) estimés com-
parés aux données synthétiques v✭x❀ t✮ (droite).
champs de vitesse sont correctement estimés à partir de vec-
teurs d’état à ✽ composantes. Le calcul de la base ✟ du mouve-
ment utilise une estimation bruitée de la condition initiale v✵
par un algorithme de traitement d’image. Une perspective de
l’étude est donc de réaliser une base robuste ✟ à partir de v✵.
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