Abstract. We discuss problems on Hankel determinants and the classical moment problem related to and inspired by certain Vandermonde determinants for polynomial interpolation on (quadratic) algebraic curves in C 2 .
Introduction. Suppose that K ⊂ C
d is compact and that P n (K) is the space of algebraic polynomials of degree at most n restricted to K. For a basis B n := {P 1 , · · · , P N } ⊂ P n (K) with N := dim(P n (K)), and N points X n := {z 1 , · · · , z N } ⊂ K, we may form the so-called Vandermonde determinant vdm(B n ; X n ) := det([P i (z j )] 1≤i,j≤N .
Write
V (B n ; K) := max{|vdm(B n , X n )| : X n ⊆ K}; a set of points X n at which the maximum is attained is called a set of Fekete points and lim n→∞ V (B n ; K) 1/ n (if it exists) is called the transfinite diameter of K. The exponent n is the degree of homogeneity of the determinant, whose exact value is not yet important.
Fekete points and transfinite diameter (capacity) are topics of classical complex analysis. Of particular importance are the recent papers of Berman and Boucksom (e.g. [2, 3] ) where they give a very general treatment. Their theory does apply when the underlying space is an algeberaic complex variety but their formulas require the normalization by the known value of the transfinite diameter of an example set. Recently, the problem of transfinite diameter on algebraic varieties has been studied from the algebraic point of view in [4] .
This current work began with the attempt to compute some explicit examples of transfinite diameter on algebraic varieties. Surprisingly, already the case of the simplest such variety, i.e., a quadratic curve, leads directly and intimately into some classical problems of the asymptotics of Hankel determinants and the Moment Problem, and here we report on some of these investigations.
For a non degenerate quadratic curve in C 2 V := {(x, y) ∈ C 2 : Ax 2 + Bxy + Cy 2 + Dx + Ey + F = 0}
we may assume without loss of generality that C = 0. In this case it is easy to verify that B n := {1, x, x 2 , . . . , x n } ∪ y{1, x, x 2 , . . . , x n−1 }, of dimension 2n + 1, is a basis for P n (V ), and n = n(n + 1). It is known that lim n→∞ V (B n , K) 1/ n exists, where K ⊂ V is a compact set (see [4, Theorem 6.7] ).
For an explicit example, it is reasonable to consider the case of a set in a variety that is the graph above the unit circle, i.e., a set K of the form K = {(x, y) ∈ C 2 : |x| = 1, y = A(x)}. We first give a formula for the associated Vandermonde determinant evaluated at points over the roots of unity. Proposition 1.1. Suppose that A(z) = ∞ j=0 a j z j has radius of convergence strictly greater than 1. Consider the basis of bivariate polynomials B n := {1, x, x 2 , . . . , x n } ∪ y{1, x, x 2 , . . . , x n−1 } = {b j (x, y) : 0 ≤ j ≤ 2n} (say) and the 2n + 1 points
where ω := exp(2πi/(2n + 1)) is the (2n + 1)−th principal root of unity. Further, let
be the univariate polynomial of degree at most 2n that interpolates A(z) at the points of X n . Consider the associated (bivariate) Vandermonde determinant
Proof. First note that since Q 2n (z) is the interpolant of A(z) at the nodes {1, ω, ω 2 , . . . , ω 2n },
Hence vdm(B n ; X n ) = vdm(B n ; X n ).
Further, note that at the points of X n the values of the basis functions are those of the functions
Hence vdm(B n ; X n ) = vdm( B n ; X n ).
Now consider an element of B n of the form
Hence, at one of the roots of unity, ω s , we have
Then extending the definition of the coeffcients q k cyclically, i.e., setting q m = q k for m ≡ k, mod (2n + 1), and using the fact that ω s is a (2n + 1)−th root of unity, we obtain
In other words, x r Q 2n (x) agrees with
where − → q (r) := (q r , . . . , q 2n , q 0 , . . . , q r−1 ) is the vector (q 0 , q 1 , . . . , q 2n ) of coefficients of Q 2n (x) permuted cyclically r times to the right.
It follows that vdm(B n ; X n ) = vdm(B n ; X n ) where
2n (x), . . . , Q (n−1) 2n } and
Now, the transition matrix, in block form, from {1, x, x 2 , . . . , x 2n } (the standard basis of P 2n (C)) to the basis B n is
where I n+1 ∈ R (n+1)×(n+1) is the identity matrix. We easily see that
(the Toeplitz form). Inverting the rows we get 
and we may actually conclude that
The following explicit formula for an interpolating polynomial of an analytic function at the roots of unity will be of use to us. Proof. We calculate, for 0 ≤ r ≤ m − 1,
Now, writing i = mj + k for j ≥ 0 and 0 ≤ k ≤ m − 1, we obtain
i.e., p m (z) and A(z) have the same values at the roots of unity. 
n×n is the classical Hilbert matrix. It is known that
j=1 j! from which one may easily conclude that
One might notice that the limit 1/4 is the transfinite diameter (also the logarithmic capacity) of the interval [0, 1]. This is not by coincidence. Indeed, for the Hilbert matrix,
. . , x n−1 }; dx), the Gram matrix of the basis {1, x, x 2 , . . . , x n−1 } with respect to Lebesgue measure on [0, 1] . Recall that for a basis {e 1 , . . . , e n } of P n−1 (C) and finite Borel measure µ on C, G n = G n ({e 1 , . . . , e n }, µ) is the n × n matrix whose (i, j)−th entry is
It is a basic fact that, for a measure µ with support S(µ) = K ⊂ C sufficiently regular,
Indeed, this is the topic of the recent paper by Bloom, [1] . We give a summary of the important facts.
First, let p 0 , p 1 , . . . be the monic orthogonal polynomials (with deg(p n ) = n) with respect to the measure µ. Stahl and Totik [11] say that the measure is regular (class
Bloom then proves (his Thm. 1.2) that µ is regular in this sense if and only if
For the example of Lebesgue measure on [0, 1] the orthogonal polynomials are p n (x) = C n P n (2x − 1) where P n (x) are the classical Legendre polynomials and C n is the appropriate normalization constant. Indeed, it is easy to check that
and we have Stahl-Totik regularity. From Bloom's theorem we then have that
as we saw by direct calculation. It is worth noting that Stahl and Totik [11, Thm. 3.2.3] show, that when K is regular for the exterior Dirichlet problem, µ is of class Reg iff the uniform norm of a polynomial on K is subexponentially equivalent to its L 2 (µ) norm. Specifically, iff
Sometimes this latter condition is referred to as the Bernstein-Markov property. Stahl and Totik [11, Theorem 4.1.1] give the following sufficient condition for a measure to be in Reg, generalizing that given by Erdös and Turán for the interval [−1, 1]. Proposition 1.4. Suppose that K ⊂ C is compact and regular for the exterior Dirichlet problem. If dµ is a measure such that
where dµ K is the equilibrium measure for K, then dµ ∈ Reg.
2. The Goluzin-Pólya and Heine Integral Formulas. Goluzin [7, p. 307 ] (cf. Edrei [6, (2,29) ]) gives a remarkable integral formula for Hankel determinants. Specifically, suppose that E ⊂ C is compact and that B denotes the component of the complement of E that contains ∞. Suppose further that f (z) is regular in B and has the expansion
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Hankel matrix generated by
Here vdm(z 1 , . . . , z n ) = 1≤i<j≤n (z j − z i ) denotes the classical univariate Vandermonde determinant and γ ⊂ B is a closed Jordan curve that encloses E. As a consequence of this formula we have the following, first proved by Pólya in 1928.
Theorem 2.1. (Pólya [9] but see also [7, Thm. 3, p . 305]) Under the above assumptions on E and f (z), lim sup
We are interested in when the limit exists (and is equal to cap(E)). Suppose then that F (z) is the (shifted) generating function of the moments of a measure µ supported on a real interval E = [a, b], i.e.,
and
which, by analytic continuation, are valid for z ∈ B. In other words, f (z) is the Cauchy transform of the measure µ. Inserting this formula for f (z) in the Goluzin-Pólya formula (2), we obtain The problem of telling whether or not a generating function is indeed the moment generating function of a measure is known as the Classical Hausdorff Moment problem and has been much studied. 
Of special interest to us is the following: For more on Pick functions see the monograph by Donoghue [5] .
Example 1 Continued. As noted, here F (z) = − log(1 − z). It is elementary to check that F (z) is indeed a Pick function, analytic on (−∞, 1), confirming the fact that its coefficient sequence (1, 1/2, 1/3, . . .) is the moment sequence for a (probability) measure supported on [0, 1]. Which precise measure µ is given by the following recipe (cf. [8, equation (9)
For this example
Then f (z) = F (1/z) = e 1/z − 1 is regular outside the (polar) set E = {0}, with cap(E) = 0. Hence, by the Pólya Theorem 2.1, lim sup n→∞ |det(H n )| 1/n 2 ≤ 0 and thus
It is interesting to note that there is also a simple closed formula for the determinant.
Lemma 2.6. For the above Hankel matrix,
the Vandermonde determinant with basis {p 1 , p 2 , . . . , p n } and points (n, n+1, . . . , 2n−1), in this precise order. Since the polynomials p j are monic, we may replace the basis
In fact, the sign can easily determined to be (−1) n/2 .
From this formula it can be directly verified that indeed lim n→∞ |det(
But one may also calculate that
Of relevance is the following theorem of Wilson in 1935, [12] .
Theorem 2.7. If f (z) has only poles and a single essential singularity of order ρ, then lim sup
Example 3 A simple way of generating examples is to choose a priori a measure µ and then calculate the generating function F (z) from (3). For example, consider
. This measure is a special case of a Jacobi measure and hence is (easily) verified to be in the Stahl-Totik class Reg. By elementary means we may calculate
where the branch of the square root is chosen to be positive on the positive real axis.
As it must be, F (z) is a Pick function, analytic on (−∞, 1), and since the measure is in the class Reg, by Proposition 2.2,
Interestingly, also in this case one can give an explicit simple formula for det(H n ).
Proof. First note that if we set D ∈ R n×n to be the diagonal matrix with
We note that
Now consider the lower triangular matrix L ∈ R n×n given by
Note that the diagonal elements of L are
and hence det(L) = 1.
We claim that LA n = U where U ∈ R n×n is an upper triangular matrix with diagonal U ii = 1, 1 ≤ i ≤ n. From this it follows immediately that det(A n ) = 1. To show this we must prove that (a) (LA n ) ij = 0 for j < i, and (b) (LA n ) ii = 1, 1 ≤ i ≤ n.
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To see (a) we calculate, for 1 ≤ j < i ≤ n,
is a polynomial of degree at most i − 2 in k. Indeed,
.
Hence,
But the denomiator divides into the numerator as for each factor of the denominator, twice that factor is present in the numerator. If follows that p ij (k) is indeed a polynomial in k with degree
as claimed.
With this notation, we have, for 1 ≤ j < i ≤ n, For the diagonal case (b), as before, we may write
However, p i (k) is no longer a polynomial in k. In fact, in this case,
Again, for the expression in parentheses, the denominator divides into the numerator so that p i (k) is a rational function of the form
where p i (k) is a polynomial of degree i − 1 in k.
Dividing, we get, as k = −i is the root of the denominator,
with q i (k) a polynomial of degree i − 2 in k (identically zero for i = 1).
Hence, we have
We may calculate
It remains to evaluate the divided difference
To do this, note that this divided difference is the leading coefficient of the polynomial (of degree i − 1) that interpolates the function 1/(x + i) at the nodes x = 0, 1, 2, . . . , (i − 1). Let P i−1 (x) denote this polynomial. We must have 1
for some constant C. Multiplying by x + i we obtain
Evaluating at x = −i we get
But, the leading coeffcient of P i−1 (x) is −C and hence
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Consequently,
3. Some Simple Transformation Rules. Recall that for a generating function
We will use the notation H n (f ) to denote the n × n Hankel matrix generated by f (or F ), (H n (f )) ij := a i+j−1 .
For r ∈ Z + we may consider the shifted series
a k+r z k and associated shifted Hankel matrix H n (f r ) ∈ C n×n with entries (H n (f r )) ij = a i+j+r−1 .
Edrei [6, p. 31] gives the following (among others) basic transformation rules.
Proposition 3.1. We have
In particular, item 4. shows that, in general, lim n→∞ |det(H n (f ))| 1/n 2 need not exist.
Example 4. In Example 3 we considered
By item 2 above, we have
There is another simple transformation rule that will be of some use to us.
Here f 1 (z) denotes the shifted generating function defined above.
Proof. Now
Hence H n (g) is a "checkerboard" matrix with alternating entries 0. For n = 2k, it has the form
By interchanging rows and columns it may be put in the form
from which the result follows immediately. The computation for n = 2k−1, odd, is similar and so we do not include it.
In this context the shifted Hankel matrices H(f r ) arise naturally. Edrei has shown that
i.e., the lim sups are the same for all r ∈ Z + .
Note that it is necessary to use a lim sup as the limit, as noted above, may not exist. However, in the case when F (z) is the generating function for a measure µ ∈ Reg supported on an interval, we may prove the same result for limits.
The proof is a straightforward application of Bloom's result, Proposition 2.2. First, note that if
In other words, f 1 (z) is the moment generating function of the measure x dµ(x) and, more generally, f r (z) is the moment generating function of the measure x r dµ(x).
Lemma 3.4. Suppose that the measure dµ(x) ∈ Reg with support [0, 1]. Then for r ∈ Z + , the measure x r dµ(x) is also in Reg.
Proof. Clearly it suffices to prove this for r = 1. To this end, let
and B n := sup
We will verify the Bernstein-Markov condition (1) for the measure xdµ(x), i.e., that lim n→∞ A 1/n n = 1, using the hypothesis that lim n→∞ B 1/n n = 1.
For an upper bound, let
Since (by the Erdös-Turán condition) the measure x 2 dx is in Reg,
Now, for deg(P ) ≤ n,
as deg(xP (x)) ≤ n + 1. But,
and, taking supremums, A n ≤ C n B n+1 . In summary, we have shown that
from which it follows easily that lim n→∞ A 1/n n = 1.
Hence by Proposition 2.2, we have 
= cap(E) = 1/4 = 1/2. Further, let g(z) = zf (z 2 ) and
The function √ 1 − z 2 has an expansion (about 0) of the form
with odd coefficients a 2j−1 = 0, j = 1, 2, · · · . Hence
It follows from Proposition 3.6 that
We may also use the second Edrei transformation rule and consider, for R > 0,
If we then expand
It follows that
We note that the determinants of this example are of the same form as appear in Proposition 1.1.
Asymptotics of Vandermonde Determinants for Points on a Quadratic
Curve. Consider a general non-degenerate quadratic curve in C 2 . After a rotation of coordinates (if necessary), its defining equation may be put in the form
After a further complex rescaling and translation it may be reduced to one of two forms:
We first consider Case 1: y 2 + x = R where we take R > 1 and let K = {(x, y) ∈ C 2 : |x| = 1, y = √ R − x}, where the branch of the square root is taken to be the one positive on the positive real half-line. K is just the compact set on the "upper" sheet of the curve lying above the unit circle.
be the polynomial of degree 2n which interpolates A(z) at the (2n + 1)−th roots of unity.
Recall that in Proposition 1.1 (with the same notation) we established that for the Vandermonde determinant with bivariate basis B n at the 2n + 1 points X n , |vdm(B n ; X n )| = (2n + 1) In other words,
where M k is the moment with repsect to the measure dµ n (x).
Note that dµ(x) ≤ dµ n (x) ≤ R
