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Abstract
In this paper a wide class of matrices is considered, containing idempotent, involutory,
nilpotent and several other types of matrices. Extending an approach considered by Radjavi
and Rosenthal [H. Radjavi, P. Rosenthal, On commutators of idempotents, Linear Multilinear
Algebra 50 (2) (2002) 121–124], we investigate the set Q(P) of square matrices A ∈ Cn×n
satisfying the equationA2 = αA+ βP for some complex numbers α and β and for some n× n
nonzero complex idempotent matrix P such the AP = PA = A. Special attention is paid to
the Moore–Penrose and group inverse of matrices belonging to Q(P).
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1. Introduction
LetA ∈ Cn×n be an n× n complex matrix and letP ∈ Cn×n be an n× n complex
idempotent matrix such that AP = PA = A.
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Suppose that for some complex numbers α, γ , where γ /= 0, the transformed
matrix C = γ−1(A− α2P) is a (generalised) involutory matrix satisfying C
2 = P,
then the matrixA fulfils the quadratic equationA2 = αA+ βP, where β = γ 2 − α24 .
Similarly, for some complex numbers λ,µ, where µ /= 0, suppose that the trans-
formed matrixD = µ−1(A− λP) is idempotent, then the matrixA again satisfies the
quadratic equationA2 = αA+ βP, where α = 2λ+ µ and β = −λ2 − λµ. In either
case we have to consider the setQ(P)of square matricesA ∈ Cn×n satisfying the equa-
tionA2 = αA+ βP for some complex numbers α and β and for some n× n complex
idempotent matrix P such that AP = PA = A for all A ∈ Q(P). Following [5] we
call Q(P) the set of generalized quadratic matrices with respect to P. Note that these
authors restricted their analysis to the case P = In. A subclass of Q(In) was investi-
gated by Aleksiejczyk and Smoktunowicz [1], whereA satisfies the quadratic equation
(A− pIn)(A− qIn) = 0, with p, q ∈ C.
Clearly the class of Q(P) contains P, 0n×n and ab
∗ for vectors a, b,∈ C. Further
more, Q(P) contains the following subclasses:
idempotent matrices A2 = A (α = 1, β = 0),
generalized involutory matrices A2 = P (α = 0, β = 1),
nilpotent matrices A2 = 0n×n (α = 0, β = 0),
skew-idempotent matrices A2 = −A (α = −1, β = 0),
generalized skew-involutory matrices A2 = −P (α = 0, β = −1),
where the terms “involutory” and “skew-involutory” are here generalized to the case
P /= In.
Obviously,A ∈ Q(P) if and only ifA∗ ∈ Q(P∗)whereA∗ andP∗ are the conjugate
transpose of A and P, respectively. Furthermore, if A ∈ Q(P), the γA+ δP belongs
to Q(P), where γ and δ are arbitrary complex numbers.
Observe also that UAU0 ∈ Q(P) if A ∈ Q(P), where U and U0 are matrices from
Cn×n satisfying UU0 = U0U = P.
Finally it should be noted that for A ∈ Q(P), the representation A2 = αA+ βP
is not unique. For instance, for A = In and P = In we have A
2 = 1 · A+ 0 · In =
0 · A+ 1 · In. In the sequel we will derive more properties of the class Q(P).
2. Results
When A2 = αA+ βP, it is easy to verify that
(i) A3 = (α2 + β)A+ αβP
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(ii) A4 = α(α2 + 2β)A+ β(β + α2)P
(iii) A5 = (α4 + 3α2β + β2)A+ αβ(α2 + 2β)P,
provided AP = PA = A.
Hence one may believe that An+1 = αnA+ βnP for some constants αn and βn
from C, depending on n. This is confirmed in our first major result.
Theorem 1. For A ∈ Q(P), i.e. A2 = αA+ βP for some complex constants α and
β, we have
A
n+1 = αnA+ βnP,
where n ∈ N, α1 = α, β1 = β and
αn+1 = ααn + βn,
βn+1 = βαn.
Proof. By induction. The assertion is true for n = 1. Assume that the following
identity is valid:
A
n+1 = αnA+ βnP.
We have to show An+2 = αn+1A+ βn+1P. This follows from
A
n+2 = AAn+1 = A(αnA+ βnP) by assumption, and thus
A
n+2 = αnA2 + βnAP = αn(αA+ βP)+ βnA
= (ααn + βn)A+ βαnP
= αn+1A+ βn+1P. 
Furthermore, each power ofA ∈ Q(P) again belongs to this class, as our next theorem
demonstrates.
Theorem 2. A ∈ Q(P) implies Ak ∈ Q(P) for every k ∈ N.
Proof. We have to show that A2k = λAk + µP for some scalars λ and µ. From
Theorem 1 it follows that
A
2k = α2k−1A+ β2k−1P
A
k = αk−1A+ βk−1P
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Case 1: αk−1 = 0. Then Ak = βk−1P and consequently A2k = (βk−1)2P.
(i) βk−1 = 0.
This implies Ak = 0 and hence A2k = 0 · Ak + 0 · P.
(ii) βk−1 /= 0.
Then we get P = 1
βk−1A
k
and thus A2k = βk−1Ak + 0 · P.
Case 2: αk−1 /= 0.
This yieldsA = 1
αk−1 [A
k − βk−1P] so thatA2k = α2k−1αk−1 [A
k − βk−1P] + β2k−1P =
λA
k + µP with λ = α2k−1
αk−1 and µ = β2k−1 −
α2k−1βk−1
αk−1 . 
As a consequence of our preceding results we may state that for any set of complex
numbers k0, k1, . . ., km, the finite order polynomial
κ(A) = κmAm + κm−1Am−1 + · · · + κ1 A+ κ0P
may be expressed in linear form as









κjβj−1 + κ0. (2.3)
Further, this linear function necessarily satisfies κ(A) ∈ Q(P), i.e.
[κ(A)]2 = ρκ(A)+ σP,
for some constants ρ and σ .
The system of difference equations from Theorem 1 characterizing αn and βn can
be simplified to the difference equation
αn+2 − αn+1α − αnβ = 0. (2.4)
Once αn is determined, by the identity βn = βαn−1 we obtain the solution for βn.
The characteristic equation belonging to (2.4) is given by Goldberg [3, cf. Sec. 5.12]
λ2 − αλ− β = 0, (2.5)
with solutions λ1 = α2 + γ and λ2 = α2 − γ , where γ is one square root of α
2
4 + β.
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Case 1: γ /= 0. Then αn = c1λn1 + c2λn2, with c1 = λ12γ and c2 = − λ22γ where use










)n + c2n(α2 )n, where α1 = α and α2 = α2 + β.
Thus we get c1 = 1 = c2 such that





The constant γ also plays an important role when the eigenvalues of A ∈ Q(P)
have to be determined.
Theorem 3. If A ∈ Q(P), then λ0 = 0, λ1 = α2 + γ and λ2 = α2 − γ are potential
eigenvalues of A.
Proof. Since A2 = αA+ βP we get by multiplication with A:
A
3 = αA2 + βPA = αA2 + βA. Thus, if λ is an eigenvalue of A we must have
λ3 = αλ2 + βλ. Solving for λ yields λ0 = 0, λ1,2 = α2 ± γ as possible eigenvalues
of A. 
It should be noted, however, thatA does not necessarily have λ0, λ1 or λ2 as eigen-
values. Take A = I ∈ Q(I), then λ = 1 is the only eigenvalue of A (with multiplicity
n). We may write A2 = 12A+ 12 I, consequently λ1 = 1 and λ2 = − 12 , but λ2 is not
an eigenvalue of A.
Consider now the problem of finding a generalized inverse (short: g-inverse) B of
a matrix A ∈ Q(P), i.e. ABA = A. For convenience, we let B ∈ Q(P).
Theorem 4. Let A ∈ Q(P) such that A2 = αA+ βP and B = λA+ µP. Then
ABA = A if and only if
(i) β = 0 and λα2 + µα = 1
or
(ii) β /= 0, λ = 1
β
and µ = −α
β
.
Proof. It is readily established that
ABA= λA3 + µA2
= λβA+ (λα + µ)(αA+ βP)
= [λβ + α(λα + µ)]A+ β(λα + µ)P.
R.W. Farebrother, G. Trenkler / Linear Algebra and its Applications 410 (2005) 244–253 249
Then the condition ABA = A gives the asserted equivalence. 
Especially, ifP = I andβ /= 0,A is nonsingular with inverseA−1 = β−1(A− αI).
Theorem 5. If A ∈ Q(I) is nonsingular, then A−1 ∈ Q(I).











On the other hand,
1
β





















so that A−1A−1 = α1A−1 + β1I, where α1 = −αβ and β1 = − 1β . 
Observe also that in the case of β = 0 and α /= 0, every g-inverse provided by
Theorem 4 belongs to Q(P). Namely, let G = λA+ µP such that λα2 + µα = 1.
Then GG = (λ2α + 2λµ)A+ µ2P. Consequently, for G ∈ Q(P) we must have
A(λ2α + 2λµ)+ µ2P = α2(λA+ µP)+ β2P
for some constants α2 and β2. For this to hold we require
α2λ = λ2α + 2λµ,
α2µ+ β2 = µ2.
The preceding system, however, always has a solution (α2, β2) for all given α, λ
and µ such that λα2 + αµ = 1. In the case of λ /= 0 this solution is unique.
There is also a close connection betweenQ(P) and the set of all idempotent matrices
P.
Theorem 6. Let A ∈ Q(P) such that η2 = 4β + α2 /= 0. Then ρA+ σP ∈ P where
ρ = η−1 and σ = 12 (1 − ρα).
Proof. (ρA+ σP)(ρA+ σP)= ρ2A2 + 2ρσA+ σ 2P= ρ2(αA+ βP)+ 2ρσA+
σ 2P = A(αρ2 + 2ρσ)+ P(σ 2 + ρ2β).
Now it follows that
αρ2 + 2ρσ = ρ(αρ + 1 − ρα) = ρ
and
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σ 2 + ρ2β = 1
4
(1 − 2ρα + ρ2α2)+ ρ2β
= 1
4









Consequently, ρA+ σP is idempotent. 
Note that since the matrix ρA+ σP of the preceding theorem is idempotent we
have r(ρA+ σP) = tr(ρA+ σP) = ρtr(A)+ σ tr(P) = ρtr(A)+ σr(P), where
tr(·) denotes the trace of a matrix.
We observe that if η2 = 4β + α2 = 0, then A has α/2 as its only nonzero single
eigenvalue. This follows from Theorem 3. By direct computation, it is seen that in
this case 2A− αP is nilpotent.
Theorem 6 permits a nice representation for matrices from Q(I) for which η /= 0.
We use the following result.
Lemma 1 [4]. If L is an idempotent matrix with complex entries, then there exists a









Here Ir denotes the r × r identity matrix with r being the rank of L.
Using the notation of Theorem 5 we may state the following result.
Theorem 7. Let A ∈ Q(I) such that η2 = 4β + α2 /= 0. Then there exists a unitary
matrix U and a matrix K such that
A = ηU
(






where r = r(ρA+ σ I), ρ = η−1 and σ = 12 (1 − ρα).
Proof. From Theorem 6 it follows that








where r = r(ρA+ σP). Hence we get
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Table 1
Values of ρ and σ
Matrix type ρ σ
Idempotent matrices 1 0
Generalized involutory matrices 12
1
4
Skew-idempotent matrices 1 1



























Table 1 contains the values of ρ and σ for some matrix types belonging to Q(I).
Nilpotent matrices are not mentioned since for them η = 0.
From Theorem 7 it follows that for A ∈ Q(I) and η /= 0 we have
det(A) = ηn(1 − σ)r(−σ)n−r .












where C = (Ir + KK
∗
)−1 and D = K∗C.
This can easily be shown by verifying the four conditions of the MP-inverse.
Let us now consider the problem of finding a group inverse of A ∈ Q(P). As is
well known, a square matrix has a group inverse A# if and only if r(A) = r(A2) (see
[2, p. 156]).
Theorem 8. Let A ∈ Q(P), A /= 0 such that A2 = αA+ βP. Then A has a group
inverse A# unless α = β = 0.
Proof. Since A ∈ Q(P) we have PA = A which implies thatR(A) ⊂ R(P), where
R(·) denotes the range (column space) of a matrix.
Case 1: β /= 0
Then βP = A(A− αIn) and consequentlyR(P) ⊂ R(A) implying r(A) = r(P).
Thus for any A ∈ Q(P), A2 = αA+ βP with β /= 0, we have r(A) = r(P). On the
other hand it follows thatA2A2 = A4 = (α2 − 2β)A2 − β2P so that by−β2 /= 0 we
have r(A2) = r(P), and hence r(A) = r(A2).
Case 2: β = 0, α /= 0
Then A2 = αA, and obviously r(A2) = r(A). 
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Observe that in the case A2 = 0. which corresponds to α = β = 0, it follows that
r(A
2
) /= r(A), i.e. a nonzero nilpotent matrix has no group inverse.
Alternatively, the group inverse of a matrix A can be characterized as the unique
solutionA# of the equationsAA#A = A,A#AA# = A# andAA# = A#A. It is readily
established that for A ∈ Q(P), A2 = αA+ βP, unless α = 0 and β = 0 the group








P if β /= 0,
1
α2
A if β = 0, α /= 0
(cf. Theorems 4 and 8). Hence A# ∈ Q(P). Note that
AA
# = A#A =
{
P if β /= 0,
1
α
A if β = 0, α /= 0.
This shows that for β /= 0 and Hermitian matrix P the group inverse of A coincides
with its Moore–Penrose inverse.
The proof of the preceding result has shown that in the presence of P, i.e. A2 =
αA+ βP with β /= 0 we have r(A) = r(P). Thus, since P is an idempotent matrix,
we cannot expectA to be nonsingular when P is distinct from the identity matrix (see
Theorem 5).
Finally, we investigate under which conditions products, sums and differences of
members of Q(P) again belong to this class.
Theorem 9. Let A,B ∈ Q(P) such that
A
2 = αA+ βP,
B
2 = ϕB+ ψP,
AP = PA = A, BP = PB = B.
Then the following two conditions are sufficient for AB ∈ Q(P):
(i) µAB+ νP = BA
(ii) αψA+ βϕB = 0.
Proof
(AB)2 = ABAB = A(µAB+ νP)B
= µA2B2 + νAB = µ(αA+ βP)(ϕB+ ψP)+ νAB
= µ(αϕAB+ βψP)+ νAB
= α∗AB+ β∗P,
with α∗ = ν + αµϕ and β∗ = βµψ . 
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Note that if A, B and AB ∈ Q(P) such that ABAB = λAB+ µP implies BA ∈
Q(P) with the same parameters λ and µ provided A#A = P. This follows from mul-
tiplication of ABAB = λAB + µP on the left by A# and on the right by A.
Theorem 10. Let A, B ∈ Q(P) such that
A
2 = αA+ βP
B
2 = ϕB+ ψP
AP = PA = A, BP = PB = B.
Then each set of the following conditions is sufficient for A+ B ∈ Q(P ):
(i) AB+ BA = µA+ µB+ νP, for some constants µ and ν, α = ϕ,
(ii) AB+ BA = µP, for some constant µ, α = ϕ,
(iii) AB = A, BA = A, ϕ = α + 2,
(iv) AB = A, BA = B, α = ϕ,
(v) AB = B, BA = A, α = ϕ,
(vi) AB = B, BA = B, α = ϕ + 2.
Proof. (A+ B)2 = A2 + AB+ BA+ B2 = αA+ φB+ AB+ BA+ (β + ϕ)P.
From this sufficiency of each condition (i)–(vi) follows. 
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