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（ 続紙 １ ）                             
京都大学 博士（情報学） 氏名 王 荀 (Wang Xun) 
論文題目 
Entity-Centric Discourse Analysis and Its Applications 
(エンティティに注目した談話解析とその応用) 
（論文内容の要旨） 
   
   This dissertation presents an entity-centric view of discourse analysis and 
investigates its applications in several important tasks including automatic 
summarization, reading comprehension and machine translation. The entity-
centric view regards entities as the core of discourse and all other parts of 
discourse are elaborated around entities. The theoretical background and the 
method of entity-centric discourse analysis are explained in this dissertation. 
The contents of this dissertation are organized into 8 chapters. 
 
   Chapter 1 introduces discourse analysis and provides an overview of the 
proposed entity-centric method. An outline of this dissertation is also included. 
   Chapter 2 discusses the history and development of discourse analysis, in 
particular, the theoretical development of discourse analysis. Concise 
introductions to two important theories – structuralism and generative 
grammar – are presented. The two theories have had huge impacts on discourse 
analysis, and they serve as the theoretical guidelines of the entity-centric 
method. The motivation for using the proposed entity-centric method is also 
explained. 
   Chapter 3 and Chapter 4 discuss how to learn word representations and how 
to discover hidden entities in discourse. They serve as the basis of the entity-
centric representation for discourse. 
   Chapter 3 presents the work on learning word embedding. As pointed out in 
structural linguistics, discourse is a system composed by elements that are 
defined by their mutual interactions. This work organizes discourse into a tree, 
and nodes in the tree are regarded as being decided by their siblings and their 
parents. Words of discourse are connected via their common ancestors in the 
tree.  This method thus remedies the problem of existing work, which focuses 
only on neighboring words and ignores relationships between distant words.  
   Chapter 4 describes the work on discovering hidden nominal words. According 
to generative grammar, discourse, as is observed, distorts from its original form 
– the deep structure. The deep structure contains underlying information that is 
not explicit to computers but vital for discourse analysis. The hidden nouns are 
part of the unobserved information. A neural network approach, which uses 
tree-based features, is proposed to detect those hidden nouns in discourse. 
Experiments on Chinese Treebank show the effectiveness of the proposed model. 
When evaluated by F-1 scores, a significant improvement of more than 10 points 
is achieved, as compared to previous work. 
   Chapter 5, 6 and 7 discuss applications of the entity-centric discourse 
analysis. 
   In Chapter 5, an entity-graph-based summarization system is demonstrated. 
It is assumed that entities not only carry information but also connect sentences 
to form coherent passages. A good extractive summary can be constructed by 
selecting a sequence of sentences which contains continuous appearances of 
important entities. An objective function based on entities is developed 
  
accordingly. Experiments demonstrate that the extracted summaries are both 
informative and coherent. 
   In Chapter 6, an entity-based memory network model is developed for reading 
comprehension tasks. Information conveyed by discourse is represented using its 
containing entities.  All the entities in a piece of discourse construct a memory 
pool. The incoming question is answered according to the most related entities 
in the memory. It is also shown that the proposed model can be easily applied to 
tasks other than reading comprehension. An increase of about 2 points is 
obtained compared with previous work when tested on a classification task. 
   In Chapter 7, the entity-centric analysis of discourse is used for machine 
translation. A sentence is decomposed into entities and relations, which are 
translated separately. The meanings of entities are concrete and stable. But 
relations are abstract and volatile. Two translation models are trained 
separately, one for entities and the other for relations. The translated entities 
and relations are then used together to generate the target sentence. 
   In Chapter 8, a conclusion of the entity-centric discourse analysis method is 










































 更に、試問の結果の要旨（例えば「平成 年 月 日論文内容とそれに関連した 
 口頭試問を行った結果合格と認めた。」）を付け加えること。 
Webでの即日公開を希望しない場合は、以下に公開可能とする日付を記入すること。 
要旨公開可能日：     年   月   日以降
