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The construction of a large class of distributed systems can
be simpliﬁed by leveraging middleware, which is layered
between network operating systems and application com-
ponents. Middleware resolves heterogeneity, and facilitates
communication and coordinationof distributed components.
Existing middleware products enable software engineers to
build systems that are distributed across a local-area net-
work. State-of-the-artmiddleware research aims to push this
boundary towards Internet-scale distribution, adaptive and
reconﬁgurable middleware and middleware for dependable
and wireless systems. The challenge for software engineer-
ing research is to devise notations, techniques, methods and
tools for distributed system construction that systematically
build and exploit the capabilities that middleware deliver.
1 INTRODUCTION
Various commercial trends have lead to an increasing de-
mand for distributed systems. Firstly, the number of mergers
between companies is continuing to increase. The different
divisions of a newly merged company have to deliver uni-
ﬁed services to their customers and this usually demands an
integration of their IT systems. The time available for de-
livery of such an integration is often so short that building
a new system is not an option and therefore existing system
components have to be integrated into a distributed system
that appears as an integrating computing facility. Secondly,
the time available for providing new services are decreas-
ing. Often this can only be achieved if components are pro-
cured off-the-shelf and then integrated into a system rather
than built from scratch. Components to be integrated may
have incompatiblerequirementsfor their hardwareand oper-
atingsystem platforms;theyhavetobe deployedondifferent
hosts, forcing the resulting system to be distributed. Finally,
the Internet providesnew opportunitiesto offer productsand
services to a vast number of potential customers. In this set-
ting, it is difﬁcult to estimate the scalability requirements.
An e-commerce site that was designed to cope with a given
number of transactions per day may suddenly ﬁnd itself ex-
posed to demand that is by orders of magnitude larger. The
required scalability cannot usually be achieved by central-
ized or client-server architectures but demands a distributed
system.
Distributed systems can integrate legacy components, thus
preserving investment, they can decrease the time to mar-
ket, they can be scalable and tolerant against failures. The
caveat, however,is that the constructionof a truly distributed
systems is considerably more difﬁcult than building a cen-
tralized or client/server system. This is because there are
multiple points of failure in a distributed system, system
components need to communicate with each other through
a network, which complicates communication and opens the
door for security attacks. Middleware has been devised in
order to conceal these difﬁculties from application engineers
as much as possible; As they solve a real problem and sim-
plify distributed system construction, middleware products
are rapidly being adopted in industry [6].
In order to build distributed systems that meet the require-
ments, software engineers have to know what middleware is
available, which one is best suited to the problems at hand,
and how middleware can be used in the architecture, design
and implementation of distributed systems.
The principal contribution of this paper is an assessment of
both, the state-of-the-practice that current middleware prod-
ucts offer and the state-of-the-art in middleware research.
Softwareengineersincreasinglyuse middlewareto builddis-
tributed systems. Any research into distributed software en-
gineering that ignores this trend will only have limited im-
pact. We, therefore, analyze the inﬂuence that the increasing
use of middleware should have on the software engineering
research agenda. We argue that requirements engineering
techniques are needed that focus on non-functional require-
ments, as these inﬂuence the selection and use of middle-
ware. We identify that software architecture research should
produce methods that guide engineers towards selecting the
right middleware and employing it so that it meets a set of
non-functional requirements. We then highlight that the use
of middleware is not transparent for system design and that
design methods are needed that address this issue.This paper is further structured as follows. In Section 2,
we discuss some of the difﬁculties involved in building dis-
tributed systems and delineate requirements for middleware.
In Section 3, we use these requirementsto attempt an assess-
ment of the support that current middleware products pro-
vide for distributed system construction. We then present an
overview of ongoing middleware research in Section 4 in or-
der to provide a preview of what future middleware products
might be capable of. In Section 5, we delineate a research
agenda for distributed software engineering that builds on
the capabilities of current and future middleware and con-
clude the paper in Section 6.
2 MIDDLEWARE REQUIREMENTS
Inthissection,wereviewthedifﬁcultiesthatariseduringdis-
tributed system construction. We argue in this section that it
is too expensive and time consuming if application design-
ers have to resolve these problems by directly using network
operating system primitives. Instead they require a middle-
ware that provides higher-level primitives. This approach to
distributed system construction with middleware is sketched
in Figure 1.
Figure 1: Middleware in Distributed System Construction
Thus middleware is layered between network operating sys-
tems and application components [13]. Middleware facil-
itates the communication and coordination of components
that are distributed across several networked hosts. The aim
of middleware is to provide application engineers with high-
level primitives that simplify distributed system construc-
tion. The idea of using middleware to build distributed sys-
tems is comparable to that of using database management
systems when building information systems. It enables ap-
plication engineers to abstract from the implementation of
low-level details, such as concurrency control, transaction
management and network communication, and allows them
to focus on application requirements.
Network Communication
As shown in Figure 1, the different components of a dis-
tributedsystemmayresideondifferenthosts. Inorderforthe
distributed system to appear as an integrated computing fa-
cility, the componentshave to communicate with each other.
This communication can only be achieved by using network
protocols, which are often classiﬁed by the ISO/OSI refer-
ence model [25]. Distributed systems are usually built on
top of the transport layer, of which TCP or UDP are good
examples. The layers underneath are provided by the net-
work operating system.
Different transport protocols have in common that they can
transmit messages between different hosts. If the commu-
nication between distributed systems is programmed at this
level of abstraction,applicationengineersneedto implement
session and presentation layer. This is too costly, too error-
prone and too time-consuming. Instead, application engi-
neers should be able to request parameterized services from
possibly more than one remote components and may wish
to execute them as atomic and isolated transactions, leaving
the implementation of session and presentation layer to the
middleware.
The parameters that a component requesting a service needs
to pass to a componentthat providesa service are oftencom-
plex data structures. The presentation layer implementation
of the middleware should provide the ability to transform
these complexdata structuresinto a format that can be trans-
mitted using a transport protocol, i.e. a sequence of bytes.
This transformation is referred to as marshalling and the re-
verse is called unmarshalling.
Coordination
By virtue of the fact that components reside on different
hosts, distributed systems have multiple points of control.
Components on the same host execute concurrently, which
leads to a need for synchronization when components com-
municate with each other. This synchronization needs to be
implemented in the session layer implementation provided
by the middleware.
Synchronization can be achieved in different ways. A com-
ponent can be blocked while it waits for another component
to complete execution of a requested service. This form of
communication is often called synchronous. After issuing a
request, a component can also continue to perform its opera-
tions and synchronize with the service providing component
at a later point. This synchronization can then be initiated
by either the client component (using, for example polling),
in which case the interaction is often called deferred syn-
chronous. Synchronization that is initiated by the server is
referred to as asynchronous communication. Thus, applica-
tionengineersneedsome basic mechanismsthat supportvar-
ious formssynchronizationbetween communicatingcompo-
nents.
Sometimes more than two componentsare involved in a ser-
vice request. These forms of communications are also re-
ferred to as group requests. This is often the case when more
thanonecomponentis interestedin eventsthatoccurin some
other component. An example is a distributed stock ticker
application where an event, such as a share price update,
needs to be communicated to multiple distributed display
components, to inform traders about the update. Although
the basic mechanisms for this push-style communication are
available in multi-cast networking protocolsadditional sup-
port is needed to achieve reliable delivery and marshalling
of complex request parameters.A slightly different coordination problem arises due to the
sheer number of components that a distributed system may
have. The components, i.e. modules or libraries, of a cen-
tralized application reside in virtual memory while the ap-
plication is executing. This is inappropriate for distributed
components for the following reasons:
￿ Hosts sometimes have to be shut down and components
hosted on these machines have to be stopped and re-
started when the host resumes operation;
￿ Theresourcesrequiredbyallcomponentsonahostmay
be greater than the resources the host can provide; and
￿ Dependingonthenatureoftheapplication,components
may be idle for long periods, thus wasting resources if
they were kept in virtual memory all the time.
For these reasons, distributed systems need to use a con-
cept called activation that allows for component executing
processes to be started (activated) and terminated (deacti-
vated)independentlyfromthe applicationsthat theyexecute.
The middleware should manage persistent storage of com-
ponents’ state prior to deactivation and restore components’
state during activation. Middleware should also enable ap-
plication programmers to determine the activation policies
that deﬁne when components are activated and de-activated.
Given that components execute concurrently on distributed
hosts, a server component may be requested from different
client components at the same time. The middleware should
support different mechanisms called threading policies to
control how the server component reacts to such concur-
rentrequests. Theservercomponentmaybesingle-threaded,
queue requests and process them in the order of their arrival.
Alternatively, the component may also spawn new threads
and execute each request in its own thread. Finally the com-
ponent may use a hybrid threading policy that uses a pool
with a ﬁxed number of threads to execute requests, but starts
queueing once there are no free threads in the pool.
Reliability
Network protocols have varying degrees of reliability. Pro-
tocols that are used in practice do not necessarily guarantee
that every packet that a sender transmits is actually received
by the receiver and that the order in which they are sent is
preserved. Thus, distributed system implementations have
to put error detection and correction mechanisms in place to
cope with these unreliabilities.
Unfortunately, reliable delivery of service requests and ser-
vice results does not come for free. Reliability has to be
paid for with decreases in performance. To allow engineers
to trade-off reliability and performance in a ﬂexible manner,
different degrees of service request reliability are needed in
practice.
For communication about service requests between two
components, the reliabilities that have been suggested in the
distributed system literature are best effort, at-most-once, at-
least-onceandexactly-once[13]. Best effortservicerequests
do not give any assurance about the execution of the re-
quest. At-most-once requests are guaranteed to execute only
once. It may happen that they are not executed, but then
the requester is notiﬁed about the failure. At-least-once ser-
vice requests are guaranteed to be executed, possibly more
than once. The highest degree of reliability is provided by
exactly-once requests, which are guaranteed to be executed
once and only once.
Additional reliabilities can be deﬁned for group requests. In
particular,theliteraturementionsk-reliability,time-outs,and
totally-ordered requests. K-reliability denotes that at least
K components receive the communication. Time-outs allow
the speciﬁcation of periods after which no delivery of the
request should be attempted to any of the addressed compo-
nents. Finally totally-ordered group communication denotes
that a request never overtakes a request of a previous group
communication.
The above reliability discussion applies to individual re-
quests. We can extend it and consider more than one re-
quest. Transactions [18] are important primitives that are
usedinreliabledistributedsystems. TransactionshaveACID
properties, which means they enable multiple request to be
executed in an atomic, consistency-preserving, isolated and
durable manner. This means that the sequence of requests
is either performed completely, or not at all. It enforces that
every completed transaction is consistent. It demands that
a transaction is isolated from concurrent transaction and, ﬁ-
nally that once the transaction is completed its effect cannot
be undone. Every middleware that is used in critical applica-
tions needs to support distributed transactions.
Reliability may also be increased by replicating compo-
nents [4], i.e. components are available in multiple copies
on different hosts. If one component is unavailable, for ex-
ample because its host needs to be rebooted, a replica on a
different host can take over and provide the requested ser-
vice. Sometimes components have an internal state and then
the middleware should supportreplication in such a way that
these states are kept in sync.
Scalability
Scalability denotes the ability to accommodatea growingfu-
ture load. In centralized or client/server systems, scalability
is limited by the load that the server host can bear. This can
be overcome by distributing the load across several hosts.
The challenge of building a scalable distributed system is
to support changes in the allocation of components to hosts
without changing the architecture of the system or the de-
sign and code of any component. This can only be achieved
by respecting the differentdimensions of transparency iden-
tiﬁed in the ISO Open Distributed Processing (ODP) refer-
ence model[24] in the architecture and design of the system.
Access transparency, for example demands that the way a
componentaccesses the services of another componentis in-dependent of whether it is local or remote. Another example
islocationtransparency,whichdemandsthatcomponentsdo
not know the physical location of the componentsthey inter-
act with. A detailed discussion of the different transparency
dimension is beyondthe scope of this paper and the reader is
referred to [13].
If components can access services without knowing the
physical location and without changing the way they request
it, load balancing mechanisms can migrate components be-
tween machines in order to reduce the load on one host and
increase it on another host. It should again be transparent
to users whether or not such a migration occurred. This is
referred to as migration transparency.
Replication can also be used for load balancing. Compo-
nents whose services are in high demand may have to exist
in multiple copies. Replication transparency means that it
is transparent for the requesting components, whether they
obtain a service from the master component itself or from a
replica.
The different transparency criteria that will lead to scalable
systems are very difﬁcult to achieve if distributed systems
are built directly on network operating system primitives.
To overcomethese difﬁculties, we demand from middleware
that they support access, location, migration and replication
transparency.
Heterogeneity
The componentsof distributed systems may be procuredoff-
the-shelf, may include legacy and new components. As a re-
sult they are often rather heterogeneous. This heterogeneity
comes in different dimensions: hardware and operating sys-
tem platforms, programming languages and indeed the mid-
dleware itself.
Hardware platforms use different encodings for atomic data
types, such as numbers and characters. Mainframes use the
EBCDIC character set, Unix servers may use 7-bit ASCII
characters, while Windows-based PCs use 16-bit Unicode
character encodings. Thus the character encoding of al-
phanumeric data that is sent across different types of plat-
forms has to be adjusted. Likewise, mainframes and RISC
servers, for example, use big-endian representations for
numbers, i.e. the most signiﬁcant byte encoding an inte-
ger, long or ﬂoating point number comes last. PCs, however,
use a little-endian representation where the signiﬁcance of
bytes decreases. Thus, whenever a number is sent from a
little-endian host to a big-endian host or vice versa, the or-
der of bytes with which this number is encoded needs to be
swapped. This heterogeneity should be resolved by the mid-
dleware rather than the application engineer.
When integrating legacy components with newly-built com-
ponents, it often occurs that different programming lan-
guages need to be used. These programming languages
may follow different paradigms. While legacy components
tend to be written in imperative languages, such as COBOL,
PL/I or C, newer components are often implemented us-
ing object-oriented programming languages. Even different
object-oriented languages have considerable differences in
their object model, type system, approach to inheritance and
late binding. These differences need to be resolved by the
middleware.
As we shall see in the next section, there is not just one, but
many approaches to middleware. The availability of differ-
ent middleware solutions may present a selection problem,
but sometimes there is no optimal single middleware, and
multiplemiddlewaresystemshavetobecombined. Thismay
be for a variety of reasons. Different middleware may be
required due to availability of programming language bind-
ings, particular forms of middleware may be more appropri-
ate for particular hardware platforms (e.g. COM on Win-
dows and CORBA on Mainframes). Finally, the different
middleware systems will have different performance charac-
teristics and depending on the deployment a different mid-
dleware may have to be used as a backbone than the mid-
dleware that is used for local components. Thus middleware
will have to be interoperable with other implementations of
the same middleware or even different types of middleware
in order to facilitate distributed system construction.
3 MIDDLEWARE SOLUTIONS
In this section, we review the state of current middleware
products. We identify the extent to which they address the
above requirements and highlight their shortcomings. As it
is impossible to review individual middleware products in
this paper, we ﬁrst present a classiﬁcation, which allows us
to abstract from particular product characteristics and which
providesa conceptualframeworkforcomparingthe different
approaches.
The four categories that we consider are transactional,
message-oriented, procedural,a n dobject or component
middleware. We have chosen this classiﬁcation based on the
primitives that middleware products provide for the interac-
tion between distributed components, which are distributed
transactions, message passing, remote procedure calls and
remote object requests.
Transactional Middleware
Transactional middleware supports transactions involving
components that run on distributed hosts. Transaction-
orientedmiddleware uses the two-phasecommitprotocol[3]
to implement distributed transactions. The products in this
category include IBM’s CICS [22], BEA’s Tuxedo [19] and
Transarc’s Encina.
Network Communication: Transactionalmiddlewareenables
application engineers to deﬁne the services that server com-
ponents offer, implement those server components and then
write clientcomponentsthatrequestseveralofthose services
within a transaction. Client and server components can re-
side on different hosts and therefore requests are transportedvia the network in a way that is transparent to client and
server components.
Coordination: The client components can request services
using synchronous or asynchronous communication. Trans-
actional middleware supports various activation policies and
allows services to be activated on demand and deactivated
when they have been idle for some time. Activation can also
be permanent, allowing the server component to always re-
side in memory.
Reliability: A client component can cluster more than one
service request into a transaction, even if the server compo-
nents reside on different machines. In order to implement
these transactions, transactional middleware has to assume
that the participating servers implement the two-phase com-
mit protocol. If server components are built using database
management systems, they can delegate implementation of
the two-phase commit to these database management sys-
tems. For this implementation to be portable, a standard has
been deﬁned. The Distributed Transaction Processing (DTP)
Protocol, which has been adopted by the Open Group, de-
ﬁnes a programmatic interface for two-phase commit in its
XA-protocol[43]. DTPiswidelysupportedbyrelationaland
object-oriented database management systems. This means
that distributed componentsthat have been built using any of
these database managementsystems can easily participate in
distributed transactions. This makes them fault-tolerant, as
they automatically recover to the end of all completed trans-
actions.
Scalability: Most transaction monitors support load bal-
ancing, and replication of server components. Replication
of servers is often based on replication capabilities that
the database management systems provide upon which the
server components rely.
Heterogeneity: Transactional middleware supports hetero-
geneity because the components can reside on different
hardware and operating system platforms. Also different
database management systems can participate in transac-
tions, due to the standardized DTP protocol. Resolution of
data heterogeneity is, however, not well-supported by trans-
actional middleware, as the middleware does not provide
primitives to express complex data structures that could be
used as service request parameters and therefore also does
not marshal them.
The above discussion has shown that transactional middle-
ware can simplify the construction of distributed systems.
Transactional middleware,however,has several weaknesses.
Firstly, it creates an undueoverheadif there is no need to use
transactions, or transactions with ACID semantics are inap-
propriate. This is the case, for example, when the client per-
forms long-lived activities. Secondly, marshalling and un-
marshallingbetweenthe data structures that a client uses and
the parameters that services require needs to be done man-
ually in many products. Thirdly, although the API for the
two-phase commit is standardized, there is no standardized
approach for deﬁning the services that server components
offer. This reduces the portability of a distributed system be-
tween different transaction monitors.
Message-Oriented Middleware
Message-oriented middleware (MOM) supports the commu-
nication between distributed system components by facili-
tating message exchange. Products in this category include
IBM’s MQSeries [16] and Sun’s Java Message Queue [20].
Network Communication: Client components use MOM to
send a message to a server component across the network.
The message can be a notiﬁcation about an event, or a re-
quest for a service execution from a server component. The
content of such a message includes the service parameters.
The server responds to a client request with a reply-message
containing the result of the service execution.
Coordination: A strength of MOM is that this paradigmsup-
ports asynchronous message delivery very naturally. The
client continues processing as soon as the middleware has
takenthemessage. Eventuallytheserverwillsenda message
including the result and the client will be able to collect that
message at an appropriate time. This achieves de-coupling
of client and server and leads to more scalable systems. The
weakness, at the same time, is that the implementation of
synchronous requests is cumbersome as the synchronization
needs to be implemented manually in the client. A further
strength of MOM is that it supports group communication
by distributing the same message to multiple receivers in a
transparent way.
Reliability: MOM achieves fault-tolerance by implementing
message queues that store messages temporarily on persis-
tent storage. The sender writes the message into the message
queue and if the receiver is unavailable due to a failure, the
message queueretainsthe message until the receiveris avail-
able again.
Scalability: MOMs do not support access transparency very
well, because client components use message queues for
communication with remote components, while it does not
make sense to use queues for local communication. This
lack of access transparency disables migration and replica-
tion transparency, which complicates scalability. Moreover,
queues need to be set up by administrators and the use of
queues is hard-coded in both client and server components,
which leads to rather inﬂexible and poorly adaptable archi-
tectures.
Heterogeneity: MOM does not support data heterogeneity
very well either, as the application engineers have to write
the code that marshals. With most products, there are differ-
ent programming language bindings available.
In assessing the strengths and weaknesses of MOM, we
can note that this class of middleware is particularly well-
suited for implementing distributed event notiﬁcation andpublish/subscribe-based architectures. The persistence of
message queues means that this event notiﬁcation can be
achieved in fault tolerant ways so that components receive
events when they restart after a failure. However, message-
oriented middleware also has some weaknesses. It only sup-
ports at-least once reliability. Thus the same message could
be deliveredmore than once. Moreover,MOM does not sup-
port transaction properties, such as atomic delivery of mes-
sages to all or none receivers. There is only limited support
for scalability and heterogeneity.
Procedural Middleware
Remote Procedure Calls (RPCs) were devised by Sun Mi-
crosystems in the early 1980s as part of the Open Network
Computing (ONC) platform. Sun provided remote proce-
dure calls as part of all their operating systems and submit-
ted RPCs as a standard to the X/Open consortium, which
adoptedit as part of the Distributed ComputingEnvironment
(DCE) [36]. RPCs are now available on most Unix imple-
mentations and also on Microsoft’s Windows operating sys-
tems.
Network Communication: RPCs support the deﬁnition of
server components as RPC programs. An RPC program ex-
ports a number of parameterized procedures and associated
parametertypes. Clientsthatresideonotherhostscan invoke
those proceduresacrossthe network. Proceduralmiddleware
implements these procedure calls by marshalling the param-
eters into a message that is sent to the host where the server
component is located. The server component unmarshalls
the message and executes the procedure and transmits mar-
shalledresultsbacktotheclient,ifrequired. Marshallingand
unmarshalling are implemented in client and server stubs,
that are automatically created by a compiler from an RPC
program deﬁnition.
Coordination: RPCs are synchronous interactions between
exactly one client and one server. Asynchronous and multi-
cast communication is not supported directly by procedu-
ral middleware. Procedural middleware provides different
forms of activating server components. Activation policies
deﬁne whether a remote procedure program is always avail-
able or has to be started on demand. For startup on demand,
the RPC server is started by an inetd daemon as soon as a
request arrives. The inetd requires an additional conﬁgura-
tion table that provides for a mapping between remote pro-
cedure program names and the location of programs in the
ﬁle system.
Reliability: RPCs are executed with at-most once semantics.
The procedural middleware returns an exception if an RPC
fails. Exactly-once semantics or transactions are not sup-
ported by RPC programs.
Scalability: The scalability of RPCs is rather limited. Unix
and Windows RPCs do not have any replication mechanisms
that could be used to scale RPC programs. Thus replication
hastobeaddressedbythedesigneroftheRPC-basedsystem,
which means in practice that RPC-based systems are only
deployed on a limited scale.
Heterogeneity: Procedural middleware can be used with dif-
ferent programming languages. Moreover, it can be used
across different hardware and operating system platforms.
Procedural middleware standards deﬁne standardized data
representations that are used as the transport representation
of requests and results. DCE, for example standardizes the
NetworkData Representation(NDR) forthispurpose. When
marshalling RPC parameters, the stubs translate hardware-
speciﬁc data representations into the standardized form and
the reverse mapping is performed during unmarshalling.
Procedural middleware is weaker than transactional middle-
ware and MOM as it is not as fault tolerant and scalable.
Moreover, the coordination primitives that are available in
procedural middleware are more restricted as they only sup-
port synchronous invocation directly. Procedural middle-
ware improve transactional middleware and MOM with re-
spect to interface deﬁnitions from which implementations
that automatically marshal and unmarshal service parame-
ters and results. A disadvantage of procedural middleware
is that this interface deﬁnition is not reﬂexive. This means
that proceduresexported by one RPC program cannot return
another RPC program. Object and component middleware
resolve this problem.
Object and Component Middleware
Object middleware evolvedfrom RPCs. The developmentof
object middleware mirrored similar evolutions in program-
ming languages where object-oriented programming lan-
guages, such as C++ evolved from procedural programming
languagessuchasC.Theideahereistomakeobject-oriented
principles, such as object identiﬁcation through references
and inheritance, available for the development of distributed
systems. Systems in this class of middleware include the
Common Object Request Broker Architecture (CORBA) of
the OMG [34, 37], the latest versions of Microsoft’s Com-
ponent Object (COM) [5] and the Remote Method Invoca-
tion (RMI) capabilities that have been available since Java
1.1 [28]. More recent products in this category include mid-
dleware that supportsdistributed components,such as Enter-
prise Java Beans [30]. Unfortunately, we can only discuss
and compare this important class of middleware brieﬂy and
refer to [8, 13] for more details.
Network Communication: Object middleware support dis-
tributed object requests, which mean that a client object re-
quests the executionof an operationfrom a server object that
may reside on another host. The client object has to have
an object reference to the server object. Marshalling oper-
ation parameters and results is again achieved by stubs that
are generated from an interface deﬁnition.
Coordination: The default synchronization primitives in ob-
ject middleware are synchronous requests, which block the
client objectuntilthe serverobjecthasreturnedthe response.However,theothersynchronizationprimitivesaresupported,
too. CORBA 3.0, for example, supports both deferred syn-
chronous and asynchronous object requests. Object middle-
ware supports different activation policies. These include
whether server objects are active all the time or started on-
demand. Threading policies are available that determine
whether new threads are started if more than one opera-
tion is requested by concurrent clients, or whether they are
queued and executed sequentially. CORBA also supports
groupcommunicationthroughits EventandNotiﬁcationser-
vices. This service can be used to implement push-style ar-
chitectures.
Reliability: The default reliability for object requests is at-
most once. Object middleware support exceptions, which
clients catch in order to detect that a failure occurred during
execution of the request. CORBA messaging, or the Notiﬁ-
cation service [33] can be used to achieveexactly-oncerelia-
bility. Object middleware also supports the concept of trans-
actions. CORBA has an Object Transaction service [32] that
can be used to cluster requests from several distributed ob-
jects into transactions. COM is integrated with Microsoft’s
TransactionServer[21], andtheJava TransactionService[7]
provides the same capability for RMI.
Scalability: The support of object middleware for build-
ing scalable applications is still somewhat limited. Some
CORBA implementationssupportload-balancing,for exam-
ple by employing using name servers that return an object
reference for a server on the least loaded host, or using fac-
tories that create server objects on the least loaded host, but
support for replication is still rather limited.
Heterogeneity: Object middlewaresupports heterogeneityin
many different ways. CORBA and COM both have multi-
ple programminglanguage bindings so that client and server
objects do not need to be written in the same programming
language. They both have a standardized data representation
that they use to resolve heterogeneity of data across plat-
forms. Java/RMI takes a different approach as heterogene-
ity is already resolved by the Java Virtual Machine in which
both client and server objects reside. The different forms
of object middleware inter-operate. CORBA deﬁnes the In-
ternet Inter-Orb Protocol (IIOP) standard [34], which gov-
erns how different CORBA implementations exchange re-
quest data. Java/RMI leverages this protocol and uses it as
a transport protocol for remote method invocations, which
means that a Java client can perform a remote method in-
vocation of a CORBA server and vice versa. CORBA also
speciﬁes an inter-workingspeciﬁcationto Microsoft’sCOM.
Object middleware providesvery powerfulcomponentmod-
els. They integrate most of the capabilities of transactional,
message-oriented or procedural middleware. However, the
scalabilityofobjectmiddlewareis still ratherlimitedandthis
disables use of the distributed object paradigm on a large-
scale.
4 MIDDLEWARE STATE-OF-THE-ART
While middleware products are already successfully em-
ployed in industrial practice, they still have several short-
comings, which prevent their use in many application do-
mains. These weaknesses lead to relatively inﬂexible sys-
temsthatdo notrespondwell to changingrequirements;they
do not really scale beyond local area networks; they are not
yetdependableandarenotsuitedtouseinwirelessnetworks.
In this section, we review the state-of-the-art of middleware
research that addresses the current weaknesses that will in-
ﬂuence the next-generationof middleware products. We dis-
cuss trading, reﬂection and application-leveltransport mech-
anisms that support the construction of more ﬂexible soft-
ware architectures. We present replication techniques that
will lead to better scalability and fault-tolerance. We then
discuss research into middleware that supports real-time ap-
plicationsandﬁnallyaddressmiddlewareresearchresultsfor
mobile and pervasive computing.
Flexible Middleware
Trading: Most middleware products use naming for com-
ponent identiﬁcation: MOMs use named message queues,
DCE hasa Directoryservice, CORBA hasa Namingservice,
COM uses monikers and Java/RMI uses the RMIRegistry to
bind names to components. Before a client component can
make a request, it has to resolve a name binding in order
to obtain a reference to the server component. This means
that clients need to uniquely identify their servers, albeit in
a location-transparent way. In many application domains, it
is unreasonable to assume that client components can iden-
tify the component from which they can obtain a service.
Even if they can, this leads to inﬂexible architectures where
clientcomponentscannotdynamicallyadapttobetterservice
providers becoming available.
Trading has been suggested as an alternative to naming and
it offers more ﬂexibility. The ISO/ODP standard deﬁnes the
principal characteristics of trading [2]. The idea is similar to
the yellow pages of the telephone directory. Instead of us-
ing names, components are located based on service types.
The trader registers the type of service that a server compo-
nentoffersandtheparticularqualitiesofservice (QoS)thatit
guarantees. Clients can then query the trader for server com-
ponents that provide a particular service type and demand
the QoS guarantees from them. The trader matches such a
service query with the service offers that it knows about and
returns a component reference to the client. From then on
the client and the server communicate without involvement
of the trader.
The idea of trading has matured and is starting to be adopted
in middleware products. The OMG has deﬁned a Trading
service [32] that adapts the ODP trader ideas to the dis-
tributed object paradigm and ﬁrst implementations of this
service are becoming available. Thus trading enables the dy-
namic connection of clients with server components basedon the service characteristics rather than the server’s name.
Reﬂection: Another approach to more ﬂexible execution en-
vironmentsforcomponentsisreﬂection. Reﬂectionis awell-
known paradigm in programming languages [17]. Programs
use reﬂection mechanisms to discover the types or classes
and deﬁne method invocations at run-time. Reﬂection is al-
readysupportedto some extendbycurrentmiddlewareprod-
ucts. The interface repository and dynamic invocation in-
terface of CORBA enable client programmers to discover
the types of server componentsthat are currently known and
then dynamicallycreate requeststhat invokeoperationsfrom
these components.
Current research into reﬂective middleware [9] goes beyond
reﬂective object and component models. It aims to support
meta object protocols [29]. These protocols are used for in-
spection and adaptation of the middleware execution envi-
ronment itself. In [12] it is suggested, for example, to use
an environment meta-model. Inspection of the environment
meta-model supports queries of the middleware’s behaviour
upon events, such as message arrival, enqueuing of requests,
marshalling and unmarshalling,thread creation and schedul-
ing of requests. Adaptation of the environment meta-model
enables components to adjust the behaviour of the middle-
ware to any of those events.
Application-level Transport Protocols: While marshalling
and unmarshalling is mostly best done by the middleware,
there are applications, where the middleware creates an un-
due overhead. One important application of reﬂection is
therefore to marshalling. This is particularly the case when
there is an application-speciﬁc data representation that is
amenable for transmission through a network that and het-
erogeneity does not need to be resolved by the middleware.
In [14] we investigate the combined use of middleware and
markup-languages, such as XML [14]. We suggest to trans-
mitXMLdocumentsasuninterpretedbytestringsusingmid-
dleware. Thiscombinationismotivatedbythefactthat XML
supports semantic translations between data structures and
by the fact that existing markup language deﬁnitions, such
as FpML [15] or FIXML [23] can be leveraged. On the other
had, the HTTP protocol with which XML was originally
used is clearly inappropriateto meet reliabilityrequirements.
It can be expected that interoperability between application-
level and middleware data-structures will become available
in due course, because the OMG have started an adoption
process for technology that will provide seamless interoper-
ability between CORBA data structures and XML structured
documents [35].
Scalable Middleware
Although middleware is successfully used in scalable ap-
plications on local-area networks, current middleware stan-
dards and products impose limitations that prevent their use
in globally distributed systems. In particular, current mid-
dleware platforms do not support replication to the neces-
sary extent to achieve global distribution [31]. State of the
art research addresses this problem through non-transparent
replication.
Replication: Tanenbaum is addressing this problem for dis-
tributed object middleware in the Globe project [42]. The
aim of Globe is to provide an object based middleware that
scales to a billion users. To achieve this aim, Globe makes
extensive use of replication. Unlike other replication mecha-
nisms, such as Isis [4], Globe does not assume the existence
of a universally applicable replication strategy. It rather sug-
gests that replication policies have to be object-type speciﬁc,
and therefore they have to be determined by server object
designers. Thus, Globe assumes that each type of object its
own strategy that proactively replicates objects.
Real-time Middleware
A good summary of the state of the art in real-time middle-
ware has been producedin the EU fundedCaberNet network
of excellence by [1].
Most current middleware products are only of limited use in
real-time and embedded systems because all requests have
the same priority. Moreover the memory requirements of
current middleware products prevent deployment in embed-
ded systems. These problems have been addressed by vari-
ous research groups. TAO [39] is a real-time CORBA pro-
totype developed that supports request prioritization and the
deﬁnition of scheduling policies. The CORBA 3.0 speciﬁca-
tion [41] builds on this research and standardizes real-time
and minimal middleware.
Middleware for Mobile Computing
Current middleware products assume continuous availabil-
ity of high-bandwidth network connections. These cannot
be achieved with physically mobile hosts for various rea-
sons. Wireless local area network protocols, such as Wave-
LAN, do achieve reasonable bandwidth. However, they only
operate if hosts are within reach of a few hundred metres
from their base station. Network outages occur if mobile
hosts roam across areas covered by different base stations or
if they enter ‘radio shadows’. Wide-area wireless network
protocols, such as GSM have similar problems during cell
handovers. In addition, their bandwidth is by orders of mag-
nitude smaller; GSM achieves at most 9,600 baud. State-of-
the-art wireless and wide-area protocols, such as GSRM and
UTMS will improvethis situation. However,they will not be
available for another two years.
Several problems occur when current middleware products
are used with these wireless network protocols. Firstly, they
all treat unreachability of server or client components as
exceptional situation and raise errors that client or server
component programmers have to deal with. Secondly, the
transport representation that is chosen for wired networks
with bandwidth beyond 100Mbit does not need to be size-
efﬁcient. Middleware products are therefore optimized to
simplify both, the translation between different heteroge-neous data representations, and the routing of messages to
their intended receivers. Such optimizations do not need to
choose size efﬁcient encodings for the network protocol and
are therefore inappropriate when packets are sent through a
9,600 baud wireless connection.
Research into middleware for mobile computing aims to
overcome these issues by providing coordination primitives,
such as tuple spaces, that treat unreachability as normal
rather than exceptional situations. Moreover, they use com-
pressed transport representation to save bandwidth. A good
overview into the state of the art for mobile middleware is
given by [38] and we therefore avoid to delve into detail in
this paper.
5 MIDDLEWARE AND SOFTWARE ENGINEER-
ING RESEARCH
In this section, we analyze the consequencesof the availabil-
ity of middleware products and their evolution as a result of
middleware research on the software engineering research
agenda. We argue on the importance of non-functional
requirements for building software systems with existing
and upcoming middleware and identify a need for require-
ments engineering techniques that focus on non-functional
requirements. We identify that software architecture re-
search should producemethodsthat systematically guide en-
gineers towards selecting the right middleware and employ-
ing it in such a way that it meets a set of non-functional re-
quirements. We then highlight that the use of middleware is
not transparent for system design and that design methods
are needed that address this issue.
Two trends are important for the discussion of the impact of
middleware on software engineering research. Firstly, mid-
dleware products are conceived to deliver immediate ben-
eﬁts in the construction of distributed systems. They are
therefore rapidly adopted in industry. Secondly, middleware
vendors have a proven track record to incorporate middle-
ware research results into their products. An example is the
ISO/ODP Trader, which was deﬁned in 1993, adopted as a
CORBA standard in 1997 and last year became available in
the ﬁrst CORBA products. There is therefore a good chance
that some of the state-of-the-art research in the areas of ﬂex-
ible, scalable, real-time and mobile middleware will become
state of the practice in 3-5 years.
Unless research into software engineering for distributed
systemsdeliversprinciples,notations,methodsandtoolsthat
are compatible with the capabilities that current middleware
products provide and that middleware research will gener-
ate in the future, software engineering research results will
onlybe oflimited industrialsigniﬁcance. Industrywill adopt
the middleware that is known to deliver the beneﬁts and ig-
nore incompatible software engineering methods and tools.
Middleware products and research, however, only support
programming and largely ignore all other activities that are
needed in software processes for distributed systems. We,
therefore,haveachancetoachieveasymbiosisbetweensoft-
ware engineering and middleware. The aim of this section
is to identify the software engineering research themes that
will lead to the principles, notations, methods and tools that
are needed to support all life cycle activities when building
distributed systems using middleware.
Requirements Engineering
The challenges of co-ordination, reliability, scalability and
heterogeneity in distributed system construction that we
discussed in Section 2 and that engineers are faced with
are of a non-functional nature. Software engineers thus
have to deﬁne software architectures that meet these non-
functional requirements. However, the relationship between
non-functional requirements and software architectures is
only very poorly understood. We ﬁrst discuss the require-
ments engineering end of this relationship.
Existing requirements engineering methods tend to have a
very strong focus on functional requirements. In particu-
lar the object-oriented and use-case driven approachesof Ja-
cobsen [27] and more recently Rational [26] more or less
completely ignore non-functionalconcerns. A goal-oriented
approach, such as [10] seems to provide a much better ba-
sis, but needs to be augmented to speciﬁcally address non-
functional concerns.
For non-functionalgoals to be a useful input to middleware-
oriented architecting, these goals need to be quantiﬁed.F o r
example, in order to engineer scalable architectures, engi-
neers need to have quantitative requirements models for the
required response time, peak loads and overall transaction
or data volume that an architecture is expected to scale up
to. Thus requirements engineering research needs to devise
methods and tools that can be used to elicit and model non-
functional requirements from a quantitative point of view.
Once a particular middleware system has been chosen for
a software architecture, it is extremely expensive to revert
that choice and adopt a different middleware or a different
architecture. The choice is inﬂuenced by the non-functional
requirements. Unfortunately, requirements tend to be unsta-
bleandchangeovertime. Non-functionalrequirementsoften
changewith the setting in which the system is embedded,for
example when new hardware or operating system platforms
are addedas a result of a merger,or when scalability require-
mentsincrease as a result of havingto build web-basedinter-
faces that customers use directly. Requirements engineering
methods, therefore, not only have to identify the current re-




There is only very little work on the inﬂuence of middle-
ware on software architectures, with [11] being a notable
exception. Indeed, we believe that research on software ar-
chitecture description languages has over-emphasized func-tionality and not sufﬁciently addressed the speciﬁcation of
how global properties and non-functional requirements are
achieved in an architecture. These requirements cannot be
attributed to individual components or connectors and can
thereforenotbespeciﬁed bycurrentarchitecturaldescription
languages.
Distributed software engineering research needs to identify
notations, methods and tools that support architecting.R e -
search needs to provide methods that help software engi-
neersto systematicallyderivesoftwarearchitecturesthat will
meet a set of non-functional requirements and overcome the
guesswork that is currently being done. This includes sup-
port for identifying the appropriate middleware or combina-
tions of middlewares for the problem at hand. Moreover,
software engineering research needs to deﬁne architecting
processes that are capable of mitigatingthe risks of choosing
the wrong middleware or architectures. These processes will
need to rely on methods that quantitatively model the per-
formance and scalability that a particular middleware-based
architecture will achieve and use validation techniques, such
as model checking, to validate that models actually do meet
the requirements. The models need to be calibrated using
metrics that have been collected by observing middleware
performance in practice.
Many architecture description languages support the explicit
modeling of connectors by means of which components
communicate [40]. A main contribution of [11] is the ob-
servation that connectors are most often implemented using
middlewareprimitives. We wouldlike to add the observation
that each middlewareonly supportsa verylimited set of con-
nectors. Specifying the behaviour of connectors explicitly in
an ADL is therefore modelling overkill that is only needed
if architects opt out of using middleware at all. For most ap-
plications, the speciﬁcation of each connector is completely
unnecessary. Instead, software architecture research should
develop middleware-oriented ADLs that have built-in sup-
port for all connectorsprovidedby the middleware that prac-
titioners actually use.
Design
In [13], we have argued that the use of middleware in a de-
sign is not, and never will be, entirely transparent to de-
signers. There are a number of factors that, despite of the
ISO/ODP transparency dimensions, necessitate designers to
be aware of the involvementof middleware in the communi-
cation between components. These factors are:
￿ Network latency implies that the communication be-
tween two distributed components is by orders of mag-
nitude slower than a local communication.
￿ Component activation and de-activation of state-
ful components lead to a need for implementing
persistence of these components.
￿ Components need to be designed so that they can cope
with the concurrent interactions that occur in a dis-
tributed environment.
￿ The componentshave a choice of the differentsynchro-
nization primitives a particular middleware offers, and
needtoexploitthemproperly. Inparticular,theyhaveto
avoid the deadlocksor liveness problemsthat can occur
as a result of using these synchronization primitives.
The software engineering community needs to develop
middleware-oriented design notations, methods and tools
that take the above concerns into account.
Discussing the state of the art middleware research above,
we have highlighted a trend to give the programmer more
inﬂuence on how the middleware behaves. Globe’s repli-
cation strategies, TAO’s scheduling policies and reﬂection
capabilities that inﬂuence the middleware execution engine
have to be used by the designer. This means, effectively,
that the programmer gets to see more of the middleware and
that distribution and heterogeneity become less transparent.
If this is really necessary, and the middleware research com-
munityputsforwardgoodreasons, programmerswillhaveto
be aided even more in the design of distributed components.
Thusappropriateprinciples, notations,methodsandtoolsfor
the design of replication strategies, scheduling policies and
the use reﬂection capabilities are needed from software en-
gineering research.
6 SUMMARY
We have discussed why the construction of distributed sys-
tems is difﬁcult and indicated the supportthat software engi-
neers can expect from current middleware products to sim-
plify the task. We have then reviewed the current state of the
art in middlewareresearchand used thisknowledgeto derive
a software engineeringresearch agenda that will produce the
principles, notations, methods and tools that are needed to
support all activities during the life cycle of a software engi-
neering process.
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