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1 Introduction
It has long been known that solutions u to the torsion problem
−∆u = 1 in Ω,(1)
u = 0 on ∂Ω,
and positive first eigenfunctions of the Dirichlet-Laplacian
−∆u = λu in Ω,(2)
u = 0 on ∂Ω,
in convex bounded domains Ω ⊂ Rn have certain concavity properties. For
n = 1 they are both concave, and for n ≥ 2 the solution to (1) is 12 -power
concave, i.e. u
1
2 is concave, while the solution to (2) is log-concave. We are
interested in similar results for viscosity solutions to
− |∇u|
α
∆Np u = 1 in Ω,(3)
u = 0 on ∂Ω,
and positive solutions of the eigenvalue problem
− |∇u|
α
∆Np u = λ |u|
α
u in Ω,(4)
u = 0 on ∂Ω.
Here α ∈ R≥0, p ∈ [2,∞], Ω ⊂ R
n is a convex bounded domain that satisfies the
interior sphere condition, and ∆Np denotes the normalized p-Laplacian operator
as in [KH17], defined by
−∆Np u := −
p− 2
p
|∇u|
−2 〈
∇u,D2u∇u
〉
−
1
p
∆u.
More precisely we show that any positive viscosity solution u to (3) with vanish-
ing boundary values has the property that u
α+1
α+2 is a concave function. Taking
α = p− 2 this reproduces the result of [Sak87], showing that weak solutions to
−∆pu = 1 in Ω,
u = 0 on ∂Ω
in the Sobolev sense are power concave with exponent p−1
p
, in case of p ≥ 2. We
are also able to reproduce power concavity for the normalized infinity Laplace
operator shown in [CF15] with α = 2, and [CF16] with α = 0. Thus we also
extend the main result of [Ku¨h17] where α = 0 and p ∈ [2,∞] was discussed.
The methods provided in [ALL97] lay the foundation for this article. The prob-
lem of power concavity itself was motivated by the pioneering work of [ML71],
[Kor83a], [Kaw84], [Ken85], and [Kaw85a].
Reults similar to ours have been shown in [BS13] for very general operators and
in [Kul17] for the fractional Laplacian ∆
1
2 in the planar case. Power concavity
for parabolic equations was discussed in [IS14] and [Zha17].
To prove the desired power concavity, we use the comparison principle [LW08b,
Theorem 1.3, Theorem 2.4] and show that the convex envelope of the function
1
−u
α+1
α+2 coincides with the function itself. For this it seems to be crucial that
the convex envelope is not spanned by any boundary points. To assure this we
first prove a Hopf-type Lemma.
Secondly we show that any positive viscosity solution u to (4) with vanishing
boundary values has the property that log u is a concave function, given any
positive eigenvalue λ > 0. For p = 2 and α = 0 this goes back to [BL76],
[Kor83b], [CS82], [Kaw85b]. Again this reproduces the result of [Sak87] by
choosing α = p − 2, p ≥ 2. For this we only need to adapt the methods used
in the first part. Though not necessary for obtaining the desired result we also
show a Hopf-type Lemma for the Eigenvalue problem.
1.1 Assumptions
Some of our auxiliary results hold for more general equations. Therefore we
consider first the equations
F (∇u,D2u) = f in Ω(5)
and
F (∇u,D2u) = f |u|
α
u in Ω(6)
with a continuous function f : Ω→ R satisfying
inf
Ω
f > 0,
a convex domain Ω that satisfies the interior sphere condition, and a continuous
operator F : Rn\{0}×S → R. Here S ⊂ Rn×n denotes the set of real symmetric
matrices. We exclude all points (0, X) ∈ Rn×S because we also want to consider
operators which are not well-defined but bounded at (0, X). In this case we use
the lower and upper semicontinuous envelopes of F , defined by
F∗(q,X) := lim
r↓0
inf{F (z,X) | |q − z| ≤ r}
and
F ∗(q,X) := lim
r↓0
sup{F (z,X) | |q − z| ≤ r}
respectively. At points (q,X) 6= (0, X) or if F is well-defined at (q,X) = (0, X)
we simply have F (q,X) = F∗(q,X) = F
∗(q,X).
Furthermore we impose the following assumptions on F . For some constants
0 < cmin ≤ cmax and all a, b, λ ∈ R, q ∈ R
n \ {0}, symmetric matrices X,Y ∈ S,
positive definite symmetric matrices A1, A2 ∈ S
++, and orthogonal Q ∈ O(n)
we assume F to satisfy
(A1) F (q, aX + bY ) = aF (q,X) + bF (q, Y )
(A2) cmin |q|
α
λmin(X) ≤ −F (q,X) ≤ cmax |q|
α
λmax(X)
2
(A3) F (λq,X) = |λ|α F (q,X)
(A4) F (q,X) = F (Q⊺q,Q⊺XQ)
(A5) F ∗(q, (µA1 + (1 − µ)A2)
−1) ≥ µF ∗(q, A−11 ) + (1 − µ)F
∗(q, A−12 ).
The assumptions (A1) - (A4) are easily verified when considering the operator
appearing in (3). In order to verify (A5) one should make use of the fact that
the mapping (q, A) 7→
〈
q, A−1q
〉
is convex, i.e.〈
tq1 + (1− t)q2, (tA1 + (1− t)A2)
−1(tq1 + (1− t)q2)
〉
≤ t
〈
q1, A
−1
1 q1
〉
+ (1− t)
〈
q2, A
−1
2 q2
〉
for all q1, q2 ∈ R
n, A1, A2 ∈ S
++ and t ∈ [0, 1]. The proof can be found in
[ALL97, p. 286].
We also want to mention that (A1) and (A2) already imply degenerate ellipticity,
that is
F (q,X) ≤ F (q, Y )
whenever X ≥ Y for symmetric matrices X,Y ∈ S.
1.2 Viscosity solutions
A suitable notion of weak solutions to problems like (3) was introduced in
[CIL92]. The so called viscosity solutions can be used to investigate elliptic
problems of second order with non-divergence structure. Since we will always
assume vanishing boundary values in the classical sense, we only introduce the
notion for equations without boundary conditions. For the definition we con-
sider the more general equation
F (∇u(x),D2u(x)) = g(x, u(x),∇u(x)) in Ω(7)
with a function g ∈ C(Ω× R× Rn) that satisfies
−g(x, z1, q) ≤ −g(x, z2, q)
for all x ∈ Ω, z1, z2 ∈ R, q ∈ R
n, whenever z1 ≤ z2. One also says that −g is
proper.
Definition 1.1 (Viscosity solutions). A semicontinuous function u ∈ USC(Ω)
is a viscosity subsolution to (7) if for every φ ∈ C2(Ω)
F∗(∇φ(x0),D
2φ(x0) ≤ g(x0, u(x0),∇φ(x0))
holds whenever u − φ attains a local maximum at a point x0 ∈ Ω with u(x0) =
φ(x0).
A semicontinuous function u ∈ LSC(Ω) is a viscosity supersolution to (7) if
for every φ ∈ C2(Ω)
F ∗(∇φ(x0),D
2φ(x0) ≥ g(x0, u(x0),∇φ(x0))
holds whenever u − φ attains a local minimum at a point x0 ∈ Ω with u(x0) =
φ(x0).
Finally a continuous function u ∈ C(Ω) is a viscosity solution to (7) if it is
both, a viscosity sub- and supersolution.
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An equivalent definition of viscosity solutions can be stated by using so called
semijets of second order. They resemble the set of derivatives appearing in the
Taylor approximation for smooth functions.
Definition 1.2 (Semijets). For u ∈ USC(Ω) we define the second order super-
jet of u at x ∈ Ω by
J
2,+
Ω u(x) :=
{
(q,X) ∈ Rn × S
∣∣ u(y) ≤ u(x) + 〈q, y − x〉 + 12 〈A(y − x), y − x〉
+ o
(
|y − x|
2 )
as y → x
}
.
For u ∈ LSC(Ω) we define the second order subjet of u at x ∈ Ω by
J
2,−
Ω u(x) :=
{
(q,X) ∈ Rn × S
∣∣ u(y) ≥ u(x) + 〈q, y − x〉+ 12 〈A(y − x), y − x〉
+ o
(
|y − x|
2 )
as y → x
}
.
In order to consider viscosity solutions to boundary value problems, the au-
thors of [CL83] introduced the so called closure of semijets. Though we do
not rephrase the definition of viscosity solutions, they are necessary to use the
results of [ALL97].
Definition 1.3 (Closure of semijets). For u ∈ USC(Ω) we define the second
order superjet of u at x ∈ Ω by
J
2,+
Ω u(x) :=
{
(q,X) ∈ Rn × S
∣∣ ∃(xn, u(xn), qn, Xn)→ (x, u(x), q,X)
as n→∞ with (qn, Xn) ∈ J
2,+
Ω u(xn)
}
.
For u ∈ LSC(Ω) we define the second order subjet of u at x ∈ Ω by
J
2,−
Ω u(xn) :=
{
(q,X) ∈ Rn × S
∣∣ ∃(xn, u(xn), qn, Xn)→ (x, u(x), q,X)
as n→∞ with (qn, Xn) ∈ J
2,−
Ω u(xn)
}
.
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2 General results
In this section we use radial solutions to (5) to derive a comparison principle
with radial functions. This in turn is used to prove a Hopf-type Lemma for
supersolutions to (5). Therefore we first prove two simple but useful identities.
Lemma 2.1. There is a constant cF ∈ R with
F (q, Id) = −cF |q|
α
.
for any q ∈ Rn \ {0}, satisfying cmin ≤ cF ≤ cmax.
Proof. Let q1, q2 ∈ R
n be arbitrary with |q1| = |q2| = 1. There is someQ ∈ O(n)
such that
q1 = Q
−1q2 = Q
⊺q2.
Then, by (A4),
F (q1, Id) = F (Q
⊺q2, Id) = F (Q
⊺q2, Q
⊺Q) = F (q2, Id).
So there must be a constant cF such that
F (q, Id) = −cF
for any q with |q| = 1. Taking any other q ∈ Rn \ {0} we find
F (q, Id) = −cF |q|
α
,
using (A3). The estimate follows from (A2).
Lemma 2.2. There is a constant cQ ∈ R with
F (q, q ⊗ q) = −cQ |q|
α+2
for any q ∈ Rn \ {0}, satisfying 0 ≤ cQ ≤ cF .
Proof. Let q = (q1, . . . , qn)
⊺ ∈ Rn \ {0}. First we note that
q ⊗ q = [q1 q, . . . qn q],
so all n columns are linear dependent. Thus the matrix has n − 1 times the
eigenvalue 0. Also we note that q itself is an eigenvector with corresponding
eigenvalue |q|2. So let Q ∈ O(n) be a diagonalizing matrix in a way that
[Q⊺(q ⊗ q)Q]
1,1
= |q|
2
and
[Q⊺(q ⊗ q)Q]
i,j
= 0
for 2 ≤ i, j ≤ n. We compute
[Q⊺(q ⊗ q)Q]
i,j
=
n∑
k=1
Q
⊺
i,k
n∑
l=1
qkqlQl,j =
n∑
k=1
Q
⊺
i,k qk
n∑
l=1
Q
⊺
j,l ql = [Q
⊺ q]
i
[Q⊺ q]
j
5
to find that
[Q⊺ q]2
1
= [Q⊺(q ⊗ q)Q]
1,1
= |q|
2
and
[Q⊺ q]2
i
= [Q⊺(q ⊗ q)Q]
i,i
= 0.
for 2 ≤ i ≤ n. So F (q, q ⊗ q) = F (Q⊺q,Q⊺(q ⊗ q)Q) only depends on |q|. We
conclude that there is a function h : R→ R such that
F (q, q ⊗ q) = h(|q|).
We deduce from (A1) and (A3) that there must be a constant cQ such that
h(|q|) = |q|
α+2
h(1) = −cQ |q|
α+2
.
For the estimate we see
0 ≤ −F (q, q ⊗ q) = cQ |q|
α+2
and
cQ |q|
α+2
= −F (q, q ⊗ q) ≤ −F (q, |q|
2
Id) = cF |q|
α+2
,
using Lemma 2.1.
Using these identities we may compute F∗ for an arbitrary smooth radial func-
tion (r 7→ φ(r)) ∈ C2(0,∞) with r = |x| and ∇φ(r) 6= 0 to obtain
(8) F ∗(∇φ(r),D2φ(r)) = − |φ′(r)|
α
(
φ′′(r)cQ +
1
r
φ′(r)(cF − cQ)
)
.
Therefore the equation
F ∗(∇φ(|x|),D2φ(|x|)) = K in Ω \ {0}
for any constant K ≥ 0 is solved by
φ(r) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
K
) 1
α+1
r
α+2
α+1
with an arbitrary constant a ∈ R.
Proposition 2.3. Let U ⊂ Ω be bounded, x0 ∈ U , and K ≥ 0 be any nonnega-
tive constant. Furthermore let a ∈ R be any constant. Then the function
Φ(x) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
K
) 1
α+1
|x− x0|
α+2
α+1
satisfies
F ∗(∇Φ,D2Φ) = K
in U \ {x0}.
Proof. This is a straightforward computation.
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When taking K = infU f − ε ≥ 0 for ε > 0 suitable small, the function Φ just
breaks the definition of supersolutions. So for any supersolution u ∈ LSC(Ω),
the difference u − Φ cannot attain any local minima which is the idea for the
following comparison principle. It extends the comparison with cones [ES11]
and comparison with polar quadratic polynomials [LW08a] principles.
Lemma 2.4. Let U ⊂ Ω be bounded, x0 ∈ U and u ∈ LSC(Ω) be a supersolution
of (5). Then
u(x) ≥ Φ(x) on ∂(U \ {x0}) =⇒ u(x) ≥ Φ(x) in U
with
Φ(x) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
inf
U
f
) 1
α+1
|x− x0|
α+2
α+1 ,
and any constant a ∈ R.
Proof. We assume there is some xˆ ∈ U such that
u(x) ≥ Φ(x) on ∂(U \ {x0}) but u(xˆ) < Φ(xˆ).
Since U is bounded, there is some ball of radius R covering U . Then the function
Φε(x) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
inf
U
f − ε
)) 1α+1
|x− x0|
α+2
α+1
−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
ε
) 1
α+1
R
α+2
α+1
satisfies
u(x) ≥ Φ(x) ≥ Φε(x) on ∂(U \ {x0})
while still keeping
u(xˆ) < Φε(xˆ)
and infU f − ε ≥ 0 for ε > 0 sufficiently small. Therefore we may assume that
x 7→ u(x)− Φε(x) attains a local minimum at xˆ. There
F ∗(∇Φε(xˆ),D
2Φε(xˆ)) = inf
U
f − ε < f(xˆ)
holds, contradicting the assumption on u being a supersolution of (5).
The advantage of comparing supersolutions to an explicit function is that we
also obtain a Hopf-type result.
Lemma 2.5 (Hopf’s lemma). Let u ∈ LSC(Ω) be a supersolution of (5), Ω
satisfy the interior sphere condition, and let x0 ∈ ∂Ω be a boundary point with
(9) u(x0) < u(x)
for all x ∈ Ω. Then
lim sup
r↓0
u(x0)− u(x0 − rµ)
r
< 0
for any µ ∈ Rn with 〈µ, ν(x0)〉 > 0 with ν(x0) denoting the outer normal at x0.
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Proof. Since Ω satisfies the interior sphere condition there is some R > 0 such
that BR(y0) ⊂ Ω and ∂BR(y0) ∩ ∂Ω = {x0} with y0 := x0 −Rν(x0). Since f is
positive, u is also a supersolution of
F (∇u,D2u) = ε inf
Ω
f
in Ω for all ε ∈ (0, 1). We may take ε > 0 so small that
(10) u(y0) ≥ u(x0) +
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)) 1
α+1
R
α+2
α+1 .
Then we define
ψ(x) := u(x0) +
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)) 1
α+1
×(
R
α+2
α+1 − |x− y0|
α+2
α+1
)
.
Now we have
u(y0) ≥ ψ(y0)
by (10) and
u(x) > u(x0) = ψ(x)
on ∂BR(y0) by (9). Therefore we have u ≥ ψ on ∂(BR(y0)\{y0}). Then Lemma
2.4 implies u ≥ ψ in BR(y0).
Using u(x0) = ψ(x0) and x0 − rµ ∈ BR(y0) we conclude
u(x0)− u(x0 − rµ)
r
≤
ψ(x0)− ψ(x0 − rµ)
r
for all r > 0 sufficiently small. Sending r ↓ 0 we find
lim sup
r↓0
u(x0)− u(x0 − rµ)
r
≤
∂ψ
∂µ
(x0)
= −
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)
R
) 1
α+1
〈ν(x0), µ〉
< 0,
proving the assertion.
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3 Power concavity
In this section we consider the special case of f ≡ 1 and show that any solution
u to
F (∇u,D2u) = 1 in Ω(11)
with vanishing boundary values has the property that
(12) w := −u
α+1
α+2
is a convex function. Therefore we first consider which equation w must solve
if u is a solution to (11).
Lemma 3.1. A function u ∈ USC(Ω) is a positive subsolution to (11) if and
only if w ∈ LSC(Ω) is a negative supersolution to
F (∇w,D2w) =
1
w
(
cQ
α+ 1
|∇w|
α+2
+
(
α+ 1
α+ 2
)α+1)
.(13)
Proof. The proof is a straightforward computation which relies on (A1) and
Lemma 2.2.
In the second step we make sure that the convex envelope of w, defined by
w∗∗(x) := sup
{ k∑
i=1
µiw(xi) | x =
k∑
i=1
µixi,
xi ∈ Ω, 0 ≤ µi ≤ 1,
k∑
i=1
µi = 1, k ≤ n+ 1
}
,
is not spanned by any boundary points.
Lemma 3.2. Let u ∈ LSC(Ω) be a positive supersolution to (11). Furthermore
let x ∈ Ω, x1, . . . xk ∈ Ω,
∑k
i=1 µi = 1 with
x =
k∑
i=1
µixi and w∗∗(x) =
k∑
i=1
µiw(xi).
Then x1, . . . , xk ∈ Ω.
Proof. We assume this is not true. So without loss of generality let x1 ∈ ∂Ω.
There must be at least one xi 6∈ ∂Ω because otherwise we would have
0 > w(x) ≥ w∗∗(x) = 0.
So, again without loss of generality, we may assume x2 ∈ Ω. Then, by definition,
w∗∗ is affine on the segment [x1, x2]. So there is some finite constant c > 0 such
that
w∗∗(x1)−w∗∗(x1−t(x2−x1))
t
= c(14)
9
for all t ∈ (0, 1).
On the other hand we may use Young’s inequality to find
u(x1)
α+1
α+2 u(x1 − t(x2 − x1))
1−
α+1
α+2 ≤ α+1
α+2u(x1) +
(
1− α+1
α+2
)
u(x1 − t(x2 − x1)).
By rearranging terms and using the definition of w we obtain
w(x1)−w(x1−t(x2−x1))
t
≥ −α+1
α+2
1
u(x1−t(x2−x1))
1
α+2
u(x1)−u(x1−t(x2−x1))
t
.(15)
Since u is positive in Ω we have u(x1−t(x2−x1)) ↓ 0 as t ↓ 0. Furthermore since
Ω is convex we also have 〈x2 − x1, ν(x1)〉 > 0 and may invoke Hopf’s Lemma
2.5 to obtain
lim sup
t↓0
u(x1)−u(x1−t(x2−x1))
t
< 0.
This together with (15) implies
w(x1)−w(x1−t(x2−x1))
t
→∞
as t ↓ 0, contradicting (14) since w∗∗(x1) = w(x1) = 0 and −w∗∗ ≥ −w.
In the third step we show that the convex envelope w∗∗ is a supersolution. We
first prove some technical consideration and proceed to the more difficult proof
right after.
Lemma 3.3. For every q ∈ Rn the mapping A 7→ 1
−F∗(q,A−1) is concave in
S++.
Proof. The proof is very similar to [ALL97, p.287], showing the concavity of the
mapping
A 7→
1
trA−1
.
It can be adapted by replacing trA−1 with −F ∗(q, A−1) and using (A5), so we
omit the proof.
Lemma 3.4. Let u ∈ USC(Ω) be a positive subsolution to (11) with u = 0 on
∂Ω. Then w∗∗ is a supersolution to (13) with w∗∗ = 0 on ∂Ω.
Proof. According to [ALL97, Lemma 1] we have w∗∗ = w = 0 on ∂Ω. So we only
have to show that w∗∗ is indeed a supersolution to (13). This means showing
that
F ∗(q,X)−
1
w∗∗(x)
(
cQ
α+ 1
|q|
α+2
+
(
α+ 1
α+ 2
)α+1)
≥ 0
for all x ∈ Ω and (q,X) ∈ J2,−
Ω
w∗∗(x).
Using [ALL97, Lemma 3] we only have to consider the case of X ≥ 0.
If q = 0 and α > 0 we have
F ∗(q,X) = 0
by (A2). So the assertion is obvious since w∗∗ ≤ 0 in Ω. So let us assume q 6= 0
or α = 0.
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By Lemma 3.2 we can decompose x in a convex combination of interior points
x1, . . . , xk ∈ Ω such that
k∑
i=1
µixi = x and
k∑
i=1
µiw(xi) = w∗∗(x)
for some µi, . . . , µk > 0 with
∑k
i=1 µi = 1. It is interesting to note that for
C1-solutions ∇w∗∗(xi) is independent of i ∈ {1, . . . , k}. Therefore the proof
works for quasilinear equations. A similar effect happens in the classical proof
in [Kaw85b, p. 117]. Then by [ALL97, Proposition 1] for every ε > 0 small
enough, there are positive semidefinite matrices X1, . . . , Xk ∈ S
+ such that
X − εX2 ≤
(
k∑
i=1
µiX
−1
i
)
=: Y.
We may assume that the matrices X1, . . . , Xk are positive definite. Otherwise
we consider matrices
X˜i := Xi +
1
n
Id
and afterwards take the limit n → ∞ as in [ALL97, p. 273]. Using that by
assumption w is a supersolution to (13), we find
F ∗(q,Xi) ≥
1
w(xi)
(
cQ
α+ 1
|q|
α+2
+
(
α+ 1
α+ 2
)α+1)
for i = 1, . . . , k. Since Xi is positive definite and we are considering the case
of q 6= 0 or α = 0, we have F ∗(q,Xi) < 0 according to (A2) which allows us,
together with w < 0, to rearrange the preceding inequality to
−w(xi) ≤ −
1
F ∗(q,Xi)
(
cQ
α+ 1
|q|
α+2
+
(
α+ 1
α+ 2
)α+1)
for i = 1, . . . , k. By summation and rearranging terms again, we obtain
−
1∑k
i=1 µiw(xi)
(
cQ
α+ 1
|q|α+2 +
(
α+ 1
α+ 2
)α+1)
≥
(
k∑
i=1
µi
1
−F ∗(q,Xi)
)−1
.
Using that F ∗ is degenerate elliptic and plugging in X − εX2 ≤ Y we find
F ∗(q,X − εX2)−
1
w∗∗(x)
(
cQ
α+ 1
|q|
α+2
+
(
α+ 1
α+ 2
)α+1)
≥ F ∗(q, Y )−
1
w∗∗(x)
(
cQ
α+ 1
|q|
α+2
+
(
α+ 1
α+ 2
)α+1)
= F ∗(q, Y )−
1∑k
i=1 µiw(xi)
(
cQ
α+ 1
|q|α+2 +
(
α+ 1
α+ 2
)α+1)
≥ F ∗(q, Y ) +
(
k∑
i=1
µi
1
−F ∗(q,Xi)
)−1
.
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By Lemma 3.3 we have
k∑
i=1
µi
1
−F ∗(q,Xi)
=
k∑
i=1
µi
1
−F ∗(q, (X−1i )
−1)
≤
1
−F ∗(q,
∑k
i=1 µiX
−1
i )
=
1
−F ∗(q, Y )
so we may combine these two estimates to obtain
F ∗(q,X − εX2) ≥ 0.
Sending ε ↓ 0 concludes the assertion.
Finally we are able to present our first main result. In this last step we use
comparison principles to show that w∗∗, being a supersolution, must be equal
to w itself.
Theorem 3.5. Let u ∈ C(Ω) be a positive viscosity solution to (11) with u = 0
on ∂Ω in a convex domain Ω that satisfies the interior sphere condition. Fur-
thermore we assume that (A1), (A2), (A3), (A4), and (A5) hold. Then u
α+1
α+2
is concave.
Proof. By definition u is both, a sub- and a supersolution to (11). Then, by
Lemma 3.1, we find that w := −u
α+1
α+2 is a negative supersolution to (13). Using
Lemma 3.4, we obtain that w∗∗ ≤ w is also a negative supersolution to (13).
Then, again by Proposition 3.1, (−w∗∗)
α+2
α+1 is a positive subsolution to (11).
Invoking the comparison principle [LW08b, Theorem 1.3, Theorem 2.4] we find
(−w∗∗)
α+2
α+1 ≤ u = (−w)
α+2
α+1 .
On the other hand we have w∗∗ ≤ w ≤ 0, so (−w∗∗)
α+2
α+1 ≥ (−w)
α+2
α+1 and finally
(−w∗∗)
α+2
α+1 = (−w)
α+2
α+1 .
We may conclude that w∗∗ = w, making w a convex and u
α+1
α+2 a concave func-
tion.
12
4 Log concavity
In Section 2 we have seen that we can compare supersolutions to (5) with
functions
Φ(x) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
K
) 1
α+1
|x− x0|
α+2
α+1 .
It turns out that a similar result can be obtained for supersolutions to (6) by
taking a suitable transformation. Indeed we may define φ(r) := Φ(x) with
r = |x| to see that ψ := exp(φ) > 0 satisfies
F ∗(∇ψ(r),D2ψ(r))
|ψ(r)|α ψ(r)
= − |φ′(r)|
α
(
φ′′(r)cQ +
1
r
φ′(r)(cF − cQ) + φ
′(r)2cQ
)
≤ − |φ′(r)|
α
(
φ′′(r)cQ +
1
r
φ′(r)(cF − cQ)
)
= K
for r > 0, according to the preceding section.
Proposition 4.1. Let U ⊂ Ω be bounded, x0 ∈ U , and K ≥ 0 be any nonnega-
tive constant. Furthermore let a ∈ R be any constant. Then the function
Ψ(x) := exp(Φ(x))
satisfies
F ∗(∇Ψ,D2Ψ) ≤ K |Ψ|
α
Ψ
in U \ {x0}.
Proof. Again, the proof only involves computation.
Lemma 4.2. Let U ⊂ Ω be bounded, x0 ∈ U and u ∈ LSC(Ω) be a supersolution
to (6). Then
u(x) ≥ Ψ(x) on ∂(U \ {x0}) =⇒ u(x) ≥ Ψ(x) in U
with
Ψ(x) := exp(Φ(x))
for K = infU f .
Proof. We assume there is some xˆ ∈ U such that
u(x) ≥ Ψ(x) on ∂(U \ {x0}) but u(xˆ) < Ψ(xˆ).
Since U is bounded, there is some ball of radius R covering U . We define
Φε(x) := a−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
inf
U
f − ε
)) 1α+1
|x− x0|
α+2
α+1
−
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
ε
) 1
α+1
R
α+2
α+1 .
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Then we have Φ(x) ≥ Φε(x) so the function
Ψε(x) := exp(Φε(x))
satisfies
u(x) ≥ Ψ(x) ≥ Ψε(x) on ∂(U \ {x0})
while still keeping
u(xˆ) < Ψε(xˆ)
and infU f − ε ≥ 0 for ε > 0 sufficiently small. Therefore we may assume that
x 7→ u(x)−Ψε(x) attains a local minimum at xˆ. There
F ∗(∇Ψε(xˆ),D
2Ψε(xˆ)) ≤
(
inf
U
f − ε
)
|Ψε(xˆ)|
α
Ψε(xˆ) < f(xˆ) |Ψε(xˆ)|
α
Ψε(xˆ)
holds, contradicting the assumption on u being a supersolution to (6).
Lemma 4.3 (Hopf’s lemma). Let u ∈ LSC(Ω) be a positive supersolution to
(6), Ω satisfy the interior sphere condition, and let x0 ∈ ∂Ω be a boundary point
with
(16) 0 = u(x0) < u(x)
for all x ∈ Ω. Then
lim sup
r↓0
u(x0)− u(x0 − rµ)
r
< 0
for any µ ∈ Rn with 〈µ, ν(x0)〉 > 0 with ν(x0) denoting the outer normal at x0.
Proof. Since Ω satisfies the interior sphere condition there is some R > 0 such
that BR(y0) ⊂ Ω and ∂BR(y0) ∩ ∂Ω = {x0} with y0 := x0 −Rν(x0). Since f is
positive, v := u+ ε is a supersolution to
F (∇v,D2v) = ε inf
Ω
f |v|
α
v
in Ω for ε > 0 small. We may take ε > 0 so small that
(17) v(y0) ≥ ε exp
(
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)) 1
α+1
R
α+2
α+1
)
.
Then we define
ψ(x) := ε exp
(
α+ 1
α+ 2
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)) 1
α+1
×
(
R
α+2
α+1 − |x− y0|
α+2
α+1
))
.
Now we have
v(y0) ≥ ψ(y0)
by (17) and
v(x) ≥ ε = ψ(x)
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on ∂BR(y0) by (16). Therefore we have v ≥ ψ on ∂(BR(y0) \ {y0}). Then
Lemma 4.2 implies v ≥ ψ in BR(y0).
Using v(x0) = ψ(x0) and x0 − rµ ∈ BR(y0) we conclude
u(x0)− u(x0 − rµ)
r
=
v(x0)− v(x0 − rµ)
r
≤
ψ(x0)− ψ(x0 − rµ)
r
for all r > 0 sufficiently small. Sending r ↓ 0 we find
lim sup
r↓0
u(x0)− u(x0 − rµ)
r
≤
∂ψ
∂µ
(x0)
= −ε2
(
α+ 1
cF + α(cF − cQ)
(
ε inf
BR(y0)
f
)
R
) 1
α+1
〈ν(x0), µ〉
< 0,
proving the assertion.
We turn to showing that any positive solution u to
F (∇u,D2u) = λ |u|
α
u(18)
with vanishing boundary values, has the property that
w := − log u
is a convex function. Here λ > 0 denotes any positive eigenvalue. The procedure
is the same as in the preceding section. We first consider which problem w is
solving.
Lemma 4.4. A function u ∈ USC(Ω) is a positive subsolution to (18) if and
only if w ∈ LSC(Ω) is a supersolution to
F (∇w,D2w) = − |∇w|
α+2
cQ − λ.(19)
Proof. Again, this proof only involves computations.
Since w := − log u degenerates at the boundary of Ω to +∞, its convex envelope
cannot be spanned by boundary points. Therefore we may omit the analogon
to Lemma 3.2 and proceed with showing that the convex envelope w∗∗ is a
supersolution.
Lemma 4.5. Let u ∈ USC(Ω) be a positive subsolution to (18) with u = 0 on
∂Ω. Then w∗∗ is a supersolution to (19) with w∗∗ = +∞ on ∂Ω.
Proof. According to [ALL97, Lemma 1] we have w∗∗ = w = +∞ on ∂Ω. So
we only have to show that w∗∗ is indeed a supersolution to (19). This means
showing that
F ∗(q,X) + |∇w∗∗|
α+2
cQ + λ ≥ 0
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for all x ∈ Ω and (q,X) ∈ J2,−
Ω
w∗∗(x).
Using [ALL97, Lemma 3] we only have to consider the case of X ≥ 0.
If q = 0 and α > 0 we have
F ∗(q,X) = 0
by (A2). So the assertion is obvious since all the other terms are nonnegative.
So let us assume q 6= 0 or α = 0.
Since w∗∗ cannot be spanned by any boundary points, we can decompose x in
a convex combination of interior points x1, . . . , xk ∈ Ω such that
k∑
i=1
µixi = x and
k∑
i=1
µiw(xi) = w∗∗(x)
for some µi, . . . , µk > 0 with
∑k
i=1 µi = 1. Then by [ALL97, Proposition 1] for
every ε > 0 small enough, there are positive semidefinite matrices X1, . . . , Xk ∈
S+ such that
X − εX2 ≤
(
k∑
i=1
µiX
−1
i
)
=: Y.
Again, we may assume that the matrices X1, . . . , Xk are positive definite. Oth-
erwise we consider matrices
X˜i := Xi +
1
n
Id
and afterwards take the limit n → ∞ as in [ALL97, p. 273]. Using that by
assumption w is a supersolution to (19), we find
F ∗(q,Xi) ≥ − |q|
α+2
cQ − λ
for i = 1, . . . , k. Since Xi is positive definite and we are considering the case of
q 6= 0 or α = 0, we have F ∗(q,Xi) < 0 according to (A2) which allows us to
rearrange the preceding inequality to
1 ≤ −
1
F ∗(q,Xi)
(
cQ |q|
α+2
+ λ
)
for i = 1, . . . , k. By summation and rearranging terms again, we obtain
cQ |q|
α+2
+ λ ≥
(
k∑
i=1
µi
1
−F ∗(q,Xi)
)−1
.
Using that F ∗ is degenerate elliptic and plugging in X − εX2 ≤ Y we find
F ∗(q,X − εX2) + cQ |q|
α+2
+ λ
≥ F ∗(q, Y ) + cQ |q|
α+2 + λ
≥ F ∗(q, Y ) +
(
k∑
i=1
µi
1
−F ∗(q,Xi)
)−1
.
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By Lemma 3.3 we have
k∑
i=1
µi
1
−F ∗(q,Xi)
=
k∑
i=1
µi
1
−F ∗(q, (X−1i )
−1)
≤
1
−F ∗(q,
∑k
i=1 µiX
−1
i )
=
1
−F ∗(q, Y )
so we may combine these two estimates to obtain
F ∗(q,X − εX2) ≥ 0.
Sending ε ↓ 0 concludes the assertion.
Just like Theorem 3.5 we conclude our second main result.
Theorem 4.6. Let u ∈ C(Ω) be a positive viscosity solution to (18) with u = 0
on ∂Ω in a convex domain Ω that satisfies the interior sphere condition. Fur-
thermore we assume that (A1), (A2), (A3), (A4), and (A5) hold. Then log u is
concave.
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