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A Generalized Beurling Theorem in Finite von Neumann
Algebras
Don Hadwin, Wenjing Liu, and Lauren Sager
Dedicated to Lyra, a great Chinese-American girl
Abstract. In 2016 and 2017, Haihui Fan, Don Hadwin and Wenjing Liu proved a commu-
tative and noncommutative version of Beurling’s theorems for a continuous unitarily invari-
ant norm α on L∞(T, µ) and tracial finite von Neumann algebras (M, τ), respectively. In
the paper, we study unitarily ‖‖1-dominating invariant norms α on finite von Neumann al-
gebras. First we get a Burling theorem in commutative von Neumann algebras by defining
Hα(T, µ) = H∞(T, µ)
σ(Lα(T),Lα
′
(T))
∩ Lα(T, µ), then prove that the generalized Beurling theo-
rem holds. Moreover, we get similar result in noncommutative case. The key ingredients in the
proof of our result include a factorization theorem and a density theorem for Lα (M, τ).
1. Introduction
Let T be the unit circle, i.e., T = {λ ∈ C : |λ| = 1}, and let µ be Haar measure (i.e., nor-
malized arc length) on T. The classical and influential Beurling-Helson-Lowdenslager theorem
(see [3],[15],[16]) states that if W is a closed H∞(T, µ)-invariant subspace (or, equivalently,
zW ⊆ W ) of L2 (T, µ) , then W = ϕH2 for some ϕ ∈ L∞(T, µ), with |ϕ| = 1 a.e.(µ) or
W = χEL
2(T, µ) for some Borel set E ⊂ T. If 0 6= W ⊂ H2(T, µ), then W = ϕH2(T, µ) for
some ϕ ∈ H∞(T, µ) with |ϕ| = 1 a.e. (µ). Later, the Beurling’s theorem was extended to
Lp(T, µ) and Hp(T, µ) with 1 ≤ p ≤ ∞, with the assumption that W is weak*-closed when
p =∞ (see [14],[15],[16],[17]). In [9], Yanni Chen extended the Helson-Lowdenslager-Beurling
theorem for all continuous ‖‖1-dominating normalized gauge norms on T. In [10], [12] Hai-
hui Fan, Don Hadwin and Wenjing Liu proved a commutative and noncommutative version of
Beurling’s theorems for a continuous unitarily invariant norm α on L∞(T, µ) and a tracial finite
von Neumann algebra (M, τ), respectively. Later, Lauren Sager and Wenjing Liu got a similarly
result for semifinite von Neumann algebras in [19].
In this paper, we first extend the Helson-Lowdenslager-Beurling theorem for a much larger class
of norms, ‖‖1-dominating normalized gauge norms on L∞ (T, µ). For each such norm α, we define
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the dual norm α′, let Lα(T, µ) = {f : f is a measurable function on T with α(f) < ∞}, and
Lα(T, µ) = L∞(µ)
α
, i.e., the α-closure of L∞(µ) in Lα(T, µ). We have Banach space Lα (T, µ) =
L∞ (T, µ)
α
and a Hardy spaceHα = H∞ (T, µ)
σ(Lα(T),Lα
′
(T))
∩Lα (T, µ)with L∞(T, µ) ⊂ Lα(T, µ) ⊂
L1(T, µ) and H∞(T, µ) ⊂ Hα(T, µ) ⊂ H1(T, µ). In this new setting, we prove the following
Beurling-Helson-Lowdenslager theorem, which is the main result of this paper.
THEOREM 3.10 Suppose µ is Haar measure on T and α is a normalized gauge norm on
L∞ (T) with α(.) ≥ ‖.‖1. Let M be an σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with
zM ⊆M if and only if either W = ϕHα(µ) for some unimodular function ϕ, or W = χEL
α(µ),
for some Borel subset E of T. If 0 6=W ⊂ Hα(µ), then W = ϕHα(µ) for some inner function ϕ.
To prove Theorem THEOREM 3.10. we need the following technical theorems in Section 3.
THEOREM 3.5 Let α be a normalized gauge norm on L∞ (T) with α(.) ≥ ‖.‖1. If k ∈ L∞, k−1 ∈
Lα, then there is a unimodular function u ∈ L∞ and an outer function s ∈ H∞ such that k = us
and s−1 ∈ Hα.
THEOREM 3.8 Suppose α is a normalized gauge norm on L∞ (T) with α(.) ≥ ‖.‖1. Let M be an
σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with zM ⊆ M . Then
(1) M ∩ L∞ (T) is weak*-closed in L∞ (T),
(2) M = M ∩ L∞ (T)
σ(Lα(T),Lα
′
(T))
.
In noncommutative case, we get similarly result. Suppose M is a finite von Neumann
algebra with a faithful, normal, tracial state τ , Φτ be the conditional expectation and α is a
normalized, unitarily invariant ‖‖1-dominating norm on M. Let Lα(M, τ) be the α closure
of M,i.e., Lα(M, τ) = [M]α. Similarly, Hα(M, τ) = H∞(M, τ)
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ),
H∞0 (M, τ) = ker(Φτ ) ∩ H
∞(M, τ) and Hα0 (M, τ) = ker(Φτ ) ∩ H
α(M, τ). Then we get the
following generalized Beurling theorem in finite von Neumann algebras.
THEOREM 4.11 LetM be a finite von Neumann algebra with a faithful, normal, tracial state
τ and α be a normalized, unitarily invariant, ‖‖1-dominating norm on M.Let H∞ be a finite
subdiagonal subalgebra ofM and D = H∞∩(H∞)∗. IfW is a closed subspace of Lα(M, τ) such
that WH∞ ⊆ W, then there exists a σ(Lα (M, τ) , Lα
′
(M, τ)) closed subspace Y of Lα(M, τ)
and a family {uλ}λ∈Λ of partial isometries in M such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u
∗
λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = H∞0 Y
σ(Lα(M,τ),Lα
′
(M,τ))
,
(4) W = Y ⊕col (⊕colλ∈ΛuλH
α).
The organization of the paper is as follows. In section 2, we introduce ‖‖1-dominating normal-
ized, unitarily invariant norms. In section 3, we study the relations between commutative Hardy
spaces Hα(T, µ) and get the generalized Beurling theorem in the commutative von Neumann
algebras setting. In section 4, using similar techniques as in section 3, we prove a version of the
generalized noncommutative Beurling’s theorem for finite von Neumann algebras.
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2. Gauge Norms on the Unit Circle
A norm α on L∞(T, µ) is a normalized gauge norm if
(1) α(1) = 1,
(2) α(|f |) = α(f) for every f ∈ L∞(T, µ).
We say that a normalized gauge norm α is ‖ · ‖1,µ-dominating if there exists c ∈ R
+ such
that (3) α(f) ≥ c‖f‖1,µ, for every f ∈ L∞(T, µ).
For example, it is easily to see the following fact that
(1) The common norm ‖ · ‖p,µ is a α norm for 1 ≤ p ≤ ∞.
(2) If 1 ≤ pn < ∞ for n ≥ 1,
∑∞
n=1
1
2n
‖ · ‖pn,µ is a α norm, which is not equivalent to any
‖ · ‖p,µ.
We can extend the normalized gauge norm α from L∞(T, µ) to the set of all measurable
functions, and define α for all measurable functions f on T by
α(f) = sup{α(s) : s is a simple function , 0 ≤ s ≤ |f |}.
It is clear that α(f) = α(|f |) still holds.
Define the following two spaces.
Lα(T, µ) = {f : f is a measurable function on T with α(f) <∞},
Lα(T, µ) = L∞(µ)
α
, i.e., the α -closure of L∞(µ) in Lα(T, µ).
The following are some properties of α norm in []
Lemma 2.1. Suppose f, g : T→ C are measurable. Let α be a ‖·‖1,µ-dominating normalized
gauge norm. Then the following statements are true
(1) If |f | ≤ |g|, then α(f) ≤ α(g);
(2) α(fg) ≤ α(f) ‖g‖∞;
(3) α(g) ≤ ‖g‖∞;
(4) L∞(T, µ) ⊂ Lα(T, µ) ⊂ Lα(T, µ) ⊂ L1(T, µ) .
Let α be a ‖·‖1,µ-dominating normalized gauge norm on L
∞ (T, µ). We define the dual norm
α
′
: L∞(T, µ)→ [0,∞] by
α
′
(f) = sup{|
∫
T
fhdµ| : h ∈ L∞(T, µ), α(h) ≤ 1}
= sup{
∫
T
|fh|dµ : h ∈ L∞(T, µ), α(h) ≤ 1}
Lemma 2.2. Let α be a ‖‖1-dominating normalized gauge norm on L
∞ (T, µ). Then the dual
norm α
′
is also a ‖‖1-dominating normalized gauge norm on L∞ (T, µ).
We also can define the dual spaces of Lα(T, µ) and Lα(T, µ).
Lα
′
(T, µ) = {f : f is a measurable function on T with α
′
(f) <∞}.
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Lα
′
(T, µ) = L∞(µ)
α
′
, i.e., the α
′
-closure of L∞(T, µ) in Lα
′
(T, µ).
By lemma 2.3 in [9], we have
L∞(T, µ) ⊂ Lα
′
(T, µ) ⊂ Lα
′
(T, µ) ⊂ L1(T, µ)
Now we consider the σ(Lα (T) ,Lα
′
(T)) topology on Lα(T, µ) space. Since L∞(T, µ) ⊂ Lα(T, µ),
L∞(T, µ)
σ(Lα(T),Lα
′
(T))
⊂ Lα(T, µ)
σ(Lα(T),Lα
′
(T))
= Lα(T, µ). Thus we have the following result.
Lemma 2.3. L∞(T, µ)
σ(Lα(T),Lα
′
(T))
= Lα(T, µ).
Proof. As we show above, L∞(T, µ)
σ(Lα(T),Lα
′
(T))
⊂ Lα(T, µ). Additionally, by properties
of norm and weak closure, we have Lα(T, µ) ⊂ L∞(T, µ)
σ(Lα(T),Lα
′
(T))
. 
Since L∞ (T, µ) with the norm α is dense in Lα(T, µ), they have the same dual spaces. i.e.
the normed dual (Lα(T, µ), α)# = (L∞ (T, µ) , α)#. By the following lemma, we can view the
dual space as a vector space, a vector subspace of L1(T, µ). Suppose w ∈ L1(T, µ), we define
the functional ϕw : L
∞(T, µ)→ C by
ϕw (f) =
∫
T
fwdµ.
Lemma 2.4. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ) and α
′
be its
dual norm . Then
(1) if ϕ : L∞(T, µ) → C is an σ(Lα (T) ,Lα
′
(T))-continuous linear functional, then there is a
w ∈ L1(T, µ) such that ϕ = ϕw, where ϕw (f) =
∫
T fwdµ.
(2) if ϕw is σ(L
α (T) ,Lα
′
(T))-continuous on L∞(T, µ), then
(a) ‖w‖1,µ ≤ ‖ϕw‖ =
∥∥ϕ|w|∥∥ ,
(b) given ϕ in the dual of Lα(T, µ), i.e., ϕ ∈
(
Lα(T, µ), σ(Lα (T) ,Lα
′
(T))
)#
, there exists a
w ∈ L1(T, µ), such that
∀f ∈ L∞(T, µ), ϕ(f) =
∫
T
fwdµ and wLα(T, µ) ⊆ L1(T, µ)
(3) we have Lα
′
(T, µ) ⊆
(
Lα(T, µ), σ(Lα (T) ,Lα
′
(T))
)#
.
Proof. For (1), It’s easy to check by the definition of σ(Lα (T) ,Lα
′
(T))-continuous linear
functional
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For (2a), From (1), we have
‖w‖1,µ = sup
{∣∣∣∣
∫
T
wsdµ
∣∣∣∣ : s is simple, ‖s‖∞ ≤ 1
}
= sup {|ϕ (s)| : s simple, ‖s‖∞ ≤ 1} ≤ ‖ϕ‖ .
We will see ‖w‖1,µ ≤ ‖ϕ‖ .
(2b) Suppose f ∈ Lα(T, µ), f = u|f |, |u| = 1. |f | ∈ Lα(T, µ). There exists an increasing
positive sequence sn such that sn → |f | a.e. (µ), thus usn → u|f | a.e.(µ). ∀w ∈ L1(T, µ), w =
v|w|, where |v| = 1, so we have vsn → v|f | a.e. (µ), where v is the conjugate of v and
α(vsn− v|f |)→ 0. Thus we have ϕ(vsn)→ ϕ(v|f |). On the other hand, we also have ϕ(vsn) =∫
T vsnwdµ→
∫
T v|f |wdµ =
∫
T |f ||w|dµ by monotone convergence theorem. Thus
∫
T |f ||w|dµ =∫
T |f |vwdµ = ϕ(v|f |) < ∞, therefore fw ∈ L
1(T, µ), i.e., wLα(T, µ) ⊆ L1(T, µ), where w ∈
L1(T, µ).
For (3), By (2b) we know that if ϕ ∈ Lα(T, µ), then there exists w ∈ L1(T, µ) such that
ϕ(f) = ϕw(f), ∀f ∈ L∞(T, µ). By (1), ϕ(f) = ϕw(f) implies ϕ is an σ(Lα (T) ,Lα
′
(T))-
continuous linear functional.

3. The Extension of Beurling Theorem in Communtative von Neumann Algebras
Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). We define Hα(T, µ) =
H∞(T, µ)
σ(Lα(T),Lα
′
(T))
∩ Lα(T, µ), from the definition, we first extend the classical Lp(T, µ)
spaces.
Example 3.1. If we take α to be p-norm, then Hp(T, µ) = H∞(T, µ)
σ(Lp(T),Lq(T))
∩Lp(T, µ).
In addition, in the classical Hardy space, we have Hp(T, µ) = H1(T, µ) ∩ Lp(T, µ), now we
have similar result in the following theorem.
Theorem 3.2. Hα(T, µ) = H1(T, µ) ∩ Lα(T, µ).
Proof. By the definition of Hα, we know that
Hα = H∞(µ)
σ(Lα(T),Lα
′
(T))
∩ Lα(T, µ) ⊂ L∞
σ(Lα(T),Lα
′
(T))
= Lα(T, µ).
For every f ∈ Hα = H∞(µ)
σ(Lα(T),Lα
′
(T))
∩ Lα(T, µ) ( L1(T, µ), there is a sequence fn in
H∞ such that fn → f in σ(Lα (T) , Lα
′
(T)) topology. Thus, for every g ∈ Lα
′
(T),
∫
T(fng)dµ→∫
T(fg)dµ. Therefore, we have
c−m =
∫
T
fzmdµ = lim
n→∞
∫
T
fnz
mdµ = lim
n→∞
c−mn = lim
n→∞
0 = 0, m ≥ 0
So f ∈ H1(T, µ). Thus Hα(T, µ) ⊆ H1(T, µ) ∩ Lα(T, µ).
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Now since Hα(T, µ) is an σ(Lα (T) , Lα
′
(T))-closed subspace of Lα(T, µ), for every f ∈
Lα(T, µ) and f /∈ Hα(T, µ), there is a σ(Lα (T) , Lα
′
(T))-continuous functional ϕ on Lα(T, µ)
such that ϕ(Hα(T, µ)) = 0 and ϕ(f) 6= 0. Also, there is a g ∈ Lα
′
(T, µ) such that ϕ(h) =∫
T hgdµ for all h ∈ L
α(T, µ) . And we know g ∈ Lα
′
(T, µ) ⊂ L1(T, µ), so we can write
g(z) =
∑∞
n=−∞ cnz
n. Since φ(Hα(T, µ)) = 0,we have
c−n =
∫
T
gzndµ = ϕ(zn) = 0, n ≥ 0.
Thus g is analytic and g(0) = 0.
Take w ∈ H1(T, µ) ∩ Lα(T, µ),then wg is analytic and wg ∈ L1(T, µ). Hence
ϕ(w) =
∫
T
wgdµ = w(0)g(0) = 0
Since for every f ∈ Lα(T, µ) and f /∈ Hα(T, µ), there is a ϕ is σ(Lα (T) , Lα
′
(T))-continuous
functional on Lα(T, µ) such that ϕ(Hα(T, µ)) = 0 and ϕ(f) 6= 0, w ∈ Hα(T, µ) by Hahn-Banach
theorem, which implies H1(T, µ) ∩ Lα(T, µ) ⊂ Hα(T, µ).

Lemma 3.3. Let α be a ‖ · ‖1-dominating normalized gauge norm on L
∞ (T, µ). If W is an
σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ) with zW ⊆W , then H∞(µ)W ⊂W .
Proof. Let P+ = {en : n ∈ N} denote the class of all polynomials in H∞(T, µ), where
en(z) = z
n for all z in the unit circle T. Since zW ⊆ W , we see p(z)W ⊆ W for any
polynomial p ∈ P+. To complete the proof, it suffices to show that fh ∈ W for every h ∈ Wand
every f ∈ H∞(T, µ). Now we assume that u is a nonzero element in Lα
′
(T, µ), then it follows
from lemma 2.4 (2b) hu ∈ WLα
′
(T, µ) ⊂ Lα (T)Lα
′
(T) ⊂ L1 (T). Since f ∈ H∞, define
ϕ(h) =
∫
T hgdµ for all h ∈ L
α(T, µ) , now we have c−n =
∫
T fz
ndµ = ϕ(zn) = 0, for all n > 0,
which implies that the partial sums Sn(f) =
∑n
−n cne
n =
∑n
0 cne
n ∈ P+ for all n > 0. Hence
the Cesaro means
σn(f) =
S0(f) + S1(f) + ...+ Sn(f)
n+ 1
∈ P+
Moreover, we know that σn(f)→ f in the weak* topology. Since hu ∈ L1 (T) we have∫
T
σn(f)hudµ→
∫
T
fhudµ
Observe that σn(f)h ∈ P+W ⊂ W and u ∈ Lα
′
(T), it follows that σn(f)h→ fh in σ(Lα (T) , Lα
′
(T))
topology. Since W is σ(Lα (T) , Lα
′
(T))-closed, fh ∈ W . This completes the proof. 
A key ingredient is based on the following result that uses the Herglotz kernel in [8].
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Lemma 3.4. {|h| : 0 6= h ∈ H1(T, µ)} = {f ∈ L1(T, µ) : f ≥ 0 and log f ∈ L1(T, µ)} , In
fact, if f ≥ 0 and φ, logφ ∈ L1(T, µ), then
f(z) = exp
∫
T
w + z
w − z
log f(w)dµ(w)
defines an outer function h on D and |h| = f on T.
The following result is a factorization theorem for Lα(T, µ).
Theorem 3.5. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). If k ∈
L∞(T, µ), k−1 ∈ Lα(T, µ), then there is a unimodular function u ∈ L∞(T, µ) and an outer
function s ∈ H∞(T, µ) such that k = us and s−1 ∈ Hα(T, µ).
Proof. Recall that an outer function is uniquely determined by its absolute boundary
values, which are necessarily absolutely log integrable. Suppose k ∈ L∞(T, µ), k−1 ∈ Lα(T, µ),
on the circle we have
− |k| < − log |k| = log |k−1| ≤ |k−1|
It follows from k ∈ L∞(T, µ), and k−1 ∈ Lα (T) ⊂ L1 (T) that
−∞ <
∫
T
−|k|dµ ≤
∫
T
log |k−1|dµ ≤
∫
T
|k−1|dµ <∞
Hence |k−1| is log integrable, by lemma???,there is an outer function h ∈ H1(T, µ) such
that |h| = |k−1| on T. If we let s = h−1 and u = kh, we know h is outer, s = h−1 is analytic
on D, also, |s| = |h−1| = |k| ∈ L∞, so s ∈ H∞ such that k = us where u is unimodular.
Further, since h ∈ H1 (µ) and uk−1 ∈ Lα(T, µ) , it follows from ??? that s−1 = h = uk−1 ∈
H1(T, µ) ∩ Lα(T, µ) = Hα(T, µ).

We let B = {f ∈ L∞(T, µ) : ‖f‖∞ ≤ 1} denote the closed unit ball in L∞(T, µ).
Lemma 3.6. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). Then B =
{f ∈ L∞(µ) : ‖f‖∞ ≤ 1} is α-closed.
Proof. Suppose {fn} is a sequence in B, f ∈ Lα and α(fn − f)→ 0. Since ‖f‖1 ≤ α(f).
it follows that ‖fn − f‖1 → 0, which implies that fn → f in µ-measure. Then there is a
subsequence {fnk} such that fnk → f a.e. (µ). Hence f ∈ B. 
The following theorem and its corollary relate the closed invariant subspaces of Lα(T, µ) to
the weak*-closed invariant subspaces of L∞.
The following lemma is the Krein-Smulian theorem from [11].
Lemma 3.7. Let X be a Banach space. A convex set in X# is weak* closed if and only if its
intersection with B = {φ : ‖φ‖ ≤ 1} is weak* closed.
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Theorem 3.8. Let α be a ‖ · ‖1-dominating normalized gauge norm on L∞ (T, µ). Let M be
an σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ) with zM ⊆M . Then
(1) M ∩ L∞ (T) is weak*-closed in L∞ (T),
(2) M = M ∩ L∞ (T)
σ(Lα(T),Lα
′
(T))
.
Proof. For (1), to proveM∩L∞(T, µ) is weak*-closed in L∞(T, µ), using the Krein-Smulian
theorem, we only need to show that M ∩L∞(T, µ)∩B, i.e., M ∩B, is weak*-closed. If {fλ} is a
net in M ∩ B and fλ → f weak* in L∞(T, µ), then, for every g ∈ L1(T, µ),
∫
T(fλ − f)gdµ→ 0.
Since α
′
≥ ‖cdot.‖1, Lα
′
(T, µ) ⊂ L1(T, µ) and we have fλ → f in σ(Lα (T) , Lα
′
(T)) topology,
so f ∈ M . Since B is weak* closed, f ∈ B ,thus f ∈ W ∩ B. Hence M ∩ B is weak*-closed in
L∞(µ).
For (2), since M is σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα(T, µ), it is clear that
M ⊃ M ∩ L∞(µ)
σ(Lα(T),Lα
′
(T))
. Suppose f ∈ M and let k = 1
|f |+1
. Then k ∈ L∞(T, µ), k−1 ∈
Lα(T, µ). It follows from theorem 3.5 that there is an s ∈ H∞(T, µ), s−1 ∈ Hα(T, µ) and an
unimodular function u such that k = us, so sf = ukf = u f
|f |+1
∈ L∞(T, µ). There is a sequence
{sn} in H∞(T, µ) such that sn → s−1 in σ(Lα (T) , Lα
′
(T)) topology. For each n ∈ N, it follows
from lemma 3.3 that snsf ∈ H
∞(µ)H∞(µ)M ⊂ M and snsf ∈ H
∞(µ)L∞(µ) ⊂ L∞(µ), which
implies that {snsf} is a sequence in M ∩ L∞(µ). For every g ∈ Lα
′
(T),
∫
T(snsf − f)gdµ =∫
T(sn − s
−1)sfgdµ. Since sn → s−1 in σ(Lα (T) , Lα
′
(T)) topology, and sfg ∈ Lα
′
(T),
∫
T(sn −
s−1)sfgdµ → 0. Thus f ∈ M ∩ L∞(µ)
σ(Lα(T),Lα
′
(T))
. Therefore M = M ∩ L∞(µ)
σ(Lα(T),Lα
′
(T))
.

Lemma 3.9. A weak*-closed linear subspace M of L∞(T, µ) satisfies zM ⊂M if and only if
M = ϕH∞(T, µ) for some unimodular function ϕ or M = χEL∞(T, µ), for some Borel subset
E of T.
Theorem 3.10. Suppose µ is Haar measure on T and Let α be a ‖·‖1-dominating normalized
gauge norm on L∞ (T, µ). Let W be an σ(Lα (T) , Lα
′
(T))-closed linear subspace of Lα (T) with
zW ⊆W if and only if either W = ϕHα(µ) for some unimodular function ϕ, or W = χELα(µ),
for some Borel subset E of T. If 0 6= W ⊂ Hα(µ), then W = ϕHα(µ) for some inner function
ϕ.
Proof. Let M = W ∩ L∞(T, µ), it follows from the (1) in theorem 3.8 that M is weak*
closed in L∞(T, µ). Since zW ⊂ W , it is easy to check that zM ⊂ M . Then by lemma
3.9, we can conclude that either M = ϕH∞(T, µ) for some unimodular function ϕ or M =
χEL
∞(T, µ), for some Borel subset E of T. By the (2) in theorem 3.8, if M = ϕH∞(µ),
W = W ∩ L∞(µ)
σ(Lα(T),Lα
′
(T))
= M
σ(Lα(T),Lα
′
(T))
= ϕH∞(µ)
σ(Lα(T),Lα
′
(T))
= ϕHα(T, µ), for some
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unimodular function ϕ. If M = χEL
∞(µ), W = W ∩ L∞(µ)
σ(Lα(T),Lα
′
(T))
= M
σ(Lα(T),Lα
′
(T))
=
χEL∞(µ)
σ(Lα(T),Lα
′
(T))
= χEL
α(T, µ), for some Borel subset E of T. The proof is completed. 
4. The Extension of Beurling Theorem in Finite von Nuemann Algebras
LetM be a finite von Neumann algebra with a faithful, normal, tracial state τ. Given a von
Neumann subalgebra D of M, a conditional expectation Φ: M → D is a positive linear map
satisfying Φ(I) = I and Φ(x1yx2) = x1Φ(y)x2 for all x1, x2 ∈ D and y ∈ M. There exists a
unique conditional expectation Φτ : M→D satisfying τ ◦Φτ (x) = τ(x) for every x ∈M. Now
we recall noncommutative Hardy spaces H∞(M, τ) in [1].
Definition 4.1. Let A be a weak* closed unital subalgebra of M, and let Φτ be the unique
faithful normal trace preserving conditional expectation fromM onto the diagonal von Neumann
algebra D = A∩A∗. Then A is called a finite, maximal subdiagonal subalgebra ofM with respect
to Φτ if
(1) A+A∗ is weak* dense in M,
(2) Φτ (xy) = Φτ (x)Φτ (y) for all x, y ∈ A.
Such A will be denoted by H∞(M, τ), and A is also called a noncommutative Hardy space.
Example 4.2. Let M = L∞(T, µ), and τ(f) =
∫
fdµ for all f ∈ L∞(T, µ). Let A =
H∞(T, µ), then D = H∞(T, µ) ∩ H∞(T, µ)∗ = C. Let Φτ be the mapping from L∞(T, µ) onto
C defined by Φτ (f) =
∫
fdµ. Then H∞(T, µ) is a finite, maximal subdiagonal subalgebra of
L∞(T, µ).
Example 4.3. Let M =Mn(C) be with the usual trace τ . Let A be the subalgebra of lower
triangular matrices, now D is the diagonal matrices and Φτ is the natural projection onto the
diagonal matrices. Then A is a finite maximal subdiagonal subalgebra of Mn(C).
Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ , Φτ be
the conditional expectation and α be a normalized, unitarily invariant ‖‖1-dominating norm on
M. Let Lα(M, τ) be the α closure of M,i.e., Lα(M, τ) = [M]α and (Lα(M, τ))
′
be the dual
space of Lα(M, τ), more details about the dual space of Lα(M, τ) is in [7]. Similarly, we define
Hα(M, τ) = H∞(M, τ)
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ), H∞0 (M, τ) = ker(Φτ ) ∩ H
∞(M, τ) and
Hα0 (M, τ) = ker(Φτ ) ∩H
α(M, τ).
Example 4.4. Let α = ‖·‖p, then Lp(M, τ) = [M]p, Hp(M, τ) = H∞(M, τ)
σ(Lp(M,τ),Lq(M,τ))
∩
Lp(M, τ).
In [20], K. S. Satio characterized the noncommutative Hardy spacesHp(M, τ) andHp0 (M, τ).
Lemma 4.5. Let M be a finite von Neumann algebra with a faithful, normal, tracial state τ ,
and then
(1) H1(M, τ) = {x ∈ L1(M, τ) : τ(xy) = 0 for all y ∈ H∞0 },
(2) H10 (M, τ) = {x ∈ L
1(M, τ) : τ(xy) = 0 for all y ∈ H∞},
(3) H10 (M, τ) = {x ∈ H
1(M, τ) : Φτ (xh) = 0}.
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Theorem 4.6. Let M be a finite von Neumann algebra with a faithful, normal, tracial state
τ and α be a normalized, unitarily invariant ‖ · ‖1,τ -dominating norm on M. Let H∞ be a
finite subdiagonal subalgebra of M. Then there exists a faithful normal tracial state τ such that
Hα(M, τ) = H1(M, τ) ∩ Lα(M, τ).
Proof. By the definition of Hα(M, τ), we have Hα(M, τ) = H∞(M, τ)
σ(Lα(M,τ),Lα
′
(M,τ))
∩
Lα(M, τ) ⊆ Lα (M, τ). For every x ∈ Hα(M, τ) = H∞(M, τ)
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ),
there exists a net xn inH
∞(M, τ) such that xn → x in σ(Lα (M, τ) , Lα
′
(M, τ)) topology. Since
xn ∈ H∞(M, τ) ⊆ H1(M, τ), τ(xny) = 0 for all y ∈ H∞(M, τ),Φ(y) = 0. We know xn → x
in σ(Lα (M, τ) , Lα
′
(M, τ)) topology, so ∀y ∈ H∞(M, τ), τ(xny) → τ(xy). Therefore, for all
y ∈ H∞(M, τ),Φ(y) = 0,τ(xy) = 0. Thus Hα(M, τ) ⊆ H1(M, τ).Therefore, Hα(M, τ) ⊆
H1(M, τ) ∩ Lα(M, τ).
Next, we show that Hα(M, τ) = H1(M, τ) ∩ Lα(M, τ).
Assume, via contradiction, that Hα(M, τ) ( H1(M, τ) ∩ Lα(M, τ). By the Hahn-Banach
theorem, there is a σ(Lα (M, τ) , Lα
′
(M, τ))-continuous functional Φ on Lα (M, τ) and x ∈
H1(M, τ)∩Lα(M, τ) such that Φ(x) = 0 and Φ(y) = 0 for ∀y ∈ Hα(M, τ). Since ξ ∈ Lα
′
(M, τ)
such that Φ(z) = τ(zξ), ∀z ∈ Lα(M, τ), we have Φ(y) = τ(yξ), ∀y ∈ Hα(M, τ) ⊆ Lα(M, τ).
Because ξ ∈ Lα
′
(M, τ) ⊆ L1(M, τ) and Φ(y) = τ(yξ), ∀y ∈ H∞(M, τ), ξ ∈ H1(M, τ)0.
Since x ∈ H1(M, τ), τ(xξn) = 0, ∀ξn ∈ H∞(M, τ)0. There exists a net ξn ∈ H∞(M, τ)0 such
that ξn → ξ in ‖‖1 topology, so τ(ξn)→ τ(ξ). By lemma 3.4 in [7], τ(xξn)→ τ(xξ). Therefore,
Φ(x) = τ(xξ) = 0, which contradicts Φ(x) = 0. Thus, Hα(M, τ) = H1(M, τ) ∩ Lα(M, τ). 
Theorem 4.7. Let M be a finite von Neumann algebra with a faithful, normal, tracial state
τ and α be a normalized, unitarily invariant, ‖‖1-dominating norm on M. Let H∞ be a finite
subdiagonal subalgebra of M. If k ∈M and k−1 ∈ Lα (M, τ) , then there are unitary operators
u1, u2 ∈M and s1, s2 ∈ H∞ such that k = u1s1 = s2u2 and s
−1
1 , s
−1
2 ∈ H
α(M, τ).
Proof. Suppose k ∈ M with k−1 ∈ Lα(M, τ). Assume that k = v |k| is the polar decom-
position of k in M, where v is a unitary in M. Then from the assumption that k−1 = |k|−1 v∗,
so we have |k|−1 ∈ Lα(M, τ) ⊂ L1(M, τ). Since |k| in M positive, we have |k|−
1
2 ∈ L2(M, τ)
and |k|
1
2 ∈M. There exists a unitary operatoru1 ∈Mand s1 ∈ H∞ such that

The following density theorem also plays an important role in the proof of our main result
of the paper.
Theorem 4.8. Let M be a finite von Neumann algebra with a faithful, normal, tracial
state τ and α be a normalized, unitarily invariant, ‖‖1-dominating norm on M. If W is a
σ(Lα (M, τ) , Lα
′
(M, τ))-closed subspace of Lα(M, τ) and N is a weak* closed linear subspace
of M such that WH∞ ⊂ W and NH∞ ⊂ N , then
(1) N = N
σ(Lα(M,τ),Lα
′
(M,τ))
∩M,
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(2) W ∩M is weak* closed in M,
(3) W =W ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
,
(4) If S is a subspace ofM such that SH∞ ⊂ S, then S
σ(Lα(M,τ),Lα
′
(M,τ))
= S
w∗σ(L
α(M,τ),Lα
′
(M,τ))
,
where S
w∗
is the weak*-closure of S in M.
Proof. For (1), it is clear that N ⊆ N
σ(Lα(M,τ),Lα
′
(M,τ))
∩M. Assume, via contradiction,
that N ( N
σ(Lα(M,τ),Lα
′
(M,τ))
∩M. Note that N is a weak* closed linear subspace of M and
L1(M, τ) is the predual space of (M, τ). It follows from the Hahn-Banach theorem that there
exist a ξ ∈ L1(M, τ) and an x ∈ N
σ(Lα(M,τ),Lα
′
(M,τ))
∩M such that
(a) τ(ξx) 6= 0 and (b) τ(ξy) = 0 for all y ∈ N .
We claim that there exists a z ∈ M such that
(a′) τ(zx) 6= 0 and (b′) τ(zy) = 0 for all y ∈ N . Actually assume that ξ = |ξ∗|v is the polar
decomposition of ξ ∈ L1(M, τ), where v is a unitary element in M and |ξ∗| is in L1(M, τ)
is positive. Let f be a function on [0,∞) defined by the formula f(t) = 1 for 0 ≤ t ≤ 1
and f(t) = 1/t for t > 1. We define k = f(|ξ∗|) by the functional calculus. Then by the
construction of f , we know that k ∈ M and k−1 = f−1(|ξ∗|) ∈ L1(M, τ). It follows from
theorem 4.7 that there exist a unitary operator u ∈ M and s ∈ H∞ such that k = us and
s−1 ∈ H1(M, τ). Therefore, we can further assume that {tn}
∞
n=1 is a sequence of elements in
H∞ such that ‖s−1 − tn‖1,τ → 0. Observe that
(i) Since s, tn are in H
∞, for each y ∈ N we have that ytns ∈ NH∞ ⊆ N and τ(tnsξy) =
τ(ξytns) = 0,
(ii) We have sξ = (u ∗ u)s(|ξ∗|v) = u ∗ (k|ξ∗|)v ∈M, by the definition of k,
(iii) From (a) and (i), we have 0 6= τ(ξx) = τ(s−1sξx) = lim
n→∞
τ(tnsξx).
Combining (i), (ii) and (iii), we are able to find an N ∈ Z such that z = tNsξ ∈M satisfying
(a′) τ(zx) 6= 0 and (b′) τ(zy) = 0 for all y ∈ N .
Recall that x ∈ N
σ(Lα(M,τ),Lα
′
(M,τ))
. Then there is a sequence {xn} ⊆ N such that xn → x in
σ(Lα (M, τ) , Lα
′
(M, τ)) topology. We have
|τ(zxn)− τ(zx)| → 0.
Combining with (b′) we conclude that τ(zx) = lim
n→∞
τ(zxn) = 0. This contradicts with the result
(a′). Therefore, N = N
σ(Lα(M,τ),Lα
′
(M,τ))
∩M.
For (2), letW ∩M
w∗
be the weak*-closure ofW∩M inM. In order to show thatW∩M =
W ∩M
w∗
, it suffices to show that W ∩M
w∗
⊆ W. Assume, to the contrary, that W ∩M
w∗
*
W. Thus there exists an element x in W ∩M
w∗
⊂ M ⊆ Lα(M, τ), but x /∈ W. Since W is
a σ(Lα (M, τ) , Lα
′
(M, τ))-closed subspace of Lα(M, τ), by the Hahn-Banach theorem, there
exists a ξ ∈ L1(M, τ) such that τ(ξx) 6= 0 and τ(ξy) = 0 for all y ∈ W. Since ξ ∈ L1(M, τ), the
linear mapping τξ :M→ C, defined by τξ(a) = τ(ξa) for all a ∈ M is weak*-continuous. Note
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that x ∈ W ∩M
w∗
and τ(ξy) = 0 for all y ∈ W. We know that τ(ξx) = 0, which contradicts
with the assumption that τ(ξx) 6= 0. Hence W ∩M
w∗
⊆ W, so W ∩M =W ∩M
w∗
.
For (3), sinceW is σ(Lα (M, τ) , Lα
′
(M, τ))-closed, we haveW ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
⊆ W.
Now we assume W ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
( W ⊆ Lα(M, τ). By the Hahn-Banach theorem,
there exists an x ∈ W and ξ ∈ L1(M, τ) such that τ(ξx) 6= 0 and τ(ξy) = 0 for all y ∈
W ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
. Let x = v|x| be the polar decomposition of x in Lα(M, τ), where v
is a unitary element in M. Let f be a function on [0,∞) defined by the formula f(t) = 1 for
0 ≤ t ≤ 1 and f(t) = 1/t for t > 1. We define k = f(|x|) by the functional calculus. Then by
the construction of f , we know that k ∈ M and k−1 = f−1(|x|) ∈ Lα(M, τ). It follows from
theorem 4.7 that there exist a unitary operator u ∈ M and s ∈ H∞ such that k = su and
s−1 ∈ Hα(M, τ). A little computation shows that |x|k ∈ M which implies that xs = xsuu∗ =
xku∗ = v(|x|k)u∗ ∈ M. Since s ∈ H∞, we know xs ∈ WH∞ ⊆ W and thus xs ∈ W ∩M.
Furthermore, note that (W ∩M)H∞ ⊆ W ∩M. Thus, if t ∈ H∞ we see xst ∈ W ∩M, and
τ(ξxst) = 0. Since Hα(M, τ) = H∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩Lα(M, τ), ∀ ∈ Hα(M, τ) and there is a
net tn in H
∞ such that tn → t in σ(Lα (M, τ) , Lα
′
(M, τ)) topology. We have ξxs ∈ Lα
′
(M, τ)
because α
′
(ξxs) ≤ α
′
(ξ)‖xs‖. Therefore, τ(ξxstn)→ τ(ξxst), which follows that τ(ξxst) = 0 for
all t ∈ Hα(M, τ). Since s−1 ∈ Hα(M, τ), we see that τ(ξx) = τ(ξxss−1) = 0. This contradicts
with the assumption that τ(ξx) 6= 0 . Therefore W =W ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
.
For (4), assume that S is a subspace ofM such that SH∞ ⊂ S and S
w∗
is weak*-closure of S
in M. Then S
σ(Lα(M,τ),Lα
′
(M,τ))
H∞ ⊆ S
σ(Lα(M,τ),Lα
′
(M,τ))
. Note that S ⊆ S
σ(Lα(M,τ),Lα
′
(M,τ))
∩
M. From (2), we know that S
σ(Lα(M,τ),Lα
′
(M,τ))
∩ M is weak*-closed. Therefore, S
w∗
⊆
S
σ(Lα(M,τ),Lα
′
(M,τ))
∩M.
Since S
w∗σ(L
α(M,τ),Lα
′
(M,τ))
⊆ S
σ(Lα(M,τ),Lα
′
(M,τ))
∩M
σ(Lα(M,τ),Lα
′
(M,τ))
= S
σ(Lα(M,τ),Lα
′
(M,τ))
,
we have S
σ(Lα(M,τ),Lα
′
(M,τ))
= S
w∗σ(L
α(M,τ),Lα
′
(M,τ))
. 
Before we obtain our main result in the paper, we call the definitions of internal column sum
of a family of subspaces, and the lemma in [4].
Definition 4.9. (from [4]) Let M be a finite von Neumann algebra with a faithful, normal,
tracial state τ and α be a normalized, unitarily invariant, ‖ ‖1-dominating norm. Suppose X be
a closed subspace of Lα(M, τ) with α ∈ N∆ (M, τ). Then X is called an internal column sum
of a family of closed subspaces {Xλ}λ∈Λ of Lα(M, τ), denoted by X =
⊕col
λ∈ΛXλ if
(1) X∗µXλ = {0} for all distinct λ, µ ∈ Λ, and
(2) X = span{Xλ : λ ∈ Λ}
σ(Lα(M,τ),Lα
′
(M,τ))
.
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Lemma 4.10. (from [4]) Let M be a finite von Neumann algebra with a faithful, normal,
tracial state τ and α be a normalized, unitarily invariant ‖ · ‖1-dominating norm on M. Let
H∞ be a finite subdiagonal subalgebra of M and D = H∞ ∩ (H∞)∗. Assume that W ⊆M is a
weak*-closed subspace such that WH∞ ⊆ W . Then there exists a weak*-closed subspace Y of
M and a family {uλ}λ∈Λof partial isometries in M such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u
∗
λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = H∞0 Y
w∗
,
(4) W = Y ⊕col (⊕colλ∈ΛuλH
∞).
Now we are ready to prove our main result of the paper, the generalized Beurling Theorem
for noncommutative Hardy spaces associated with finite von Neumann algebras.
Theorem 4.11. LetM be a finite von Neumann algebra with a faithful, normal, tracial state
τ and α be a normalized, unitarily invariant, ‖‖1-dominating norm on M.Let H
∞ be a finite
subdiagonal subalgebra of M and D = H∞∩ (H∞)∗. IfW is a closed subspace of Lα(M, τ) such
that WH∞ ⊆ W, then there exists a σ(Lα (M, τ) , Lα
′
(M, τ)) closed subspace Y of Lα(M, τ)
and a family {uλ}λ∈Λ of partial isometries in M such that
(1) u∗λY = 0 for all λ ∈ Λ,
(2) u∗λuλ ∈ D and u
∗
λuµ = 0 for all λ, µ ∈ Λ with λ 6= µ,
(3) Y = H∞0 Y
σ(Lα(M,τ),Lα
′
(M,τ))
,
(4) W = Y ⊕col (⊕colλ∈ΛuλH
α).
Proof. Suppose W is a closed subspace of Lα(M, τ) such that WH∞ ⊂ W. Then it
follows from part(2) of the theorem 4.8 that W ∩M is weak* closed in (M, τ), we also notice
L∞(M, τ) =M, and Hα(M, τ) = H∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩Lα(M, τ). It follows from the lemma
4.10 that
W ∩M = Y1
col⊕
(
col⊕
i∈I
uiH
∞),
where Y1 is a closed subspace of L∞(M, τ) such that Y1 = Y1H∞0
w∗
, and where ui are partial
isometries inW∩M with u∗jui = 0 if i 6= j and with u
∗
iui ∈ D. Moreover, for each i, u
∗
iY1 = {0},
left multiplication by the uiu
∗
i are contractive projections fromW∩M onto the summands uiH
∞,
and left multiplication by I −
∑
i uiu
∗
i is a contractive projection from W ∩M onto Y1.
Let Y = Y1
σ(Lα(M,τ),Lα
′
(M,τ))
. It is not hard to verify that for each i, u∗iM = {0}. We also
claim that uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ) = uiHα = ui(H∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ)).
In fact it is obvious that uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ) ⊇ uiHα. We will need only to
show that uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩ Lα(M, τ) ⊆ uiHα. Suppose x ∈ uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
∩
Lα(M, τ), there is a net {xn}
∞
n=1 ⊆ H
∞ such that uixn → x in σ(Lα (M, τ) , Lα
′
(M, τ)) topol-
ogy. By the choice of ui, we know that u
∗
iui ∈ D ⊆ H
∞, so u∗iuixn ∈ H
∞ for each n ≥ 1. So
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u∗iuixn → u
∗
ix in σ(L
α (M, τ) , Lα
′
(M, τ)) topology, we obtain that u∗ix ∈ H
∞σ(L
α(M,τ),Lα
′
(M,τ))
∩
Lα(M, τ) = Hα (M, τ). Again from the choice of ui, we know that uiu∗iuixn = uixn for each
n ≥ 1. This implies that x = ui(u∗ix) ∈ uiH
α. Thus we conclude that uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
⊆
uiH
α. So uiH∞
σ(Lα(M,τ),Lα
′
(M,τ))
= uiH
α. Now from parts (3) and (4) of the theorem 4.8 and
from the definition of internal column sum, it follows that
W =W ∩M
σ(Lα(M,τ),Lα
′
(M,τ))
= span{Y1, uiH∞ : i ∈ I}
∗σ(L
α(M,τ),Lα
′
(M,τ))
= span{Y1, uiH∞ : i ∈ I}
σ(Lα(M,τ),Lα
′
(M,τ))
= span{Y , uiHα : i ∈ I}
σ(Lα(M,τ),Lα
′
(M,τ))
= Y
col⊕
(
col⊕
i∈I
uiH
α).
Next, we will verify that Y = YH∞0
σ(Lα(M,τ),Lα
′
(M,τ))
. Recall that Y = Y1
σ(Lα(M,τ),Lα
′
(M,τ))
.
It follows from part (1) of the theorem 4.8, we have
Y1H∞0
σ(Lα(M,τ),Lα
′
(M,τ))
∩M = Y1H∞0
w∗
= Y1.
Hence from part (3) of the theorem 4.8 we have that
Y ⊇ YH∞0
σ(Lα(M,τ),Lα
′
(M,τ))
⊇ Y1H∞0
σ(Lα(M,τ),Lα
′
(M,τ))
= Y1H∞0
σ(Lα(M,τ),Lα
′
(M,τ))
∩M
σ(Lα(M,τ),Lα
′
(M,τ))
= Y1
σ(Lα(M,τ),Lα
′
(M,τ))
= Y .
Thus Y = YH∞0
σ(Lα(M,τ),Lα
′
(M,τ))
. Moreover, it is not difficult to verify that for each i, left
multiplication by the uiu
∗
i are contractive projections from K onto the summands uiH
α, and
left multiplication by I −
∑
i uiu
∗
i is a contractive projection from W onto Y . Now the proof is
completed. 
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