Capacities of quantum channels and decoherence times both quantify the extent to which quantum information can withstand degradation by interactions with its environment. However, calculating capacities directly is known to be very hard. Much recent work has focused on upper bounding certain capacities in terms of more tractable quantities such as specific norms from operator theory. In the mean time, there has also been substantial recent progress on estimating decoherence times with techniques from analysis and geometry, even though many hard questions remain open. In this article, we introduce a class of continuous-time quantum channels that we called transferred channels, which are built through representation theory from a classical Markov kernel defined on a compact group. In particular we study two subclasses of such kernels: Hörmander systems on compact Lie-groups and Markov chains on finite groups. Examples of transferred channels include the depolarizing channel, the dephasing channel, and collective decoherence channels acting on d qubits. We then extend tools developed in earlier work by Gao, Junge and LaRacuente to transfer estimates of the classical Markov kernel to the transferred channels and study in this way different non-commutative functional inequalities. The main contribution of this article is the application of these functional inequalities to the estimation of decoherence time, of private and quantum capacities, of entanglement-assisted classical capacities as well as estimation of entanglement breaking times, defined as the first time for which the channel becomes entanglement breaking. Moreover, our estimates also hold for non-ergodic channels such as the collective decoherence channels, an important scenario which has been overlooked so far because of a lack of techniques.
In quantum mechanics the evolution of a global, closed system leads to a unitary evolution of states. However, any realistic quantum system undergoes dissipative dynamics, due to its unavoidable interaction with its surrounding environment. Understanding how this noise limits the usefulness of these systems for various information processing tasks is of central importance to the development of quantum technologies.
The dynamics of open systems is modeled by completely positive trace preserving maps. In the Markovian approximation, continuous time evolutions are then modeled by quantum Markov semigroups (T t ) t≥0 of such maps. Given a concrete quantum Markov semigroup, it is then important to identify short time versus long time behaviour of the evolution. For example it is important to know how long entanglement can be preserved. This remains a challenging problem. Even for classical systems, precise decoherence time estimates are very delicate, see [17, 50] . The aim of this paper is to obtain some 'concrete' estimates on the decoherence time of such dissipative evolutions, as well as to derive bounds on various capacities using classical and quantum functional inequalities.
In the classical setting the connection between functional inequalities and decoherence times is very well-established, (see e.g. [15, 34, 50] ), and many works started to establish the connections in the quantum case in recent years. But many of the techniques only work for semigroups with a unique invariant state, and actually proving such inequalities for quantum systems remains challenging. In this paper we start mending this gap by showing how to obtain various quantum functional inequalities starting from a classical one. To make the connection between classical and quantum Markov semigroups, we consider mixed unitary quantum channels in which the unitaries form a representation of a group, and their weights come from a classical Markovian process on the group. We call such semigroups transferred semigroups, and they include widely studied error models, such as depolarizing or dephasing quantum channels. We are particularly interested in non-ergodic semigroups of channels, that is, semigroups admitting more than one invariant state. These semigroups have been known to play an important role in various quantum error prevention schemes [35] . Unfortunately, even the literature for non-ergodic semigroups in the commutative community is relatively sparse. However, we will show how to directly translate classical results to the quantum setting if the underlying classical dynamics is ergodic, even if the quantum semigroup is not.
Inspired by the techniques of [22] , we show a smorgasbord of functional inequalities for these semigroups, such as hypercontractivity, logarithmic Sobolev inequalities, spectral gap and ultracontractive estimates. Moreover, most of these inequalities are closely related to the underlying geometry of the group. Besides the obvious application to estimating decoherence times, we also use these functional inequalities to obtain entropic inequalities for these semigroups. By showing some tensorization results and that the inequalities remain valid when we tensorize the underlying semigroup with the identity channel, we use them to estimate several different capacities of these semigroups, such as the (two-way) private and quantum capacity, classical capacity and the entanglement assisted classical capacity. Moreover, these bounds are in the strong converse sense and have the right asymptotics.
To exemplify the power of these methods, consider collective channels. These are quantum channels in which the same error occurs in different registers. The simplest examples for collective channels are derived from the standard Pauli matrices, and correspond to the same Pauli error occuring on different qubits at the same time. These quantum channels clearly do not have a unique invariant state and thus, it is difficult to quantify how fast they mix using current techniques in the literature. Nevertheless, using group transferrence, we will be able to show that the decoherence time of these channels is independent of the number of qubits and that similar statements also hold for their capacities. However, it should be noted that these inequalities are not sharp in general, as they do not depend on the representation at hand. Furthermore, as we will observe later, one may obtain the same quantum channel from transferring Markov kernels from different groups, which can lead to more or less pertinent estimates.
Finally, let us point out that in contrast to [22] , which focuses on Lie groups and Hormänder systems (where very good estimates are available from the fundamental work of Rothschild and Stein [49] ), we are also interested in finite groups and jump processes, as mixed unitary channels with unitaries arising from a representation of a finite group play an important role in quantum information theory.
Layout of the paper: In Section 1, we introduce the framework of quantum Markov semigroups and explain their connection to classical diffusions and jump processes on groups via the so-called transference technique. In Section 2, we explain the technical tools that allow us to bound various norm estimates of a quantum Markov semigroup in terms of the kernel of an associated classical process: namely, noncommutative L p spaces and the norm transference technique. Section 3 is devoted to the analysis of different functional and entropic inequalities. In particular, we show how contractivity properties (hypercontractivity, ultracontractivity) of the quantum Markov semigroups are controlled by those of the underlying classical semigroup. Sections 4 and 5 are applications of the techniques developed in the previous sections to the derivation of bounds on decoherence times and various capacities of some quantum channels.
Quantum Markov semigroups via group transference
A quantum Markov semigroup (QMS) (T t ) t≥0 on B(H) is a uniformly continuous semigroup of completely positive maps such that T 0 = id and T t (I H ) = I H for all t ≥ 0 [1] . The limit L = lim t→0 (id −T t ) t exists and is called the Lindblad generator. We insist on our convention that consequently T t = e −tL with a minus sign! This is not the most often used convention in the quantum case but it is more consistent with the classical situations we will consider.
The QMS (T t ) t≥0 models the evolution of observables in the Heisenberg picture. In the dual Schrödinger picture, one is instead interested in the evolution of states of density matrices. We recall that a density matrix ρ ∈ B(H) on H is a trace-one positive semi-definite operator. We denote by D(H) the set of density matrices on H and by D + (H) the set of invertible (full-rank) density matrices.
∀x ∈ B(H) .
We now proceed to the presentation of the class of QMS we shall study in this article. We start in Section 1.1 by introducing the general method based on group transference, which allows to build a QMS from a (classical) symmetric Markov semigroup on a group with right invariant kernel. In Section 1.2 and Section 1.3 we specialize this discussion to two classes of Markov semigroups: Hörmander diffusions and jumps. On the other hand, given a QMS, we show in Section 1.4 how to find a Markov semigroup for which the QMS can be transferred. This construction can be interpreted as a finer version of the characterization of quantum convolution semigroups of [33] .
General construction
The starting point is a compact group G, either Lie or finite, with Haar measure µ G (we shall simply write µ when there is no ambiguity). Let (S t ) t≥0 be a Markov semigroup on the space L ∞ (G) of bounded, measurable functions on G. We will always assume that (S t ) t≥0 admits the following kernel representation:
We also assume that (S t ) t≥0 is right-invariant, which means that the probability to visit h from g only depends on gh −1 . This implies that µ G is an invariant probability distribution and that k t (g, h) = k t (gh −1 , e), where e is the neutral element of the group. We keep the same notation k t (g) for k t (g, e).
Let g ↦ u(g) be a projective representation of G on some finite dimensional Hilbert space H. We define the following convolution QMS on B(H) which we call a transferred QMS :
From the invariance of µ G , one can also easily verify that any QMS (T t ) t≥0 transferred from (S t ) t≥0 is doubly stochastic:
H I H for any t ≥ 0. On the other hand, the reversibility of (S t ) t≥0 is transferred to the QMS (T t ) t≥0 : Lemma 1.2. Assume that the Markov semigroup (S t ) t≥0 is reversible, or equivalently that
for any g ∈ G. Then any QMS (T t ) t≥0 transferred from (S t ) t≥0 is selfadjoint with respect to d
Proof. The result follows from the simple calculation:
where the third line follows from the identity k t (g) = k t (g −1 ) for all g ∈ G.
Since d
−1
H I H is an invariant state of (T t ) t≥0 , the set N f ix of fixed points is an algebra (see [18, 51] , Theorem 6.12 of [58] ), and is characterized as the commutant of the projective representation (see Theorem 6.13 of [58] ):
By definition, it is also the algebra of fixed points of the * -automorphisms x ↦ u(g) * x u(g), g ∈ G. This implies that the following commuting diagram holds:
Here B(H) in the lower right corner has to be understood as the subalgebra of constant value functions on G with value in B(H). In practice, we will only consider situations where the classical Markov semigroup (S t ) t≥0 is primitive, that is, µ G is the unique invariant distribution and furthermore
This does not implies that (T t ) t≥0 is also primitive, however it will always be ergodic as defined in Equation (1).
We now turn our attention to two special cases of the above construction. In both cases, we explicitly construct the Linblad generator of the QMS.
Diffusion
Given a Riemannian manifold M, a Hörmander system on M is a set of vector fields V = {V 1 , ..., V m } such that, at each point p ∈ M, there exists an integer K such that the iterated commutators
.., K, generate the tangent space T p M. Specializing to the case of a Lie group G, a Hörmander system V = {V 1 , ..., V m } can more simply be defined as a set of vectors in the Lie algebra, i.e. the tangent space at the neutral element e, such that for some K ∈ N the iterated commutators of order at most K span the whole tangent space. For fixed j ∈ {1, ..., K}, we find a geodesic g j (t) with g j (0) = e such that for any f ∈ C 1 (G)
This leads to the corresponding left invariant classical generator
The generator L V generates a Markov semigroup P t = e −tL V on L ∞ (G). Since the semigroup commutes with the right action of the group it is implemented by a right-invariant convolution kernel as in Equation (2) and it is reversible with respect to the Haar measure.
Next, considering a projective representation g ↦ u(g) of G on some finite dimensional Hilbert space H, we want to find the Lindblad generator of the QMS defined by Equation (3). We first observe that, for fixed j ∈ {1, ..., K} and given the geodesic g j associated to the vector field V j , u(g j (t)) is a one parameter family of unitaries and hence
where a j ∈ B(H) is self-adjoint. This implies that, for any x ∈ B(H),
Therefore we get
It means that the Linblad generator of the transferred QMS is given by
Conversly, if a Lindblad generator of a QMS on B(H) has the form given by the previous equation for some selfadjoint elements a j ∈ B(H), then we can consider the anti-selfadjoint operators i a j as tangent elements of the Lie group U(H) at the identity I H . Therefore they generate a Hörmander system. Furthermore, we can consider the Lie-subgroup G of U(H) with tangent space at identity spanned by this Hörmander system. The corresponding generator L V is therefore the generator of a primitive Markov semigroup (S t ) t≥0 on L ∞ (G).
We summarize this discussion in the next theorem. Theorem 1.3. Let g ↦ u(g) be a projective representation of a compact Lie group G on some finite dimensional Hilbert space H. Then the Linblad generator of the transferred QMS (T t = e −tL V ) t≥0 as defined
where the a j are defined by Equation (7). Conversely, let L be the Lindblad generator of a QMS on B(H) which takes the form (8) for some selfadjoint elements a j in B(H). Then there exists a compact Lie group G, a continuous projective representation u ∶ G → U (H) and a Hörmander system V = {V 1 , ..., V m } in the Lie algebra of
Jumps
Let now G be a finite group and let (k t (g, h)) g,h∈G be a right-invariant density kernel on G. We write (g t ) t≥0 the stochastic process on G induced by this kernel. The corresponding Markov semigroup admits a transition matrix L such that S t = e −tL for all t ≥ 0. In view of Equation (2), the connection between the Markov kernel and the transition matrix is therefore given by:
Writing c h = −L(h −1 , e) for all h ≠ e, we then have by right invariance that for all f ∈ L ∞ (G),
where we used that ∑ h c h = 0. Thanks to the right-invariance, we can define a family of independent Poisson processes (Ñ h t ) t≥0 h∈G with intensity σ h such that for any function f ∈ L ∞ (G):
Define the compensated Poison process with intensity c h and jumps 1 √ c h : 
We are now ready to build a QMS from this Markov chain. Let g ↦ u(g) be a projective representation of G on some finite dimensional Hilbert space H. We want to find a stochastic differential equation for (u(g t )) t≥0 . To this end, take y ∈ B(H) and define
. Applying Equation (9) to f y we find
From this we deduce
This equation is well-known in the theory of quantum stochastic calculus, see [28, 37] . Theorem 1.4. Let (S t = e −tL ) t≥0 be a Markov semigroup on a finite group G with right-invariant Markov kernel. Write c g = −L(g −1 , e). Then the generator of the QMS (T t ) t≥0 defined by Equation (3) is given for
Furthermore, d H −1 I H is an invariant density matrix and if (S t ) t≥0 is reversible, then so is (T t ) t≥0 .
Conversely, let L be a Lindblad generator on B(H) of the form
for some unitary operators u k ∈ U(H) and some positive constants c k . Assume that the group G generated by u 1 , ..., u m is finite and define
Then L is the generator of a primitive Markov semigroup (S t = e −tL ) t≥0 on the oriented graph
Furthermore, the map
Proof. We begin by proving Equation (11) . By definition, we have for all x ∈ B(H)
Equation (11) follows from an application of the Îto formula for compensated Poisson processes. The fact that d H −1 I H is an invariant density matrix is straigthforward as clearly
where L † is the adjoint of L for the Hilbert-Schmidt scalar product. The case where (S t ) t≥0 is reversible is the content of Lemma 1.2. The second part of the proof is straightforward from what preceed.
The general situation
The two cases explored above are particular instances of convolution QMS as defined by Kossakowski in [32] . Such QMS were then entirely characterized by Kümmerer and Maassen in [33] , both in terms of their Lindbladian and as the QMS having an essentially commutative dilation. We recall the first characterization. Theorem 1.5 (Theorem 1.1.1 in [33] ). Let (T t ) t≥0 be a QMS on B(H). The two following assertions are equivalent.
1. There exists a weak * -continuous convolution semigroup (ρ t ) t≥0 of probability measures on the group Aut (B(H)) of automorphisms on B(H) such that
2. The Lindbladian L of T takes the form
where h and the a j are selfadjoint operators in B(H), where the u i are unitary operators on H and where the κ i are positive real numbers.
The generators of the form given by Equation (12) are thus the sum of three parts:
• The first part corresponds to a unitary evolution with generator given by B(H) ∋ x ↦ i[h, x] where h is selfadjoint;
• A diffusive part, given by
where the a j are self-adjoint operators. Any such family {a j } is a Hörmander system for the sub-Lie algebra that they generate, as elements of the unitary group U(H) of H. Consequently the result of Section 1.2 applies.
• A jump part, given by
where the u i are unitary operators on H. Compared to previously, this class is larger than the one presented in Section 1.2. Indeed, the family {u i } spans a subgroup of the unitary group U(H), however in general it will not be a finite group. Remark 1.6.
1. Starting with a Linblad generator, there may be an ambuiguity on the choice of the underlying group and classical Markov semigroup leading to it. Indeed, in the jump scenario when the QMS is self-adjoint, it is always possible to write the Linblad generator as in the diffusive case. Then either the group is large, i.e. the commutator is C I H , and we can treat it as an Hörmander system, or the group is small (for us finite) and we can treat it as a Markov semigroup with jumps on the Cayley graph of the group. In both cases, estimates on the decoherence time of the corresponding QMS can be found. We shall illustrate this fact in Section 4.
2. It should be clear that the construction of QMS in Section 1.1 is in essence different from the one of convolution QMS. In the former, we can start from any compact group with a Markov kernel. Then we shall see that from the * -corepresentation π and Lemma 1.1, we can transfer certain properties of this kernel to the induced QMS. The existence of this * -corepresentation, which was absent in [33] and only discovered in [22] , stands at the root of this tranference principle.
Collective decoherence
Motivated by applications in quantum information theory, we shall study a particular class of transferred QMS. These QMS are particularly relevant in the study of fault-tolerant passive error correction as they display non-trivial decoherence-free subsystems, that is, subsystems preserved from dissipative effects. The interesting QMS are therefore non-primitive (with non-trivial fixed-point algebras). Let G be a group and u ∶ G → B(H) a projective representation of G on some finite dimensional Hilbert space H. For all n ≥ 1, this representation induces a new representation on H ⊗n given by:
Let (S t ) t≥0 , (T t ) t≥0 be defined as in Equations (2) and (3) using the representation g ↦ u(g). We write (T (n) t ) t≥0 the corresponding QMS on H ⊗n for the representation u ⊗n and L n its generator.
Diffusive case: In the diffusive case presented in Section 1.2, the generator L of (P t ) t≥0 has the following form:
where the a k 's are selfajdoint operators on H. Then the generator L n takes the form
where in the jth term of the above sum, a k acts on the jth copy of H. More generally, if L is the generator of a QMS on B(H ⊗n ) of the above form, then any i a k belongs to the tangent space at identity of some unknown compact Lie group, hence the family satisfies the transferrence principle and the different results presented in this article can be applied. As a consequence, we obtain bounds independent of the number n of qudits.
Jump case: In the jump case presented in Section 1.3, the generator L of (T t ) t≥0 has the following form:
where the u k 's are unitary operators on H. Then the generator L n takes the form
If the unitary operators u k generate a finite group G then thanks to Theorem 1.4 we can find a Markov semigroup on G and all the estimates we find on this semigroup can be transferred to (T (n) t ) t≥0 for all n.
Remark 1.7. Unfortunately, it is not the decoherence time or any other interesting quantity for L itself which transfers to all the L n , but the underlying group which gives the corresponding estimates. Thus, the choice of the group and the classical Markov semigroup on it are particularly important.
2 Noncommutative L p spaces and norm transference
In this section we introduce the main conceptual ideas of this article that we called group transference techniques. These ideas and subsequent mathematical results are mostly contained in [22] . All the applications we study in this article are concerned with properties of certain (non-commutative) functional L p spaces. When studying primitive QMS, only the usual (normalized Schatten) L p spaces are required. However, in our case we are interested in non-primitive QMS with non-trivial fixed-point algebra. As first illustrated in [6] , the relevant L p spaces in this case are the conditioned or amalgamated L p spaces. Furthermore, the transference techniques require to look at the amplification of the classical semigroup (S t ) t≥0 to the algebra L ∞ (G) ⊗ B(H) (see Lemma 1.1 ). This in turn makes it necessary to consider completely bounded version of the L p spaces. All these notions are introduced in Section 2.1. Section 2.2 is dedicated to the presentation of the transference techniques. We present them in a general framework, as we believe they can also be useful in other settings (see [22] for an other example of application in quantum information theory). Finally we specialize to QMS in Section 2.3, where these transference techniques are applied to transfer estimates on the classical Markov kernel to the QMS.
L p norms and entropies
In the following M is a finite von Neumann algebra and τ ∶ M → C a normalized normal, faithful, tracial state (i.e. τ (I H ) = 1). Let us recall the definition of the noncommutative L p spaces via
is the completion of M with respect to this norm. Indeed, for
In this article we will focus on three types of von Neumann algebras:
• Our main example is M = M m , the space of m × m matrices over the field of complex numbers, and
Tr(x). To keep the notations at a more abstract level, we shall most of the time refer to a finite dimensional Hilbert space H and to the algebra of (bounded) linear operators B(H) and we denote by L p (B(H)) the corresponding non-commutative L p space.
• If (E, F, µ) is a probability space, where F is a σ-algebra on the set E and µ a probability distribution, then the set of bounded complex-valued function
is a normal, faithful and tracial state and the corresponding L p spaces are the usual L p (µ).
• The last key example in the transferrence principle is the algebra of bounded M m -valued function on a probability space
For a subalgebra N ⊂ M we define the conditioned L q p (N ⊂M ) norm [29, 45] (see also [6, 20] ) via
Note that for a selfadjoint element x, we may assume a = a * in (15) . [45] . We will also be concerned with norms of linear maps between these
is called a N -bimodule map if, for any a, b ∈ N and any x ∈ M :
For instance, when N = N f ix is the fixed point subalgebra of a selfadjoint quantum Markov semigroup (T t ) t≥0 acting on M , the maps T t are N -bimodule maps with respect to N . For N -bimodule maps and p ≤ q, the following was proved in Lemma 3.12 of [22] , generalizing an earlier statement for vector valued L p norms (see Lemma 1.7 of [45] ): for any s ≥ 1:
We refer to [29, 45] for motivation and further properties. We will also use the completely bounded version of these norms:
which also does not depend on s for N -bimodule maps.
Norm transference
In [20] , the authors proved the following factorization property: given the representation α ∶ g ↦ α g (.) = u(g) (.) u(g) * of a finite or compact Lie group G on the algebra B(H) of linear operators on a finite dimensional Hilbert space H, and for any t ≥ 0, define the co-representation
Then we may transfer properties of completely positive maps on L ∞ (G) to completely positive maps on B(H). Indeed, for every positive function k on G, we define
Here µ is the Haar measure. Therefore, the fixed-point algebra of the map Φ k is given by the commutant of u(G):
Note that the following natural bimodule property holds
We then have
We will denote by
the conditional expectation onto the fixed-point algebra. The following commuting square, already mentioned in Equation (4) in the specific case of a Markov semigroup transference, was recently found in [22] :
where E B(H) simply denotes the usual expectation over G, that is, for any f ∈ L ∞ (G, B(H)),
This in particular implies that the natural inclusion
is completely isometric (see [29] for more details).
The next theorem, whose proof can be found in Appendix A for sake of clarity, constitute the basis of all the estimates that we provide in Section 5:
Then for any ρ ∈ B(H) and any p ≥ 1 of Hölder conjugatep:
Moreover, when ρ, σ further belong to D + (H):
Let us recall a useful notation inspired by the resource theory of asymmetry [23, 54] . Given a von Neumann algebra N ⊂ M :
Corollary 2.2. Let k as above and u be a projective representation with commutant
Application to quantum Markov semigroups
In this subsection, we show how the machinery developed in Section 2.2 provides estimates on the norms and entropies at the output of a quantum Markov convolution semigroup of Section 1 in terms of the kernel of their associated classical semigroup. We start by recalling the notations of Section 1: (S t ) t≥0 , S t = e −tL is a Markov semigroup on the compact group G (either Lie or finite), with right-invariant kernel
−tL is the transferred QMS on B(H) defined by Equation (3) through the projective representation g ↦ u(g) of G on the finite dimensional Hilbert space H.
The next theorem regroups all the transference techniques which will be frequently used in this paper (see [22] ). We recall that the spectral gap of the symmetric Lindblad generator L, denoted by λ min (L) (resp. of L, denoted by λ min (L)) is the smallest non-zero eigenvalue of L (resp. of L).
We conclude this section by briefly explaining how this theorem can be applied to get estimates for the QMS. First we recall a result on the cb norm in commutative C * -algebra (see e.g. Theorem 3.9 of [43] ).
Let us furthermore mention that for a classical Markov semigroup (S t ) t≥0 acting on a compact group G with kernel (k t ) t≥0 , we have
and similarly
Corollary 2.5. Let T t and S t be as above, and λ min (L) ≥ λ min (L) be their respective spectral gaps. Then for all t ≥ 0
and for all s, t ≥ 0
Proof. Equation (20) is a direct consequence of the definition of the cb norm and of Lemma 2.4 . In order to prove Equations (21) and (22), we just note that we have T t E f ix = E f ix T t . This implies
For Hörmander systems, the following kernel estimates go back to the seminal work of Stein and Rothshield [49] , see also [36] . Theorem 2.6. Let V = {V 1 , ..., V m } be a Hörmander system such that K iterated commutators span a Lie algebra of dimension d. Then L V has a spectral gap and there exists a constant C V > 0 such that, for all
Note that for Markov kernel on graph, estimates of the form sup g k t (g) ≤ C L t −α 2 with α, c > 0 also hold in general. We shall discuss several examples of such estimates in Section 3.
Functional inequalities and estimation of decoherence times
In this section, we combine tools coming from non-commutative functional inequalities and the operator space results of the previous section to find decoherence times for transferred QMS as defined in Section 1. We recall that for a general QMS (not necessarily selfadjoint), the decoherence time is defined for any ε > 0 as
We also recall the definition of the mixing time of a classical primitive Markov process (S t ) t≥0
Remark the difference in the normalization of the norms in both definitions. In the quantum case, density matrices are normalized with respect to the unnormalized trace whereas in the classical case, we look at the evolution of states normalized with respect to the probability distribution µ G . Then, Equation (20) in Corollary 2.5 implies that for a transferred QMS (T t ) t≥0 with associated classical semigroup (S t ) t≥0 , we have for any ε > 0:
This shows that the decoherence time of a QMS is controlled by the mixing time of any classical Markov semigroup from which it can be transferred. However this bound, which does not depend on the representation of the transferred QMS, can in practice be too loose. Fortunately, there exist different techniques that can be used in combination with the transference method to upper bound the trace norm in the definition of the decoherence time, depending on the functional inequality or the norm estimate at hand [15, 50] . We illustrate this fact with the most well-known method in order to estimate the decoherence time, which is the spectral gap method. In this method, the L 1 -norm is upper bounded in terms of the L 2 norm. This goes as follows:
where we recall that λ min (L) is the spectral gap of the generator T t = e −tL . As we recalled in point i) of Theorem 2.3, λ min (L) ≥ λ min (L) for any classical generator L that transferred to L which could in practice be used to estimate the quantum spectral gap. However, as we will see in Section 4 it is sometimes possible to directly evaluate λ min (L). This could lead to an improvement on t deco compared to the upper bound given solely by t mix . We leave it to future work to find such interesting examples and pave here the way for such a method to work.
In most cases, the spectral gap method does not give the best estimate of the decoherence-time (see [15] ). In particular, the spectral gap gives the asymptotic rate of convergence, but tends to underestimate the rate of convergence for short time. To improve on this estimate, several more powerful techniques have been developed based on functional inequalities and interpolation theory. Our main references in the classical case are the two review articles [15, 50] . These techniques have been the focus of a lot of work in the quantum cases [5, 6, 11, 30, 31, 38, 39 ], yet they We insist that, for the examples we give in Section 4 for which quantum functional inequalities are not directly evaluable, Equation (25) directly gives to our knowledge the best estimation of the mixing time. Thus our motivation in this section is rather to give a method to obtain new bounds on the quantum functional inequalities, independently of their possible applications. We emphasize that, apart from very specific examples (see [53] for instance), these are the first general bounds obtained in the quantum case.
Finally, one way to improve on the spectral gap asymptotic rate is to upper bound the 1-norm in terms of the relative entropy via Pinsker's inequality: for two density matrices ρ, σ,
The relevant quantity to estimate the decay in relative entropy is then the modified log-Sobolev inequality (MLSI), which is equivalent to the existence of α > 0 such that:
However, in this context, group transference requires that a complete form of the MLSI holds, see [22] . This is outside the scope of the present article. Instead, we propose a similar approach as in [50] based on non-commutative functional inequalities that can be controlled via the transference technique of Theorem 2.3.
This section is organized as follows. In Section 3.1 we recall the classical interpolating theory of Saloff-Coste [50] and develop its quantum analogue for general quantum Markov semigroup. We then specialized to ultracontractivity and hypercontractivity in Sections 3.2 and 3.3 respectively. We discuss the relative entropy decay in Section 3.4.
Interpolating method
The choice of the trace norm as the measure of distance to equilibrium is justified by its operarational interpretation as a measure of distinguishability between two density matrices. One could also ask how this compares with other choices, such as other L p norms. This makes even more sense in the quantum situation, where different non-commutative norms appear: conditioned and completely bounded. In the classical case, this was discussed by Saloff-Coste in [50] using interpolation theory. We first briefly sketch the main message in the classical setting (see [50] ): given a classical primitive Markov semigroup (S t ) t≥0 on a group G, with generator L and Markov kernel (k t ) t≥0 , Saloff-Coste proposed to study for all 1 ≤ p ≤ +∞ the quantities
Remark that the mixing-time corresponds to the study of v L 1,1 (t). This definition is justified by the ordering of the L p norms, which implies that for any 1 ≤ p ≤ q and any t ≥ 0,
. In the quantum case, let (T t = e −tL ) t≥0 be a QMS on B(H). We do not assume that (T t ) t≥0 is a transferred QMS or that it is selfadjoint. Mimicking the classical case, we define:
We denoted by v L,cb p,q the same quantity but defined with respect to the cb norm. We recall that in both cases, the definition of the norm is independent of the choice of the subscript s which is thus arbitrarily taken to be equal to ∞. The following proposition remains true when replacing v 
Proof. We first observe that
and hence by interpolation for
we have
For the next step we interpolate this inequality with
) that
The proof for the cb-norm is identical.
One can get a finer control of the decoherence time from the simple remark that, for a selfadjoint QMS (T t ) t≥0 (not nessecarily transferred), as
Now in the last term, each individual term can be estimated using a particular functional inequalities (resp. UC, HC and PI) of the classical semigroup using transference. In practice, since these estimates are independent of the representation of the transferred QMS, we expect that they provide bounds that are less tight than the ones one would get if one had access to the exact UC/HC/PI constants of the QMS (e.g. it might happen that λ min (L) >> λ min (L) in terms of the dimension of the system). In particular, it happen in some cases that the estimation of the decoherence time provided in Equation (25) does not in general provide the correct scaling (see Section 4).
We conclude this section with a property which will allow us to connect hypercontractive estimates with ultracontractive ones.
Proof. In the selfadjoint setting, we exploit that
2 , in order to get
To prove the other inequality, we use that by definition
Transference of ultracontractivity
In this section we introduce ultracontractivity (or, more generally, the Varapoulos dimension) for general selfadjoint QMS, not nessecarily transferred ones.
For p = 1, q = +∞ and t 0 = 1, we say that (T t ) t≥0 is ultracontractive, and we denote it by UC(C, α).
The
Thus the same interpolation argument as in the proof of Proposition 3.1 implies
. Now let 1 < p < q and t ≤ t 0 and x ∈ B(H) such that x 1 = 1. We find that
. For x ∈ B(H)) the supremum is finite, and hence
By approximation the assertion follows for all x ∈ L 1 (B(H)).
In certain situations, it may happen that R p,q (α, t 0 ) holds only for a short time t 0 < 1. However in this article we will only consider example where we can take t 0 = 1. For sake of clarity, we thus present our result only in this case. The general case t 0 > 0 would follow similarly.
Using ultracontractivity (or more generally the notion of Varapoulos dimension), we obtain a control on the decoherence time of a QMS.
Theorem 3.5. Let L be the generator of a transferred QMS with spectral gap λ min (L) which satisfies UC(C, α) and define:
Proof. By transference, we have
Thanks to Proposition 3.1 this implies
This implies the assertion after taking logarithms.
Because of Lemma 2.4, the application to transferred QMS is straightforward. Again, notice that we can use the quantum spectral gap instead of the classical one, when a direct evaluation is possible.
Corollary 3.6. Let (T t ) t≥0 be a transferred QMS, with classical Markov semigroup (S t ) t≥0 . Assume that (S t ) t≥0 is primitive with spectral gap λ min (L) and that it is ultracontractive with constants C, α > 0:
We already discussed in Section 2.3 how such ultracontractivity holds in general for Hörmander systems and finite groups.
Transference of hypercontractivity
An even finer control of the decoherence time can be realized using the hypercontractivity property (HC) of the semigroup at intermediate times, using Equation (28) . Hypercontractivity is concerned with controling the term
, where p is the Hölder conjugate of 1 ≤ q ≤ 2 and where we assume that (T t ) t≥0 is selfadjoint. We insist that the situation is more tricky than in the UC case, because as mentioned in Lemma 2.4, the only operator norms that transfer to the cb case are when the image is L ∞ . Definition 3.7. We say that the quantum Markov semigroup (T t ) t≥0 on B(H) is (weakly) hypercontractive if there exist two non-negative constants c > 0, d ≥ 1 such that for all t ≥ c 2 ln(p − 1):
The study of hypercontractivity and its application to the estimation of the decoherence time was the subject of the recent article [6] . Using Equation (28), we thus get Proposition 3.8. Assume that the selfadjoint QMS (T t ) t≥0 is HC(c, d) . Then ...
In practice, even if it is hard to find the tightest constants for which the above functional inequality is satisfied, it is still possible to obtain good bounds based on ultracontractivity. As we can use transference on ultracontractivity, we can obtain in this way bound on the hypercontractive constants. However the bound we would obtain on the decoherence time from such an estimate would not be better from using only ultracontractivity.
Thus, our motivation in this section is simply to show that using transference, one can obtain bounds on the hypercontractive (and thus also log-Sobolev) constants for a large class of QMS: the transferred QMS. Only few such bounds existed previously in the litterature and only in the primitive case (see [6, 53] ) so we thought it meaningful to write this technique explicitely in this article. Our main result is the following one. 
Let g ↦ u(g) be a unitary representation of G on some finite dimensional Hilbert space and let (T t ) t≥0 be the corresponding transfered QMS defined as in Equation (3). Then (T t ) t≥0 satisfies HC(c, √ 2) with
The proof of Theorem 3.9 proceeds by consecutive uses of the transference method of Theorem 2.3 as well as the following interpolation result: Lemma 3.10. Let (S t ) t≥0 be a reversible Markov semigroup on a compact Lie or finite group G, with right-invariant kernel. Assume that
for some t 0 ≥ 0 and M 0 > 0. Then, the semigroup (S t ) t≥0 is hypercontractive with respect to the completely bounded norm: for all 2 ≤ p, there exist c > 0 such that for all t ≥ c 2 ln (p − 1):
)
where λ min (L) is the spectral gap of the generator L of the semigroup (S t ) t≥0 .
Remark 3.11. A similar statement holds if we replace
However, one can apply Lemma 2.4 only for p 0 = +∞ so we choose to stick to this case.
Proof. By a similar argument as in the proof of Theorem 4.7 in [6] (see also [53] in the case of the usual Schatten norms, and Theorem 3.9 and 3.10 of [16] in the classical setting), we get from Equation (32) that a complete logarithmic Sobolev inequality cLSI 2 (t 0 , M ) holds (see Appendix B for the definition). By a simple adaptation of Theorem 4.5 in [6] , we get cLSI 2 (c, √ 2) with c given by Equation (33) . Gross' integration Lemma for the cb norms allows us to conclude (cf. [8] in the case of a finite group, and Theorem B.2 in the case of a compact Lie group).
Theorem 3.9. The proof starts by a simple application of the transference method: first, by (iii) of Theorem 2.3:
Then, notice that
where we used Lemma 2.4 in the first line. The result follows from a direct application of Lemma 3.10.
In Theorem 3.7 of [15] , the authors showed, conversely to the above theorem, how to obtain bounds of the form of (30) from estimates on the log-Sobolev constant. Similar bounds were obtained from the Bakry Emery condition via Poincaré, logarithmic Sobolev and Nash inequalities. We refer to Appendix C for a more detailed discussion. This allows us to get hypercontractivity estimates for a QMS (T t ) t≥0 from hypercontractivity of any classical Markov semigroup (S t ) t≥0 from which (T t ) t≥0 can be transferred: for example, the following corollary is a direct consequence of (64) and Theorem 3.9:
Corollary 3.12 (From classical to quantum hypercontractivity). Let (S t ) t≥0 be a reversible Markov semigroup on a finite group G, with right-invariant kernel satisfying HC(c, 0). Then the QMS (T t ) t≥0 defined in Equation (3) satisfies HC(c ′ , √ 2), with
From mixing time to entropic convergence
We end this section by showing that one can also obtain some information on the entropic convergence of the transferred QMS (T t ) t≥0 directly from the mixing-time t mix (ε) of the classical Markov semigroup (S t ) t≥0 by means of the entropy comparison of Theorem 2.1.
Proposition 3.13. Let (T t ) t≥0 be a transferred QMS with classical Markov kernel (k t ) t≥0 . Assume that this kernel satisfies the estimate sup
Moreover, for t ≤ 1
Proof. Using the definition of Φ k given by Equation (17), we have
. We can then apply Theorem 2.1 with σ = E(ρ) to obtain
For t ≥ t mix (ε), we have
The estimate for t ≤ 1 follows similarly.
Under the condition of exponential decay of the L 1 (µ G ) distance to equilibrium of the classical Markov semigroup (S t ) t≥0 , Equation (36) provides an exponential decay in relative entropy of the transferred QMS (T t ) t≥0 or, equivalently, an estimate on its modified logarithmic Sobolev constant from which one can estimate the decoherence time via Pinsker's inequality. However, if one is simply interested in the decoherence time, Equation (25) provides a tighter bound.
Examples
Here, we illustrate the method developed in the previous sections by listing easy examples of known transferred QMS, as well as the constants that one gets from the transference technique described in Section 2.2.
The depolarizing QMS
Perhaps the simplest QMS that one can think of is the depolarizing semigroup on B(C n ):
This QMS can be seen to be transferred from the uniform walk on the group Z n ⊗ Z n , via the projective representation given by the discrete Weyl matrices {U i,j } i,j∈ [n] (see e.g. [58] ). Indeed, using Equation (11) and denoting by L the transferred QMS given by this representation, we find that for all ρ ∈ D(C d ),
where we took c i,j ∶= 1 n 2 for all i, j. This choice implies that the uniform random walk on the complete graph with n 2 vertices transfers to (T dep t ) t≥0 . Using the logarithmic Sobolev constant for the complete graph given in [16] , we find the following upper bound on the mixing time of (T dep t ) t≥0 :
This can be compared with the tighter bound that one can get from the modified logarithmic Sobolev constant α 1 (L dep ), from which we can obtain [31, 41] :
so that
The dephasing QMS
We recall that the dephasing quantum Markov semigroup (also called decoherent QMS in [5] ) on B(C n ) with n ≥ 3, is given by
where E diag denotes the projection on the space of matrices that are diagonal in some prefixed eigenbasis. Here, we show how simple representations of the discrete and continuous torus both lead to the dephasing quantum Markov semigroup.
Dephasing from the discrete torus Choose the uniform random walk of kernel K(j, k) = 1 n for any j, k ∈ Z n . A simple unitary representation of Z n is given by taking H = C n and
where U denotes the Weyl unitary operator given by U = diag (1, e 2iπ n , ..., e 2i(n−1)π n ) on B(C n ), where the diagonal is chosen to be the one corresponding to E diag . One can easily verify from Equation (11) that the QMS (T deph t ) t≥0 coincides with the generator of the transferred QMS corresponding to the uniform kernel on Z n , since by a direct calculation
Now, it results from the logarithmic Sobolev constant for the uniform walk on Z n , computed in [15] , that
Dephasing from the n-dimensional torus Take the representation of the n-dimensional torus that consists of diagonal unitary matrices:
The QMS associated to the heat semigroup and the above representation corresponds to (T deco t ) t≥0 . This simply follows from Equation (8) by taking the generators A j ∶= j⟩⟨j of T n , so that the generator of the transferred QMS is equal to
Then the estimation (66) leads to the following bound on the decoherence time of these QMS:
Hence the estimate found on the decoherence time from the continuous torus turns out to be sharper than the one found from the discrete torus. Moreover, these two bounds can be compared with the one found via decoherence-free modified logarithmic Sobolev inequality in [5] , which implies that
, so that
Once again, the transferring method does not lead to the best decoherence-time.
Collective decoherence
The bounds provided by the transference method for the examples studied in the last two sections, namely the depolarizing and the dephazing semigroups, are worse than the already known ones derived from the modified logarithmic Sobolev inequality. In this section, on the other hand, we show that our method provides an easy way of deriving estimates for collective decoherence on n-register systems, that is on (C 2 ) ⊗n . The power of the method lies in the fact that the constants derived are independent of the representation chosen. In particular, we get estimates that are independent of the number of qubits by choosing tensor product representations.
We focus on two particular examples of collective decoherence, namely the weak and the strong collective decoherences. We first recall the definition of the Pauli matrices on C 2 :
Weak collective decoherence:
We recall the generator of the weak collective decoherence on n qubits:
One can easily show that the completely mixed state 2
wcd n is selfadjoint with respect to that state.
The spectral gap for this QMS was computed in [6] and found to be equal to λ min (L wcd n ) = 2 for any n ≥ 2. From this and the universal upper bound on the logarithmic Sobolev constants found in the same article, the authors concludes that the weak collective decoherence QMS satisfies
We will see that the transference method leads to a better estimate. Let us first consider the heat diffusion on the one dimensional torus T 1 , which we represent on (C 2 ) ⊗n as follows:
One can easily verify that the QMS transferred via the above representation is the weak collective decoherence semigroup (up to a rescaling of the Lindblad operators by a factor of √ 2) as a direct consequence of Equation (13) . Then, by Equation (25) and the estimate of Appendix C.2, we find for all t ≥ 0, and any ρ ∈ D(H):
which represents a fast convergence independent of the number n of qubits of the system (remark that we set the dimension of a single copy to be 2, but the result would depend on this dimension otherwise).
Strong collective decoherence:
We recall the generator of the strong collective decoherence on n qubits:
The difference with Equation (42) arises from the consideration of all three Lindblad operator σ (n)
x , σ (n) y and σ (n) z . We consider the three-dimensional simple Lie group SU (2) of associated generators σ x , σ y , and σ z spanning the Lie algebra su (2), as well as the n-fold representation SU (2) ∋ g ↦ U ⊗n g , where U denotes the defining spin 1 2 representation of SU (2): for any ψ ∈ C 2 , and g ∈ SU (2),
Just like previously, an easy use of Equation (13) shows that the semigroup transferred from the heat semigroup on SU (2) via the above tensor product representation coincides with the strong collective decoherence QMS (up to a rescaling of the Lindblad operators by a factor √ 2). An easy application of Equation (25) and the estimate of Theorem C.1 for n = 3 provides the following dimension-independent bound for the decoherence time of the strong collective decoherence QMS:
Application to the estimation of various capacities of QMS
Here we will discuss how to apply the estimates provided in Section 2.2 to obtain upper bounds on the (two-way) private, quantum, entanglement-assisted classical capacity and classical capacity of transferred semigroups (T t ) t≥0 converging to its associated conditional expectation E f ix ≡ E N f ix . Roughly speaking, the capacity is the ultimate rate of transmission of a certain resource through a quantum channel such that in the limit of infinitely many uses of the channel, the success probability of the transmission of this resource converges to 1 after encoding and decoding operations. We refer to [55, Chapter 8 ] for a precise definition of the various capacities considered here and note that we will express all capacities in e−bits, as they are more convenient in this context. Computing the exact value of a capacity is most often out of reach of current techniques. Instead, we are interested in upper bounding them. More particularly, we will mostly be interested in showing strong converse bounds on these capacities. A bound on a capacity is called a strong converse bound if we have that if we exceed the transmission rate given by the bound, the probability of successful transmission of a certain resource goes to 0 exponentially fast as the number of channel uses goes to infinity. Our method relies on relating norm estimates to bounds on entropic quantities derived from the sandwhiched Rényi entropies, introduced in [42, 57] . For p ∈ (1, +∞), these are defined for two quantum states σ, ρ ∈ D (H) as:
and, for p = ∞, we set
Intuitively speaking, as the QMS (T t ) t≥0 converges to E f ix , we expect that its capacity also converges to that of the conditional expectation, and wish to quantify this convergence. For all of the results in this chapter, we will assume that we know the decomposition of the the fixed point algebra N f ix ⊂ B(H) ∶
It is easy to find such decompositions for transferred semigroups in terms of the decomposition into irreducible representations of the representation we use to define the semigroup. We recall our notation for states on N f ix : we write σ ∈ D(N f ix ) whenever E † f ix (σ) = σ (recall also that E † f ix = E f ix for selfadjoint QMS, as we assume for transferred QMS). Moreover, in [19, 21] closed formulas are derived for the capacities of conditional expectations in terms of the decomposition of the underlying fixed point algebra. As we will see soon, roughly speaking, all these capacities will be at most the limiting capacity plus an additive error at time
The main technical tool needed for this section will be the following immediate consequence of the relative entropy transference principle proved in Theorem 2.1.
Theorem 5.1. Let (T t ) t≥0 be a transferred QMS on B(H) and σ ∈ D(N f ix ). Then, for any state ρ ∈ D(H), p ∈ (1, ∞) and > 0:
For p = 1, this translates into
and for p = ∞:
Proof. We begin by proving the upper bound (47) . It follows from Theorem 2.1 by taking the logarithm and normalizing that
The claim then easily follows from the fact that k t( ) Lp(µ G ) ≤ k t( ) ∞ and
This proves the upper bound. The lower bound (48) follows from the data processing inequality and the fact that E f ix T t( ) (ρ) = E f ix (ρ). The inequalities for the relative entropy and the p = ∞ Rényi entropy follow by taking the appropriate limit.
We will also show how to obtain capacity bounds from the modified logarithmic Sobolev inequality [31] in Section 5.4. This will in general be better than the one we obtain with the transferrence technique, but it should be noted that finding an estimate on the logarithmic Sobolev constant is a very hard problem in general (see [7, 10, 22] ). Another advantage of the transferrence approach is the fact that we can control all the relative entropies in the parameter range p ∈ [1, ∞], which will be of crucial importance for our later applications. This is due to the fact that many strong converse bound are only known in terms of Rényi entropies for p > 1.
(Two way) Private and Quantum Capacity and Entanglement Breaking Times
The private capacity quantifies the rate at which classical information that is secret to the environment can be reliably transmitted by a given quantum channel in the asymptotic limit of many channel uses. For a quantum channel T , the private capacity is denoted by P(T ). Similarly, the quantum capacity of a quantum channel quantifies at which rate quantum information can be reliably transmitted with a quantum channel, and is denoted by Q(T ). Note that we always have Q(T ) ≤ P(T ) and thus, any upper bound on the private capacity extends to a bound on the quantum capacity. Moreover, we may also consider variations of these capacities in which we also allow for unlimited classical communication between the sender and the receiver of the output of the quantum channel. These are usually called the two-way private and quantum capacities and we will denote them by P ↔ (T ) and Q ↔ (T ), respectively. Clearly, we have P(T ) ≤ P ↔ (T ). We refer to e.g. [13] for a precise definition of these quantities. Using the techniques above, we can derive strong converses on the two-way quantum and private capacities based on the results of [13] and mixing time estimates. More specifically, in [13] the authors show that for a quantum channel T ∶ B (H) → B (H) the quantity
is a strong converse upper bound on the two-way private and quantum capacities of T . Here SEP stands for the convex subset of D(H ⊗ H) of separable states, that is,
We then have:
Theorem 5.2 (Bouding the two-way quantum and private capacity). Let (T t ) t≥0 be a transferred QMS. Then:
Moreover, the upper bound is a strong converse bound.
Proof. We have the following chain of inequalities:
where in the first inequality we used the fact that restricting the infimum over separable states such that one half lies in the fixed point algebra can only increase the limit. In the second inequality we applied Theorem 5.1 to the transferred semigroup corresponding to the representation U g ⊗I H . Finally, it remains to show the last equality. The first term on the r.h.s, max k log(n k ), corresponds to the capacity of the conditional expectation, as computed in [21] . It remains to show that, for conditional expectations, the infimum in Equation (49) is attained at points with one half of the state in the fixed point algebra of this conditional expectation. To see that this is indeed the case, note that for any ρ ∈ D (H ⊗ H) we have
by the data processing inequality and the fact that conditional expectations are projections. The lower bound on the capacities follows from the lower bound in Theorem 5.1 and the expression for the quantum and private capacities of conditional expectations.
In a similar fashion, one can use that the relative entropy of entanglement of a channel T
is a strong converse bound on the private and quantum capacities of T [56] in order to derive the following Theorem 5.3 (Bouding the one-way quantum and private capacity). Let (T t ) t≥0 be a transferred QMS. Then:
Although the last theorems provide bounds for all times, in case of primitive QMS we expect that the semigroup becomes entanglement breaking at some point and, thus, all the aforementioned capacities become 0. We recall that an entanglement breaking channel is one whose action on one party of a bipartite entangled state always yields a separable state. Using our methods we can also estimate these times (see also [26] ). To this end, we define Definition 5.4 (Entanglement breaking time). Let (T t ) t≥0 be a primitive QMS. We define its entaglement breaking time, t EB , to be given by
Proof. In [25] , the authors show that all states in the ball with radius
in the Hilbert Schmidt norm around the bipartite maximally mixed state are separable. Moreover, it is well-known that a quantum channel is entanglement breaking if and only if its Choi matrix is separable [27] . It follows from the transferrence principle that
Note that, as we have an erdogic semigroup, E f ix (X) = 1 d
Tr(X) I C d and, thus, E f ix ⊗ id will yield the maximally mixed state when applied to the maximally entangled state. Choosing the maximally entangled state as our input to the channel, it follows from (50) that the Choi matrix of T t is separable for t(d −1 ) and, therefore, the map becomes entanglement breaking for this time.
It is then straightforward to adapt the various convergence results we have to obtain estimates on the time the transfered QMS becomes entanglement breaking. Note that the situation is a bit more subtle if the semigroup is not assumed to be primitive. Consider the example of (T deph t ) t≥0 as defined in Equation (38) . We can see that in this case the semigroup is not entanglement breaking for any finite t ≥ 0 but is entanglement breaking in the limit t → ∞. This shows that the entanglement breaking time might be infinite if we drop the assumption of primitivity. As a matter of fact, in [26] , the authors show that this is always the case for non-primitive semigroups.
Classical capacity
The classical capacity of a quantum channel is the highest rate at which classical information can be transmitted through a quantum channel with vanishing error probability. We will denote the classical capacity of a quantum channel by C(T ). One can show that [57] :
for any p > 1. Moreover, this is a strong converse bound.
Theorem 5.6. Let (T t ) t≥0 be a transferred QMS. Then:
Proof. First, note that the semigroup T ⊗n t corresponds to the channel we obtain by transferring the Markov kernel
n . Moreover, the conditional expectation related to the semigroup is clearly E ⊗n f ix . We may obtain an upper bound to Equation (51) 
As k n,t( ) is a product, it follows that
where the last inequality follows from the elementary inequality log(1 + x) ≤ x and the ordering of the norms. Thus, we have that
Note that we have
which follows from an application of the data processing inequality and the fact E f ix is a projection, as in the proof of Theorem 5.2. The upper bound then follows from taking the infimum over all σ ∈ D(N ⊗n f ix ), dividing the expression by n, taking the limit n → ∞ and the expression for the classical capacity of a conditional expectation given in [21] . The lower bound follows by an argument similar to that given before for the other capacities.
Entanglement-assisted classical capacity
The entanglement-assisted classical capacity of a quantum channel is the highest rate at which classical information can be transmitted through a quantum channel with vanishing error probability given that the sender and receiver share and potentially consume an unlimited amount of entanglement. We refer to [55, Section 8.1.3 ] for a precise definition. We will denote the entanglement-assited capacity of a quantum channel T by C EA (T ) and note that it is an upper bound on the classical capacity of a quantum channel. In [24] , the authors show that the following quantity is an upper bound on the entanglement assisted classical capacity (EAC) of a quantum channel in the strong converse sense 1 :
where ρ B is the reduced density matrix of T ⊗id( ψ⟩⟨ψ ) on system B and where ψ⟩⟨ψ stands for the rank-one orthogonal projection on the norm-one vector ψ ∈ H. A closed formula for the entanglement assisted capacity was obtained in [21] . There, they show that for a conditional expectation E f ix we have
Using similar ideas as before we can estimate the entanglement assisted classical capacity using relative entropy transference.
Theorem 5.7 (Bounding the entanglement assisted classical capacity). Let (T t ) t≥0 be a transferred QMS. Then:
Moreover, the upper bound is a bound in the strong converse sense.
Proof. The proof is similar to the one of Theorem 5.2. It is clear that restricting the infimum in (52) to states in the fixed point algebra can only increase the limit. Note that by Theorem 5.1 applied to the transferred QMS (T t ⊗ id) t≥0 , for any input state ψ⟩⟨ψ
Taking the supremum over all input states we obtain:
To complete the proof it suffices to show that:
Equation (54) again follows from a simple application of the data processing inequality and the fact that conditional expectations are projections:
The lower bound follows from a similar argument as given for the quantum capacity.
Capacities from a modified logarithmic Sobolev inequality
Similarly to the derivation of decoherence times, one expects to get tighter bounds on the various capacities by directly applying a quantum functional inequality, when the latter is known. As was the case with decoherence times, the decay of the capacities we obtain does not depend on particular properties of the representation at hand and will in general not be tight. For capacities, the right functional inequality to consider is the modified logarithmic Sobolev inequality (MLSI). To the best of our knowledge, this connection between a MLSI and capacity bounds cannot be found in the literature beyond primitive semigroups [40] , so we establish it here for more general semigroups. Here, we still assume that (T t ) t≥0 is a quantum Markov semigroup on B(H) that is symmetric with respect to the Hilbert Schmidt inner product. Then, instead of using the entropy comparison theorem (Theorem 5.1), one can simply decompose the relative entropy between T t (ρ), ρ ∈ D(H), and any state σ ∈ D(N f ix ) as follows:
Lemma 5.8. For any ρ ∈ D(H), and any σ ∈ D(N f ix ),
Proof.
where in the third line we used that E f ix is a conditional expectation with respect to the completely mixed state, so that E f ix = E † f ix and for any σ ∈ D(N f ix ) ∩ D(H) + , ln(σ) = E f ix (ln(σ)).
We recall that, given a faithful quantum Markov semigroup (T t = e −tL ) t≥0 , its decoherence-free modified logarithmic Sobolev constant α 1 (L) has been defined in [5] as follows:
(we recall our convention that L is a positive semi-definite operator). It is the largest constant α > 0 such that the following decay in relative entropy occurs 2 :
With this tool at hand, the following result can be proved in a very similar fashion as Theorems 5.2, 5.3, 5.6 and 5.7:
Theorem 5.9. Let (T t = e −tL ) t≥0 be a quantum Markov semigroup on B(C d ) that is symmetric with respect to the Hilbert Schmidt inner product. Then, for any t ≥ 0:
Proof. The proof proceeds completely analogously to the one of Theorem 5.2. The only difference lies in the use of Lemma 5.8 instead of Theorem 2.1 to bound the relative entropy. In this case, we will obtain a remaining term of the form D(ρ E f ix ⊗ id(ρ)). But another application of Lemma 5.8 shows that this term is bounded by 2 log(d).
Note that we cannot apply an estimate on α 1 (L) directly to obtain capacity bounds for the classical capacity due to the need of regularization. In order to do so, we need to show that the following complete version of the modified logarithmic Sobolev inequality holds (see [5, 22] ): define the complete modified logarithmic Sobolev (cMLS) constant
.
The cMLS constant α c is known to tensorize [5, 22] : for any two QMS (T t = e −Lt ) t≥0 and (
By a simple look at the proof of the tensorization of α 1 (L) for the generalized depolarizing semigroup [7, 10] one can derive the positivity of its cMLS constant. This can be readily extended to the case of a simple semigroup of generator of the form L = id −E f ix :
Lemma 5.10. For any subalgebra N of B(C d ) with conditional expectation E N associated to the completely mixed state, the simple semigroup (T
Proof. For sake of clarity, denote by id k the identity map on B(C k ). Then, for any ρ ∈ D + (H ⊗ C k ),
The link to the classical capacity of the QMS is made in the following theorem.
Theorem 5.11. Let (T t = e −tL ) t≥0 be a symmetric quantum Markov semigroup on B(C d ) with positive cMLS constant α c (L). Then, for any t ≥ 0:
Proof. We use Equation (51) for p = 1, which is an upper bound (see [57] ) on the classical capacity of a channel:
where we used Lemma 5.8 as well as the definition of the cMLS constant in the last line. The rest of the proof follows the same lines as for the one of Theorem 5.6 and the one of Theorem 5.9.
Remark 5.12. Note that, although we expect that this method will yield tighter bounds for a given semigroup, it does not yield strong converse bounds for the capacities, neither does it provides bounds on the two-way capacities. In order to get a bound on the two-ways private and quantum capacities, or a strong converse bound on the classical capacity of symmetric channels, we would need to extend the theory of complete logarithmic Sobolev inequalities to sandwiched Rényi divergences. This falls outside the scope of this paper and will be done elsewhere.
Examples
It is straightforward to translate the estimates in the last sections to obtain estimates for various capacities of transferred semigroups. We will now illustrate these bounds for three noise models of practical relevance: collective decoherence, depolarizing noise and dephasing noise. As far as we know, these are the first estimates available for capacities of collectively decohering quantum channels. On the other hand, the capacities of depolarizing and dephasing channels are widely studied and we use these examples to benchmark the quality of our bounds. We observe that our bounds show the right exponential decay of the capacities for large time, but are not able to capture it for small times. The depolarizing and dephasing semigroups are of the simple form discussed before, that is, a difference of a conditional expectation and the identity. Thus, as expected, we may obtain better bounds by a direct application of a modified logarithmic Sobolev inequality. We will also discuss quantum channels stemming from representations of finite groups that are not of simple form, such as random transposition channels. As mentioned before, it is straightforward to turn any mixing time for a reversible chain on a group into a capacity bound and, thus, this list of examples is by no means exhaustive.
Collective decoherence: It follows from the results in section 4 that both weak collective decoherent and strong collective decoherent semigroups will reach their limiting capacity up to an additive error > 0 in time O log −1 , showing that encoding into the decoherence-free subspaces of these channels is essentially optimal.
Depolarizing noise: As discussed in section 4, the depolarizing channel
corresponds to transferred channel we obtain by transferring the heat semigroup on the unitary group with the natural representation of the unitary group. It then follows from the estimates in section C.2 that the following upper bound holds for the two way quantum capacity of the depolarizing channel:
Moreover, we may estimate when the depolarizing channel becomes entanglement breaking and, thus, when the quantum capacity becomes 0. The estimate we obtain is
For the quantum capacity we may apply a MLSI bound and obtain that
Note that this bound is better than the one obtained through transferrence alone. Bounds for other capacities with the same decay follow similarly. To the best of our knowledge, the best available bound on the two way quantum capacity of these channel is the one in [44] , where they show that
with p n,t = n 2 −1 n 2 (1 − e −t ) and H 2 the binary entropy for t ≤ log 1 − n n+1
and 0 else.
Dephasing noise: Again, as discussed in section 4, the dephasing semigroup (T deph t ) t≥0 corresponds to the transferred channel we obtain by transferring the heat semigroup on the n−dimensional torus with the representation given by diagonal unitary matrices. It then follows from the estimates in section C.2 that the following upper bound holds for the two way quantum capacity:
This capacity was computed in [44] , where they show that
We see that the bounds we obtain using our methods are close to the state of the art, specialized bounds, at large times. Moreover,the slope of the decay is close to the correct one, except at small times. Again using a MLSI inequality argument, we obtain that the quantum capacity of the depolarizing channel is bounded by
Random SWAP gate: consider the natural representation of the permutation semigroup S n acting on
The transferred semigroup given by the random transpostion shuffle (see C.1 for more details on this) then consists of random SWAP gates between the different systems. It then follows from the results listed in C.1 that for times t larger than n log(n) we have that the capacities considered here of this quantum channel are at most e − 2 n−1 (t−n log(n)) away from their limiting capacity. To the best of our knowledge, these are the first bounds available for these quantum channels.
The following then holds:
where
denotes the operator of left multiplication by k. Therefore, for the claim to hold, it suffices to show that
T2p(H⊗L2(µ G ),H ′ ) . This will be proved by complex interpolation: without loss of generality, choose the right hand side to be equal to 1. Remark furthermore that, by the ordering of the L p norms,
This implies by assumption that σ
Next, there exists a continuous function on the strip ξ ∶ S = {z ∶ 0 ≤ Re(z) ≤ 1} →L 2 (σ) +L ∞ (σ) that is analytic on its interior and takes values in a finite dimensional subspace ofL 2 (σ) +L ∞ (σ) such that ξ(1 p) = ξ 0 and for all t ∈ R [52] ,
. Then
where we used the unitary invariance of Schatten norms. Similary,
We conclude by Stein's interpolation theorem that
which is what remained to be proved. Differentiation at p = 1 gives the entropic inequality (55) .
B Completely bounded Gross lemma for classical diffusions
In this section, we briefly describe the proof of Gross' integration lemma relating the complete logarithmic Sobolev inequality to the hypercontractivity with respect to the completely bounded normes defined in Section 2.1 for classical diffusions. The proof is similar to the ones of [8] for quantum (and hence classical) Markov semigroups in finite dimensions (see also [12] for the case of the modified logarithmic Sobolev inequality). Let (S t ) t≥0 be a semigroup on the algebra L ∞ (E, F, µ) of real bounded measurable functions on the probability space (E, F, µ) that is reversible with respect to µ. The semigroup is described by its kernel (k t ) t≥0 via Equation (2) that we recall here:
When extended to its action on the space L 2 (µ) of square integrable real valued functions on E, the semigroup (S t ) t≥0 is strongly continuous, and we denote by (L, dom(L)) its associated generator. Since the domain of L is not usually known in practice, we will work on a dense subspace of it. In fact, it will be convenient to assume for technical reasons that the following hypothesis, already used in [3, 4] , holds:
Hypothesis B.1. There exists an algebra A of bounded measurable functions, containing all the constants, dense in all the spaces L p (µ), p ≥ 1 as well as in dom(L), that is stable under composition with multivariate smooth functions. We also assume that for any sequence {f n } of A that converges to a function f in L 2 (µ), and every smooth bounded function Φ ∶ R → R with bounded derivatives, there exists a subsequence {Φ(f n k )} of {Φ(f n )} converging towards Φ(f ) in L 1 (µ) and such that LΦ(f n k ) converges to LΦ(f ) in L 1 (µ).
For any m ∈ N, the algebra M m (L ∞ (µ)) coincides with the algebra L ∞ (E, M m ) of bounded measurable functions with values in M m , with norm f L∞(Mm) defined as sup x∈E f (x) Mm . For sake of simplicity, we denote this norm by . ∞ . Next, for any f ∈ L ∞ (M m ), define the following trace on L ∞ (M m ):
Tr Mm (f (x)) µ(dx) .
We denote the completions of the L p norms associated to that state L p (M m ), p ≥ 1, and denote the norms associated to it by . Lp(τ ) . To simplify the notations, we will get rid of the indices identifying the underlying spaces and introduce the normalized traces tr ∶= 1 m
Tr . The main difference to [8] in our setting arises from the possible unboundedness of the generator L of the classical semigroup (S t ) t≥0 , which will not be an issue as long as we carry out our differentiations in the algebras A(M m ) ++ ∶= {g = (g ij ), g ij ∈ A ∀ij ∈ {1, ..., m}, g > 0} of positive matrix valued functions with coefficients in A, with spectrum uniformly bounded away from 0. Then, we defined the L q -entropy and the Dirichlet form as follows: given elements f, g ∈ A(M m ) ++ ,
Next, we define the notions of completely bounded hypercontractivity and of complete logarithmic Sobolev inequality: Given q ≥ 1, the semigroup (S t ) t≥0 is said to .
(cLSI q (c, d))
The equivalence between cLSI q (c, d) and cHC q (c, d) was proved in [8] in the case of a Markov chain defined on a finite sample space (and even for quantum Markov semigroups in finite dimensions). Here, we extend this equivalence to the present abstract setting, which in particular incorporates the case of classical diffusions.
Theorem B.2. Let (S t ) t≥0 be a classical Markov semigroup defined on the algebra L ∞ (E, F, µ) of bounded measurable functions on some measure space (E, F, µ), and assume that µ is an invariant measure of (S t ) t≥0 for which (S t ) t≥0 is reversible. Further assume the existence of a subalgebra A satisfying Hypothesis B.1. Then,
. Therefore, we can restrict our analysis to the one of the following function
by considering the differentiation of F ○ G, where
where f t(p) ∶= S t(p) (f ), with f ∈ A(M) ++ and for some fixed X ∈ M ++ m . Both functions p ↦ g p (see Lemma 8 of [47] ) and p ↦ τ (g p ) at g fixed are differentiable with continuous derivatives. The latter holds by means of bounded convergence. Therefore, the function p ↦ F (p, g p ) itself is differentiable and the chain rule holds: d dp
It was shown in [16] that (S Cir t ) t≥0 satisfies the following bound:
In particular, in the case m ≥ 5, the above expression yields the following simpler bound for t ∞ = 5m 2 16π 2 :
cb ≤ e . Now, chose the uniform random walk of kernel k(x, y) = 1 m for any x, y ∈ Z m . This is a special case of the Markov chain studied in Theorem A.1 of [16] , for which the strong log-Sobolev constant c(K) was shown to be equal to 
Random transpositions: Here, let G = S n be the symmetric group on n symbols. Consider the discrete time chain kernel k(θ, σ) = 2 [n(n − 1)] if θ −1 σ is a transposition, and 0 otherwise. In [14] , it was shown that the spectral gap of the corresponding continuous time semigroup (S Tra t ) t≥0 is λ(S Tra ) = 2 n − 1 .
Moreover, the following bound can be found in the same paper:
for t ∞ = n log n.
C.2 Compact Lie groups
Here, we recall some well-known estimates for the heat semigroup defined on various compact Lie groups.
1-dimensional torus
The following estimate was derived in example 1 of Section 3 of [50] :
h ↦ k t (gh −1 ) − 1 2 ≤ 2 + π 2t e −t .
n-dimensional torus (n > 1): The logarithmic Sobolev constant associated to the heat semigroup on the n dimensional torus T n is known to achieve the bound 1 c(S Heat ) ≤ λ(S Heat ) = 1. In Theorem 5.3 of [50] , the following upper bound on its kernel (and in fact on the kernel of any uniformly elliptic generator) was found: sup g∈T n h ↦ k t (gh −1 ) − 1 2 ≤ exp −t + 1 2 log 1 2 n log n + 6 .
Matrix Lie groups: In [50] , precise estimates on the kernel of diffusion semigroups on various Riemannian manifolds were obtained starting from a curvature dimension inequality CD(ρ, ν). Applying this to the curvature dimension inequalities satisfied by semisimple Lie groups [48] , Saloff-Coste derived the following straightforward corollary (stated here as a theorem for sake of completeness):
Theorem C.1. Let (G, g) be a real connected semi-simple compact Lie group of dimension n endowed with the Riemannian metric induced by its Killing form. Then, the heat diffusion satisfies 
where λ is the spectral gap of (G, g). In particular, for ε > 0 and t n = 2(1 + ε) log n, the above bound converges to 0. Moreover, the following bounds the logarithmic Sobolev and Poincaré constants hold:
α(∆) ≥ n 4(n − 1)
