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基于虚拟寄存器的控制流错误检测算法
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(哈尔滨工业大学 计算机科学与技术学院, 哈尔滨 150001)
摘 要: 控制流故障是航天软件系统必须面对的一个重要故障类型。提出一个基于程序基本块模型的算法
CFCVR( Control Flow Checking Based on Virtual Register, 基于虚拟寄存器的控制流检测)对程序控制流进行检测。它首
先通过虚拟寄存器分配算法获得虚拟寄存器,然后基于这些虚拟寄存器添加特定的控制流检测指令。这些指令可
以检测模块间的控制流错误,所有工作都是在汇编源程序上完成的。实验表明 CFCVR 会引入平均 28. 7%的性能
代价和平均 31. 3% 的存储代价,而对于控制流错误检测率平均为 97. 1% , 优于目前已存在的各种方法, 能够提高航
天软件容错能力和可靠性。
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( Error Detection and Correction, 错误检测和纠正)模块
等相对简单的策略来处理; 而对于发生在 CPU 内部
的控制流错误, 其处理受到 CPU 架构限制, 而现有



















有代表性的是: 文献 [ 6]提出了一种被称为 ECCA









97%, 存储开销是 30- 60% ,但它需要额外的寄存器
和高级语言写成的程序源码,而且存在一些检错覆
盖盲点; 文献[ 8]提出的 ECFC( Enhanced Control Flow
Checking, 增强控制流检测)提高了 CFCSS 的检错覆
盖率,却进一步增加了性能负担;文献[ 9]提出了一
种新的基于断言的程序控制流检测方法 ACFC( As
sertions for Control Flow Checking, 基于断言的控制流






























定义集合 V = { v 1 , v 2 , v 3 , , vn }表示程序中
的所有基本块,另一个集合 E = { bij | bij 是从v i 到v j
的分支}表示程序中所有基本块之间的跳转关系, 那
么程序就可以表示为程序流图 P = { V , E} 。若 bij
 E, vj 是 v i 的后继,记作 vj  suc( v i ) ; 若 bij  E ,
v i 为vj 的前驱, 记作 v i  prev( v j ) 。假如 v i 到 vj 的














对于程序流图中的每一个节点 v i ,分配唯一的
静态签名 s i , 设程序运行时的动态签名为 G , G 在
节点v i 的动态签名值为G i ,用来保存 G值的是一个
被称为VRSR( Virtual Run time Signature Register, 虚拟
运行时签名寄存器)的临时分配的存储空间(可以是
寄存器或内存,实现方法在第三部分介绍)。
设 Gprev( i) 是 vi 的一个前驱节点的动态签名, vi
节点用来辅助验证动态签名的静态值为d i , d i 用来
表示G prev( i) 和 G i 签名差异。在程序发生从 prev( v i )
到 v i 跳转时候, 按照一个功能函数 f ( Gprev( i) , d i ) 计
算 v i 节点的动态签名G i ,比较 s i 和G i 的值是否相
等,如果 s i 和G i 的值相等, 则程序继续执行,反之则
认为程序发生了控制流的错误, 程序进入相应的错
误处理。其中 f ( G prev( i ) , di ) 是基于 XOR运算的,定
义为 f ( G prev( i) , d i ) = Gprev( i)  d i ,可以推导 d i 由公
式 d i = f
- 1
( s prev( i ) , s i ) = sprev( i)  si 决定的。图 1描
述了利用该方法检测控制流错误的过程。
图 1 控制流错误检测示意图
Fig . 1 Sketch map of control flow checking
假设有 M 个合法分支 b( 1, , M) j 进入扇入节点
vj , 对于 vj 不同的前驱节点组成的集合 Vprev( j ) 中的
每一个节点分别计算不同的 dj 值组成集合Dj , 这些
值并不相等。对此,本文尝试在进入节点 vj 后对每
一个可能的dj 值分别跟G j 进行匹配,遇到匹配的则
停止匹配并跳转到 vj 内的原有代码进行执行,反之
如果在 Dj 中没有找到能匹配的d j 值,则认为发生了













方法 1:设程序流图中的一个节点 vi 执行,那么
在程序在 vi 最后一条指令发生跳转时,程序将进入
v i 某个后继节点的第一条指令, 设程序能使用的所
有通用寄存器的集合为 U ,基本块 v i 使用的寄存器
的集合 R i , 其后继节点的集合为 V suc( i) , 假设其元
素为 Rvs i1 到 R vsin , 这些节点中的寄存器按照第一次
访问是读或者写操作又可以分为 Rvsi1W, , RvsinW 和
Rvsi1R , , RvsinR 。设其先写寄存器集合 Rv siW = Rvsi1W
! Rv si2W ! , , RvsinW , 若集合 ( U - R i ) ! RvsiW ∀




的部分寄存器, 例如在对 GNU C编译器生成的 ARM
汇编源码进行统计中发现, 平均每个基本块只使用
约3个寄存器, 平均相邻的 3个基本块只使用约 5
个寄存器,在所有统计的 16632行汇编源程序中 R10
没有被使用, R 9也只被使用了 3次。可以利用这些
极少使用的寄存器来作为 VRSR, 在其前后插入相
应的指令,用内存来暂时保存这些寄存器的值。
Load R i , [Addr]
Ope VRSR
Store [Addr] , R i
* 以下 Ri 作为VRSR*
* 以上 Ri 作为VRSR*
Load R i , [ Addr]
Ope VRSR
Store [Addr] , R i
方法1 本质是查找块间可以临时使用的寄存
器,不会与内存有任何关联,提高程序性能, 缺点是








言源代码编译而成的伪汇编代码) P s 。
输出:插入 VRSR分配指令和 CFCVR控制流检
测指令之后的汇编程序 Pd 。
(1) 输入P s ,识别其中基本块并建立程序流图 P;
( 2) 检查 P 中所有通用寄存器的使用情况, 找
出其中使用频率最低的寄存器 R f ;
( 3) 保留地址为Adds的特定内存位置, 在所有
使用 Rf 的指令前插入# load Rf [ Adds] ∃, 其后插入
# store[Adds] R f ∃;
( 4) 规定 P 中的任意节点 v i 有唯一的静态签名
s i , 即 s i ∀ sj , 若 i , j = 1,2, , N , N是P 中节点个数;
( 5) 规定 P 中的起始节点 v 1 的动态签名 G1 =
s1 ,遍历 P 中所有的其它节点v j , j = 2, 3, , N ;
% 对节点 vj , v prev( j ) = { v j1 , v j2 , , vjM } ,计算集
合 D j = { dj k | dj k = s jk  sj , k = 1, 2, ,M , j  2,
3, , N} , M 是其前驱个数;
& 计算集合D∋j = { d∋j k | d∋jk = d∋j 1  d∋j2 , ,
 dj k , k = 1, 2, , N} ;
( 对于 D∋j中除最后一个元素以外的其它每个
元素依次在块 vj 中插入两条指令# G = G  d∋j k ∃
和# br G = sj Lj ∃;
)对于 D∋j 中的最后一个元素, 插入指令# G
= G  d∋j k ∃和# br G ∀ sj error∃;
( 6) 整理输出插入指令之后的程序 P∋即为所求。
图2以一个扇入节点为例说明插入指令的方式。
4. 2 存储和性能代价分析
假设节点 v i 具有N 个前驱节点,为每个前驱节
点需要插入的验证指令是两条, 所以节点 v i 需要我
们需要插入控制流检测指令为 2N 条,假设 v i 有N
个前驱的概率为pN ,那么对于一段程序插入指令条
数 N 的数学期望 E ( N ) = p 1* 2 + p 2* 4 + ,
pN * 2N ;根据对基准程序和实际项目源码的统计
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图 2 块内检测指令示意图
Fig. 2 Sketch map of checking instruction in block
结果 E( N ) = 2. 48 ; 统计还表明每个基本块的平均
指令条数是8- 10条,那么采用 CFCVR增加的存储
代价大约为 24. 8- 31% 之间优于 CFCSS 的 25 -









际项目中的表现。所有实验都是基于 GNU C 编译
器编译生成的. s 文件进行。实验方案选用的故障





正确; 2)程序未检测出控制流错误, 结果错误; 3)程
序检测出控制流错误,结果正确; 4)程序检测出控制
流错误,结果错误。在这四种情况中, 只有 2)是对




可以看出 CFCVR在检测效果上优于 CFCSS 和











(无措施) 26. 2% 33. 8% 33. 6% 21. 8% 30. 6%
CFCVR 1. 7% 2. 8% 2. 7% 1. 6% 2. 9%
CFCSS 2. 0% 3. 0% 3. 4% 1. 8% 3. 1%
ACFC 7. 6% 12. 0% 9. 3% 7. 2% 9. 1%
表 2 程序源码统计数据及存储和性能代价统计数据






LZW 452 252 105 55. 7% 44. 3%
矩阵乘法 763 232 102 30. 4% 27. 2%
快速排序 254 111 47 43. 7% 37. 8%
汉诺塔 179 60 27 33. 5% 30. 1%




是 1个;没有发现超过 3 个前驱节点的节点。由此
可见具有单个前驱的节点占节点总数的 77. 88%;
有两个前驱节点的节点数目为 23. 07% ; 超过两个
前驱节点的节点对算法性能的影响极小。除了在效
率和性能上有了提高, CFCVR 还具有其它特性, 如
表 3所示。
表 3 CFCVR和其它方法应用特性比较










CFCSS 支持 部分 否 否 30- 70% 30- 60%
ACFC 支持 否 否 是 30- 48% 30- 47%




入平均 28. 7%的性能代价和平均 31. 3%的存储代
价的情况下, 对于控制流错误检测率达到平均
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A Control Flow Checking Algorithm Based on Virtual Register
GAO Xing, LIAOMing hong, WU Xiang hu, HUANG Zhen yuan
(School Of Computer Science and Technology, Harbin Institute of Technology, Harbin 150001, China)
Abstract: Control Flow Fault was an important fault type which should have been seriously treated in the high confidence soft
ware systems such as aero space system. An algorithm named CFCVR( Control Flow Checking Based on V irtual Register) was giv
en which checks the control flow fault based on the Base Block prototype. The control flow faults were detected by obtaining the
virtual register and adding some control flow checking instructions into the program based on the virtual register. All these works
were done on the assemble programs. Experiments show that CFCVR will introduce about 28. 7% performance overhead and about
31. 3% storage overhead and will increase the fault detection rate to 97. 1% that was better than the existent methods.
Key words: Reliability; Fault tolerance; Control flow checking; Virtual register
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