I. INTRODUCTION
S the complexity of VLSI circuits increases, a hierar-A chical design approach becomes essential to shorten the design period. Partitioning plays an important role in finding the hierarchy of a circuit or a system. Good partitioning can significantly reduce the complexity of a design problem and improve both the performance and the reliability of the system. However, the graph partitioning problem belongs to the class of NP-hard problems [2] . Probably the most well-known heuristic partitioning algorithm is [3] , and a more efficient version of it [ l ] is widely used. We also adopted the iterative improvement technique from [ 11. Then we incorporated the clustering technique to efficiently search the large solution space and the gradual constraint enforcement technique to alleviate the solution from being stuck at a local optimum point.
Keminghan and Lin (K&L) [3] suggested the noted mincut algorithm, which partitions the nodes of a graph with weights on its edges into two subsets of given sizes so as to minimize the sum of the weights on all edges cut. The K&L algorithm iteratively swaps subsets of selected nodes and takes O(n2 log n) for a pass of optimization, where n is the number of nodes. Based on the K&L algorithm, an efficient bisection heuristic was developed by Fiduccia and Mattheyses (F&M) [I] in which a single pass exhibits linear time complexity in the number of pins. Quadrisection [4] is an extension of the above bipartitioning algorithms in which nodes are partitioned into four subsections. Sechen and Chen [5] suggested a modified cost function to minimize the net crossings rather than nets cut and reported 38% average reduction in nets cut when compared with those of the F&M [l] method. However, experimental results show that our method works better with the exact cost function as explained in Section V.
Another method [6] used "level gain" to predict the cost changes when moving each cell and Sanchis [7] adapted this model to multiple-way partitioning. In [8], [9] , an evolutionbased approach was reported which outperformed the F&M method by 27% and a version of annealing-based algorithm with an efficient annealing schedule [lo] by 54% on the average. These methods move or exchange nodes so that the size constraints are always satisfied.
Recently, several authors reported a ratio-cut [ 1 11 approach which does not impose hard limits on the subset sizes. In these methods, subset sizes may be significantly different when the cut size can be substantially reduced by doing so. However, ratio-cut may not be used when tight control on the subset sizes is required. In [12] , top-down clustering is performed by using the ratio-cut algorithm and then iterative moves are made to enhance the partitioning result. Hagen and Kahng [13] proposed spectral methods in which the second smallest eigenvalue of a matrix derived from the netlist yields a lower bound on the optimal ratio cut partition cost.
To partition a given circuit, we developed a new hierarchical gradual constraint-enforcing partitioning technique. In contrast to other partitioning methods, the size constraints on subsets are not enforced at the beginning to allow more freedom to cells to move among subsets. Then the size constraints are enforced gradually to the subsets and the sum of cell sizes to be moved gets more restricted. The partitioning is performed in two levels of hierarchy. At the cluster-level, clusters are formed and partitioned several times by using several different sets of parameters. The best solution of the cluster level partitioning is used as the initial partitioning at the cell level. This partitioning technique generated over 60% better solutions in cut size for the examples we tried when compared with the average results of the F&M method [l]. Our method produced 4% better results on the average over the primal-dual method [14].
In Section 11, the overall partitioning algorithm based on the hierarchical gradual constraint-enforcing method is described. In Section 111, the clustering technique is presented. In Section IV, the gradual constraint-enforcing partitioning (GCEP) algorithm is described. The GCEP algorithm is used both for the cluster partitioning and for the cell partitioning. In Section V, several experimental results for benchmark circuits are presented to illustrate the effectiveness of our twolevel hierarchical GCEP (HGCEP). Finally, conclusions are summarized in Section VI. However, the CPU time is increased as many times as the number of runs. GCEP appears to be less dependent on the initial partitioning than F&M. However, it's a good idea to use a clusteringbased initial partitioning rather than a random one since closely coupled cells should be partitioned into the same subset. To find a "good" initial partition efficiently, we applied the GCEP algorithm to clusters of cells. In the present implementation, clusters are partitoned 50 times from different initial partitions and the best result is partitioned once using GCEP to find the final result. Since cluster partitioning is efficient, a pass of HGCEP takes slightly less than four times as long as a pass of flat level GCEP in CPU time. The clusters are constructed by merging "closely" connected cells as explained in the next section.
The overall algorithm shown in Algorithm 1 is composed of two parts. In the first part, clusters are constructed and partitioned to find a good initial solution. In the second part, flattened cells are partitioned by using the GCEP algorithm. The first part of the algorithm tries to search the solution space as efficiently as possible. The partitioning problem, being an NP-hard problem, does not allow the exhaustive search to find the optimum solution except for very small-sized problems. Hence we incorporated two techniques: the use of hierarchy (clustering) and random initial partitioning for the efficient search for a "good" initial partition.
Algorithm 1 : Overall HGCEP inpu tdata; cut = infinity;
to be formed at i-th iteration The random initial partitioning is obtained by randomly partitioning the clusters into the given number of subsets. The desired number of clusters, num-cl[i], is passed as a parameter to the procedure make-cluster. Then make-cluster constructs clusters by merging pairs of cells or clusters in the decreasing order of "closeness" until the number of clusters is reduced to num-cl[i]. The same GCEP algorithm has been used to partition the clusters and the cells. In the current implementation, K = 5, M = 10, and num_cl[l.S] = {num-celN8, numrelll9, num-cellll0, numxellll 1, num-cellll2) are used. Therefore, ten different randomly partitioned solutions are evaluated for each of five different sets of clusters. The makeduster procedure is explained in detail in Section I11 and the GCEP procedure is described in Section IV.
CLUSTERING FOR HIERARCHICAL PARTITIONING
The clustering is bottom-up. The closeness of two cells or clusters, C and D, is evaluated by the following formula:
where the variable num-cnet(C, D) is the number of common nets between C and D, and numpin (C) is the number of pins in C. The variable clsize(C,D) is the size of the new cluster constructed when C and D are merged. The variable avgsize is the average size of clusters. The first term represents the attractive force due to common nets between C and D, and the second term represents the repulsive force to encourage forming uniformly sized clusters. In the current implementation, a = 0.5/200 is used to partition standard-cell and gate-array circuits.
A. Weighting Factor
To find the appropriate range of cr and to see the sensitivity of the partitioning algorithm to the parameter, our partitioning algorithm has been run using several values of a and the partitioning results for the primary examples are summarized in Table I . The reason we selected primary1 (PrimSC1) and primary2 (PrimSC2) is because they are popular and they differ significantly in size. To reduce the dependency on the initial solution, we ran our partitioning program five times and listed the best and the average costs in the table.
When N = 0.5/200, our method produced the same cost values for all five random initial partitions for both examples. The cost increases slowly when cr increases or decreases from q-#- 
B. Attractive Force Due to Common Nets
In this section, we explain that it is reasonable to use the minimum of Let's define f1 and f2 as follows.
Then in Fig. 1 it is easy to find out that
Hence f1 prefers merging A1 and A2 to merging B1 and B2 while f2 does not show any preference. A human designer would merge A1 and A2 first since A1 should be merged to A2 if it ever merges with another cell.
Closeness functions based on f1, f2, and (fi + f2) are compared using the primary circuit examples. As expected, the closeness function based on f1 generates the best results for both examples, as shown in Table 11 . The following algorithm shows the makeduster procedure. . The GCEP can be used for k-way partitioning. We describe the two-way GCEP first and then show that it can be extended to IC-way GCEP.
A. Two-way GCEP
After the initial partitioning a cell-gain is calculated for each cell. Cellxain represents the cost reduction when the cell is moved from the current subset to the other subset. When the cost increases, then the cell-gain has a negative value. When a net should not be a crossing net, one may assign a large weight for the net. The cost of a partition is the sum of weights of the crossing nets between two subsets. The cells are moved from a subset to the other in the decreasing order of cell gains. Note that the cell-gain is updated after moving each cell. The movement of cells continues until no further movement is possible without violating the size constraints at the iteration. After a pass of cell movements, the sizeconstraints are tightened and then cells are moved from the other subset to the subset in the decreasing order of cell gains. By repeating these steps, closely coupled cells remain in a subset and near optimum results can be obtained. For cluster partitioning, the clusters are moved just as the cells.
The two-way partitioning algorithm can be summarized as shown in Algorithm 3. where the total size is the total sum of cell sizes. The value of BAL(i) is reduced as i increases and the final value is decided from the desired balance of the two subset sizes.
In the current implementation, the initial value of BAL is twice the value of givenBAL and BAL is reduced to 90% of its previous value after each iteration, i.e., reduction-ratio = 0.9. We applied HGCEP to the primary examples for several different values of the reduction-ratio and listed the results in Table 111 . HGCEP was run five times using different initial partitions to reduce dependency to the initial solution. For can be moved to the right-hand side with a positive cell-gain, resulting in a better partition, as shown in Fig. 2 (c) .
Even though the standard deviation of costs of GCEP is usually less than that of F&M, still GCEP is dependent on the initial partitioning. Note that HGCEP is not quite dependent on the initial partitioning. In Table IV , the total standard deviation of costs for the primary examples for the F&M, GCEP, and HGCEP methods are shown to be 83.3, 68.0, and 1.3, respectively. primary 1, HGCEP produced good results for reduction-ratio 2 0.9. For primary 2, HGCEP produced good results for reduction-ratio 2 0.75.
As long as the relaxed size constraints are satisfied, cells are moved even if the cell-gain is negative. This helps the algorithm to avoid local optima. For example, in Fig. 2 (a) and (b), if cell 4 is moved to the right-hand side, cost is increased (cell-gain < 0). However, after moving cell 4, cells 3 and 2
B. K-way
The GCEP algorithm can easily be extended to solve multiple-way partitioning problems. In this subsection, we describe a new Ic-way partitioning algorithm using the GCEP technique.
The min-cut bisection algorithm can be used recursively to partition the nodes into Ic subsets. However, one may want 8 10.7 45 69.9 15.0 38 38.4 1.3  PrimSC2 188 323.6 72.6 181 292.1 53.0 119 119.0 0.0 to partition directly into IC subsets. For example, simultaneous four-way partitioning (quadrisection) is more appropriate for two-dimensional layout problems [4] . Naturally, quadrisection can generate superior results than those of recursive min-cut bisections since quadrisection takes care of the two perpendicular (horizontal and vertical) cut lines simultaneously while the three passes of bisections are applied independently.
Modifying the GCEPZ-way to GCEP-K-way is very simple. Since there are IC subsets, we need to choose two subsets, fromsubset and tosubset to apply the GCEP. Each subset becomes thefromsubset in turn. The tosubset is determined so that the cell gain is maximized when a cell is moved from fromsubset to tosubset. Other parts of the GCEPk-way is similar to those of the GCEPZ-way.
C. Complexig of GCEP
The complexity of moving a cell and updating the affected 
V. PARTITIONING RESULTS
The HGCEP algorithm is implemented in C and run on SUN4/40 under the UNIX operating system. We describe the effectiveness of clustering in Section V.A. In Section V.B, we compare the results of HGCEP with those of other typical approaches using MCNC benchmark examples. In Section V.C, we discuss the sensitivity of HGCEP to parameters and cost functions.
A. Effectiveness of Clustering
The hierarchical approach based on clustering in HGCEP improves both the performance and the efficiency of partitioning. As can be seen in Table V , one run of HGCEP can generate significantly better results than the best results of 20 runs of GCEP. In CPU time, one run of HGCEP takes less than four times as long as one run of GCEP.
B. Benchmark Results
Table VI shows the sizes of nine benchmark examples from MCNC. Among the examples, PrimGAl (PrimGA2) has the same netlist as for PrimSC1 (PrimSC2). However, their cell Table VI1 shows the two-way partitioning results. In the table, the simulated annealing (SA), the Fiduccia-Mattheyses choose the best result. The F&M algorithm is implemented according to [I] . The hierarchical GCEP produced 4% better results on the average when compared with those of the primal-dual method and 18% better results than the best results of 500 runs of the F&M method. It outperforms the F&M method by more than 60% in the number of nets cut on the average.
As can be seen from the tables, HGCEP is efficient enough to handle large examples. In practice, the CPU time increases almost linearly as the number of cells increases. Table VI11 shows four-way partitioning results for the Quadrisection [4] and HGCEP. The CPU time in Table VI11 is also the time for one run of each algorithm. HGCEP outperformed the quadrisection by 39% on the average at the expense of three to five times longer CPU time. Q = 0.5/200 seems to be a reasonable choice. The sensitivity due to reduction-ratio is shown in Table I11 and it is easy to choose reduction-ratio = 0.9 from the table.
Of course, one may obtain better results by tuning the Parameters for each circuit or for a small set of circuits. For several examples, HGCEP could reduce the number of nets cut by 2 or 3 when different values and reduction-ratio are used for each circuit. However, optimized values for one circuit may make other results worse. Since we assume one run of HGCEP, we used the same set of parameters for all the circuits.
We also examined different cost functions such as the one suggested in [5] . However, contrary to [5] , the results get worse. The new cost in [5] is an estimation of the number of net crossings under certain assumptions on the layout style. Note that the number of net crossings in a real layout can be much larger than the number of nets cut. We believe that HGCEP works better with the exact cost function since it is effective in minimizing the given cost function.
VI. CONCLUSIONS
A new hypergraph-partitioning algorithm has been developed. The GCEP algorithm starts with a relaxed size constraints on subsets and then gradually tightens the size constraints so that the final solution satisfies the required constraints. To find a good initial solution, closely connected cells are merged into clusters and then the clusters are partitioned several times using different sets of parameters by the GCEP algorithm. This hierarchical approach improves the partitioning results and allows efficient evaluation of various initial partitions. Tuning the parameters for HGCEP is relatively easy. Experimental results show that the new partitioning algorithm is effective and efficient.
C. Tuning the Parameters
All the results of HGCEP in Table VI1 and VI11 are obtained using the Same set of parameters. The two major parameters of our HGCEP algorithm are a (used during clustering) and reduction_rutio (used to enforce size-constraints). The sensitivity of the HGCEP due to Q is shown in Table I and 
