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The vast and growing number of publications in all disciplines of science cannot be comprehended
by a single human researcher. As a consequence, researchers have to specialize in narrow sub-
disciplines, which makes it challenging to uncover scientific connections beyond the own field of
research. Thus access to structured knowledge from a large corpus of publications could help pushing
the frontiers of science. Here we demonstrate a method to build a semantic network from published
scientific literature, which we call SEMNET. We use SEMNET to predict future trends in research and
to inspire new, personalized and surprising seeds of ideas in science. We apply it in the discipline of
quantum physics, which has seen an unprecedented growth of activity in recent years. In SEMNET,
scientific knowledge is represented as an evolving network using the content of 750,000 scientific
papers published since 1919. The nodes of the network correspond to physical concepts, and links
between two nodes are drawn when two physical concepts are concurrently studied in research
articles. We identify influential and prize-winning research topics from the past inside SEMNET
thus confirm that it stores useful semantic knowledge. We train a deep neural network using states
of SEMNET of the past, to predict future developments in quantum physics research, and confirm
high quality predictions using historic data. With the neural network and theoretical network tools
we are able to suggest new, personalized, out-of-the-box ideas, by identifying pairs of concepts
which have unique and extremal semantic network properties. Finally, we consider possible future
developments and implications of our findings.
INTRODUCTION
A computer algorithm with access to a large corpus
of published scientific research could potentially make
genuinely contributions to science. With such a body
of knowledge, the algorithm could derive new scientific
insights that are unknown to human researchers and
note contradictions within existing scientific knowl-
edge [1, 2]. This level of automation of science is more
in the realm of science-fiction than reality at present.
However, algorithms with access to and the capability
of extracting semantic knowledge from the scientific
literature can be employed in manifold ways to as-
sist scientists and thereby augment scientific progress.
As an example, the evaluation of whether an idea
is novel or surprising depends crucially on already-
existing knowledge. Thus a computer algorithm with
the capability to propose new, useful ideas or poten-
tial avenues of research will necessarily require access
to published scientific literature - which forms at least
partially the body of human knowledge in a scientific
field.
Knowledge can be portrayed using semantic net-
works that represent semantic relations between con-
cepts in a network [3]. Over the last few years, sig-
nificant results have been obtained by automatically
analyzing the large corpus of scientific literature [4–
6], including the development of semantic networks in
several scientific disciplines.
In biochemistry, a semantic network has been build
using a well-defined list of molecule names (which cor-
respond to the nodes of the network) and forming
edges when two components co-appeare in the ab-
stract of a scientific paper. The network was derived
from millions of papers published over 30 years, and
the authors identify a more efficient, collective strat-
egy to explore the knowledge network of biochem-
istry [7, 8]. In [9], a semantic network was created
using 100.000 papers from astronomy, ecology, econ-
omy and mathematics. The nodes represent ideas or
concepts (generated through automated generation of
key-concepts in large bodies of texts [10]). The au-
thors used the network to draw connections between
human innovation process and random walks. In the
field of neuroscience, semantic networks have been
used to map the landscape of the field [11, 12]. Pa-
pers from the interdisciplinary journal PNAS have
been used to investigate sociological properties such
as inter-disciplinary research [13].
Here, we show how to build and use a semantic
network for quantum physics, which we call SEMNET.
It is build from 750.000 scientific papers in physics
published since 1919. In the network we identify a
number of historic award-winning concepts, indicating
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2Figure 1. Creating a semantic network for quantum
physics (SEMNET). The nodes represent quantum physical
concepts, and the edges (connections between nodes) indi-
cate how frequently two concepts are investigated jointly
in the scientific literature. The concept list is created
using human-made lists (from Wikipedia categories and
quantum physics books) and automatically generated lists
using natural language processing tools on 100,000 quan-
tum physics articles from the online preprint repository
arXiv (this is indicated by black arrows). An edge be-
tween two concepts is drawn when both concepts appear
in the abstract of a scientific paper (indicated by blue ar-
rows). The scientific database consists of 750.000 physics
papers, 100.000 from arXiv and 650.000 papers published
by the American Physical Society (APS) since 1919.
that SEMNET carries useful semantic knowledge. The
evolution of such a large network allows us to use an
artificial neural network for predicting research con-
cepts that scientists will investigate in the next five
years. Finally, we demonstrate the power of SEMNET
to suggest personalized, novel and unique directions
for future research.
Our work differs in several aspects from previous
semantic networks created from scientific literature.
First, we use machine learning to draw conclusions
from earlier states to SEMNET’s future state, which
enables us to make predictions about the future re-
search trends of the discipline. Second, we use net-
work theoretical tools and machine learning to iden-
tify pairs of concepts with exceptional network prop-
erties. Those concept combinations can be restrict
to the research interest of a specific scientist. This
ability allows us to not only predict but also suggest
uninvestigated concept pairs which human scientifists
might not have identified because they are out of the
own sub-field, but which have properties that indicate
an exceptional relation. They could be a seed of a
new, out-of-the-box idea. Third, we apply SEMNET
to quantum physics, which has seen an enormouse
growth during the last decade due to the potential
transformative technologies. The growth can be seen
in the establishment of several high-quality journals
for quantum research (such as Quantum, npj Quan-
tum Information, IOP’s Quantum Science & Technol-
ogy) and multi-billion dollar fundings from govern-
ments and strong involvement of private companies
and startups worldwide. The growth rate leads to
enormous increase in scientific results and publica-
tions, which are difficult to follow for individual re-
searchers – thus quantum physics is an ideal test-bed
for SEMNET.
SEMANTIC NETWORK OF QUANTUM
PHYSICS
A semantic network, or knowledge network, repre-
sents relations between concepts in the form of a net-
work. Now we describe in more detail how the network
is built, especially how the concept list is generated
and how links are formed. A schematic illustration
can be seen in Figure 1.
Creation of the concept list
We generated the concept list via two independent
methods. First, we use human-made lists of physi-
cal concepts. These concepts are compiled from the
indices of 13 quantum physics books (which were
available to us in a digital form), as well as titles
of Wikipedia articles that are linked in a quantum
physics category. This human-made collection con-
tains approximately 5000 entries physical concepts.
We extend the human-generated list with an auto-
matically generated list of physical concepts. For this,
we apply a natural language processing tool called
RAKE (Rapid Automatic Keyword Extraction) [14]
to the titles and abstracts of approximately 100,000
articles published in quantum physics categories on
the arXiv preprint server, which we chose to optimize
the list for current research topics in quantum physics.
RAKE is based on statistical text analysis, which can
automatically find relevant keywords in texts. We
combine the human-generated and machine-generated
lists of concepts and further optimize them to delete
incorrectly identified concepts (which were introduced
by imperfections of the statistical analysis of RAKE)
and names of people (which do not stand for con-
cepts), merge synonyms and normalize for the singular
and plural of the same concept. Ultimately, this yields
a list of 6,300 terms. As an example, five randomly
chosen examples are three level system, photon anti-
bunching, chemical shift, neutron radiation and un-
conditionally secure quantum bit commitment. Each
of these quantum physics concepts forms a vertex in
SEMNET.
3Figure 2. The evolution of quantum physics research observed using SEMNET, reflected in the change in number of
articles that contain a concept or concept pair per year from 1987 to 2017. (a) Newly-emerged concepts and their growth in
popularity over a five-year period after emergence. Shown are the strongest growing concepts. (b) Newly-connected pairs
of concepts that become strongly influential in the scientific community. Shown are the strongest growing connections
of concept pairs that already existed before the connection was drawn. Many emergent concepts and connections can be
related to important discoveries and understandings in quantum science.
Creation of the network
To form connections between different quantum
physics concepts, we use 100,000 articles of quantum
physics categories on arXiv, and the dataset of all
650,000 articles ever published by the APS. We chose
these two data sources because the APS database con-
tains peer-reviewed physics papers from the last 100
years (allowing for investigation of long-term trends),
while the arXiv database contains specific quantum
physics specific papers, allowing for more precise cov-
erage of the quantum physics research trends.
Whenever two concepts occur together in an ab-
stract of an article, we interpret that as a semantic
connection between these concepts, and add a unique
link between the two corresponding nodes in the net-
work. Relations between two concepts can take many
forms. Concepts may be put together for example
when mathematical tool (such as Schmidt rank) is
used to investigate a specific quantum system (such
as vector beam or exciton polariton), or when insights
from a specific technique (such as lasing without in-
version or rabi oscillation) lead to conclusions about
another property (such as transport property or atom
transition frequency) or when fundamental ideas (such
as quantum decoherence or quantum energy teleporta-
tion) are studied in the context of foundational exper-
iments (such as delayed choice experiment or Mermin
inequality). While this method clearly cannot repre-
sent all quantum physics knowledge, it represents ele-
ments of its semantic structure, which we demonstrate
in what follows.
The resulting network SEMNET has 6368 vertices
with more than 1.7 million edges (drawn from more
than 15 million concept pairs pulled from 750.000
physics articles), using physics articles from 1919 to
december 2017.
RESULTS
Past quantum physics trends
First, we use the evolution of the semantic network
to identify impactful emerging fields of research in the
past. We define emerging fields as either concepts
or concept pairs which have grown significantly after
they have been introduced or connected for the first
time.
Figure 2a shows the quantum physics topics that
have grown the fastest (in terms of numbers of pa-
pers in which they have been mentioned) after their
emergence, from the years 1987 to 2017. Figure 2b
shows, for each year, which two-concept combinations
have grown the fastest in the first five years after
they have been first connected. In Figure 2, many
of the emerging fields clearly correspond to important
discoveries, advances in understanding and shifts of
thought within quantum science research. One of the
fastest growing concepts is Qubit, which emerged in
1994. Qubits are the basic units of quantum informa-
tion – generalizing classical bits to coherent quantum
superpositions, and connect quantum mechanics and
information science. The emergence of the qubit can
4Figure 3. Artificial Neural Network for predicting the future of quantum physics research, using the evolution of the
semantic network SEMNET. For each unconnected pair of concepts at a specific year, we derive a vector of 17 network
properties (such as distance or cosine similarity). In the training phase, we input these network properties into an
artificial neural network, and ask the question whether they will be connected 5 years later. SEMNET of 2017 is used
for supervision. After training, we can apply the neural network to SEMNET of 2017, and ask what will have happend
until the year 2022.
be interpreted as the start of the discipline of quan-
tum information science. Enormous growth is seen for
topics involving graphene, starting in 2005, the discov-
erers of which were awarded the 2010 Nobel Prize in
Physics. Strong growth in research into topological
materials can be observed from approximately 2008;
the Nobel Prize in Physics was subsequently awarded
in this area in 2016. Aaronson’s and Arkhipov’s ap-
proach to achieving quantum supremacy [15] using lin-
ear photonic networks, termed Boson sampling [16],
achieved considerable attention (with more than 600
citations since its introduction in 2011, and consider-
able experimental efforts into this directions). Since
2012, the application of machine learning to quantum
physics has become a prominent and diverse topic of
research, that falls under the umbrella of quantum ma-
chine learning (recently summarized in a prominent
review [17], and also observable by the foundation of
a novel high-quality journal for this topic, Springer
Quantum Machine Intelligence). These findings con-
firm that SEMNET contains useful semantic informa-
tion.
Predictive ability of the SEMNET
Having used SEMNET to study past quantum
trends, we investigate its ability to provide projec-
tions of knowledge developments in the future. This
essential question in network science is called link-
prediction problem, and asks which new link will be
formed between unconnected vertices of the network
in the future given the current state of the network (for
a detailed investigation of the link-prediction problem
in network theory, see [18]). We apply this problem in
the context of semantic networks which are generated
from published scientific literature. In the present case
looking at the field of quantum physics, we ask which
two concepts that have not yet been studied together
might be investigated together in a scientific article
over the next five years. To answer this question, we
use an artificial neural network, with four fully con-
nected layers (two hidden layers). The structure of
the neural network and its training is shown in Figure
3. Its task is to rank all unconnected pairs of concepts
(roughly 5% of all edges have been drawn by the end
of 2017), starting with the pair that is most likely to
be connected five years, up to the pair that most likely
stays unconnected. Ultimately we want to apply the
neural network to the current SEMNET and predict
the future trends. To validate its quality, we first in-
put to the neural network past states of SEMNET (for
example, containing data only up to 2002), and train
it to predict new links by 2007. After the training,
we apply this network on 2007 data and validate its
quality for data of the year 2012 (which it has never
seen before).
The semantic network is very large (consisting of
6368×6368 entries for each year, which are the num-
ber of possible connections between the 6368 quan-
tum physics concepts, compared to 28×28 pixels
for the famous MNIST dataset of handwritten im-
ages, and 256×256 pixels for ImageNet [19]), and in-
volves combinatorial, graph-based information which
are more structured than images (see for example
[20]). For that reason, it is an unsuitable direct in-
put to the neural network. Instead, we compute se-
mantic network properties for each pair of concepts.
For each pair of concepts (ci, cj) that are uncon-
nected in SEMNET, we calculate 17 network proper-
ties pi,j = (p
1
i,j , p
2
i,j , . . . , p
17
i,j) where p
k
i,j ∈ R. Here,
p1i,j and p
2
i,j are the degrees of concept ci and cj , and
p3i,j and p
4
i,j4 are the numbers of papers in which they
are mentioned. While these four properties are purely
local, p5i,j is the cosine-similarity between the two con-
cepts, which corresponds to the number of common
5Figure 4. Quantifying the prediction quality of the neu-
ral network regarding whether unconnected pairs will be
connected within 5 years, using a receiver operating char-
acteristic (ROC) curve. The y-axis shows the true-positive
(TP) rate (rate of pairs that have been correctly identified
to be connected within 5 years). The x-axis shows the
false positive (FP) rate of predictions – concept pairs that
have falsely been predicted to be connected. We restrict
ourselves to concept pairs which share less than 20% of
their neighbors, to prevent predictions of terms with sim-
ilar semantical meaning. A perfect neural network would
have TP = 1 while FP = 0. A network that classifies 50%
of true instances correctly, and misclassifies 10% false in-
stance as true would have TP = 0.5 and FP = 0.1. A
random classifier is incorrect half the time and thus lies
along the diagonal. The area under the curve (AUC) for a
perfect neural network is 1, while for random predictions,
it is AUC = 0.5. The AUC can be interpreted as the
probability that the neural network will rank a randomly
chosen true instance higher than a randomly-chosen neg-
ative instance [22]. The ROC validation curves for 1995,
2005 and 2017 (trained with SEMNET using data from only
1990, 2000 and 2012 and earlier, respectively) are consis-
tently and significantly non-random, with AUC2017 = 0.85.
These results show that the neural network can learn to
predict future research interests in quantum physics, based
on historical information to a high accuracy.
neighbors. A cosine similarity of one indicates that
the terms might be synonyms. The next nine prop-
erties indicate the number of paths with lengths of
two, three and four between the physics concepts in
the current and previous two years. These proper-
ties allow us to draw conclusions from the evolution
over time of various topics as tracked by SEMNET. The
choice to use large path lengths as one of the proper-
ties is strengthened by a very recent observation that
the paths of length 3 (L3) are crucial for link predic-
tion tasks in a network for protein interactions [21].
Finally, the last three properties correspond to three
different measures of distance between the two con-
cepts.
We explain these properties on a concrete pair of
concepts, interaction-free measurement and Leggett-
Garg inequality. The concept, c2526 represents
”interaction-free measurement” and which is men-
tioned in 60 abstracts and has 135 connections to
other concepts by 2012. The concept c2819 repre-
sents the ”Leggett-Garg inequality”, which occurs in
33 abstracts and has 141 connections to other con-
cepts by the end of 2012. These two concepts were
not connected in SEMNET as of 2012, therefore, the
15th property, their network distance, is p152526,2819 = 2
(neighbors have a distance of one, in other words,
there is a direct path connecting them of length one).
In 2012, the two concepts have a cosine-similarity
p52526,2819 = 0.228, meaning that 22.8% of their neigh-
bors are shared. Two years later, in 2014 an arti-
cle on arXiv mentioned both of these concepts in the
abstract and the work was later published [23] and
featured [24] in the high-impact journal Physical Re-
view X, achieving approximately 100 citations within
four years. This example indicates that drawing first
connections between concepts can lead to significant
scientific insights.
The 17 properties for each unconnected concept pair
in SEMNET are used by the neural network to estimate
which pairs of quantum physics concepts are likely to
be connected within 5 years and which are not.
To quantify the quality of the predictions, we em-
ploy a commonly-used technique called the receiver
operating characteristic (ROC) curve [22]. For this,
the neural network is used to classify unconnected
nodes into two sets: one set that is connected after
five years, and a set that is non-connected. Figure 4
shows a significant ability to predict connections be-
tween pairs of topics – even through we restrict our-
selves to pairs that share less than 20% of their neigh-
bors (to prevent predictions of concepts which have
similar meaning). This indicates that even research
that draws new connections between concepts, can be
predicted with high quality.
PROPOSING FUTURE RESEARCH TOPICS
Next, we attempt to use SEMNET and the artifi-
cial neural network to suggest new, potentially fruit-
ful research directions in quantum physics. While it
is interesting and useful to understand future trends,
it cannot by itself lead to surprising or out-of-the-
box ideas (otherwise they would not be predictable).
Therefore, we extend our previous approach with net-
work theoretic tools, to identify concept pairs with ex-
ceptional network-theoretic properties. Furthermore.
since science is conducted by (groups of) individual
scientists, suggestions for proposed new research di-
rections need to be personalized (otherwise, we would
obtain suggestions for topics in which nobody is an
expert in – which may be potentially interesting but
limited in applicability).
How do we obtain suggestions for an individual
6Figure 5. Personalized prediction of topic pairs that could
form future research directions for a given scientist. Each
dot represents one unconnected pair of physical concepts.
The concepts in use are filtered by a scientist’s previous re-
search agenda (see main text). The dot is placed in a three-
dimensional space, which is proscribed by the properties
of SEMNET and the predictions of the neural network.
One axis is the neural network predictions of whether two
unconnected points will be connected in 2022 (the predic-
tions -0.5 stand for very unlikely, 0.5 is very likely). The
y-axis represents the average (normalized) degree of the
pair (the concept with the highest degree in the complete
network has a degree of 1). The z-axis is the cos-similarity,
which is the ratio of shared neighbors in the networks of
the two concepts. The color of the dots represents the dis-
tance from the most common, average point in this space
– darker dots are further away from the average. Outliers
represent pairs of concepts with a unique network prop-
erty, which make them ideal candidate suggestions.
scientist? What we find interesting and surprising
strongly depends on what we already know. To
gauge that, we need to investigate a given scientist’s
previously- published body of research papers and ex-
tract a list of concepts (from the concept list gen-
erated before) that define that person’s personal re-
search agenda(s). We define key concepts as concepts
investigated over-proportionally often by the scientist,
compared to the relative frequency of that concept in
all 750.000 papers. Each concept ci in the papers au-
thored by the scientist has a probability pscientist(ci)
that we calculate by the the number of occurrences of
the concept N(ci) divided by the sum of occurrences
of all concepts, which is pscientist(ci) =
N(ci)∑
j N(cj)
.
Each concept also has a probability of occuring in all
750.000 papers that we use, written as ptotal(ci) =
M(ci)∑
j M(cj)
, where M(ci) is the number of occurrences
of the concept ci in all 750.000 articles. The ra-
tio rscientist(ci) =
pscientist(ci)
ptotal(ci)
indicates the research
agenda of the scientist. A value of rscientist(ci) > 1
shows that the scientist investigates the concept ci
overproportionally often.
Our approach is to identify personalized suggestions
are pairs of concepts that have never been connected.
The ten concepts with the highest rscientist(ci) value
are paired with all of the other 6.368 concepts. This
translates to a list of 63.680 possible topic pairs. For
further usability, we introduce a way to sort the 63.680
candidate suggestions. Suggestions can be sorted by
identifying concept pairs with unique and unusual
properties. For each pair of concepts, we have already
calculated 18 different network properties: 17 proper-
ties which have been used by the neural network for
generating predictions, and the prediction value itself.
Together, these properties define a multi-dimensional
space in which the location of each concept pair de-
pends on its network properties.
To identify unusual and unique concept pairs, we
search for outliers in this high-dimensional space. An
outlier indicates a pair of concepts that is uniquely lo-
cated in the space, and thus has unique properties in
the semantic SEMNET network. We can visualize a 3-
dimensional projection of the high-dimensional space
in Figure 5. There, every dot corresponds to a concept
pair which is located according to its network prop-
erties. Outliers can be identified by the darkness of
their color.
While it is intuitively plausible that investigating
such pairs of concepts with unique properties can lead
to new, out-of-the-box thoughts, it remains to be seen
whether they can help in inspiring new productive re-
search on quantum physics. Interpreting these sugges-
tions and studying how these unique concepts might
be explored in a fruitful way remains the creative task
of the scientist.
OUTLOOK
Machine Learning – Graph-based machine learning
models, which have been studied in recent years, could
improve prediction qualities in the link-prediction
task, for example see [20, 25, 26]. Furthermore,
as SEMNET represents a time evolution of quantum
physics’ semantic network, applying efficient tools for
handling time-dependent data, such as a long short-
term memory [27] might further significantly improve
the prediction quality. Application of techniques from
machine translation could be beneficial to introduce
multiple classes of connections within semantic net-
works [28].
Network Science and Science of Science – Cur-
rently, SEMNET represents connections between con-
cepts that appear in the scientific literature. This is of
course a vast simplification of scientific knowledge, as
7concepts in natural languages can have a manifold of
relations [29]. An extension could employ more com-
plex structures for knowledge representation, such as
hyper-graphs [30]. The concept list, which represents
the nodes of SEMNET, could be improved by various
different, sophisticated ways for generating of lists of
concepts and categories [10, 31]. The extension to
combinations of more than pairs of concepts will lead
to more complex knowledge representations. Further-
more, it would be insightful to fold into the seman-
tic network numbers of article citations (a measure of
impact), which is, at least in the field of science, fre-
quently used as a proxy for scientific value (see [32–34],
for example). This may enable the prediction of future
research directions to be made taking into considera-
tion the highest potential impact, potentially acceler-
ating the evolution of individual scientific knowledge
[35, 36].
Surprisingness – In this work, we place pairs of con-
cepts in an abstract high-dimensional space and iden-
tify outliers that have unique and potentially valuable
properties. It would be interesting to apply more, and
different measures of surprisingness. An interesting
example is the information-based Bayesian surprise
function, which has been introduced in the context
of human attention [37] and successfully applied to
the subfield of computational creativity [38, 39]. In
order to achieve further progress, it would be impor-
tant to further explore and genuinely understand what
human scientists consider as surprising and creative.
DISCUSSION
We show how to create a semantic network in the
field of quantum physics, demonstrate its useage to
predict future trends in the field and how it can be
used to suggest pairs of concepts, which are not yet
investigated jointly, but have distinct network prop-
erties. We show how to filter the suggestions for the
research agends of an individual scientist. The ap-
proach presented here is independent of the discipline
of science. As such it can be applied to other fields of
research.
This can be interpreted as one potential road to-
wards computer-inspired science, in the following
sense: We imagine cases (which we believe is possible)
where SEMNET produces seeds or inspirations of un-
usual ideas or directions of thoughts, that a researcher
alone might not have thought of. The subsequent, suc-
cessful interpretation and scientific execution of the
suggestions fully remains the task of a creative, hu-
man scientist.
Note added: After finishing our manuscript, a re-
lated work has been published [40].
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