We provide q-generalizations of Spivey's Bell number formula in various settings by considering statistics on different combinatorial structures. This leads to new identities involving q-Stirling numbers of both kinds and q-Lah numbers. As corollaries, we obtain identities for both binomial and q-binomial coefficients. Our results at the same time also generalize recent r-Stirling number formulas of Mező. Finally, we provide a combinatorial proof and refinement of Xu's extension of Spivey's formula to the generalized Stirling numbers of Hsu and Shiue. To do so, we develop a combinatorial interpretation for these numbers in terms of extended Lah distributions.
Introduction
Let S(n, k) denote the Stirling number of the second kind and B(n) = n k=0 S(n, k), the n-th Bell number. In 2008, Spivey [23] proved the identity by an elegant combinatorial proof. Since then several extensions have been given of (1.1) involving various generalizations of the Stirling and Bell numbers (see [1, 10, 13, 19, 27] ).
One such extension [19] involves the r-Stirling numbers [2] of both kinds and the r-Bell numbers [18] , which count classes of permutations or partitions in which the elements 1, 2, . . . , r belong to distinct cycles or blocks. Let c (r) (n, k) and S (r) (n, k) denote the r-Stirling numbers of the first and second kind, respectively, and B (r) (n) = n k=0 S (r) (n, k) denote the r-Bell number. Mező [19, Theorem 2] proved the following recursive formulas satisfied by these numbers. Here, a b = a(a + 1) · · · (a + b − 1) if b ≥ 1 denotes the rising factorial, with a 0 = 1. Note that (1.2) reduces to (1.1) when r = 0.
In the next section, we provide q-generalizations of formulas (1.2) and (1.3) by considering statistics originally due to Carlitz [5] on set partitions and permutations and restricting those statistics to the substructures enumerated by the r-Stirling numbers of the first and second kinds (see (2. 3) and (2.23) below). Some special cases of these identities are noted. We also consider an analogous r-Lah number (see [20] ) that counts the class of Lah distributions (i.e., set partitions where the order matters within a block, for example, see [15] ) in which the elements 1, 2, . . . , r belong to distinct blocks. By considering an earlier statistic of Garsia and Remmel [8] , we obtain q-extensions of an r-Lah number analogue of identities (1.2) and (1.3) . This leads to an apparently new identity involving q-binomial coefficients.
Xu [27] considered another type of extension of Spivey's result in terms of the generalized Stirling numbers of Hsu and Shiue [12] , which are denoted by S(n, k; α, β, r). It was shown in [27] by algebraic methods that ((m + ℓ)α + jβ), m, n ≥ 0, where B n;α,β,r (x) = n k=0 S(n, k; α, β, r)x k . The numbers S(n, k; α, β, r) are seen to generalize a variety of combinatorial arrays, including Stirling numbers of both kinds, Lah numbers, and binomial coefficients. For example, Spivey's formula (1.1) would correspond to the x = β = 1 and α = r = 0 case of (1.4). Here, we develop a combinatorial interpretation of the numbers S(n, k; α, β, r), which have primarily been considered from an algebraic standpoint, as weighted sums over an extension of the set of Lah distributions. Using this interpretation, we are then able to show that there is a one-to-one correspondence between structures enumerated by both sides of (1.4).
We now recall some basic terminology and notation. We will follow the convention that empty sums assume the value zero and empty products, the value one. By a partition of the set [n] = {1, 2, . . . , n}, we will mean a collection of non-empty, disjoint subsets, called blocks, whose union is [n] (see, e.g., [16] ). The number of partitions of [n] is given by B(n), with S(n, k) counting those having exactly k blocks. If m and n are positive integers, then let [m, n] = {m, m + 1, . . . , n} if m ≤ n, with [m, n] = ∅ if m > n. If q is an indeterminate, then n q = 1 + q + · · · + q n−1 if n ≥ 1, with 0 q = 0. If n ≥ 1, then the q-factorial is defined as n q ! = n i=1 i q if n ≥ 1, with 0 q ! = 1. The q-binomial coefficient n k q is given by nq! kq !(n−k)q! if 0 ≤ k ≤ n, with n k q = 1 if k = 0 for all integers n, and will be assumed to be zero otherwise.
q-analogues of Spivey's formula
In this section, we find q-analogues of identity (1.1) and the formulas in Theorem 1.1 which come about from considering certain statistics on set partitions, Lah distributions, and permutations.
2.1. q-Stirling identities of the second kind. We will need the following terminology and notation. Let S q (n, k) (see, e.g., [25] ) be defined by the recurrence
, where S q (n, k) was considered by Carlitz [3, 4] . Let P n,k denote the set of partitions of [n] into k blocks and P n = ∪ n k=0 P n,k , the set of all partitions of [n] . Given a partition π = B 1 /B 2 / · · · /B k ∈ P n,k such that [5, 16, 25] ). It follows from the defining recurrence for S q (n, k), upon considering the position of the element n within a member of P n,k , that
If n ≥ 0, then let B q (n) = n k=0 S q (n, k) denote the corresponding q-Bell number [16, 25] . Given r ≥ 0, let P (r) n,k denote the set of partitions of [n + r] into k + r blocks in which the elements 1, 2, . . . , r belong to distinct blocks and let P (r)
n,k . The respective cardinalities of P (r) n,k and P (r) n are known as the r-Stirling and r-Bell numbers (see [2, 18] ) and are denoted here by S (r) (n, k) and B (r) (n), respectively.
We now q-generalize the numbers S (r) (n, k) and B (r) (n) by letting
and B (r)
q (n) reduce to S q (n, k) and B q (n) when r = 0.
Considering the number, i, of elements of [r + 1, n + 1] that do not lie in a block containing an element of [r] within a member of P (r) n,k yields the relation
The sequences S (r) q (n, k) and B (r) q (n) satisfy the following recurrences. In this proof and those in later sections, we will denote the set [m + r + 1, m + n + r] by I.
Proof. The second identity follows from the first by summing over k or by allowing partitions to contain any number of blocks in what follows. To show (2.2), we will argue that the (i, j) term of the sum gives the weight (with respect to the w statistic) of all members of P n−i q then accounts for the placement of these n − i elements as there are 1 + q + · · · + q j+r−1 = [j + r] q possibilities for each element (insertion into the ℓ-th block from the left gives a factor of q ℓ−1 for each 1 ≤ ℓ ≤ j + r). The remaining i elements are then to be partitioned into k − j additional blocks. Note that each of these blocks is translated to the right by j + r positions, which implies that there are q i(j+r) S q (i, k − j) possibilities for the remaining i elements. If P is a statement, then let χ(P ) = 1 or 0 depending on whether P is true or false. Given n ≥ 1, let α i,j = χ(j is odd) + χ(j is even and i = n) and β i,j = χ(j is even) + χ(j is odd and i = n)
for positive integers i and j. We now state some binomial coefficient identities which follow from the prior theorem.
and
Proof. To show (2.4) and (2.5), we take q = −1 and r = 0 in (2.2). (Indeed, one gets the same result if one takes any even r as the evaluations at q = −1 are all the same, by (2.1).) Since m q | q=−1 = χ(m is odd) and since the factor [j + r]
n−i q is 1 for all j when i = n, we have (2.8)
where
(The reader is referred to [21] for a combinatorial proof.) Identities (2.4) and (2.5) now follow from (2.8) and (2.9) by replacing k with 2k and 2k −1, respectively, and noting the fact
To show (2.6) and (2.7), we first take q = −1 and r = 1 in (2.2) (in fact, one could take any odd r). This gives (2.10) S
(1)
We seek an expression for S
−1 (n, k). By (2.1) at q = −1 and (2.9), we have
To find S
, we make use of the generating function method as described in Wilf [26, Section 4.3]. Let us fix k and calculate the generating function f k (x) := n≥k a n,k x n , where a n,k = (−1) (
Thus, we have n≥k a n,k
Identities (2.6) and (2.7) now follow from (2.9), (2.10) and (2.12), upon replacing k by 2k and 2k − 1, respectively.
q-Lah identities.
A partition of [n] in which the order of the elements within a block matters is called a Lah distribution. Let L n,k denote the set of all Lah distributions having k blocks. The cardinality of L n,k is called the Lah number L(n, k) (see [14] ).
We define a statistic on L n,k as follows. Given δ ∈ L n,k , represent the contents of each ordered block by a word and then arrange these words in a sequence W 1 , W 2 , . . . , W k by decreasing order of their least elements. Then replace the commas in this sequence by zeros and count inversions in the resulting single word to obtain the value inv ρ (δ), i.e.,
For example, if δ = {3, 2, 5}, {7, 6, 8}, {1, 4} ∈ L n,k , then we have inv ρ (δ) = 30, the number of inversions in the word 7680325014.
The statistic inv ρ is due to Garsia and Remmel [8] , who showed
which generalizes the well known formula for L(n, k). For other examples of statistics on L n,k , see, e.g., [15] . Considering the position of the element n within a member of L n,k , one obtains the recurrence
We now recall a Lah number analogue of the r-Stirling numbers (see [20] ), for which we will provide a q-generalization. Let L (r) n,k denote the set of Lah distributions of [n + r] into k + r blocks in which the elements 1, 2, . . . , r belong to distinct blocks and let
n,k |. Considering the number, i, of elements in [r + 1, r + n] that occupy a block containing a member of [r] yields the relation
Define the q-rising factorial by [n] 
Proof. The second identity follows from the first by summing over k. To show (2.14), suppose that δ ∈ L (r) m+n,k is such that the elements of [m + r] occupy exactly j + r blocks, with n − i elements of I also lying in these blocks. Then there are L Finally, observe that the number of inversions of δ (as defined by the inv ρ statistic) involving a member of S and a member of I − S is the same as the number of inversions (as defined in the usual sense) in the binary word w = w 1 w 2 · · · w n obtained by setting w ℓ = 1 if m + r + ℓ ∈ S and w ℓ = 0 if m + r + ℓ ∈ S. This accounts for the n i q factor and completes the proof.
As a consequence, we obtain the following q-binomial coefficient identity.
Proof. Applying (2.13) to both sides of (2.14) when r = 0 and m, n, k ≥ 1 (and separating off the i = 0, j = k term in the sum on the right-hand side) gives In what follows, we will represent π = C 1 /C 2 / · · · /C k ∈ G n,k in standard cycle form, i.e., min C 1 < min C 2 < · · · < min C k , with the smallest element written first within each cycle.
We recall a statistic on G n,k originally considered by Carlitz [5] and later studied [22] . First express π = C 1 /C 2 / · · · /C k ∈ G n,k in standard cycle form. Then erase the internal dividers and count inversions in the resulting word. Denote the value so obtained by inv c (π). For example, if π ∈ G 7,3 has cycles of (5, 7, 6), (3, 4, 1) and (2), then inv c (π) = 3, the number of inversions in the word 1342576. Let
Considering the position of the element n relative to the members of [n − 1] gives the recurrence
n,k denote the set of permutations of [n + r] having k + r cycles in which the elements 1, 2, . . . , r belong to distinct cycles and let G (r)
n,k is given by the r-Stirling number of the first kind [2] , which we denote here by c (r) (n, k). We now consider a q-generalization of c (r) (n, k) obtained by letting
The sequence c (1 + ℓ q ).
Proof. For (2.18), we proceed as in prior proofs and consider the number, n − i, of elements of I that occupy a cycle containing a member of [m + r]. There are c arise in a similar manner as in the proof of (2.14) above, which completes the proof of (2.18). (1 + ℓ q ), which implies (2.19). Alternatively, using prior reasoning, one can show directly that both sides of (2.19) give the total weight with respect to the inv c statistic of all the members of G 
Next observe that
Proof. The proofs of these identities are similar, so we only show (2.22) and leave the other two as exercises. We argue that the right-hand side of (2.22) gives the total weight with respect to the inv c statistic of all the members of G 
Combinatorial proof of a prior recurrence
Xu [27] extended Spivey's recurrence to the generalized Stirling numbers of Hsu and Shiue [12] . Note that these Stirling numbers have as special cases several earlier generalizations, including those of Carlitz [6, 7] , Gould and Hopper [9] , and Howard [11] . The proof given by Hsu and Shiue is algebraic and makes careful use of exponential generating functions. Here, we provide a combinatorial proof of their result as well as a further refinement.
To do so, we consider statistics on an extension of the set L n,k . We first recall two statistics on L n,k from [17] .
, then we say that i is a record low of ρ if there are no elements j < i to the left of i within its block in λ.
For example, if ρ = {4, 1, 5}, {8, 3, 6, 2}, {7} ∈ L 8,3 , then the elements 4 and 1 are record lows in the first block, 8, 3 and 2 are record lows in the second, and 7 is a record low in the third block for a total of six record lows altogether. Note that the smallest element within a block as well as the left-most one are always record lows. We now consider an extension of the set L n = ∪ n k=0 L n,k consisting of all Lah distributions of size n. We assume throughout the remainder of this section that the blocks within a member of L n are arranged from left to right in increasing order according to the size of the smallest element. We will refer to the members of L * n as extended Lah distributions. Let us denote a circled element i within a block by i . Note that conditions (1) and (2) in Definition 3.3 above imply that i cannot start a block if i ≥ 2, with 1 always starting a block when it occurs. Otherwise, elements may be ordered in any way within blocks such that conditions (1) and (2) are met regarding the positions of any circled elements.
We consider a refinement of the set L * n . Definition 3.5. By a true block within λ ∈ L * n , we will mean a block not containing 1 when 1 is circled and any block of λ when it is not. Let L * n,k denote the subset of L * n whose members contain exactly k true blocks. We now extend the rec * and nrec statistics to L * n,k by disregarding any circled members of [n] in true blocks when obtaining the values for rec * and nrec. That is, within each true block, we only consider the sublist comprising the uncircled elements in the block when determining the contribution of that block towards rec * or nrec. For a block containing 1 , we consider the sublist of uncircled elements with 1 written at the front of it. That is, for a block containing 1 , we require that it contribute zero towards rec * and contribute p towards the nrec value, where p denotes the number of uncircled elements in the block.
Note that whether or not an uncircled element within a true block is a record low is independent of any circled elements belonging to the block since special elements greater than one cannot start blocks.
Given λ ∈ L * n,k , let circ(λ) denote the number of circled elements of λ.
For example, if λ ∈ L * 15,3 is as above, then we have nrec(λ) = 4 as there is an uncircled element that is not a record low in each block (namely, 3, 7, 8 and 14) , rec * (λ) = 3 (corresponding to 13, 12 and 11) and circ(λ) = 5, which implies w(λ) = α 4 β 3 r 5 .
We now recall the generalized Stirling numbers of Hsu and Shiue [12] . Given a non-negative integer k and increment θ, let
(0,θ) = 1. If n, k and r are non-negative integers, then the numbers S(n, k; α, β, r) are defined as the connection constants in the polynomial identities
Note that S(n, k; α, β, r) reduces to the Stirling number of the second kind S(n, k) when α = r = 0 and β = 1 and to the Lah number L(n, k) when r = 0 and −α = β = 1.
The following lemma provides a combinatorial interpretation of S(n, k; α, β, r) as a weighted sum.
Proof. Using (3.1), one can show (3.3) S(n, k; α, β, r) = S(n−1, k −1; α, β, r)+(α(n−1)+βk +r)S(n−1, k; α, β, r), n ≥ 1, k ≥ 0, with S(n, k; α, β, r) = 0 if 0 ≤ n < k and 1 if n = k = 0. Formula (3.2) now follows by an inductive argument using (3.3) upon considering the position of the element n within a member L (the formula is easily seen to hold for n = 0, 1). Note that if n occupies its own (true) block, then there are S(n − 1, k − 1; α, β, r) possibilities. On the other hand, if n occupies any block containing at least one member of [n − 1], then n adds one to the nrec value if it directly follows some member of [n − 1] within the block (and itself is not circled, though its predecessor may be circled) and adds one to the rec * value if it comes at the beginning of a true block containing at least one member of [n − 1] (since in that case it would be a record low that is not minimal). The final option, which increases circ by one, but leaves the other two statistics unchanged as well as the number of true blocks, is for n to be circled, which implies that it must occur as the last element of the right-most block, with this block not a singleton. Combining these last three cases gives the second term on the right-hand side of (3.3) and completes the proof.
Define the generalized Bell polynomial [27] by B n;α,β,r (x) = n k=0 S(n, k; α, β, r)x k , n ≥ 0.
We now can give a combinatorial proof of the recurrence for B n;α,β,r (x) shown in [27] . Note that any circled elements of H lying within the first j true blocks of λ (or in the block containing 1 , if it occurs) must belong to the j-th true block if j ≥ 1 or to the block containing 1 if j = 0. We will show that the i, j term in the sum on the right-hand side of (3.4) gives λ∈L * m+n,k (i,j) w(λ), whence the result follows from summing over all i and j and appealing to Lemma 3.7.
To do so, let us express λ ∈ L * m+n,k (i, j) as λ = (σ, τ ), where σ and τ are smaller extended Lah distributions defined as follows. The distribution σ is obtained by taking the subpartition of λ of size m+ n− i consisting of the elements of [m], together with the n− i elements of H described in condition (ii) above. The distribution τ consists of the remaining elements of [m + n] − σ and is obtained as follows. If the j-th true block of λ (which we take to be the block containing 1 if j = 0) contains no circled elements of H, then τ is obtained by taking the last k − j blocks of λ, in which case τ is either empty or all of its blocks are true. Otherwise, suppose that the j-th block of λ contains at least one circled element of H, and let c denote the smallest such element. In this case, τ is non-empty and is obtained by letting its first block comprise all of the elements (in order) to the right of and including c within the j-th block of λ and letting the k − j remaining blocks of λ form the true blocks of τ . Note that c is the smallest element of τ since all letters to the right of c in λ are larger than c, since c is circled.
Next observe that given (σ, τ ) as defined above, one can reconstruct λ, and thus the mapping λ → (σ, τ ) is a bijection. Furthermore, all true blocks of τ remain true when τ is combined with σ to form λ, with the values of the nrec, rec * and circ statistics on σ and τ adding to yield the respective values for λ. Note concerning rec * that an uncircled element to the right of c in the j-th block of λ, where c is as described above, cannot contribute to the rec * value of λ since there is at least one element of [m] to the left of c in this block. In this case, then the first block of the corresponding τ is not true and thus contributes zero to the rec * value of τ . Now observe that there are Upon relabeling elements as members in [i], we see that there are S(i, k − j; α, β, r) possibilities for τ , which follows from how the distribution τ was obtained from λ. Since τ may be chosen to be any member of L * i,k−j once σ is known, it follows by multiplication that the weight of all members of L * m+n,k (i, j) is given by the i, j term of the sum, as desired, which finishes the proof of (3.4). Summing over k, or allowing τ to contain any number of true blocks in the preceding argument, gives the x = 1 case of (3.5). Adding a variable x marking the number of true blocks yields (3.5) in general and completes the proof.
We remark that formula (3.5) appears as [27, Theorem 4] with α replaced by −α, while (3.4) does not seem to have been previously noted.
