In parallel and distributed machine learning multiple nodes or processors coordinate to solve large problems. To do this, the nodes need to compress important algorithm information to bits so they can communicate. The goal of this paper is to explore how we can maintain the convergence of distributed algorithms under such compression. In particular, we consider a general class of linearly convergent parallel/distributed algorithms and illustrate how we can design quantizers compressing the communicated information to a few bits while still preserving the linear convergence. We illustrate our results on distributed learning algorithms and numerically implement our results using real-world data.
I. INTRODUCTION
Large-scale distributed computing systems are the cornerstone of recent advancements in many disciplines such as machine learning, wireless sensors, networking. For example, efficient parallel processing has enabled analysis and optimization over big datasets. Similarly, spatially separated wireless networks with cheap and low-complexity sensor nodes (e.g., Internet of things, smart grids, and intra-body wireless sensor networks) are revolutionizing our infrastructures and societies.
In these systems, multiple processors coordinate to solve large and often spatially separated computational problems. The computational burden of the individual processors is usually manageable, if not small, and based on elementary operations. Instead, the main complexity often lies in the coordination and communication among the processors. This problem is exacerbated in wireless networks where bandwidthlimited and faulty wireless links may further complicate the coordination and consequently become a bottleneck of the distributed computing system. One may implement a set of communication techniques (e.g., quantization, coding and modulation, and scheduling) to reliably exchange information bits among processors at the expense of a slower communication rate. This work was supported by the NSF CAREER 1553407, AFOSR YIP, ONR YIP, and Swedish Research Council under grants 2016-05283 and 2018-00820. This work was partly performed while Sindri Magnússon was a postdoc fellow at Harvard University.
In an attempt to quantify this coordination challenge in distributed computing, [1] introduced the notion of communication complexity in the late seventies. It measures the minimal number of transmitted bits required between multiple processors to compute a binary function whose inputs are distributed among them (in the minimax sense). More recent works have investigated communication complexity and communication-efficient algorithms in various systems, such as in networked control [2] , distributed optimization [3] - [6] , machine learning [7] . However, in the literature, limiting the communication usually means worse solution accuracy or a slower convergence rate. To address this issue, adaptive quantizers have been suggested in [3] , [8] - [10] . However, these quantizers work only for particular algorithms for solving specific optimziation problems where nodes can share decision variables only if the are communication neighbours. It is the goal of this paper to illustrate how we can maintain the convergence rate of general distributed/parallel algorithms that have linear convergence rate by using adaptive quantizers.
In particular, this paper considers general parallel/distributed algorithms that have a linear convergence rate in an arbitrary norm. We show how the information that is communicated in these algorithms can be compressed/quantized to a few bits per iteration while still maintaining the non-asymptotic and asymptotic linear convergent rate. We show how to achieve an arbitrarily good solution accuracy with these algorithms without increasing the precision of communication in terms of the number of bits. Our algorithm class/framework is large enough to cover many machine learning algorithms of practical interest and with different communication structures. In particular, we illustrate how our results can be used to maintain convergence of distributed machine learning and optimization algorithms where i) a master coordinates information received from many worker nodes and ii) where the nodes communicate over a communication graph. We show the implications of our theoretical convergence results on large dimensional data sets, including the MNIST.
Notations. Normal font small letters x, bold font small letters x, bold font capital letters X, and calligraphic font X stand for scalars, vectors, matrices, and sets respectively.
For a matrix X, X ij denotes its (i, j)-th entry. A ⊗ B is the Kronecker product A and B and Im(A) is the span A.
II. ALGORITHM MODEL

A. Distributed Iterative Algorithms
Consider a network of N nodes that cooperatively solve a distributed computational problem involving some communication. In particular, we consider the following general algorithm framework
where c k = (c k 1 , . . . , c k N ). The function A : R dN × X → X represents an algorithm update of the decision variable x ∈ X , where X is a subset of a finite dimensional Euclidean space. The function C i : X → R d picks out the relevant information c i = C i (x) that node i needs to communicate to run the algorithm. 1 This general algorithmic framework covers many machine learning algorithms. One example is that a master server performs the algorithm update based on information computed and communicated from many servers; see the example in Section II-B. The framework in Equation (1) also covers distributed learning algorithms where the nodes communicate over a communication graph (N , E) where N := {1, 2, · · · , N } stands for the nodes and E ⊂ N × N stands for the communication links. This can be captured by the following iterations
where N i := {j ∈ N : (i, j) ∈ E} denotes the set of neighbors of node i, the function A i : R d × X i → X i is the local algorithm update at node i, and C i : X i → R d is the information that node i communicates to its neighbors. To express the algorithm in the form of Equation (1) we set
and define the function A :
The focus of this paper are algorithms in the form of Equation (1) that have linear convergence rates, which we define as follows.
Definition 1: An algorithm in the form of Equation (1) is σ-linear convergent in the norm || · || if: a)
1) The function x → A(C(x), x) is σ-pseudo contractive on X , i.e., there exists x ∈ X such that
for all x ∈ X . 1 To simplify the presentation we have assumed that c i has the same dimension for all i. However, all the results in this paper also hold for c k i ∈ R d i by replacing d with max i d i followed by a zero padding.
2) There exist L C and L A such that
for all x 1 , x 2 , x ∈ X and c 1 , c 2 ∈ R N d . Note that this definition implies that the algorithm converges linearly in both c and x to some fixed points x ∈ X and c ∈ R nd . In particular, we have
Many parallel and distributed algorithms can be expressed in this form and have σ-linear convergence under certain conditions [11] . For example,coordination algorithms in communication networks [12] , [13] , and distributed optimization algorithms [14] - [16] . Below, we give an concrete examples of distributed optimization algorithms in this form.
B. Application Examples: Distributed Optimization
Consider the following optimization problem
where N nodes wish to learn a parameter z ∈ R d by minimizing the sum of local loss functions f i : R d → R based on the private data locally available at node i. We make the following assumption.
is µ-strongly convex and has L-Lipschitz continuous gradient.
This problem is typically solved using the decentralized gradient update
To perform this update some communication is needed. The most common communication protocols are a) the nodes broadcast their gradients, then the nodes perform the gradient update locally, b) the nodes communicate their gradients to a master node that performs the gradient update. In either case, this algorithm is captured by the model in Equation (1) as follows
Following the standard analysis of gradient descent method for strongly convex and smooth functions Algorithm (5) is linearly convergent.
Proposition 1 ( [17] ): Let A(·) and C(·) be the functions defined in Equation (5) and x be the optimal solution to the optimization problem in Equation (4). Then
projects the point c i to the closest point on the grid illustrated in the figure. The grid is centered at q i (which is available to the receiver from the previous iteration) has the width 2r and the length between points is
III. MAINTAINING CONVERGENCE UNDER LIMITED COMMUNICATION
In this section, we illustrate how we can limit the communication of algorithms with σ-linear convergence rate (Definition 1) to a few bits per iteration while still maintaining the linear convergence rate. We first illustrate how we quantize the communication in the algorithm (Section III-A) and then provide our main convergence results (Section III-B).
A. Limited Communication Algorithms
We consider the following b-bit (per dimension) quantized version of the algorithms in the form of Equation (1). We initialize by setting x 0 ∈ X and q 0 i = c 0 i = C i (x 0 i ) for i = 1, . . . , N and then do the following iterations for k ∈ N:
where q = (q 1 , . . . , q N ). The steps (6a) and (6b) are essentially the same as the original unquantized algorithm in Equation (1). The main difference is in the quantization step in Equation (6c). The variable q k+1 i denotes a b-bit (per dimension) quantization of c k+1 i . The quantization is done by using the quantization function quant i (c i , q i , r, b) that projects the point c i to the closest point on the grid illustrated in Figure 1 , which can be represented by db-bits. The grid is centered at q k i , which is available to the receiver from the previous iteration. The grid has the width 2r k and therefore r k controls the accuracy of the quantization. We will show how we can control the accuracy r k so that its decrease will follow the convergence of the algorithm. This allows us to maintain the convergence rate of the algorithms even though we use a constant number of b of bits to quantize and communicate per iteration. We can formally define the quantization as follows:
otherwise.
The following result connects the number of quantization bits b and the precision of the quantization. Lemma 1: Let q i ∈ R d be given for some i = 1, . . . , N . Then for all c i ∈ R d , such that ||c i − q i || ∞ ≤ r we have
B. Main Result: Maintaining the Linear Convergence
We now illustrate our main results. We first provide few assumptions on what information must be available a priori to running the algorithm so that the quantization can be performed.
Assumption 2: The follow information is available before running the algorithm: a)
1) The contractive parameter σ of A(C(x), x) from Definition 1; 2) The initialization of the quantization variable q 0
That is, we assume that the parameters σ, W , and the initialization q 0 i , for i = 1, . . . , N , are known before running the algorithm. The convergence rate σ can often be computed easily in advance, e.g., similarly as we did in Theorem 1 in Section II-B. Prior knowledge of q 0 i is also reasonable since setting its value is part of initializing the algorithm. To obtain the prior knowledge of W , we note that it suffices to find any upper bound on either ||x 1 −x 0 || or ||x 0 −x ||. In optimization we can often use the problem structure to bound ||x 0 − x ||. For example, the optimization problem in Equation (4) is N µstrongly convex so from [17, Theorem 2.1.8] we have
where the final inequality can be obtained if F (x) ≥ 0 for all x, which is usually the case in machine learning. The function value F (x 0 ) is often easily available, e.g., in logistic regression F (x 0 ) = log(2) if x 0 = 0, see Section IV. Similarly, if the algorithm projects the iterates to a compact set, which is often done in constrained optimization, then the diameter of that set gives us the bound W . Moreover, bounding ||x 1 − x 0 || only requires us, at worst, to do some initial coordinations. We note that c-i) implies c-ii) since no quantization is done at the first iteration so we have
We obtain the following linear convergence rate result for the quantized algorithm.
Theorem 1: Consider the algorithm in Equation (2), and suppose that Assumption 2 holds. Set
Then the following holds:
For any > 0 we have
Proof: The proof is in [18] . Theorem 1 shows that we can maintain the linear convergence of the algorithms in Definition 1 with communicating only a fixed number of bits bd per iteration. We use the algorithm convergence-rate σ and the information in L A and L C in the quantization (see Figure 1 ) to control the decrease of the gird size to make it slow enough to capture the iterations c k i . The decrease of the grid is captured in r k , see Equation (9) , which decreases at the rate α(b), see Equation (10) . The parameter α(b) is also the convergence rate in Equation (12) of the limited communication algorithm in Equation (6) . Therefore, for the limited communication algorithm to converge we need to choose b such that α(b) < 1. By further increasing b, α(b) converges exponentially to σ, the convergence rate of the original unquantized algorithm. Part b) of the theorem provides a bound on the number of bits needed to find a given solution accuracy, for a given quantization size b. In particular, we need to run up to k (b) iterations to obtain -accurate solution, for any arbitrary > 0.
IV. NUMERICAL EXPERIMENTS
We test our result by training a logistic regression model on the data set SP-data [19] . The SP-data has dimension d = 61 and consists of 24, 075 points from smart phone sensors used to classify whether the person carrying the phone is moving (walking, running, or dancing) or not (sitting or standing). We use random m = 10, 000 to train our model and the rest for validation.
We consider logistic regression with l 2 regularization [20] 
where
ρ > 0 is a regularization parameter, v i ∈ R d the explanatory feature vector, and y i ∈ {−1, 1} the binary output outcome. Note that F (z) is ρ-strongly convex and has ρ + V Lipschitz continuous gradients, where V can be computed by noting that for each data point i the gradient
Note that from Equation (7), if z 0 = 0 then we have
The problem has a unique optimizer z , provided that ρ > 0. We can use z to form a logistic classifier that outputs the label y = sign(z T v)
for any new feature vector v. We use ρ = 350, which gives 99% accuracy on the test data. We use the quantized version of the algorithm illustrated in Subsection II-B with N = 20 nodes and we split the data equally among them. In Figure 2a we illustrates the convergence when we choose the parameters according to Theorems 1 and 3. In particular, γ = 2/(µ + L) ≈ 6 × 10 −5 , σ ≈ 0.98, and K ≈ 15.8. We compare the results to the algorithm without quantizing (but using double precision floating points, 64 bits per dimension). Figure illustrates the convergence of the decentralized algorithm on the SP-data, indicating that our approach can maintain the convergence of non-quantized algorithm (b = 64) by just b = 14 or 16. This means that the quantized version of the algorithm reduces the communicated bits by 75% without slowing down the convergence speed.
This convergence can be improved further if we use smaller α than suggested in Theorem 1 and smaller γ than suggested in Theorem 1, which is usually fine since the theorems are generally conservative and derived to capture the worst case behaviour. By setting γ = 2 × 10 −4 and α = 0.92 Figure 2b shows that b = 12 guarantees the same convergence rate as the non-quantized algorithm. More interestingly, our approach allows for an extreme quantization, like b = 2. With b = 2 we need to communicate only 800 bits per dimension, 400 iterations, to reach = 10 −12 accuracy. To reach the same accuracy without quantizing (using floating points) we need about 300 iterations so about 19200 bits per dimension. This means that our approach reaches the same solution accuracy with 96% less communications overhead. Note that when α is smaller than suggested in Theorem 1 then it can happen that the grid in Figure 1 decreases to quickly, so the communicated message c k i falls outside of the grid. This did not happen for α = 0.92 but may happen smaller α. In practice, when the grid decreases too fast (α too small) then the nodes could send a distress signal (requiring an additional bit) indicating that they need to increase the grid. We leave such studies for future work.
V. CONCLUSIONS
We investigated the convergence of distributed algorithms under limited communication. We showed that a simple quantization scheme that maps a real-valued vector to a constant number of bits can maintain the linear convergence rate of unquantized algorithms. We exemplified our results on two classes on decentralized algorithms where a single master coordinates information from workers. We numerically illustrated our theoretical convergence results in distributed learning on test data. Our quantization can reduced the communicated overhead (in terms of bits) by 95% in some cases to reach a predefined solution accruacy, compared to using floating points. Future work includes exploring adaptive quantization schemes for algorithm that have sub-linear converge rates.
