A variable order deferred correction algorithm for the numerical solution of nonlinear two point boundary value problems  by Cash, J.R.
Comp 81 Maths with Applr. Vol 9. No. 2, pp !W!6$. 1981 
Prmfed in Great Britain 
l~711943/83/0~~12~7-o9so).wi0 
@ 1983 Pergamon Pm\ Ltd 
A VARIABLE ORDER DEFERRED CORRECTION 
ALGORITHM FOR THE NUMERICAL SOLUTION OF 
NONLINEAR TWO POINT BOUNDARY VALUE 
PROBLEMS 
J. R. CASH 
Department of Mathematics, Imperial College, London SW7, England 
(Receiued Nooember 1981; revised June 1982) 
Communicated by E. Y. Rodin 
Abstract-We develop two variable order deferred correction algorithms, based on finite difference 
methods, for the approximate numerical solution of nonlinear two point boundary value problems. The 
deferred corrections provide a powerful local error estimator and this estimate can be used to refine the 
mesh, if need be, in order to obtain a prescribed tolerance. Mesh refinement is particularly straightforward 
since our algorithms are truly one step in nature. The approach described is particularly appropriate for 
problems where only low, or “engineering”, precision is required and for very large systems of equations 
where storage space is an extremely important consideration. Some numerical results are given and a 
comparison with the method developed by Lentini and Pereyra and with Richardson extrapolation is made. 
1. INTRODUCTION 
The technique of deferred correction has been very widely used as a method of obtaining 
accurate numerical solutions to two point boundary value problems in ordinary differential 
equations and published numerical results indicate that this is one of the most efficient 
techniques currently available. In particular there has been considerable interest in the 
difference correction procedure of Fox[9]. Fox’s original ideas have been generalized and put 
on a rather more sound theoretical basis by Pereyra[lS-171. In many applications the deferred 
correction approach has important advantages over the classical method of Richardson 
extrapolation (see, e.g. [8, 111 for a discussion of this). In particular the powerful deferred 
correction algorithm originally developed by Pereyra and further refined by Lentini and 
Pereyra [ 13, 141 uses the trapezoidal rule to obtain a first approximation to the required solution. 
Increasingly accurate solutions are then obtained by adding onto this low order solution, finite 
difference approximations to the local truncation error. However it is well known that the full 
advantage of deferred correction, as far as increase in order is concerned, occurs only when the 
deferred corrections are composed of symmetric (or centred) finite differences. Since the 
problem is to be integrated on a finite region, there are difficulties close to the boundaries where 
uncentred differences need to be used. Keller and Pereyra rather aptly refer to this 
phenomenon as the “end of the net catastrophy”. 
Recently there have been two significant attempts to overcome this problem. The first 
approach was originally proposed by Fox[9] and has more recently been investigated by Keller 
and Pereyra[ll]. In this approach the region in which the solution is computed is extended 
outside the original boundaries. This allows deferred corrections involving only symmetric 
formulae to be used throughout. The second approach is to use uncentred formulae near the 
boundaries but to use more than the minimum number of points to compute the deferred 
corrections. This procedure has some similarities to one which has been proposed by Widlund 
et al.[21] and which involves finding the solution at exterior points by extrapolating from the 
known solution at interior points. Note however that if the number of points used to extrapolate 
in Widlund’s approach is large this process may be prone to instability. 
Both of these approaches have the disadvantage that they require the a priori choice of the 
maximum number of deferred corrections to be performed. The first approach has the 
additional disadvantage that the solution may be badly behaved (or not exist at all) outside the 
boundaries and in such cases this approach will fail. If instead we restrict ourselves to solving 
258 J. R. CASH 
the given problem entirely inside the region of interest, then it can be shown[ 181 that O(h) rather 
than O(h*) improvement is obtained using uncentred formulae with a grid spacing h. In view of 
this, an iteration at a fixed correction level must generally be performed at least twice in order 
to fully exploit the potential improvement in accuracy offered by deferred correction (see [IS]). 
Despite these computational drawbacks, and the small gaps which exist in the theory, the 
deferred correction codes of Lentini and Pereyra have often been found to perform extremely 
efficiently in practice. The aim of producing our new algorithms i  not an attempt to replace the 
method of Lentini and Pereyra (LP) but rather to offer an alternative approach in cases where 
LP is not particularly efficient. One of our methods is based on the Trapezoidal Rule and this 
means that we can construct our program so that it chooses between the methods proposed in 
Section 3 and the LP method automatically depending on how the solution is behaving. We 
believe this facility to be important, In our research code we switch to LP when either a 
precision of more than 10e9 is required or else when the mesh is refined so that more than 17 
points are required to obtain sufficient precision. However we believe that this procedure can 
be improved in the light of further experience. 
Some of the cases where we can expect our algorithms to be superior to LP are for 
problems: (1) where low, or “engineering”, precision is required; (2) where storage require- 
ments are critical and, as a consequence, the solution is required using the minimum number of 
grid points. Such problems occur frequently when solving elliptic p.d.es by the method of lines 
and a widely known example is Taylor Vortex calculations (see e.g. [lo, 191). 
We will present some numerical evidence supporting these claims in Section 4. 
2. THEORETICAL JUSTIFICATION 
The problem we consider is the numerical integration of the first order system of ordinary 
differential equations 
2 = f(x, y); y E R”, a 5 x I 6 . (2,la) 
with boundary conditions 
dy(a), Y(b)) = 0. 
The extension to the case of multipoint boundary conditions is straightforward and will not be 
considered (see [ 121). 
We will seek to generate the solution of (2.1) on a mesh 
which we will assume for the time being is equally spaced so that Xj = a + jh, 0 5 j 5 N We will 
further assume that the system (2.1) has an isolated solution z(x) and we will denote the 
restriction of z(x) to the grid 7~ by AZ. The first step of our algorithm, in common with all 
deferred correction algorithms, is to use a “cheap” low order method 4 to compute an 
approximation  to AZ: 
Having done this, we construct a local error estimator I,!J which computes an estimate of the 
local error I. We then compute a solution +j with an improved order of accuracy using the 
scheme 
4(f) = 4(1)). 
For deferred correction schemes of this general type, Skeel[20] has given the following 
important result: 
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Suppose 
(1) 7 = AZ + O(W) 
(2) i,//(Az) = I + O(h’+P) 
(3) $(Aw) = O(W) 
for arbitrary functions w having at least r continuous derivatives; then 
ij = AZ + O(h’+P). 
These three steps form the basis of one iteration of a deferred correction algorithm and for an 
excellent survey of this important class of methods the reader is referred to Skeel[20]. 
Given a basic “cheap” integration method 4, the way in which deferred correction 
algorithms differ from each other is in the choice of the local error estimator +. In Lentini and 
Pereyra[l3,14], for example, $ is a finite difference approximation to the local truncation error 
in 4. In our approach + is the difference of two implicit Runge-Kutta formulae of different 
orders: IJ = 4 - 6. In view of this, the computation of IJ in our algorithm is more expensive 
than in [13,14] but we believe that, for the classes of problems described in the previous 
section, the extra precision obtained makes this worthwhile. 
An ideal solution would be to find a Runge-Kutta Formula 4 which is implicit but has the 
property that it can be written in the form 
&77),+1 = aI, 77nr 77,+1, h) (2.4) 
where g is “explicit”. A condition for a Runge-Kutta formula to possess this special property is 
given in [2] and one particular class of Runge-Kutta formulae satisfying this criterion has been 
given by Cash and Singhal[3]. In what follows we will discuss the implementation of this 
particular class of formulae in a deferred correction framework and compare the performance 
of our new algorithms with that of Lentini and Pereyra’s algorithm on a set of test problems 
taken from the literature. 
3. THE ALGORITHM 
In [3] implicit Runge-Kutta formulae having the special property (2.4) and with order 4, 6 
and 8 were derived. To explain our two algorithms, we define four implicit Runge-Kutta 
formulae in the following way: 
41(q),+, = $ ( 7),+1 - Tl” -5 @“+I+ f”) I 
42(r))“+, = ; ( rl.,,-9.-$(f,,,+4f,+,,*+f3] 
7 16- - 2- 
nn+l-nn-h i$f,+,+fJ+,(f,+,,,+f.+,,,)+&+,,z I II 
1 
44(q)n+l =-X {equation (3.13) of [3]}. h 
These formulae have been derived in [3] but for completeness we also list them in the 
Appendix. Each of the formulae 4i given above has order 2i. Using the notation developed in 
the previous section, we can describe the first algorithm as follows: 
Algorithm 1 
(1) d&771) = 0 
(2) 44%) = 41(%) - 42(771) 
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(5) 41(775) = 44%) - 44(774). 
In the above algorithm both q2 and v3 are order 4 solutions. Nonetheless practical experience 
has shown that it is efficient to include step 3 since it is very cheap computationally (n2 is 
normally a very good approximation to nj) and normally there is a significant increase in 
accuracy despite the fact that the order is not increased. 
We now prove a result concerning the order of accuracy of algorithm 1. We note first of all 
that conditions (1) and (2) of Skeel’s theorem are trivially satisfied and so it only remains to satisfy 
condition (3). To show $(Aw) = 0(/z*) we need to show 4i(Aw) = c#J,(Aw) +O(h2). We will prove 
this result for i = 2, the proofs for i = 3,4 proceed along exactly the same lines but are lengthy 
and so will be omitted. 
Now 
-Aw, -$(k, +k2) Aw,,, -Aw, -$(k, + k2+4k,) 
1 
where 
k, = f(xm Awn) 
k> = f(x,+,, Awn+,) 
so 
&(A w) - #2(A w) = ; [2k3 - k, - kz] 
=; Df( x,+1/2, Aw,+,,2+O(h*))-f(X,,Aw,)-ff(xn+,,Aw,+,)l 
= O(h*). 
This result, together with the corresponding ones for i = 3,4 shows that steps 2, 3, 4, 5 of 
algorithm 1 are of orders 4, 4, 6, 8 respectively. 
If an accuracy of e is required by the user we solve the algebraic equations in algorithm 1 by 
a Newton type iteration until successive iterates differ by less than e/10. The major com- 
putational aspects of this algorithm, particularly techniques for solving the algebraic equations, 
have been discussed fully by Keller [l 11 and so will not be considered any further in this paper. 
There are some important computational points which we wish to make at this stage. First we 
note that if we find that insufficient precision is being obtained with a particular grid it is very 
cheap to halve the grid spacing since, by virtue of the particular form taken by 42, we will 
already have available very good approximations to Y”+,,~ and fnili2. Secondly we note that a 
non-uniform mesh spacing will present no additional problems since our algorithm is single step 
in nature. Finally we wish to compare the relative efficiency of our approach with that of 
Lentini and Pereyra (referred to as LP). It is clear that our approach will generally require more 
computational effort per grid point than LP since it requires a non-negligible amount of 
computational effort to compute the deferred corrections specified in algorithm 1. However our 
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fourth order formula is considerably more accurate than the fourth order LP formula and so we 
can normally use significantly fewer grid points to obtain a prescribed degree of precision 
particularly when low precision is requested. This theoretical expectation is borne out by the 
results obtained in Section 4. Thus for example if we consider the case where (2.1) has 
separated boundary conditions with p conditions specified at x = a and q(~ s - p) conditions 
at x = b, and the algebraic equations are solved using Gaussian elimination, the total work 
required to solve the algebraic equations is 
N (y + y + 2s* - s/3 + s(p - 4)/2) multiplications ( ee [1 11). 
Thus for large systems the efficiency of a method is critically dependent on the number of grid 
points used. In cases where the cost of evaluating f is very small compared with the cost of 
performing s3 multiplications the relative efficiency of our methods will be almost directly 
proportional to the number of grid points used. We have already pointed out that algorithm 1 
normally uses less grid points than LP when low precision is requested so here we would 
expect algorithm 1 to be superior. The situation when this conclusion is not valid is when very 
high precision is requested since, although our methods of any given order are more accurate 
than the corresponding LP formulae of the same order, the ability of LP to use very high order 
methods allows it to use fewer grid points than algorithm 1 in this situation. Clearly if the work 
required to solve the algebraic equations is dominant, schemes based on Richardson extrapola- 
tion, although being accurate, will be very expensive. If the cost of function evaluations i very 
expensive compared with the work required to solve the linear equations comparisons are much 
more difficult and are critically dependent on how fast the Newton iteration schemes converge. 
However for low precision our algorithms will still be competitive since they use relatively few 
grid points. 
We now give a second algorithm which has been found to be more expensive than algorithm 
1 but which tends to give more accurate solutions on still fewer grid points. 
Algorithm 2 
42(772) = 4*(77*) - 43(7?,) 
42(7l3) = 4*(%) - dQ(772). 
This algorithm is more expensive to implement because of the work required to solve the 
algebraic equations. However efficient ways of solving these equations have been investigated 
in [4] and our numerical and theoretical investigations uggest hat this algorithm will be 
particularly useful for problems having boundary layers. An example of this is given in problem 
3 of the next section. 
4. NUMERICAL RESULTS 
In this section we compare the performance of our algorithms with that of the method LP 
developed by Lentini and Pereyra[l3]. We again emphasise that we are not proposing that our 
algorithm should replace LP but should instead complement i . We believe that our algorithm 
will normally be the more efficient of the two at low and medium (“engineering”) precisions, for 
problems where bad behaviour of the solution does not allow the extension of the range of 
integration and particularly for very large problems where the need to keep the number of grid 
points used to an absolute minimum is all important. For high precision calculations, and for 
calculations involving many grid points, we would expect LP to be more efficient than the 
algorithms discussed in the previous section. This is because when many grid points are used 
LP has the ability to use very high order methods whereas the order of our methods is limited 
to 8. The results which we present indicate that at low and medium tolerances our algorithms 
tend to use significantly less grid points than are required by LP but we must admit that only 
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the extensive use of these algorithms in a practical environment will allow use to identify more 
clearly the relative merits of the two approaches. 
In what follows we present he results obtained for a set of six test problems from the open 
literature. These problems have been chosen so that the results obtained using Lentini and 
Pereyra’s implementation SYSSOL are already available in the literature. 
Problem 1 
YlW = Y2W 9 Y,(O) = 1 
y;(t)= - y2(t)-y12(t)+e-2’, yl(l)=e-‘. 
This is a fairly trivial problem taken from [18] with exact solution y,(t) = - y*(t) = e-‘. In Table 
1 we give the number of grid points required to obtain accuracies of 10m3, 10e6, 1O-9 and lo-‘*. 
For this problem the minimum number of grid points used was 5. As can be seen the algorithm 
proposed in Section 3 need significantly fewer grid points than are required by LP to solve this 
problem. Further experience has, however, shown that if higher precision still is required then 
LP quickly becomes the most efficient of the algorithms. 
The remaining five problems to be considered are all to be found in [13]. 
Problem 2 
Yi=Y* 
y; = y,3 - sin t(1 + sin2 t) 
Y,(O) = Ydd = 0. 
For this problem very similar conclusions can be drawn from Table 1. Algorithms 1 and 2 
require fewer grid points at tolerances of 10m3 and 10e6 but at higher tolerances LP becomes 
more efficient. 
Table 1. Number of grid points required to solve problems i-6-denotes solution ot obtained because of 
excessive computation time 
PIlOBLBY 1 a 
To1 Lp Algorithm 1 Algorithm 2 LP Algorithm 1 Algorithm 2 
10 -3 7 5 .5 9 9 6 
10 -6 13 5 5 1, 9 6 
10 -B 25 6 5 17 14 11 
lo-l2 25 10 9 
PROBLEM 3 4 
-3 10 33 21 9 9 4 4 
-6 10 33 36 16 9 4 4 
-' 10 65 46 17 4 4 
PROBLEM 5 6 
10-3 9 5 4 17 6 6 
-I3 10 17 7 4 33 13 9 
-9 10 17 12 4 33 21 
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Problem 3 
YI=Y2 
y; = 4oo(y, + cos2 d) + 2a2 cos 27rt 
YdO) = Y,(l) = 0. 
This is a stiff boundary value problem which is specially designed so that simple shooting fails. 
This problem has a boundary layer and so needs many grid points to resolve it properly. As 
already explained we would expect LP to be superior for this problem especially for high 
tolerances and the results given in Table 1 confirm this. 
Problem 4 
Y; = Y2 
Y,(O) = Y,(l) = 0. 
This problem has been used as a test problem by numerous authors and for a survey of the 
results the reader is referred to ([13], p. 991). The solution of this problem is particularly well 
behaved and only a few grid points are needed to obtain the required accuracy. As can be seen 
from Table 1 both algorithms 1and 2 obtain the prescribed egree of precision using only 4 grid 
points. 
Problem 5 
(Bending of a thin beam clamped at both ends.) 
Y;=Y2 
Y;=Y3 
Y; = Y4 
y; = (t4 + 14t3 + 49t* + 32t - 12) e’ 
Y*(O)= y2(0)= Y*(l)= Y2U) =o. 
Problem 6 
Y;=Y2 
YS = 2.5(~, - y3) 
Y;=Y4 
Y; = Z.%Y, - YI) 
yr(0) = y4(0) = y,(lO) = 0, y,(lO) = 10-3. 
As can be seen from Table 1 the conclusions to be drawn from these problems are in line with 
our expectations. For low accuracy, algorithms 1 and 2 require relatively few grid points 
whereas as higher precision is required LP becomes more efficient. 
Finally we mention that it would be useful to develop a deferred correction algorithm for 
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problems having the special form 
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YU = f(% Y), g(y(a), Y(b)) = 0. (4.1) 
In Sections 2 and 3 we have presented a general framework for developing such an algorithm- 
all that remains is to derive the corresponding Runge-Kutta formulae 4i. However such 
formulae have already been derived by Chawla[5-71 and we believe that these formulae set in 
our deferred correction framework should provide a powerful algorithm for the numerical 
solution of (4.1). 
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Order 4 formula 
APPENDIX 
y.+, - y. =; (rcx,,, y,)+4f “2”> Jn+I/2 +fk+,, Y,+,) 
( 
x tx 
> I 
Y.+10 = qdv,+,_f",. 
Order 6 formula 
y.+, - y, = h 
I 
& (yb,, + rk)t ; Lfk+,,4. Yn+,,a)+f(Xn+,/4. ~n+~,Jl+~fk+~,~. 1.+1/2) I 
where 
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L+3/4 =; Y,+I +; Y, + h (-$y,,+;l:) 
1 5h 2h 
L+l/2=j(Y”+,+ Y”)++Yb+l-Y3-T f(X,+3/4. Yn+3/4)-f(X,+1/4, Bn+1/4 
I 
Order 8 formula 
yn+,-yn = hi PiU(x,+,,, L+a,)+fhx,. iv.,)I. u= n +; 
p,, l/48, p, 0, f12 392/3000, Pl= p4 = 
a0 = a, = a2 = cr3 = a4 = 
B,+,, = A,Y.+, +(I - A,)Y, + h{r,of(xn+,, yn+d+ cLmf(xm YJI 
yv a, = (1 - A,)y,+, f A,yn - h{p,of(x.+,> Yn+d+ nofh YJ} 
A, = 0.68359375, y,,, = - 0.146484375, /J ” = 0.087890625. 
Y,+,, = &~a+, + (I- A~)Y, + h{e,fk+l, Y,+I) + pzofh. Y,) + rz,f(x,+,,> L+,,) + ~2lf(x,m,,. fv-,,)I 
L, = AZY, + (1 - -42)~n+, - hb2&,+,, y,+J+ Y2&m Y.)+ fiz,fk+cx,> lv+,,)+ rz,f(x.m,,> L,,)~. 
A2 = 0.90768108762415, yzO = - 0.049584693699578, p20 = 0.010959523987495, 
yz, = 0.0049918972431044, y2, = 0.048529312209089. 
L+,, = A3yn+, +(I - A,)Y, + h{nof(x.+ts Y.+J + kLjof(xn> yJ+ n,fk+,,. ?“+a,) 
+ CL31fLw L,)+ Y32f(X.+‘?*. JL+a,) f Y32f(L,2, LJI. 
L, = (1 - A~)Y,+, + A3~n - hb3of(xn+,. Y,+I) + vzofh Y.) + fi3,f(x,+,,, fv+,,) 
+ Y3lfL”,> L,) + P32fk+m,. j”+e*)+ Y32_&,,, Y”m,,)L 
A3 = 1.0174389430282, y3” = 0.028248623573731, /.L~~ = - 0.0058153723950256, 
y,, = - 0.053267047106879, fi3 = - 0.0016671478879304, y3z= - 0.24568952822503, 
~32 = 0.0047265472500833. 
i, = Ally,+, + yJ+ h{y~Lk+,. ~,+,)-f(x,, YJI + ~a[f(xv+o,. lv+,,)-f(x,m,,, j,~,,)l 
+ YaLf(x”+o* L+,,) - fL,*, LJI + ?4343v(x”+q, LJ - fL,,, LJII. 
A4 = 0.5, y4,, = -0.039127604166667, y. , = l/15, yd2 = 0, yd3 = - 0.21014254500503. 
