Cardinal interpolation by polynomial splines: Interpolation of data with exponential growth  by Siepmann, Dietmar
JOURNAL OF APPROXIMATION THEORY 53, 167-183 (1988) 
Cardinal interpolation by Polynomial Splines: 
Interpolation of Data with Exponential Growth 
DIETMAR SIEPMANN 
Lahrstuhl Mathematik III, Universitiii Dortmund 
D-4600 Dortmund 50, West Germany 
Communicated by G. Meinardus 
Received July 15, 1985 
Let m E N and define S, to be the class of functions fc Cm-‘(B) which, in each 
[j- 1, j] (jo E), coincide with some real polynomial of degree < m. We study the 
cardinal spline interpolation problem of constructing an element SE S, with 
s( j- A) = y,, jc Z, where A o (0, l] is a translation parameter. Under some natural 
conditions on I and m, ter Morsche (in “Spline Functions” (K. Bdhmer, G. Meinar- 
dus, and W. Schempp, Eds.), pp. 21O-219, Springer-Verlag. Berlin/Heidelberg/New 
York, 1976) and Schoenberg (J. Approx. Theory 6 (1972), 404-420; in “Studies 
in Sphne-Functions and Approximation Theory” (S. Karlin, Ch. A. Micchelli, 
A. Pinkus, I. J. Schoenberg, Eds.), pp. 251-276, Academic Press, New York, 1976) 
have proved that this problem has a unique solution of power growth, provided 
that the interpolation data are of power growth and that this solution can be given 
by a series of Lagrangian splines converging locally uniformly. In what follows we 
prove an analogous result for exponential growth conditions instead of power 
growth conditions. Moreover, we extend the concept of extremal bases, given by 
Reimer (in “Approximation Theory III” (E. Cheney, Ed.), pp. 723-728, Academic 
Press, New York, 1980), to topological bases of normed spaces with intinite dimen- 
sion and apply this concept to the subspace of all bounded functions of S,. 
0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Let m E N and let S, be the class of cardinal spline functions of degree 
m, consisting of all functions s E Cm-‘(R) with 
s(j- 1 + t) = p,(t), PjE pm9 
for t E [0, l] and Jo +, where P, denotes the linear space of real 
polynomials of degree not exceeding m. 
Further, let IE (0, l] be a translation parameter and y = ( yj)j, x be a 
prescribed sequence of real numbers. We study the problem of tinding a 
spline s E S, satisfying 
di- n) = Yj9 
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which is an element of some prescribed linear space Vc S,. In accordance 
to Schoenberg [14] we call this problem a cardinal interpolation problem 
and denote it by the symbol 
In what follows we derive the interpolation theory for the space 
SE := {se&: s bounded} 
by a method, which can also be applied to the spaces 
S!/y) := {s E s,: s(x) = 0(/q), x -+ co, 
s(x) = q&q, x + - co }, 
PI, B*ER+, and which then provides for new results. In order to provide 
that the cardinal interpolation problems CIP(y, S,), CIP(y, 5’:1J2)) are 
not unsolvable in advance, we assume that y is an element of 
Y” := { y = ( yj)jpz E IR”: y bounded}, 
Y(flIJ2):= {yE(yj)j,, EP: y,=O(&),j+co, 
y,=B(jy),j+ -co>, 
respectively (fi, , & E [w + ). 
Under the assumption 
ter Morsche [6] and Schoenberg [14, 161 have examined the problem 
CIP(y, I’) for linear spaces which are given by polynomial growth 
conditions. They showed that CIP( y, S,) has one and only one solution of 
power growth, if y E Rz is of power growth, and that this solution is given 
by a series of Lagrangian splines converging locally uniformly. 
In what follows we prove similar results for exponential growth 
conditions instead of polynomial growth conditions. To this end we derive 
a driterion for the convergence/divergence of the series of Lagrangian 
splines used by ter Morsche and Schoenberg, as is usual in the theory of 
power series. This is a generalization of the work of Reimer [9] who dealt 
with the case A = 1, m = 1 mod 2. Finally we deal with the case 
(A=1 r\m~lmod2)v(1=f~m~Omod2), (3) 
which is of importance, as in this case the Lagrangians of the problem 
CIP( y, S:) have the extremal property that their supremum-norms are 
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given by one, see Reimer [8], Siepmann [17]. Besides, we extend the 
concept of extremal algebraic bases for normed spaces, given by Reimer 
[7], to the case of topological bases for normed spaces with infinite 
dimension and apply this concept to the space Sz. 
2. CONVERGENCE OF LAGRANGIAN SPLINE SERIES 
Like Meinardus and Merz [3], Merz [4], ter Morsche [S, 61, and 
Reimer [8,9] we make use of the generalized Euler-Frobenius 
polynomials H,: @ x @ --t @, defined by 
H,(t,z)=(l -Z)“+l ++g (j&)5 (4) 
t, z E C, Izj < 1, R E N,. Due to ter Morsche [5] the zeroes z!,“‘(t) of H,(t, .) 
are real distinct and non-positive, if t E [0, 11, n > 1, and may be 
enumerated such that 
zyqt)<z$qt)< ... <z?)(t)<0 (5) 
holds (with z?)(l) = -co; compare (7)). By the definition of the H, we 
obtain the following properties (which are proved in ter Morsche [S] or 
Siepmann I: 171): 
~H,(r,~)=n.(1-~~.H,-,(r,z), nEN, (6) 
H,(O, z) = z. H,,(l, z), nEN, (7) 
H,(l-t,z)=zn.H,(t,z-I), zzo, (8) 
z?)(t) is strictly monotonic decreasing with respect to t E [0, 11, (9) 
a$(t) := 
H,,( t, z(“)( 1 - A)) 
H’(1 &“‘(l -A)) n Y 
I 
<o if f~[O,l--A) 
=o if t = 1 - 1, (10) 
>O if t~(l -A., 1) 
v = l,..., m, I E (0, 11, 
H,(t,z)=n! i &,(j+t)z’, (11) 
j=O 
tE LO, 11, z E R, neN, 
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where &, denotes the unique element of S, with supp &,, = [0, n + l] and 
slw B&x) dx = 1 (compare Meinardus [ 1 I). 
We base our ideas on the following representation of the Lagangian I& 
of the problem CIP( y, S,“), where S,N is defined by 
S,N:={SESm:S(X+N)=s(x),xER}. 
Note that due to ter Morsche [S] CIP( y, S,“) has a unique solution for 
any data YE YN, 
YN:= (y=(yj)j,hEIWB:yj+N=yj,jEZ), 
provided that the parameters 1, m, and N satisfy the condition 
Nrlmod2 
or 
(12) 
or 
Let 1:’ be the unique solution of CIP( y, S,“) for the data 
i 
0 if kfOmodN, 
yk := 
1 if krOmod N, 
k E Z, and define q$ E P, by 
9;(t) = &(,(j - 1 + t), tE co, 11, 
Jo Z. Using the abbreviations 
zP.I . .=zi?(l -A) 
we have the identity 
and a,,J t) = a$)( t) 
for tE [0, 11, j=O, 1, . . . . N-1.IncaseofII=l~m~1mod2Reimer[8] 
has derived similar equations from a well-known representation by Meinar- 
dus and Merz [3] and Merz [4] by means of the residual theorem. This 
method has been extended to the other cases noted in (12) by Siepmann 
[ 171. (13) may be proved in the same way, but it became possible to derive 
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it without using the residual theorem by purely algebraic methods (Reimer 
and Siepmann [lo]). 
In order to obtain a representation of the Lagrangians of the inter- 
polation problem CIP( y, SE) we need the following notation. 
Let t~[O,l) and n~N\{l}. Define 
Z’;‘(t) := {pE { 1, . ..) n}: @‘(t)l 3 l}, 
Zl?“‘(t) := {pE { 1, . ..) n}: Iz;)(t)l < l}, 
r?)(t) := max IT)(t) 3 
$1(t) := min Zr’(t) > 
Note that Z:;“)(t) # 0, j= 1,2, and @J(t) G - 1, - 1 < (p)(t) f 0 hold for 
t E [O, 1). 
By the limit process N+ cc we have 
LEMMA 1. Let meN\{l}, Ae(O,i], VE{O, l,..., m-l>. Then the 
sequence ((d/dx)” I~~+‘(x))~~~ converges locally uniformly on R. The 
function lTA : R + R, l~i(x) := lim,, m 1::’ l(x), has the representation 
&j- 1 + t) = 9JSth tE CO, ll,jEC 
with 
(1 - t)“A-” 60,j - C* 
pEp(l-a) 
a$;)( t) . (zI”)( 1 - A)))- ’ 
9jgt) := for jc NO, (14) 
c * a:“,‘(t).(z:“)(l-~))-j-’ for -jEN, pc@(l-A) ’ 
where the asterisk in the sums means that every term of the sum belonging to 
a summation index p with Izim)( 1 - A)] = 1 is to be weighted by rhe factor 1. 
Moreover lcA is a solution of CIP((BO,j)j.z, S,“) and we have the 
asymptotic 
l~~(j-l+t)=O(Jrim)(l-~))-j), j-+00, 
lFA( j- 1 + 1) = O( l[$m)( 1 - A)( -‘) 3 j--b -CO. 
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Proof: Note that, by (13), the limits 
are uniform with respect to t E [O, 11, v = 0, 1, . . . . m - 1. Thus the properties 
of I” ,,1, given in Lemma 1, are direct consequences of the interpolation 
properties of the regularity properties of l$+ l, and of (5). 
Remark. If assumption (2) holds, then we even have that the limits 
exist, v = 0, 1, . . . . m - 1; in this case the representation of the Lagrangian lgi 
coincides with that given by ter Morsche [6]. 
Next we define the functions I12 E S: , j E Z, by 
f;(x) := lgA(x -A, XER, 
and deal with the problem of convergence/divergence of the series 
f Yjl~(X), XE R 
j= -cc 
which is called convergent (uniformly convergent, locally uniformly 
convergent), if both the series 
f Yjlztx) and 
j=O j= -m 
converge (converge uniformly, converge locally uniformly). 
Further, let us introduce the abbreviations 
ZP.1 := zy( 1 - A), $l,lw := $y(f), p = 1, 2, . . . . m, 
cj 1 := p’( 1 - A) I 9 zj,A := zyy 1 - A), j= 1,2, 
‘iA := r!“‘( 1 - 2) J 3 j= 1,2. 
As a consequence of Lemma 1 the formal series 
s(k-l+t):= -f y,l;Jk-l+t) 
j= -m 
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satisfy the following identities for k E Z, t E [0, 1 J: 
s(k-l+t)= 2 y$,q;(k-l+t-j) 
j=2 j=O 
= yJ1 - t)“A-” + f Yk+j- 1 . I* ap,J.(f) zj,>2 
j=2 P E hi 
-j!oYk-j’ ~*ap,~(t)z,$-’ 
P E II.1 
=yk(l-t)mjl-m+ f yk+j+&/ x*$&) 
j=O P E hi 
(16) 
Now define the polynomials Aj,l, Bj,l, j E E, by 
t E [0, 11. By (5) and (10) the inequalities 
O< I’q,,~(t)l 6 IBj,,t(t)l G C* Iap,~(t)I 6 By 
P E IL.2 
hold for t~[0,1)\{1-A},j~Z ( see Reimer [9], Siepmann [17]). Hence 
we conclude that the identities 
lim sup fi = lim sup dj yj+ k + 1 . A,,J t)l, 
j- a, j  - 00 
lim sup Jlv/l = lim sup j- --ao ‘A j- --oo qIYj+k+l ‘Bj.,t(t)I 
hold for k E Z, t E [0, l)\( 1 - A}. Now we can prove 
(17) 
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THEOREM 1. Let mEfV\(l), AE(O, 11, and (yi),~,EW anddefine 
R, := (limrsyup m)-‘, R_ := (lim sup m)-‘. 
j--co ‘j’ 
(18) 
Then the series 
s(x) := f y,l,Jgx) (19) 
J= --m 
is convergent for x E (1 - A) . Z by definition, for x E [w\( 1 - A) ’ Z, if 
lG”“(1 - AN< R, and I(;“‘( 1 - A)/ -’ < R - (20) 
holds, and it is divergent for x E [w\( 1 - 1). E, if 
lc$m)(l -A)[ > R, or I{!“‘(1 -A)/ -i > R-. (21) 
Moreover, if condition (20) holds, then the formal derivations 
converge locally uniformly in [w, v = 0, 1, . . . . m - 1, and s is a solution of 
c1p((Yj)jsZ9 sm). 
Proof Convergence/divergence of the series (19) is an immediate 
consequence of (17). Now let (20) hold. If we substitute the polynomials 
u,~ in (16) by (d/dt)‘a,,, v = 0, 1, . . . . m - 1, then we derive the uniform 
convergence of (d/dt)“s(k - 1 + t) with respect to t E [0, l] by means of the 
inequalities 
v = 0, 1, . ..) m - 1, k E Z. Using the relations 
v = 0, 1, . ..) m - 1, j E Z, we conclude the locally uniform convergence of the 
s “, v=O,l,..., m - 1, and hence SE Cm-‘(R). From (16) we obtain the 
identity 
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S(k- l + z)= y/((l -t)“l-“+ I* U,J(t)’ f yk+j+ ,Zi,,, 
c E 12.1 j=O 
for t E [0, 11, k E Z, which proves that s is an element of S, and thus a 
solution of CIP( y, S,). 
Remark. Condition (20) of Theorem 1 means that the data ( yj)jeZ 
satisfy the growing condition 
with 
YjcO(B’;h J.-, a, 
Yj’ s(BV’)9 j- --CO, 
P, < IQYl - 211 -l and 82 < K’;“‘(l - AlI 7 
i.e., y E Y(B1,D2), 
If assumption (2) is valid, then the interpolation problem CIP( y, Si) has 
a solution s with 
dx)= f Yjliqo,tx)= f YjrcAtx-j) 
js -m j--m 
= 1 Yj-.wC$.(X-j+N)=S(X+N), 
j- --oo 
provided that YE YN (compare Schoenberg [19]). Moreover, if we define 
the data y = ( Y~),.~ H by 
0 
yj := 
if jfOmodN 
1 if j=OmodN, 
then we obtain the relation 
s(k-1+t)=(1-t)“l-“60,,+ c a,,(t). 5 z$-i 
P E f2.i. j=l 
-,;,, q&) * f z,iN-,-' 
j=O 
= q&(f), 
t E [0, 11, k=O, 1, a.., N- 1. Thus under assumption (2) the identity (13) 
may be derived from the representation of I?*, given in Lemma 1. 
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3. UNIQUENESS 
Due to Schoenberg [14, 163 the dimension of the linear space 
w, := {sES,:S(j-A)=O,jd} 
is given by 
dn := 
i 
m-l if A=1 
m if II E (0, 1). 
To construct a basis for W, Schoenberg used the cardinal exponential 
splines, defined by 
s(x; z) := f z’B,,,(x - j), X,ZER. 
I= -cc 
By means of the relations (8) and (11) it is easy to prove the identity 
Zk-l Zk-l-m 
s(k-1 +f;z)=---/,(t,z-‘)= mr - H,( 1 - r, z), (23) 
t E [0, 11, ZE R\(O), kEZ. From (23) we conclude that the functions 
&,A E s, 3 v = 1, . . . . d,, 
&J(X) := s(x; zp(n)) = s(x; Z,J - 1) 
are solutions of CIP(0, S,) and that every non-trivial linear combination 
Q(x) = C$= 1 {,s,,(x) satisfies 
. I@W+~)l>O 
k!! lpyn)lk or . 
I@@- 1 +t)l >. 
k!?n I[!jm,“‘(,i)(k ’ 
(24) 
t E [0, 1 )\ ( 1 - A}. As a consequence of (24) 
WA = span(s,,: v = 1, . . . . d,}, 
(compare Schoenberg [ 14,163 ) and hence the cardinal interpolation 
problem CIP(0, Szl*fi2)) has a unique solution, if 
and 
8, < IC!“‘(~)l = ICfYl -AN -’ 
(25) 
j?* < lg@(A)l -’ = I(-‘;“‘( 1 - L)l. 
In this case the series (19) is a solution of CIP( y, Sj$*flz)), if y E Y(B1,Bz), as is 
shown in the following theorem. 
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THEOREM 2. Let m~N\{l}, IZE(O, 11, andf11,P2~[W+ with 
j[‘;“‘( 1 - /?)I -l < pi < I@)( 1 - #?)I ~ l 
and 
(26) 
Further let 
IipYl - 111 < P2 < li\“‘(l - n)l. (27) 
(A=l*m=lmod2) and (A=$*m=Omod2). (28) 
Then CIP( y, S$I*B*)) has a unique solution s for any data y E YCp1zB2), which is 
given by the series (19). 
Proof: Let s,, s1 be two different solutions of CIP( y, Slnp1.02)). Then 
s1 -s2 is a non-trivial solution of CIP(0, S~IJ*)), which is a contradiction 
to (25). Hence uniqueness of the theorem is shown, and in view of 
Theorem 1 we only have to prove that the growth conditions 
s(x) = as;), x-co, 
s(x) = o(py’) 3 x-+--co, 
(29) 
are satisfied by the series (19). 
From Eq. (22) we obtain for fixed k E N and t E [0, l] the inequalities 
Is(k-1 +t)l <C. 
i 
/?!A-“+ I* Ja,,(t)l. f jj;+i+l Iz,,lli 
P E 12,i j=o 
<C./If A-“+ 
i 
c* b,,At)l 81 . f (B, lz,,J) 
P E f2.i j=O 
+ c* bL4(t)l B1 . f (B1 IZp,A I J-i) 
c E h. j=O 
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where the involved series converge by (26) and (27). Thus we have for 
x>o, t:=x-[x],k:=[x]+l, 
W)l = I# - 1 + t)l G C,(B: + li,,n I -“) 
<2cJ:=2cJ-‘+‘J?-’ 
<c,/?-‘+‘=c,/3;, 
which shows the first part of (29). Since the second part is proved with the 
same methods (see Siepmann [17]), it is omitted here. 
Remark. Theorem 2 is sharp in the following sense. If the assumptions 
of Theorem 2 are valid with the exception of (26), which is replaced by the 
condition 
Bl G li’;“‘(l - d)l -l, 
then we cannot conclude the existence of a solution of CIP(y, S,) with 
s E SlnpIJ2). (30) 
In case of B, < I[‘;“)( 1 - A)[ -’ (30) is violated by every cardinal spline, 
interpolating the data y = (&,j)j, +, which is an immediate consequence of 
Lemma 1 and (24). 
Now let /?, = j<im)( 1 - A.)/ -’ and ( yj)jc L be a sequence of data with 
Y j  = co(PY’ 1, j-t -03, 
and 
yj=(5i”‘(1 -A))-/ jEN. 
Following the proof of Theorem 2 we obtain the inequality 
I@-l+t)l >c k 
I[\“)(1 -A)l-k’ . ’ 
kEN(, 
for t E [0, l)\{ 1 -A}, where s denotes the Lagrangian spline series (19). 
Using (24) again, we conclude that there is no solution of CIP( y, S$fl2)) 
for the sequence y = ( yj)jeH, given above. The same is true, if (27) is 
replaced by the condition 
Bz G KP(l - L)l. 
Moreover, CIP( y, S$*b2)) has no unique solution, if and only if 
B,-‘G lz”(l-n)l G82 
holds for any VE { 1, . . . . m}. 
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If the data y = ( yj),., z satisfy the condition 
1 yj” 1 2 c . ]gq 1 - A)1 -Iv 7 VEF$ 
Or 
IY~j,(>,C.li’;“‘(l-IE)l’~ 9 VE Nlo, 
for a strictly monotonic increasing sequence (j,),, N E N”, then the series 
(19) doesnot converge for t E [0, l)\(l - A}. However, notice that there are 
data of exponential growth which have a solution of CIP( y, S,) of the 
same exponential growth, although the series (19) doesnot converge, 
compare Schempp [ 131, Schoenberg [ 151. 
In the case m = 1 we have analogous results in Theorem 1 and 
Theorem 2, with slightly modified growing conditions, due to the fact that 
H,( t, .) has at most one zero, t E [0, 13. The reader is referred to Siepmann 
c171. 
As a consequence of Theorem 2 we have 
COROLLARY 1. Let mEN\(l}, IZErO, l), and /?,,/?zER+ satisfy the 
conditions (26) and (27). Moreover, let (28) hold and define (Lj,A)jEN by 
(a) If the space Sz~*fizJ is provided with the 
convergence, then ( Lj,l)i, N is a Schauder-basis 
Singer [ 19)). 
(31) 
topology of locally uniform 
of S$*flz) (in the sense of 
(b) ifs,- is provided with the topology of uniform convergence, then 
tLj,A)je WI is a Schauder-basis of SE. 
Proof. By Eq. (22) we conclude the uniform convergence of the series 
(19), if y E Y”. Thus, by Theorem 2, (Lj,i)j, N is a topological basis of both 
the spaces S$1*82) and SE. We have to show that the associated coefficient 
functionals 
@pw : $&hSz) -..+ [w, @,“:S,“+R, 
m 
s= C 5jLj,A+ 5k, 
j=l 
k E N, are continuous, which is a direct consequence of the inequalities 
(qpyS)I <sup{ Is(x)l: XE C-k, k-j}, 
1@6k”(s)l G sup{ Is(x XE [w), 
s E smBz) m ) 
SE&s,“. 
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Finally, we conclude that the periodic interpolation problem CIP( y, S,“) 
has a unique solution, if ye YN, provided that (12) holds. This is a direct 
consequence of Theorem 2, if 
or (32) 
is not satisfied. Now let (32) hold; then every solution of CIP(0, S,“) is of 
the form 
~(x)=C~&z(x)=c.(-l)~.H,(x-[x], -l), 
x E [j, j + 11, je Z, CE R, where i?,,, is the so-called Euler-spline, which, by 
definition, is a function of period 2. Thus every solution of CIP(0, SC) must 
possess the odd period N and the period 2, which is only possible if C = 0. 
Hence the homogeneous problem CIP(0, SC) has a uniqe solution, 
implying that CIP( y, S,N) has a unique solution for any data y E YN even in 
case of (32). 
4. EXTREMAL TOPOLOGICAL BASES OF NORMED SPACES 
By a result of Reimer [ 81 and Siepmann [ 173 the Lagrangians /TA, j E Z, 
NE N u { 00 }, satisfy the equalities 
if A E (1, 1 }, where we assume that (12) holds in the periodic case. 
Algebraic bases of normed spaces with this property belong to the class of 
extremal algebraic bases of a normed space X, thus allowing a stable 
representation of the elements of X (see Reimer [7]). We extend this 
concept of extremal bases to topological bases of normed spaces with 
infinite dimension. 
DEFINITION. Let (X, (1.11) be a normed space with infinite dimension, 
Cxj)je WI be a topological basis of X and @,: X+ R, s = CT= i tjxi -+ 
Qk(s) = tk, be the associated coefficient functionals, ke fV. Further, let 
V,JX) c X be defined by 
V/JAI-) := {x E x: @k(X) = O}, 
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k E IV. Then (xi),., wI is called an extremal topological basis of X, if 0 E Vk( X) 
is a solution of every of the following problems of best approximation: 
I/xk--u*j( =inf{Ilx,-ul(: uE: V,(X)}, 
Now, let X:= Sz be provided with the sup-norm on II& define 
xj := CLj.l)je N by (31) and assume for the rest of the paper that (3) is valid. 
Since 
Wzk- l,~-41 > IUCo,c,r-S)(--k-U = 1 
= IV”“,,, II = IL- I,>. II
holds for any s E V,, _ l(S:) and 
IIL 2k,l- SII 2 I(& -SW - 111 = 1 
= II& 11 = IiL2k,l 11 
holds for any s E v,,(S,“), we recognize that (Lj,l)j, N is an extremal 
topological basis of S;. 
Let themaps @“:S,“+I”= { 4 E R” : 5 bounded} and QN: Sg + RN be 
defined by 
s= 2 tjLj,,? + (C)j, N =: @a(S)v (33) 
j= 1 
N 
s= 1 5jr,~~-,(51,...,t;N)=:~N(s), (34) 
j= 1 
NE N. It is convenient to introduce the numbers 
cond QN := lIl~NIll . 111(@“)-‘111~ 
NE IV u (cc >, which are called conditions of the representations (33), (34), 
respectively. Here I)( . (I( is the usual operator-norm, where the spaces I”, RN 
are provided with the sup-norm, NE N. As a consequence of the fact that 
tLj,d)jE N and {l,yk: j= 1, . . . . N} are extremal bases, we have 
1tkl = I/<kLk,lII < ii!, tjLj,,tI/v kE NT 
and 
and hence 
k = 1, . . . . N, 
182 DIETMAR SIEPMANN 
NE N u { co }. Moreover, if I( <[I < 1 we obtain the inequalities 
11(@")~'(5)11 = f 51Lj,,4 
II I( j= I 
= sup 
ii 
j!, ~jLj,l.(x)~~xEw~ 
<sup f IL,,,(x)J:xER 
i j=l I 
= II=eyI 
and 
II(‘(011 = i <jr; 
II II j=l 
where 5!‘$,A (ZipmN,J denotes the cardinal (N-periodic) spline-interpolation 
operator, which maps any bounded (N-periodic) function f: R + IF! onto 
the unique solution of CIP((f(j- jl))jez, S,“) (CIP((f(j-I))jeZ, S,“)). 
Thus we have 
cod QN G lll~;“,“,Alll, NElw-J(al}. 
Note that, due to Reimer [7 3, the condition of an extremal basis of any 
finite-dimensional normed space is bounded by its dimension. Since 
Richards [11] proved the relation 
III =C,A III = sup{ Ill gK,A Ill : NE N > = ;Frn Ill -Ct., Ill3 
the bound given above is small, compared with the dimension of S,N in the 
periodic case NE IV, if N is chosen sufficiently high. For the calculation of 
llPz,A Ill9 NE N u h 19 and the asymptotic behaviour of lllY;,A 111, m + co, 
see Meinardus [2], Meinardus and Merz [3], Merz [4], Richards 
[ll, 12). 
Finally let us remark that we conjecture that the sums of the squares of 
the Lagrangians, involved in (33) and (34), are bounded by one, if (3) is 
valid. This has been shown in the case of m = 3, A= 1 by Siepmann and 
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Siindermann [ 181 and may be verytied for m = 2, I = f, using the same 
method, and in the case of m = 1, 3, = 1 by direct calculation. 
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