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ONE-DIMENSIONAL DISCRETE ANDERSON MODEL IN A DECAYING
RANDOM POTENTIAL: FROM A.C. SPECTRUM TO DYNAMICAL
LOCALIZATION
OLIVIER BOURGET, GREGORIO R. MORENO FLORES, AMAL TAARABT
Abstract. We consider a one-dimensional Anderson model where the potential decays in average
like n−α, α > 0. This simple model is known to display a rich phase diagram with different kinds
of spectrum arising as the decay rate α varies.
We review an article of Kiselev, Last and Simon where the authors show a.c. spectrum in the
super-critical case α > 1
2
, a transition from singular continuous to pure point spectrum in the critical
case α = 1
2
, and dense pure point spectrum in the sub-critical case α < 1
2
. We present complete
proofs of the cases α ≥ 1
2
and simplify some arguments along the way. We complement the above
result by discussing the dynamical aspects of the model. We give a simple argument showing that,
despite of the spectral transition, transport occurs for all energies for α = 1
2
. Finally, we discuss
a theorem of Simon on dynamical localization in the sub-critical region α < 1
2
. This implies, in
particular, that the spectrum is pure point in this regime.
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1. Introduction
Disordered systems in material sciences have been the source of a plethora of interesting phenom-
ena and many practical applications. The addition of impurities in otherwise fairly homogeneous
materials is known to induce new behaviours such as Anderson localization where wave packets get
trapped by the disorder and conductivity can be suppressed. Even though localization has been
fairly studied for the one-dimensional Anderson tight-binding model [10,10,12,13,26,27,29,35], the
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multidimensional case is still a challenge where transition localization-delocalization is expected for
small disorder.
It is natural to expect that accurate mathematical models for disorder media should display an
interesting phase diagram. In the case of Anderson localization, we consider the random operator
H = ∆+ λV on ℓ2(Zd).
where ∆ is the usual discrete Laplacian, V acts by multiplication by a family of independent random
variables and λ is a coupling constant tuning the strength of the disorder. This is known as the
Anderson model and can be seen as a simple model for the dynamics of an electron on a disordered
lattice. In the absence of the potential, it is known that the spectrum of H is absolutely continuous
and wave packets are diffusive or ‘delocalized’. It is expected that, for small coupling constants, the
effect of the disorder does not destroy conductivity and the system remains delocalized. In contrast,
large coupling constants should lead to absence of diffusion or ‘localization’. Mathematically, this
would be reflected at the spectral level by a transition from absolutely continuous to pure point
spectrum.
The picture is completely understood in one-dimension: there is localization for all non-zero values
of the coupling constant [10,16,26,35]. In higher dimensions, localization has been proved for several
regimes including high disorder, extreme energies and edge of the spectrum (see [3] and references
therein). However, there is no proof of absolutely continuous spectrum so far. Some results have
been known on the Bethe lattice and tree graphs [2,21,30]. A delocalization-localization transition
has been proved for random Landau Hamiltonians where non-trivial transport occurs near Landau
levels [24].
In order to understand how absolutely continuous spectrum survives in spite of the disorder, it
has been proposed to modulate the random potential by a decaying envelope [15, 16, 20, 31, 32, 36],
this is, to replace V (n) by anV (n), where (an)n is a deterministic sequence satisfying an ∼ |n|−α
for some decay rate α > 0. For large values of α and d ≥ 3, scattering methods can be applied,
leading to the proof of absolutely continuous spectrum [31]. Purely absolutely continuous spectrum
was showed in [28]. A wider range of values of α was considered by Bourgain in dimension 2 [5] and
higher [6]. Point spectrum was also showed to hold outside the essential spectrum of the operator
in [32].
In one dimension, transfer matrix analysis can be applied, leading to a complete understanding
of the spectrum of the operator [16,33]. This time however, the phase diagram of the model remains
non-trivial and absolutely continuous spectrum can still be observed for large values of α. As it is
natural to expect, small values of α lead to pure point spectrum. Interestingly, there is a critical
value of α for which a transition from pure point to singular continuous spectrum is observed as
a function of the coupling constant. The three above regimes correspond to α > 12 , α <
1
2 and
α = 12 respectively. A complete study of the spectral behaviour of the one-dimensional model is
given in [33].
From the dynamical point of view, it is standard to show that the system propagates α > 12 .
For the critical case α = 12 , no transition occurs at the dynamical level, despite of the spectral
transition: there are non-trivial transport exponents for all values of the coupling constant [22].
This provides yet another example of a model where spectral localization and transport coexist.
Dynamical localization in the regime 0 < α < 12 was showed in [38] providing, as a by-product, a
proof of point spectrum in this regime. In [8], we provided a different proof of this behaviour for a
continuum version of the model which can be easily adapted to the discrete case.
Structure of the article. We introduce the model and state the main results in Section 2. The
transfer matrix analysis of [33] is presented in details in Section 3, some technical estimates being
deferred to the Appendix. We show absolutely continuous spectrum for the super-critical case in
Section 4. In Section 5, we discuss the spectral transition and the absence of dynamical localization
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in the critical case. Finally, we outline the proof of dynamical localization for the sub-critical case
in Section 6.
2. Model and Results
We consider a one dimensional Schro¨dinger random operator Hω,λ defined by
Hω,λ = ∆+ λVω on ℓ
2(N), (2.1)
where (∆x)(n) = xn+1 + xn−1 is the discrete Laplacian, Vω is a random potential described below
and λ ∈ R is a coupling parameter. Denoting by δn the n-th canonical vector, the action of the
random potential Vω is given by
Vωδn = anωnδn, n ∈ N, (2.2)
where (ωn)n≥0 are i.i.d. bounded centered random variables defined on a probability space (Ω,F ,P)
with bounded density ρ. We will assume that all ωn’s have variance equal to 1. The envelope on
the environment is given by a positive sequence an such that lim
n→∞
nαan = 1 where α > 0 denote
the decay rate. Under these hypotheses (Hω)ω is non-ergodic family of self-adjoint operators. Note
that the random variables are assumed to be bounded so that the density ρ has a bounded support.
2.1. Spectral Transition. We recall the spectral results of [33] which give the characterization of
the spectrum of Hω,λ in terms of the parameters.
Theorem 2.1. Under the hypothesis above, the essential spectrum of Hω,λ is P-a.s. equal to [−2, 2].
Furthermore,
(1) Super-critical case. If α > 12 then for all λ ∈ R, the spectrum of Hω,λ is almost surely
purely absolutely continuous in (−2, 2)
(2) Critical case. If α = 12 then for all λ 6= 0, the a.c. spectrum of Hω,λ is almost surely
empty. Moreover,
a. If |λ| ≥ 2, the spectrum of Hω,λ is almost surely pure point in (−2, 2).
b. If |λ| < 2, the spectrum of Hω,λ is purely singular continuous in {|E| <
√
4− λ2} and
pure point in {√4− λ2 < |E| < 2}, almost surely.
(3) Sub-critical case. If α < 12 then for all λ 6= 0, the spectrum of Hω,λ is almost surely pure
point in (−2, 2).
We will provide complete proofs of Parts 1 and 2 in Sections 4 and 5 respectively. Part 3 is a
consequence of the dynamical localization result discussed below.
2.2. Dynamical Behavior. Delocalization, or spreading of wave packets, for α > 12 follows from
the RAGE theorem. The situation is particularly interesting for α = 12 : non-trivial transport
occurs regardless of the precise nature of the spectrum. In particular, this provides an example of
an operator displaying pure point spectrum but no dynamical localization.
To describe the dynamics, we consider the random moment of order p ≥ 0 at time t for the time
evolution, initially spatially localized on the origin and localized in energy by a positive function
f ∈ C∞0 (R),
Mω(p, f, T ) :=
2
T
∫ ∞
0
e−
2t
T
∥∥∥|X| p2 e−itHω,λf(Hω,λ)δ0∥∥∥2 dt, (2.3)
where |X| denotes the position operator and C∞0 (R) is the space of infinitely differentiable compactly
supported functions. The following result is proved in [22] and establishes the absence of dynamical
transition in the critical case.
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Theorem 2.2. Let α = 12 and λ ∈ R. The following holds P-amost surely: for all positive f ∈
C∞0 (R) constantly equal to 1 on a compact interval J ⊂ (−2, 2), for any ν > 0 and all p > 2γJ + ν
where γJ = inf{λ(8 − 2E2)−1 : E ∈ J}, there exists Cω(p, J, ν) such that
Mω(p, f, T ) ≥ Cω(p, J, ν)T p−2γJ−ν . (2.4)
In Proposition 5.7, we establish a weaker result that already implies the absence of dynamical
localization in the critical regime where α = 12 .
To characterize the dynamical localization, we define the eigenfunction correlator
Qω(m,n; I) = sup
f∈C0(I)
‖f‖
∞
≤1
|〈δm, PI(Hω,λ)f(Hω,λ)δn〉| , (2.5)
where PI(Hω) denotes the spectral projection of Hω,λ on the interval I and C0(I) is the space of
bounded measurable compactly supported functions in I. We say that Hω,λ exhibits dynamical
localization in an interval I ⊂ R if we have∑
n
E
[
Qω(m,n; I)
2
]
<∞, (2.6)
for all m ∈ Z. We state the main result of [38].
Theorem 2.3. Let 0 < α < 12 and λ 6= 0. Then, for each m ∈ Z and each compact energy interval
I ⊂ (−2, 2), there exist constants C = C(m, I) > 0, c(m, I) > 0 such that
E[Qω(m,n; I)
2] ≤ Ce−cn1−2α , (2.7)
for all m, n ∈ Z. In particular, Hω,λ exhibits dynamical localization in the interval I.
Although the lack of ergodicity of the model induces the dependence of (2.7) on the base site
m, it can be showed that the bound (2.6) still implies pure point spectrum and finiteness of the
moments such that for all p > 0,
E
(
sup
t∈R
∥∥∥|X| p2 e−itHωPI(Hω)ϕ0∥∥∥2) <∞,
for all ϕ0 ∈ l2(Z) with bounded support. A proof of these simple facts can be found in [9] in a
related discrete model or in [8] in the continuum.
The proof of Theorem 2.3 in [38] uses the Kunz-Souillard method (KSM) [13, 35]. In [9], we
prove localization for the one-dimensional Dirac operator in a sub-critical potential by means of the
fractional moments method instead. This approach allowed us to greatly generalize the hypothesis
required in [38]. For instance, we can handle unbounded potentials under mild regularity assump-
tions on their law, a context which is out of the scope of the KSM. Our approach, which is discussed
in Section 6 below, can be easily adapted to the Anderson model providing an alternative proof of
Theorem 2.3 under more general assumptions. Furtheremore, in [8], we proved the corresponding
result for a continuum version of the model, a problem which was left open in [14] where the authors
develop a continuum version of the KSM.
The analysis in [8] provides a control on the eigenfunctions of Hω,λ. Let xω,E = (xω,E,n)n denote
the eigenfunction of Hω corresponding to the eigenvalue E. In [33, Theorem 8.6], it is showed that
lim
n→∞
1
n1−2α
log
√
|xω,E,n|2 + |xω,E,n−1|2 = −(1− 2α)λ
2
2(4 − E2) , P− a.s.,
for almost every fixed E ∈ (−2, 2). In particular, this shows that for almost every E ∈ (−2, 2),
P-almost surely, there exists a constant Cω,E such that√
|xω,E,n|2 + |xω,E,n−1|2 ≤ Cω,E e−
(1−2α)λ2
2(4−E2)
n1−2α
.
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It is known that certain types of decay of eigenfunctions are closely related to dynamical localization
[17,18,25]. Such criteria usually require a control on the localization centres of the eigenfunctions,
uniformly in energy intervals. This information is missing in the above bound. In [8] (see also [9]),
it is showed that:
Proposition 2.4. Let 0 < α < 12 . For all compact energy interval I ⊂ (−2, 2), there exists two
deterministic constants c1 = c1(I), c2 = c2(I) and positive random quantities cω = cω(I), Cω =
Cω(I) such that
cω e
−c1n1−2α ≤
√
|xω,E,n|2 + |xω,E,n−1|2 ≤ Cωe−c2n1−2α , P− a.s., (2.8)
for all E ∈ I ∩ σ(Hω,λ) and all n ∈ Z.
This asymptotics, although less precise on the exact rate of decay, is uniform in energy intervals.
The upper bound (2.8) can be seen as a form of the condition SULE where the localization centres
are all equal to 0 (see [17,23], equation (2)).
As a corollary of the lower bound above, we can show that certain stretched exponential moments
diverge, a fact that characterizes in some sense the strength of the localization.
Proposition 2.5. Let 0 < α < 12 and λ > 0. Let I ⊂ (−2, 2) be a compact interval contained in
the interior of σpp(Hω,λ). Then, for P-almost every ω,
lim sup
t→∞
∥∥exp{|X|p} e−itHω,λψ∥∥2 =∞, (2.9)
for all p > 1− 2α and ψ ∈ RanPI(Hω,λ).
3. Transfer Matrix Analysis
Let |E| ≤ 2 and consider the eigenvalue equation
xn+1 + xn−1 + Vω,nxn = Exn, n ≥ 1, (3.1)
with some initial condition x0 = a, x1 = b. The formal solution of this equation can be obtained
via transfer matrices. Let Xn =
(
xn
xn−1
)
for n ≥ 1 where X1 =
(
b
a
)
. Then Xn+1 = Tω,nXn where
Tω,n = Tω,n(E) =
(
E − Vω,n −1
1 0
)
. (3.2)
Iterating this relation yields
Xn = Tω,n−1 · · · Tω,2Tω,1X1.
The free system
xn+1 + xn−1 = Exn, n ≥ 1
x1 = Ex0,
with x0 = a, x1 = b, has a basis of solutions given by ϕ
+
n = cos(kn) and ϕ
−
n = sin(kn) where
2 cos k = E, which correspond to initial conditions
(
1
cos k
)
and
(
0
sin k
)
respectively. Once more,
the general solutions Φn =
(
ϕn
ϕn−1
)
can be given in terms of transfer matrices so that Φn = T
nΦ0
where
T =
(
E −1
1 0
)
, Φ0 =
(
a
0
)
.
In the case of decaying potentials, T corresponds to the asymptotic transfer matrix for vanishing
potentials.
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We seek for a new basis in which the transfer matrix of the perturbed system is a perturbation
of the identity. Hence, it is natural to express the system in the basis given by the free solutions.
Let
Ψn =
(
cos(kn) sin(kn)
cos(k(n − 1)) sin(k(n − 1))
)
for n ≥ 1, (3.3)
and define new coordinates (Yn)n such that Xn = ΨnYn. This is usually known as the Pru¨fer
transform. The recurrence relation for this new representation is given by Yn+1 = Mω,nYn where
Mω,n = Ψ
−1
n+1Tω,aΨn. Noting that Ψn+1 = TΨn, we factorize this in a convenient way as
Mω,n = Ψ
−1
n+1(Tω,nT
−1)TΨn = Ψ
−1
n+1(Tω,nT
−1)Ψn+1.
A simple computation shows that Mω,n = I +
Vω,n
sin k
An where
An =
(
cos(nk) sin(nk) sin2(nk)
− cos2(nk) − cos(nk) sin(nk)
)
.
Summarizing, our new recurrence corresponds to
Yn+1 =
(
I +
Vω,n
sin k
An
)
Yn. (3.4)
Write Yn =
(
yn
yn−1
)
and define new sequences (ρn)n, (Rn)n and (θn)n through the relation
ρn = yn + iyn−1 = Rne
iθn for n ≥ 1,
where we adopt the convention θ1 ∈ [0, 2π) and θn − θn−1 ∈ (0, π) for n ≥ 2. Note that all the
above quantities depend on the disorder ω which we will hide from the notation. Note also that the
original variables can be easily recovered from the Pru¨fer variables:(
xn
xn−1
)
= Rn
(
cos(θ¯n)
cos(θ¯n − k)
)
with θ¯n = nk − θn. (3.5)
Remark 3.1. Let Fn be the σ-algebra generated by the random variables (ωk)0≤k≤n so that Fn =
σ(ω0, · · · , ωn). We note that Tω,j ∈ Fn for j ∈ {0, · · · , n} and that Tω,j is independent of Fn for
j > n. In particular, Xn, Yn, ρn, Rn, θn ∈ Fn−1 and are hence independent of ωn. Similar consid-
erations hold for negative values of n. These simple facts will turn certain objects into martingales.
We seek for a more convenient form of the recursion (3.4) identifying An as a linear transform
on the complex plane such that
Ane
iθ = −i cos(nk − θ) eink = −i cos(nk − θ) ei(nk−θ) eiθ.
We can see that (3.4) takes the simple form
ρn+1 =
(
1− i Vω,n
sin k
cos(θ¯n) e
iθ¯n
)
ρn, (3.6)
where θ¯n = nk − θn. The recurrence in terms of (Rn, θn)n becomes
R2n+1 = R
2
n
(
1− Vω,n
sin k
sin(2θ¯n) +
V 2ω,n
sin2 k
cos2(θ¯n)
)
, (3.7)
which can be iterated to yield
R2n+1 = R
2
1
n∏
j=1
(
1− Vω,j
sin k
sin(2θ¯j) +
V 2ω,j
sin2 k
cos2(θ¯j)
)
, (3.8)
ANDERSON MODEL IN A DECAYING POTENTIAL 7
where here and below we always assume R1 = 1. One can show that the phases (θ¯n)n satisfy the
recursion
tan(θ¯n+1 − k) = tan(θ¯n) + Vω,n
sin k
. (3.9)
The recursion (3.7) will be the starting point of our analysis but first, we have to show that the
asymptotics of the (Xn)n and (Yn)n systems are equivalent. We start noticing that
Tr(Ψ∗nΨn) ≤ 4, det(Ψ∗nΨn) = sin2 k.
Hence, if 0 < λ1 < λ2 are the eigenvalues of Ψ
∗
nΨn then
λ1 + λ2 ≤ 4, λ1λ2 = sin2 k,
and thus
λ1 =
sin2 k
λ2
=
sin2 k
Tr(Ψ∗nΨn)− λ1
≥ sin
2 k
4
.
Since ‖Ψn‖2 ≤ 4, we obtain
sin2 k
4
R2n ≤ ‖Xn‖2 ≤ 4R2n, (3.10)
where we recall that Rn = ‖Yn‖. It turns out that the variables (Rn)n also allow us to control the
asymptotics of the transfer matrices. Let Tω,n = Tω,n · · ·Tω,2Tω,1 so that Xn+1 = Tω,nX1. We
write Yn(θ) when the recursion (3.4) is started from Ŷ1 = θ̂ :=
(
cos θ
sin θ
)
, and similarly for Rn(θ).
Lemma 3.2. For any pair of initial angles θ1 6= θ2 and initial norm ‖Y1‖ = 1, there exists constants
c(θ1, θ2), C(θ1, θ2) such that
c(θ1, θ2)max{Rn(θ1), Rn(θ2)} ≤ ‖Tω,n−1‖ ≤ C(θ1, θ2)max{Rn(θ1), Rn(θ2)},
for all n ≥ 1.
Proof. From the relation Tω,n−1X1 = ΨnYn, we obtain
‖Tω,n−1‖2 ≥ ‖ΨnYn‖2 ≥ sin
2 k
4
‖Yn‖2. (3.11)
The upper bound is more delicate and follows from a general result on unimodular matrices that
we defer to Lemma A.1 in Appendix A.1. 
Starting from this point, we specialize to the random vanishing case. Recall that (ωn)n≥0 is an
i.i.d. sequence of bounded centered random variables defined on a probability space (Ω,F ,P) with
an absolutely continuous distribution and denote by E the expected value with respect to P so that
E(ωn) = 0 for all n ≥ 0. We also assume that E(ω2n) = 1.
All the quantities defined above depend on ω, λ and E but these parameters will be omitted from
most of the notations whenever no confusion is possible.
4. Super-critical Case: Absolutely Continuous Spectrum
This is based on a criterion of Last and Simon [37] that relates spectral properties to transfer
matrices behavior. Let Tn(E) denote the product of transfer matrices associated to a bounded
Schro¨dinger operator H on l2([0,∞)) and an energy E.
Theorem 4.1. [37, Teorem 1.3] Suppose that
lim inf
n
∫ b
a
‖Tn(E)‖4dE <∞. (4.1)
Then, (a, b) ⊂ σ(H) and the spectral measure is purely absolutely continuous on (a, b).
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The criterion is valid for any power larger than 2. There is nothing special about the power 4
except that it makes the computations easier.
In the following, we write Tω,n(E), Yn(E) and Rn(E) when we want to emphasise the dependence
on the energy E. We write Vω,n = λanωn for n ≥ 0.
Proof of Theorem 2.1, part 1 (super-critical case). Let θ0 be any initial angle and let [a, b] ⊂ (−2, 2).
According to Lemma 3.2, it is enough to show
lim inf
n
E
[∫ b
a
R4n(E)dE
]
<∞. (4.2)
Then, by Fatou’s lemma,
E
[
lim inf
n
∫ b
a
R4n(E)dE
]
≤ lim inf
n
E
[∫ b
a
R4n(E)dE
]
<∞, (4.3)
which implies that (4.1) holds almost surely. Squaring (3.7), we obtain
R4n+1(E) =
{
1− 2Vω,n
sin k
sin(2θ¯n) +Aω,n(E)
}
R4n(E), (4.4)
where Aω,n(E) collects all the terms of higher order in Vω,n. An inspection at those terms shows
that there exists c = c(a, b) ∈ (0,∞) such that |Aω,n(E)| ≤ cn−2α for all E ∈ [a, b].
Observing that Rn is Fn−1-measurable and bounded, we have
E
[
R4n+1(E)
∣∣∣Fn−1] = E [1− 2Vω,n
sin k
sin(2θ¯n) +Aω,n(E)
∣∣∣Fn−1]R4n(E). (4.5)
Now, as θ¯n is Fn−1-measurable and Vω,n is independent of Fn−1 and centered,
E
[
Vω,n sin(2θ¯n)
∣∣∣Fn−1] = sin(2θ¯n)E [Vω,n] = 0. (4.6)
Collecting all the above observations, we conclude that
E
[
R4n+1(E)
∣∣∣Fn−1] ≤ {1 + c
n2α
}
R4n(E), (4.7)
for all E ∈ [a, b] and all n ≥ 1. Integrating with respect to P and iterating, we obtain
E
[
R4n+1(E)
] ≤ {1 + c
n2α
}
E
[
R4n(E)
] ≤ n∏
j=1
{
1 +
c
j2α
}
, (4.8)
for all E ∈ [a, b] and all n ≥ 1. As
∑
j
j−2α <∞ for α > 12 , the product above is bounded uniformly
in n and E ∈ [a, b]. This finishes the proof. 
5. Critical Case: transition from Singular Continuous to Point Spectrum
5.1. General scheme. To prove the absence of a.c. spectrum, we use the following criterion of
Last and Simon. With the notations of the beginning of Section 4:
Theorem 5.1. [37, Theorem 1.2] Suppose lim
n→∞
‖Tn(E)‖ = ∞ for a.e. E ∈ [a, b]. Then,
µac([a, b]) = 0, where µac is the absolutely continuous part of the spectral measure for H.
We will prove that, for all α ≤ 12 , λ ∈ R and all E ∈ (−2, 2) corresponding to values of k different
from π4 ,
π
2 and
3π
4 , one has
β = β(E,λ) := lim
n→∞
log ‖Tω,n(E)‖∑n
j=1 j
−2α
=
λ2
2(4− E2) , P− a.s. (5.1)
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which in particular implies that the norms diverge so that Theorem 5.1 can be applied. This will
be done by working the fine asymptotics of (Rn)n.
Next, we will argue that, for all λ and E as above, there exists a random initial direction ϑˆ0 such
that
lim
n→∞
log ‖Tω,n(E)ϑˆ0‖
log n
= −β, P− a.s. (5.2)
This guaranties that the solution of the eigenvalue equation with initial conditions x0 = cos ϑ0 and
x1 = sinϑ0 satisfies
lim
n→∞
log
√
x2n + x
2
n−1
log n
= −β, P− a.s. (5.3)
Summarising, for almost every pair (E,ω) there is a unique decaying solution with rate of decay
n−β. If β > 12 , it is in l
2(N). This holds if and only if |λ| > √4− E2. This condition is always met
if |λ| ≥ 2. If |λ| < 2, the condition fails once |λ| ≤ √4− E2 or, equivalently, if |E| ≤ √4− λ2. In
this case, there is no l2 solution. The result follows from the general theory of rank 1 perturbations
(see, for instance, Section II in Simon’s lecture notes [39, Section II]).
5.2. Asymptotics of Transfer Matrices. The following computation is valid in the critical and
sub-critical region i.e. α ≤ 12 . Recall the relation E = 2cos k.
Proposition 5.2. Let 0 < α ≤ 12 . Let Rn(E, θ0) denote the recurrence (3.7) corresponding to an
energy E, an initial direction θ0 and R1 = 1. Then, for all initial direction θ0 and E ∈ (−2, 2)
corresponding to values of k different from π4 ,
π
2 and
3π
4 , we have
lim
n→∞
logRn(E, θ0)∑n
j=1 j
−2α
=
λ2
8 sin2 k
, P− a.s. (5.4)
Proof. We take a0 = 1 and an = n
−α to simplify the presentation and write again Vω,n = λn
−αωn
for n ≥ 0. Remember the recursion,
R2n =
n−1∏
j=1
{
1− Vω,j
sin k
sin(2θ¯j) +
V 2ω,j
sin2 k
cos2(θ¯j)
}
. (5.5)
Using the Taylor expansion log(1 + ε) = ε− ε22 +O(ε3), we obtain
log
n−1∏
j=1
{
1− Vω,j
sin k
sin(2θ¯j) +
V 2ω,j
sin2 k
cos2(θ¯j)
}
(5.6)
=
n−1∑
j=1
{
− Vω,j
sin k
sin(2θ¯j) +
V 2ω,j
sin2 k
(
cos2(θ¯j)− 1
2
sin2(2θ¯j)
)
+O(V 3ω,j)
}
(5.7)
=
n−1∑
j=1
{
E[V 2ω,j]
4 sin2 k
− Vω,j
sin k
sin(2θ¯j) +
V 2ω,j − E[V 2ω,j ]
4 sin2 k
(5.8)
+
V 2ω,j − E[V 2ω,j]
sin2 k
(
1
2
cos 2θ¯j +
1
4
cos 4θ¯j
)
(5.9)
+
E[V 2ω,j ]
sin2 k
(
1
2
cos 2θ¯j +
1
4
cos 4θ¯j
)
+O(V 3ω,j)
}
. (5.10)
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The main contribution comes from the first term above. The tree next terms are martingales with
respect to Fn and are shown to be o
n−1∑
j=1
j−2α
 using martingale arguments (Lemma 5.3 and
Remark 5.4). The fifth term is more delicate and will be treated by ad-hoc methods in Appendix
A.2. Finally, the contribution from the O(V 3ω,j) term is o
n−1∑
j=1
j−2α
 as well. 
The following lemma is the key to estimate the martingale terms. It corresponds to [33, Lemma
8.4] but this shorter proof is taken from [9].
Lemma 5.3. Let (Xj)j be i.i.d. random variables with E[Xn] = 0, let Fn = σ(X1, · · · , Xn) and let
Yn ∈ Fn−1 for j ≥ 1. Let γ > 0 and define
Mn =
n∑
j=1
XjYj
jγ
and sn =
n∑
j=1
1
j2γ
. (5.11)
Assume |Xn|, |Yn| ≤ 1. Then, (Mn)n is an (Fn)n-martingale and
(i) For γ ≤ 12 and all ε > 0,
lim
n→∞
s
− 1+ε
2
n Mn = 0, P− a.s. (5.12)
(ii) For γ > 12 , (Mn)n converges P-almost surely to a finite (random) limit M∞ and, for all
κ < γ − 12 , we have
lim
n→∞
nκ (M∞ −Mn) = 0, P− a.s. (5.13)
Proof. The reader can consult the book [19] for the general properties of martingales used below.
The sequence (Mn)n is a martingale thanks to our hypothesis on (Xn)n and (Yn)n: indeed, since
Mn, Yn ∈ Fn and Xn+1 is independent of Fn and centered, we have
E[Mn+1|Fn] = E
[
Xn+1Yn+1
(n+ 1)γ
+Mn
∣∣∣Fn] (5.14)
= E[Xn+1]
Yn+1
(n+ 1)γ
+Mn =Mn. (5.15)
Let γ ≤ 12 . We use Azuma’s inequality [4]: let (Mn)n be a martingale such that |Mn −Mn−1| ≤ cn
for all n ≥ 1. Then,
P [|Mn −M0| ≥ t] ≤ 2 exp
{
− t
2
2
∑n
j=1 c
2
j
}
. (5.16)
In our case, M0 = 0, cj = 2j
−γ , and taking t = s
1+ε′
2
n for 0 < ε′ < ε, we obtain
P
[
|Mn| ≥ s
1+ε′
2
n
]
≤ 2 exp
{
−Cnε′
}
, (5.17)
for some C > 0. The claim a.− then follows from Borel-Cantelli’s lemma.
Now, let γ > 12 . Noticing that, for k < l,
E[XkYkXlYl] = E[E[XkYkXlYl|Fl−1]] = E[XkYkXlE[Yl|Fl−1]] = 0, (5.18)
we have
sup
n
E[M2n] = sup
n
n∑
j=1
E[X2j Y
2
j ]
j2γ
≤
∑
j≥1
1
j2γ
<∞. (5.19)
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Hence, (Mn)n is an L
2-martingale and converges, i.e., there exists a random variable M∞ such that
limn→∞Mn =M∞, P-a.s.. Finally, applying Azuma’s inequality to the martingale (Mn+k−Mn)k≥0,
we obtain
P [nκ |Mn+k −Mn| ≥ 1] ≤ 2 exp
{
−cn2(γ− 12−κ)
}
, (5.20)
for all k ≥ 0. Choosing κ < γ − 12 , the last claim follows from Fatou’s lemma, the convergence of
(Mn)n and Borel-Cantelli. 
Remark 5.4. The martingale property for the second, third and fourth terms in decomposition
(5.10) follows from Lemma 5.3, recalling that θ¯j ∈ Fn for all j ≤ n+ 1.
All the martingale terms in Proposition 5.2 are seen to be o
(∑n
j=1 j
−2α
)
by taking γ = α in
Lemma 5.3 for the first one and β = 2α for the others. The lemma actually guaranties that they
are much smaller.
There is still room in Azuma’s inequality to allow the support of the random variables (Xn)n to
grow with n. Unbounded random variables could be handled under some moment assumptions with
some extra effort.
5.3. Control of Generalized Eigenfunctions. The next proposition provides l2 eigenfunctions
in the proper region. For an angle θ, we write θ̂ = (cos θ, sin θ).
Proposition 5.5. Let α = 12 and k 6= π4 , 2π4 , 3π4 . Then, for P-almost every ω, there exists an initial
angle ϑ0 = ϑ0(ω) such that
lim
n→∞
log ‖Tω,n(E)ϑ̂0‖∑n
j=1 j
−2α
= − λ
2
8 sin2 k
, P− a.s. (5.21)
The proof is given in details in Appendix A.1. We now provide a non-asymptotic lower bound
on eigenfunctions that will be the key to the proof of absence of dynamical localization. The next
lemma actually provides a lower bound on any non-trivial generalized solution of Hω,λx = Ex for
α = 12 , λ > 0, uniformly in E ranging over compact intervals of (−2, 2). The proof is taken from [9]
where it was developed in the context of the discrete Dirac model.
Lemma 5.6. Let α = 12 and fix λ > 0. For E ∈ (−2, 2) define xω,E = (xω,E,n)n as the solution
of Hω,λx = Ex with a possibly random initial condition ϑ̂0. Then, for each compact interval
I ⊂ (−2, 2), there exists a deterministic constant κ = κ(I) > 0 such that, for P-almost every ω,
there exists cω = cω(I) > 0 such that√
|xω,E,n|2 + |xω,E,n−1|2 ≥ cωn−κ, ∀n ∈ Z. (5.22)
Proof. We prove the bound for all n ≥ 1, the opposite case being similar. We can reconstruct xω,E
through the recurrence
(
xω,E,n
xω,E,n−1
)
= Tω,n−1ϑ̂0. This implies in particular that√
|xω,E,n|2 + |xω,E,n−1|2 ≥ ‖Tω,n−1‖−1. (5.23)
Hence, using Lemma 3.2 with some ϑ1 6= ϑ2,
P
[‖Xω,E,n‖ ≤ n−κ] ≤ P [‖Tω,n−1(E)‖ ≥ nκ] (5.24)
≤ n−2κE [‖Tω,n−1(E)‖2] (5.25)
≤ C1(ϑ1, ϑ2)n−2κ
{
E
[
R2n(E,ϑ1)
]
+ E
[
R2n(E,ϑ1)
]}
, (5.26)
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for some C1(ϑ1, ϑ2) > 0. Keeping in mind the recursion (3.8), the argument of the proof of Part 1
of Theorem 2.1 given in Section 4 can be reproduced and yields
E
[
R2n(E,ϑ1)
] ≤ n∏
j=1
(
1 +
b
j
)
≤ C2nb−2κ, (5.27)
for some constants b = b(I) and C2 = C2(b). The estimate for R
2
n(E,ϑ2) is of course similar. Taking
b− 2κ < −1, the result follows by Borel-Cantelli. 
5.4. Absence of dynamical localization. The following result shows that no dynamical local-
ization can arise in the critical case. This was already stated in Theorem 2.2 from [22]. The simple
argument below uses our lower bound on eigenfunctions from Lemma 5.6 and is once again taken
from [9].
Proposition 5.7. Let α = 12 and λ > 0. Let I be a compact interval contained in the interior of
σpp(Hω,λ). Then, there exists p0 > 0 such that, for P-almost every ω,
lim sup
t→∞
∥∥∥|X|p/2e−itHω,λψ∥∥∥2 =∞, (5.28)
for all p > p0 and ψ ∈ RanPI(Hω,λ).
Proof. Let cω and κ be as in Lemma 5.6. Let (ψl)l be a basis of RanPI(Hω,λ) consisting of eigen-
functions of the operator Hω,λ, with corresponding eigenvalues (El)l. Define the truncated position
operator XN = Xχ[−N,N ]. Then, taking p > κ− 1,∥∥∥|XN |p/2ψl∥∥∥2 = ∑
|n|≤N
|n|p|ψl(n)|2 (5.29)
≥ 1
2
∑
|n|≤N−1
(|n| − 1)pmax{|ψl(n)|2, |ψl(n− 1)|2} (5.30)
≥ cω
2
∑
|n|≤N−1
(|n| − 1)p|n|−κ ≥ c′ωNp−κ+1, (5.31)
for some c′ω > 0 and for all l. Let ψ ∈ RanPI(Hω,λ) and write ψ =
∑
l alψl. Hence,∥∥∥|XN |p/2e−itHω,λψ∥∥∥2 =∑
l,l′
αlαl′e
−it(El−El′ )〈ψl′ , |XN |p/2ψl〉. (5.32)
After a careful application of the dominated convergence theorem to exchange sums and integrals,
we obtain
lim
T→∞
1
T
∫ T
0
∥∥∥|XN |p/2e−itHω,λψ∥∥∥2 dt =∑
l
|al|2
∥∥∥|XN |p/2ψl∥∥∥2 ≥ c′ωNp−κ+1. (5.33)
Hence, there exists an diverging (random) sequence (TN )N such that
1
TN
∫ TN
0
∥∥∥|XN |p/2e−itHω,λψ∥∥∥2 dt ≥ c′ω
2
Np−κ+1, (5.34)
for all N ≥ 1. From here, we can find a diverging (random) sequence (tN )N such that∥∥∥|XN |p/2e−itNHω,λψ∥∥∥2 ≥ c′ω
4
Np−κ+1, (5.35)
for all N ≥ 1. This finishes the proof. 
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6. Sub-critical case: Dynamical Localization
Theorem 2.3 was proved in [38] using the Kunz-Souillard method. We briefly outline the approach
used in [8] to prove dynamical localization for the analogue continuum model and which becomes
particularly simple when adapted to the discrete case (see [9] for the related discrete Dirac model).
We use the fractional moment method [1, 3].
The key to this approach is to estimate the correlator by the fractional moments of the Green’s
function in boxes. Let Hω,L denote the restriction of the operator Hω,λ to [−L,L], let Rω,L(E) =
(Hω,L − E)−1 and let Gω,L(m,n) = 〈δm, Rω,L(E)δn〉. A suitable adaptation of the arguments
of [3, Section 7] to the decaying potential case shows that
E
[
Qω(m,n; I)
2
] ≤ C|λ|−1a−1m lim inf
L→∞
∫
I
E [|Gω,L(m,n)|s] dE, (6.1)
for s ∈ (0, 1) small enough, for some C = C(s) > 0 and all m,n ∈ N. It is then possible to show
that there exists a constant C = C(s, I) such that
E [|Gω,L(m,n)|s] ≤ C|λ|−2sa−2sm E
[
‖Tω,[m,n](E)X̂m‖−s
]
, (6.2)
for all E ∈ I and all m,n ∈ N, where Tω,[m,n](E) = Tω,n · · ·Tω,m and X̂m = ‖Xm‖−1Xm with Xm =
Tω,mX0. The inverse fractional moments of transfer matrices are shown to decrease exponentially
in [12] in the ergodic case. The proof uses the positivity of the Lyapunov exponent as an input. The
decaying potential case requires a finer analyisis [8,9] and uses the asymptotics of transfer matrices
given in Proposition 5.2 as a starting point. More precisely, it is possible to show that, for s ∈ (0, 1)
small enough, there exists constants C = C(m, s, I) > 0 and c = c(s, I) > 0 such that
E
[
‖Tω,[m,n](E)X̂m‖−s
]
≤ Ce−cn1−2α , (6.3)
for all E ∈ I and all n ∈ N. Theorem 2.3 then follows from a concatenation of the above estimates.
The proof of the upper bound in Proposition 2.4 in standard (see [11, Theorem 9.22]). The
lower bound can be proved along the lines of Lemma 5.6. Proposition 2.5 can then be proved as
Proposition 5.7 using Proposition 2.4 instead of Lemma 5.6.
Appendix A. Some technical lemmas
A.1. Two results on unimodular matrices. We say that a matrix is unimodular if it has
determinant equal to 1. The following lemma is used to compare the asymptotics of the transfer
matrix with those of the sequence (Rn)n.
Lemma A.1. Let A be an unimodular matrix and let θˆ = (cos θ, sin θ). Then, for all pair of angles
|θ1 − θ2| ≤ π2 ,
‖A‖ ≤ sin
(
|θ1−θ2|
2
)−1
max{‖Aθˆ1‖, ‖Aθˆ2‖}. (A.1)
Proof. First, there exists angles θ0 and σ0 such that A
∗σˆ0 = ‖A‖θˆ0. Then, for any angle θ,
| cos(θ − θ0)| = |〈θˆ, θˆ0〉| = 1‖A‖|〈θˆ, A
∗σˆ0〉| = 1‖A‖|〈Aθˆ, σˆ0〉| ≤
‖Aθˆ‖
‖A‖ .
This way, for any pair of angles, we obtain
‖A‖max{| cos(θ1 − θ0)|, | cos(θ2 − θ0)|} ≤ max{‖Aθˆ1‖, ‖Aθˆ2‖}.
To conclude, just note that for all |γ| ≤ π/2, the minimum of the function x 7→ max{| cos(x)|,
| cos(x+ γ)|} is attained at π/2− γ/2 and is equal to | cos(π/2 − γ/2)| = | sin(γ/2)|. 
The following lemma is used to find eigenfunctions with the proper decay.
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Lemma A.2. For a unimodular matrix with ‖A‖ > 1, define ϑ = ϑ(A) as the unique angle
ϑ ∈ (−π2 , π2 ] such that ‖Aϑˆ‖ = ‖A‖−1. We also define r(A) = ‖A(1, 0)T ‖/‖A(0, 1)T ‖.
Let (An)n be a sequence of unimodular matrices with ‖An‖ > 1 and write ϑn = ϑ(A) and rn =
r(An). Assume that
(i) lim
n→∞
‖An‖ =∞,
(ii) lim
n→∞
‖An+1A−1n ‖
‖An‖ ‖An+1‖ = 0.
Then,
1.- (ϑn)n has a limit ϑ∞ ∈ (−π/2, π/2) if and only if (rn)n has a limit r∞ ∈ [0,∞). If ϑn →
±π/2, then rn →∞ but, if rn →∞, we can only conclude that |ϑn| → π/2.
2.- Suppose (ϑn)n has a limit ϑ∞ 6= 0, π2 . Then,
lim
n→∞
log ‖Anϑˆ∞‖
log ‖An‖ = −1 if and only if lim supn
log |rn − r∞|
log ‖An‖ ≤ −2. (A.2)
Proof. Recall ϑn denotes the unique angle in (−π/2, π/2] such that ‖Anϑˆn‖ = ‖An‖−1. Let ϑ′n ∈
(ϑn − π/2, ϑn + π/2] be the unique angle such that ‖Anϑˆ′n‖ = ‖An‖ and let ϑ⊥n be either ϑn − π/2
or ϑn + π/2 and such that ϑ
′
n lies between ϑn and ϑ
⊥
n .
Let v0 =
(
1
0
)
, w0 =
(
0
1
)
, vn = Anv0 and wn = Anw0. Then,
ϑˆn = cos ϑnv0 + sinϑnw0, (A.3)
and applying An on both sides,
± 1‖An‖ ϑˆn = Anϑˆn = cos ϑnvn + sinϑnwn ≃ 0, (A.4)
as ‖An‖ → ∞. Hence,
rn = r(An) =
‖vn‖
‖wn‖ ≃ | tan ϑn|. (A.5)
This shows that, if ϑn → ϑ∞, then rn → | tan ϑ∞| ∈ [0,∞]. On the other hand, if rn → r∞ ∈ [0,∞],
then |ϑn| → arctan(ρ∞), with the convention arctan(∞) = π/2. If ρ∞ = ∞, we only get that
|ϑn| → π/2. Otherwise, it is enough to prove that ϑn − ϑn−1 → 0 to show the convergence of ϑn.
For this, we use the decomposition
ϑˆ = cos(ϑ − ϑn)ϑˆn + sin(ϑ− ϑn)ϑˆ⊥n . (A.6)
Applied to ϑn+1, this yields
ϑˆn+1 = cos(ϑn+1 − ϑn)ϑˆn + sin(ϑn+1 − ϑn)ϑˆ⊥n , (A.7)
and
Anϑˆn+1 = ±‖An‖−1 cos(ϑn+1 − ϑn)ϑˆn + sin(ϑn+1 − ϑn)Anϑˆ⊥n (A.8)
≃ sin(ϑn+1 − ϑn)Anϑˆ⊥n .
Hence,
‖Anϑˆ⊥n ‖| sin(ϑn+1 − ϑn)| ≃ ‖Anϑˆn+1‖ (A.9)
≤ ‖AnA−1n+1‖‖An+1ϑˆn+1‖ =
‖A−1n+1An‖
‖An+1‖ .
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In the last step, we used that the An’s are unimodular to switch from ‖AnA−1n+1‖ to ‖A−1n+1An‖. By
condition (ii), it is enough to show that ‖Anϑˆ⊥n ‖ & ‖An‖. For this, decompose
ϑ⊥n = αnϑˆ
′
n + βnϑˆn, (A.10)
for some coefficients such that α2 + β2 = 1. Note that, by construction, |αn| > |βn| and hence
|αn| ≥ 1/2. Therefore,
‖Anϑˆ⊥n ‖2 = α2‖An‖2 + β2‖An‖−2 ≥
1
4
‖An‖2.
This finishes the proof Part 1.
To prove Part 2, assume ϑn → ϑ∞ ∈ (0, π/2) and apply (A.6) to ϑ = ϑ∞ to obtain
Anϑ∞ = ±‖An‖−1 cos(ϑ∞ − ϑn)ϑˆn + sin(ϑ∞ − ϑn)Anϑˆ⊥n . (A.11)
Recalling that ‖An‖ → ∞, ϑn − ϑ∞ → 0 and ‖Anϑˆ⊥n ‖ ≍ ‖An‖,
log ‖Anϑ∞‖
log ‖An‖ ≃ max
{
−1, log | sin(ϑ∞ − ϑn)|
log ‖An‖ + 1
}
. (A.12)
Hence, the left condition in (A.2) is satisfied if and only if
lim sup
n
log | sin(ϑ∞ − ϑn)|
log ‖An‖ ≤ −2. (A.13)
But, disregarding multiplicative constants which will disappear in the limit,
sin(ϑ∞ − ϑn) ≍ tan(ϑ∞ − ϑn) ≍ tan ϑ∞ − tan ϑn = r∞ − rn. (A.14)

We apply this with An = Tω,n to prove Proposition 5.5. Define(
x
(1)
n+1
x
(1)
n
)
= Tω,n
(
1
0
)
and
(
x
(2)
n+1
x
(2)
n 1
)
= Tω,n
(
0
1
)
(A.15)
and let R
(i)
n , θ
(i)
n , n ≥ 1, i = 1, 2 be the corresponding Pru¨fer radii and phases. We let rn = R(1)n /R(2)n
and ϑn be as in Lemma A.2. Then it follows from (3.5) and some elementary trigonometry that
x
(1)
n+1x
(2)
n − x(1)n x(2)n+1 = R(1)n R(2)n sin k sin(θ(2)n − θ(1)n ), (A.16)
where θ¯
(i)
n = nk − θ(i)n . On the other hand,
x
(1)
n+1x
(2)
n − x(1)n x(2)n+1 = det
(
Tω,n
(
1 0
0 1
))
= 1. (A.17)
This, together with the convergence
lim
n→∞
R
(i)
n
log n
= β, i = 1, 2, (A.18)
gives
lim
n→∞
log | sin(θ(2)n − θ(1)n )|
log n
= lim
n→∞
log | sin(θ¯(2)n − θ¯(1)n )|
log n
= −2β. (A.19)
Remember the decomposition (5.10). We have to estimate the difference of the expansions for
logR
(1)
n and logR
(2)
n . By (A.19), | sin(θ¯(2)n − θ¯(1)n )| . n−β+ǫ, for any ǫ > 0. Hence, there exists
random sequences (mn)n ⊂ N and (∆n)n ⊂ R such that θ¯(1)n − θ¯(2)n = mnπ+∆n and |∆n| . n−β+ǫ.
Therefore,
sin(2θ¯(2)n ) = sin(2θ¯
(1)
n + 2∆n) ≃ sin(2θ¯(1)n ) + 2 cos(2θ¯(1)n )∆n. (A.20)
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This shows that ∣∣∣Vj (sin(2θ¯(1)j )− sin(2θ¯(2)j ))∣∣∣ . j− 12−2β+ǫ,
and
∣∣∣V 2j (cos2(θ¯(1)j )− cos2(θ¯(2)j ))∣∣∣ . j−1−2β+ǫ,
by a similar argument. Hence,
log rn = −
n∑
j=1
Vω,j
sin k
(
sin(2θ¯
(1)
j )− sin(2θ¯(2)j )
)
+
n∑
j=1
Aj (A.21)
where the first sum is a convergent martingale by Lemma 5.3 with γ = 12 + 2β − ǫ and the second
one is absolutely convergent as Aj = O(j
−1−2β+ǫ). This shows that rn → r∞ ∈ (0,∞) almost surely
which implies that ϑn has a limit ϑ∞ 6= 0, π/2 by the first part of Lemma A.2.
The equivalence (A.2) in our context corresponds to
lim
n→∞
logRn(ϑ∞)
log n
= −β if and only if lim sup
n
log |rn − r∞|
log n
≤ −2β. (A.22)
Let us denote by log rn = Mn + Sn the decomposition (A.21) and log r∞ = M∞ + S∞ where M∞
and S∞ are the almost sure limits of Mn and Sn respectively. Then,
|r∞ − rn| = eM∞+S∞
∣∣1− eMn−M∞+Sn−S∞∣∣ ≃ eM∞+S∞ |Mn −M∞ + Sn − S∞| (A.23)
. eM∞+S∞n−2β+2ǫ, (A.24)
by the last statement of Lemma 5.3 with γ = 12 +2β− ǫ. This finishes the proof of Proposition 5.5.
A.2. Analysis of the Pru¨fer phases. We begin with a simple observation: from (3.6),∣∣∣ei(θn+1−θn) − 1∣∣∣ = ∣∣∣∣ρn+1ρn − 1
∣∣∣∣ ≤ |Vω,a|| sin k| ≤ 1, (A.25)
for n large enough. Hence, for n large enough, |θn+1 − θn| < π/2 and
|θn+1 − θn| ≤ π
2
| sin(θn+1 − θn)| ≤ π
2
∣∣∣ei(θn+1−θn) − 1∣∣∣ . n−α. (A.26)
This can be written in the equivalent form
|θ¯n+1 − θ¯n − k| ≤ c0n−α, (A.27)
for some c0 > 0, which will be more suitable for our purposes.
The next lemma provides the control of the Pru¨fer phases needed to complete the proof of
Proposition 5.2.
Lemma A.3. Let 0 < α ≤ 12 . Let E ∈ (−2, 2) corresponding to values of k different from π4 , π2 and
3π
4 . Then,
lim sup
n→∞
∑n
j=1 E[V
2
ω,j]
(
1
2 cos 2θ¯j +
1
4 cos 4θ¯j
)∑n
j=1 j
−2α
= 0. (A.28)
Proof. The key to the proof is [33, Lemma 8.5] which states: suppose that y ∈ R is not in πZ.
Then, there exists a sequence of integers ql →∞ such that∣∣∣∣∣∣
ql∑
j=1
cos θj
∣∣∣∣∣∣ ≤ 1 +
ql∑
j=1
|θj − θ0 − jy| , (A.29)
for all (θj)j≥0 ⊂ R.
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We will treat the term with cos(4θ¯j) as the other one is similar. We will take y = 4k above. Let
n be large enough so that it can be written as n = n0+Kql with n0 ≥ q2l and 4c0n−α0 ≤ q−2l (where
c0 is the constant from (A.27)). Then,∣∣∣∣∣∣
n∑
j=n0+1
j−2α cos(4θ¯j)
∣∣∣∣∣∣ =
∣∣∣∣∣
K∑
m=0
ql∑
r=1
(n0 +mql + r)
−2α cos(4θ¯(n0 +mql + r))
∣∣∣∣∣ (A.30)
≤
K∑
m=0
(n0 +mql)
−2α
∣∣∣∣∣
ql∑
r=1
cos(4θ¯(n0 +mql + r))
∣∣∣∣∣ (A.31)
+
K∑
m=0
ql∑
r=1
∣∣(n0 +mql + r)−2α − (n0 +mql)−2α∣∣ (A.32)
=: A+B. (A.33)
By (A.29),
A ≤
K∑
m=0
(n0 +mql)
−2α
(
1 + 4
ql∑
r=1
|θ¯(n0 +mql + r)− θ¯(n0 +mql)− kr|
)
. (A.34)
Now, by (A.27),
4
ql∑
r=1
|θ¯(n0 +mql + r)− θ¯(n0 +mql)− kr| ≤ c0
ql∑
r=1
r∑
s=1
(n0 +mql + r)
−α (A.35)
≤ c0(n0 +mql)−α
ql∑
r=1
r ≤ c0q2l n−α0 ≤ 1. (A.36)
Thus,
A ≤ 2
K∑
m=0
(n0 +mql)
−2α ≤ 2q−2αl
K∑
m=0
(n0q
−1
l +m)
−2α ≤ c1q−2αl K1−2α ≤ c1q−1l n1−2α,
for some finite c1 > 0. To estimate B, we use that∣∣(n0 +mql + r)−2α − (n0 +mql)−2α∣∣ ≤ c2(n0 +mql)−2α−1r, (A.37)
for some finite c2 > 0 which shows that
B ≤ c2
K∑
m=0
ql∑
r=1
(n0 +mql)
−2α−1r ≤ c2q2l n−10
K∑
m=0
(1 + n−10 mql)
−1(n0 +mql)
−2α (A.38)
≤ c2
K∑
m=0
(n0 +mql)
−2α, (A.39)
where we used q2l n
−1
0 ≤ 1. This last sum can be estimated as above. Summarizing,∣∣∣∣∣∣
ql∑
j=1
cos θj
∣∣∣∣∣∣ ≤ c3q−1l n1−2α, (A.40)
for some finite c3 > 0. This finishes the proof. 
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