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A Direct Computation of State 
Deadbeat Feedback Gains 
Kenji Sugimoto, Akira Inoue, and Shiro Masuda 
Abstruct-This note gives a new method for computing a feedback 
gain which achieves state deadbeat control. From systems given in the 
staircase form, this method derives the deadbeat gain in a numerically 
reliable way. It is also shown that the gain turns out to be LQ optimal 
for some weightings. 
I. INTRODUCTION 
As is widely recognized, it is by no means trivial to compute 
state deadbeat gains in a numerically reliable way. In addition to 
the conventional method using the reachability matrix, a number 
of approaches have been proposed in literature (see, e.g., [41). 
Emami-Naeini [31 has given a method based on the linear 
quadratic (LQ) control theory. Van Dooren [2] has computed 
the gain by repeating conversion of a given system. These two 
methods are numerically stable, and each of them has its own 
merit. In [31, the deadbeat gain is computed as an LQ regulator 
for a specially chosen pair of weightings, which gives an elegant 
interpretation of the deadbeat gain. In [2], the norm of the gain 
is optimized in addition to the minimal time deadbeat property. 
In this note, we propose a new method for computing a 
deadbeat gain. The obtained gain turns out to be LQ optimal for 
some weightings, and hence it shares the advantage with the 
method by [31. Yet the present approach does not require 
solving the Riccati equation, and hence is algorithmically more 
transparent. LQ optimality is shown by using the result on the 
inverse regulator problem. 
11. MAIN RESULT 
Consider a reachable system 
x ( t  + 1) = Fox( t )  + Gou(t ) ,  t = 1,2;** (1) 
where F, E RnXn, Go E R n X m .  No assumption is made on non- 
singularity of F,. As in the existing work [2], [3],  we start by 
converting the pair (Fo, Go) into the staircase form 
where p is the reachability index, Ap has full row rank rp,  the 
diagonal element matrices Fpp are rp X rp, and the rest are of 
compatible sizes. It is well known that the form (2)  can be 
obtained via orthogonal similarity transformations, and hence 
this process is numerically reliable. 
Now we compute the deadbeat gain directly from (2). In order 
to explain the recursive nature of the algorithm, let us first 
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define a sequence of submatrices 
r A p i  
for p = l,..., p. Then we have F = F,, G = G,, and 
1283 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 38, NO. 8, AUGUST 1993 
0018-9286/93$03.00 8 1993 IEEE 
Namely, 
simple recursive formula: 
is embedded into the preceding pP. 
With these notions, the deadbeat gain K is given by the 
Here, A -  denotes any right inverse of the matrix A. 
Remark: For each p ,  K p  in the formula (5) is chosen so that 
4 - 4 K p = [ o  0 -Kp+,  ] p P ’  
Note that in the right-hand side, the rp columns of the first 
factor matrix are all zeros. An effect of taking such K p  is 
indicated by the following theorem. 
Theorem 1: The feedback gain (5) achieves minimal time 
deadbeat control. 
h o t  In view of (2), (4), and (5) we compute 
pl. (6) 1 0 - K 2 ( j 2  - C?,K2)P-1 0 (j2 - & 2 K 2 ) P - 1  
We can proceed this process recursively with respect tonthe 
s e  p. Furthermore, in the final suffix p = p, we have F, - 
G K = 0 by (5). By induction, we thus obtain ( F  - G K ) ”  = 
U t P ,  (Fl  - G I K 1 ) ”  = 0, as expected. 
111. LQ O ~ M A L I T Y  
Now we show that the deadbeat gain obtained by (5) is 
optimal for some weightings. To this end, we give a criterion for 
optimality in a more general form. 
Theorem 2: In the system (2), suppose that G has full column 
rank. (Then A,  is square and invertible.) If a stabilizing feed- 
back gain K is written as 
K = A ; ’ [ Z  L ] F  (7) 
for some L, then K is LQ optimal for the performance index 
m 
J := XT(t)Qx(t), 
t = O  
Q := H T H ,  H := A;’[Z L ] .  (8) 
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Proofi Denoting Z ( z )  := (zI  - F)-’G, the return differ- 
ence matrix for the gain (7) is 
W(2)  := I + KZ(2) 
= A;’[Z L][ 21 + A;’[Z L]FZ(z) 
= z A ; ’ [ I  L]Z(z)  (9) 
WT(z- ’ )W(z)  = Z T ( z - ’ ) Q Z ( z ) .  (10) 
by (2) and (7). Hence we have, in view of (81, 
On the other hand, let E be the LQ optimal gain for the 
performance index (8), and let wiz)  be its return difference 
matrix. Then it is well known (111, [51,[71) that V(z) satisfies the 
Kalman equation 
w T ( z - ’ ) G T n G T ( z )  = Z T ( z - ’ ) Q Z ( z )  (11) 
where is the solution of the corresponding Riccati equation. 
In view of (10) and (10, we can readily show that K = a by 
0 
Remark: Note that the control weighting R = 0 in the perfor- 
mance index (8). The existence of the Riccati solution is, how- 
ever, ensured in this case (see [6]). 
We see that the deadbeat gain by formula (5) satisfies the 
condition (7) by putting L = K2. We thus have the following 
result. 
slightly modifying the technique in [5, prop. 3.11. 
Corollary: The deadbeat gain K by (5 )  is LQ optimal. 
IV. AN EXAMPLE 
Consider the system 
F, = diag(1,2-’;..,2-”+’), go = (1;..,1lT. (12) 
Applying the staircase algorithm, we obtain the form (2). If 
n = 4, for example, we have 
4.7e - 1 -3.4e - 1 5.3e - 17 -1.3e - 17 
= -3.4e - 1 6.9e - 1 -2.3e - 1 5.4e - 17 [ 0 0 1.2e - 1 2.7e - 1 0 -2.3e - 1 4.5e - 1 1.2e - 1 ’ 1 
r-2.0e + 01 
(13) 
Then the deadbeat gain by the formula (5) is 
K,, = (3.0e + 0, -1.3e + 0,1.7e - 1, -6.0e - 3) (14) 
while the gain K ,  computed via the reachability matrix is the 
same. 
In the latter method, we have used the toolbox “ctrbf’ of 
MATLAB. Due to the special algorithm of this software, it is 
feasible to calculate reachability matrices without causing the 
well-known numerical instability. Even so, as n increases, the 
error of the latter grows rapidly and, as an extreme case, when 
n = 16 we have obtained 
ll(F, - g,Ks,)nll = 9.2e - 28, 
IKF, - g,KJ”II = 2.3e + 79. (15) 
Here, the computation was carried out by MATLAB of NEC-PC 
version. 
V. CONCLUSION 
We have shown that the gain (5) achieves deadbeat control 
and is LQ optimal. Although we do not have to solve the Riccati 
equation for any weightings, it is ensured that the obtained 
feedback gain belongs to the class of optimal control. 
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A Newton-Squaring Algorithm for Computing 
the Negative Invariant Subspace 
of a Matrix 
C. S. Kenney, A. J. h u b ,  and P. M. Papadopoulos 
Abstract-By combining Newton’s method for the matrix sign function 
with a squaring procedure, a basis for the negative invariant subspace of 
a matrix can he computed efficiently. The algorithm presented is a 
variant of multiplication-rich schemes for computing the matrix sign 
function such as the well-known inversion-free Schulz method which 
requires two matrix multiplications per step. However, by avoiding a 
complete computation of the matrix sign and instead concentrating only 
on the negative invariant subspace, the final Newton steps can be 
replaced by steps which require only one matrix squaring each. This 
efficiency is attained without sacrificing the quadratic convergence of 
Newton’s method. 
I. INTRODUCTION 
The need to compute invariant subspaces of a matrix A E 
@ “ A ~ ~ A  arises in a variety of settings. For example, a com- 
mon procedure for solving the algebraic Riccati equation 
involves finding the negative invariant subspace of an associated 
Hamiltonian matrix [25], [26]. In recent years there has been 
renewed interest [11-[41, [71, [81, [101-[131, [181-[221,[251, [271-[291 
in using the matrix sign function to solve such problems, 
especially for large matrices. 
The matrix sign function is a generalization of the scalar sign 
function for complex numbers. If z is a complex number which 
is not on the imaginary axis, then sgn(z) is - 1 if z has negative 
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