Living cells need to distinguish persistent signals from transient ones. There is few work on studying persistent detection, in the context of cell signalling, from a stochastic signal point of view. This paper aims to address this gap. This paper considers a persistence detection problem defined over a reaction pathway consisting of three species: an inducer, a transcription factor (TF) and a gene, where the inducer can activate the TF and an active TF can bind to the gene promoter. We model the pathway using chemical master equation so the counts of bound promoters over time is a stochastic signal. We consider the problem of using the continuous-time stochastic signal of the counts of bound promoters to infer whether the inducer signal is persistent or not. We use statistical detection theory to derive the solution to this detection problem, which is to compute the log-likelihood ratio of observing a persistent signal to a transient one. We then show that, if the input is persistent, then the positive log-likelihood ratio can be approximately computed by using the continuous-time signals of the number of active TF molecules and the number of bound promoters. Finally, we show how we can use a coherent feedforward loop to approximately compute this log-likelihood ratio.
I. INTRODUCTION
Cells live in a noisy environment. A task that cells need to do is to distinguish a persistent signal from a spurious one. Let us take the bacteria Escherichia coli (E. coli) as an example. E. coli can metabolise a few different types of sugar [2] . For each type of sugar, E. coli need to produce a specific enzyme in order to digest it. One of the prerequisites for producing an enzyme is that the specific sugar digested by the enzyme must be present in sufficient quantity for a long enough time [19] . If we consider the concentration of a sugar over time as a signal, then E. coli need to decide whether this signal is transient or persistent. This is an example of persistence detection that E. coli need to carry out.
A biochemical circuit that can perform persistence detection in E. coli is the L-arabinose utilisation system [19] . This circuit belongs to a general class of circuits which is known as the Coherent Type-1 Feedforward Loop with an AND logic at the output or C1-FFL for short. The C1-FFL is a network motif and is a frequently found circuit in both E. coli and Saccharomyces cerevisiae (yeast) [22, 25] . This means that C1-FFL carries out important functions in cells. The authors in [18, 25] show that C1-FFL can act as a persistence detector. They do this by modelling the gene expression in C1-FFL by using ordinary differential equations (ODEs) and show that a persistent (resp. transient) input to C1-FFL will result in a high (zero) output.
The papers [18, 25] take a deterministic approach to understand persistence detection. In our recent paper [7] , we present a stochastic approach based on statistical detection theory [16] . In [7] , we consider a reaction pathway with two species -say for concreteness, an inducer and a * c.t.chou@unsw.edu.au transcription factor (TF) -modelled by chemical master equation. We consider a detection problem whose aim is to infer whether the inducer signal is persistent or not by using the signal of the number of active TFs over time. According to detection theory, the solution to this detection problem is to compute a log-likelihood ratio and we derive an ODE which describes the evolution of this loglikelihood ratio over time. In order to connect this ODE with C1-FFL, we ask the question of how we can implement this ODE using chemical reactions. There has been a lot of work in synthetic biology on how to use chemical reactions for analog computation, see e.g. [23, 27, 28] . A lesson that we have learnt is that some computations (e.g. those involving both positive and negative numbers) are more complex to implement than others because their implementations require a higher number of chemical species and chemical reactions. This lesson leads us to derive an ODE which can approximately compute the log-likelihood ratio without having to use the computations that are complex to implement. We achieve this approximation by using time-scale separation and computing only the positive log-likelihood ratio. In the final step, we show that the computation of the approximate positive log-likelihood ratio can be implemented by a C1-FFL. The paper [7] is the first to demonstrate that C1-FFL can work as a statistical persistence detector.
In this paper, we extend the approach of [7] to the case of a reaction pathway consisting of three chemical species: an inducer, a TF and a gene. In this reaction pathway, the inducer activates the TF and the activated TF binds probabilistically with the gene promoter. We consider the detection problem of using the time signal of the number of bound promoters to infer whether the inducer signal is persistent or not. We present the solution of this detection problem in the form of an ODE which describes the evolution of the log-likelihood ratio over time. We then consider how we can compute this log-likelihood ratio approximately when the input is per-sistent. We derive a non-trivial result which says that this log-likelihood ratio can be approximately computed from the noisy time signals of the number of bound promoters and the number of active TFs. We then use this result to show we can use C1-FFL to approximately compute the mean positive log-likelihood ratio. The derivation in this paper is technically more involved, compared to that of [7] , because of the nonlinearity in the TF-gene promoter binding. Note that some of the results in this paper appeared in an earlier conference paper [9] , however the conference version used a simplified TF-gene promoter binding model, did not contain any mathematical derivations and had few numerical results.
The rest of this paper is organised as follows. Sec. II presents background information on C1-FFL and detection theory. We then define the detection problem and present its solution in Sec. III. After that in Sec. IV, we present a method to approximately compute the loglikelihood ratio and use this approximation in Sec. V to show that C1-FFL can be used to approximately compute positive log-likelihood ratio. Finally, Sec. VI presents a discussion and concludes the paper.
II. BACKGROUND

A. C1-FFL
The C1-FFL can be depicted as a network where each link is associated with a signal and each node transforms the input signal(s) into an output signal. Fig. 1a shows the network of C1-FFL. The input signal is s(t) and output signal is z(t). Both x * (t) and y * (t) are intermediate signals, and s y (t) is an external signal.
The C1-FFL in Fig. 1a is an abstraction of the molecular interactions which are depicted in Fig. 1b . In the figure, both S and S y are inducers. Both X and Y are TFs, which are expressed by their corresponding gene. The inducer S (resp. S y ) turns the inactive form X (Y) into its active form X * (Y * ). The activation of gene Z requires the binding of both X * and Y * to the promoter of Z, i.e. the AND gate in Fig. 1a .
Note that there is a one-to-one correspondence between the chemical species in Fig. 1b with their corresponding time signals in Fig. 1a , e.g. x * (t) is the concentration of X * at time t and so on. In this paper, we will assume that the inducer S y is always present and its concentration is always above the threshold needed to activate Y. Furthermore, we assume the activation of Y by S y is fast, this allows us to write y * (t) = y(t) and we will use y(t) for y * (t) from now on. By using Hill function to model the gene expression, [19] presents an ODE model for C1-FFL, as follows:
Hxy(x * (t))
where k + , k − and d y are reaction rate constants; h xy , n xy , K xy , h xz , n xz , K xz , h yz , n yz and K yz are coefficients for Hill functions H xy (x * (t)), H xz (x * (t)) and H yz (y(t)).
Lastly, x(t)+x * (t) is the constant M . The multiplication of H xz and H yz on the right-hand side (RHS) of (1c) implements the AND gate in Fig. 1a . With suitably chosen parameter values, the C1-FFL in (1) acts as a persistence detector in the sense that if the input signal s(t) is a persistent (resp. transient), then the output z(t) has a high (low) value. Note that we have not included a degradation reaction for z(t) in (1c) so that we can relate z(t) to the computation of log-likelihood ratio later.
B. Detection theory
Detection theory [16] is a branch of statistical signal processing. Its aim is to use the measured data to decide whether an event of interest has occurred. In the context of this paper, the events are whether the signal is transient or persistent. A detection problem is often formulated as a hypothesis testing problem, where each hypothesis corresponds to a possible event. Let us consider a detection problem with two hypotheses, denoted by H 0 and H 1 , which correspond to respectively, the events of transient and persistent signals. Our aim is to decide which hypothesis is more likely to hold. We define the log-likelihood ratio R:
where P[measured data|H i ] is the conditional probability that the measured data is generated according to hypothesis H i . Note that we have chosen to use log-likelihood ratio, rather than likelihood ratio, because it will enable us to build a connection with C1-FFL later on. Intuitively, if the log-likelihood ratio R is positive, then the measured data is more likely to have been generated by a persistent signal or hypothesis H 1 , and vice versa. Therefore, the key idea of detection theory is to use the measured data to compute the log-likelihood ratio and then use it to make a decision. Representation with inducers, transcription factors and genes.
Input s(t)
Output
III. STATISTICAL DETECTION ON A REACTION PATHWAY
Our aim is to consider a statistical detection problem to determine whether the input signal s(t) is persistent or not. However, in this section, we will consider a more general detection problem because it can readily be solved and we will specialise it to persistence detection in Sec. IV. This section is divided into two parts. We define the detection problem in Sec. III A and present its solution in Sec. III B.
Convention:
In this paper, we use upper case letters to denote a chemical species, e.g. S, X * etc. For each chemical species, there are two corresponding continuoustime signals based on its concentration and molecular counts. E.g. for the chemical species X * , we denote its concentration over time as x * (t) (note: lower case x) and its molecular counts over time is X * (t) (note: upper case X).
A. Detection problem
In order that we can connect the detection problem to C1-FFL later on, we will define the detection problem using a reaction pathway which is a subset of the C1-FFL species and reactions in Fig. 1b . We have depicted the reaction pathway used in the detection problem in Fig. 2 . The reaction pathway consists of five chemical species: S, inactive X and its corresponding active form X * , as well as inactive Z and the complex Z X * which is formed by the binding of X * to Z. These five species take part in the following four chemical reactions:
where k + , k − , g + and g − are reaction propensity constants. In this paper, we will make the simplifying assumption that the volume scaling needed to convert between propensity and reaction rate constants is 1. This simplification allows us to equate propensity constants with reaction rate constants and there is no loss of generality of the results. With this assumption, note that k + and k − in (3a) and (3b) are equal to those in (1a). In terms of molecular biology, S is an inducer and X is a TF. In Reaction (3a), the species S activates X to produce X * . Reaction (3b) is a deactivation reaction. The reactions (3a) and (3b) are depicted in both Figs. 1b and 2.
The species Z is a gene. In fact, Z in Fig. 2 is the same as Z in Fig. 1b . Note that Fig. 1b follows the standard convention in molecular biology where a gene and the protein that it expresses are given the same symbol Z. However, in this paper, we need different symbols for the gene and the protein that the gene expresses so that we can clearly distinguish their corresponding time signals. Therefore, we have chosen to use Z to denote the gene and use Z to denote the protein expressed by Z. In Reaction (3c), an active X * binds with the promoter of Z to produce the complex Z X * . Lastly, Reaction (3d) is an unbinding reaction.
Note that we have intentionally chosen the reaction between S and X as an approximate enzymatic reaction rather than a binding reaction so that we can vary the quantity of S independently. This simplifies the detection problem solution and the discussion in this paper.
Let X(t), X * (t), Z(t) and Z X * (t) denote, respectively, the number of X, X * , Z and Z X * molecules at time t. Note the signals X(t), X * (t), Z(t) and Z X * (t) are piecewise constant because they are molecular counts. We assume that X(t) + X * (t) (resp. Z(t) + Z X * (t)) is a constant for all t and we denote this constant by M (N ).
We assume that the input signal s(t) is deterministic. We model the reactions (3) using chemical master equation [12] , i.e. the reaction system (3) is modelled as a continuous-time Markov chain with state vector [X(t), X * (t), Z(t), Z X * (t)].
We have now defined the reaction pathway and its model. We learn from Sec. II B that the definition of a detection problem requires us to specify the measured data and two hypotheses. We will do that next.
The measured datum at time t is Z X * (t). However, in the formulation of the detection problem, we will assume that at time t, the data available to the detection problem are Z X * (τ ) for all τ ∈ [0, t]; in other words, the data are continuous in time and are the history of the counts of Z X * up to time t inclusively. We will use Z X * (t) to denote the continuous-time history of Z X * (t) up to time t inclusively. Note that each history Z X * (t) is a realisation of a continuous-time Markov chain; this means the same input signal s(t) can result in different Z X * (t).
The last step in defining the detection problem is to specify the hypotheses H i (i = 0, 1). Later on, we will identify H 0 and H 1 with, respectively, transient and persistent signals. However, at this stage, we want to solve the detection problem in a general way. We assume that the hypothesis H 0 (resp. H 1 ) is that the input signal s(t) is the signal c 0 (t) (resp. c 1 (t)) where c 0 (t) and c 1 (t) are two different deterministic signals. Intuitively, the aim of the detection problem is to decide which of the two signals c 0 (t) and c 1 (t) is more likely to have produced the observed history.
We remark that in the definition of the detection problem, the input signal s(t) is not directly observable. Since S reacts with the molecules in the reaction pathway in Fig. 2 , the downstream signal Z X * (t) contains information on s(t). The aim of the detection problem is to infer the information on s(t) from this downstream signal. Given that we model the reaction pathway with chemical master equation, the signal Z X * (t) is noisy.
B. Solution to the detection problem
The aim of the detection problem is to determine which hypothesis H i (i = 0, 1) is likely to have generated the observed history Z X * (t). Consider the log-likelihood ratio L(t):
where P[ Z X * (t)|H i ] is the conditional probability of observing the history Z X * (t) given hypothesis H i . We show in Appendix A that the time evolution of L(t) is given by the following ODE:
where
is the conditional expectation of X * (t) given the history and H i . Note that in deriving (5), we assume that c i (t)'s have been properly chosen so that log
is well defined. We assume that the two hypotheses are a priori equally likely, so L(0) = 0. Since Z X * (t) is a piecewise constant function counting the number of Z X * molecules, its derivative is a sequence of Dirac deltas at the time instants that Z X * forms or unbinds. Note that the Dirac deltas corresponding to the formation of Z X * carries a positive sign and the [ ] + operator keeps only these. Fig. 3a shows an example Z X * (t) and its corresponding
We present a numerical example to illustrate the properties of (5) and to explain what information is important for persistence detection. Numerical example The kinetic parameters for the reaction pathway are: k + = 0.02, k − = 0.5, g + = 0.002 and g − = 0.002. The total number of TFs M is 100 and the number of genes N is 1. The reference signal c 0 (t) (resp. c 1 (t)) is a rectangular ON/OFF pulse with an ON duration of 100 (400). The reference signals have an amplitude of 37.5 (resp. 1.31) when it is ON (OFF).
We first use a persistent signal as the input s(t). For simplicity, we choose s(t) to be the same as c 1 (t). We use the Stochastic Simulation Algorithm (SSA) [13] to simulate the reaction pathway to obtain a realisation of Z X * (t). We use optimal Bayesian filtering to obtain E[X * (t)| Z X * (t), H i ] for both i = 0, 1. We then numerically integrate (5) to obtain the log-likelihood ratio L(t), which is plotted as the solid blue line in Fig. 3b . We see that the log-likelihood ratio is zero for t ≤ 100, ramps up in the time interval [100, 400] and plateaus after t ≥ 400. The log-likelihood ratio reaches a positive value at the end, which means correct detection because it says the input s(t) is more likely to be similar to the reference signal c 1 (t).
Next, we use a transient signal as s(t) and we choose s(t) to be c 0 (t). We perform the same steps as before, namely SSA simulation, optimal Bayesian filtering and numerical integration to obtain the log-likelihood ratio for this transient input. The resulting L(t) is plotted as red dashed lines in Fig. 3b . This L(t) becomes negative which again means correct detection. and (5) for the case when the input s(t) is c 1 (t). (The curves are similar when s(t) is c 0 (t).) It shows that these two weighting factors are mostly positive in the time interval [100,400] but are zero outside. This means the contribution to the log-likelihood ratio comes from the signal within [100, 400]. This can also be seen from Fig. 3b where the log-likelihood ratio does not change outside of [100,400] but increases (resp. decreases) for persistent (transient) signal within [100,400]. This makes intuitive sense because the persistent input is different from the transient input within this time interval, so the signal in this time interval is useful for discriminating persistent signals from transient ones. We remark that the deterministic C1-FFL model in [1] also has a zero initial time response.
If a persistent signal can give a large positive loglikelihood ratio, then the probability of correctly detecting the persistent signal is higher. For this example, the positive contribution to log-likelihood ratio comes from the first term on the RHS of (5) because the weighting factors are non-negative, see Fig. 3c . In fact, each time when a X * binds to a Z in the time interval [100,400], it creates a positive jump in the magnitude of the loglikelihood ratio, which can be seen in Fig. 3b . This means that a persistent signal becomes easier to detect if X * binds to Z many times when the signal is ON. This can be achieved if the ON duration of the persistent signal has a longer time-scale compared to those of the binding and unbinding reactions of Z X * (i.e. reactions (3c) and (3d)) so that these reactions occur many times when the input is ON.
IV. COMPUTE LOG-LIKELIHOOD RATIO APPROXIMATELY
Our ultimate goal is to show that the computation of the log-likelihood ratio L(t) in (5) can be carried out by the C1-FFL in (1), i.e. there exists a set of parameters for the C1-FFL such that z(t) in (1) is approximately equal to L(t) in (5). It is not obvious from the expression of (5) that this can be done. The aim of this section is to derive an ODE, which will be referred to as the intermediate approximation, such that the output of this ODE is approximately equal to L(t) when the input is persistent. We will then use this intermediate approximation in Sec. V to relate to C1-FFL.
A. Assumptions
The detection problem and its solution in Sec. III are general in the sense that they apply to any reaction pathways of the form (3), reference signals c i (t) and input signal s(t). In order to connect the detection problem to the the C1-FFL model in (1), we will need to make specific assumptions to derive the intermediate approximation.
We will specify these assumptions in this subsection.
We make the following two assumptions on the reaction pathway (3):
• The time-scale of the inducer-TF reactions (3a) and (3b) is faster than that of the TF-gene promoter reactions (3c) and (3d).
• The number of TF molecules M is much higher than the number of genes N .
We believe these are realistic assumptions. First, according to [1, Table 2 .1], for E. coli, the time-scale for equilibrium binding of small molecules to protein is of the order of 1 ms and the time-scale for TF binding to gene promoter is of the order of 1s. Second, the copy number of most genes is either 1 or 2.
In order to use mathematical methods to derive the intermediate approximation, we assume that the input signal s(t) is a rectangular pulse with the following temporal profile: and J 1 (t) − J 0 (t) in (5) for the case when the input s(t) is c 1 (t).
where d is the pulse duration, and a is the pulse amplitude when it is ON and a 0 is the basal concentration of the inducer with a > a 0 > 0. In order to show that the intermediate approximation is general, we will show that it holds for a range of a and d values. We say that an input signal s(t) is persistent if its amplitude a is sufficiently high and its duration d is sufficiently long; otherwise, the signal is transient. For analytical tractability, we choose c 0 (t) and c 1 (t) to be rectangular pulses. We assume that when the reference signal is ON, its concentration level is a 1 ; and when it is OFF, its concentration level is at the basal level a 0 with a 1 > a 0 . The temporal profile of c i (t) (where i = 0, 1) is:
where d i is the duration of the pulse c i (t). In particular, we assume that the duration of c 1 (t) is longer than c 0 (t), i.e. d 1 > d 0 . We can therefore identify c 0 (t) and c 1 (t) as the reference signals for, respectively, the transient and persistent signals.
For the derivation of the intermediate approximation, we need two technical conditions. First, the amplitude a 1 has to be sufficiently large so that M k+a1 M k+a1+k− is large compared to the number of genes N . This is so that we can approximate J 0 (t) and J 1 (t) in (5) by simpler expressions. Second, we assume that if a persistent input is applied to the reaction pathway (3), the pathway is at steady state by d 0 . This requirement can be met if the duration d 0 is long enough. It may be instructive to recall from the discussion in the numerical example in Sec. III B that there is a time interval which is informative for persistence detection. X * (t) . Note that we have on purpose put double quotes around the word replace to alert the reader to the fact that the replacement expressions are only heuristically, not mathematically, equivalent.
B. Intermediate approximation
An ideal persistence detector has the properties that a transient input will result in a zero output and a persistent input will result in a positive output [1] . The C1-FFL, when acting as a persistence detector, can be considered to be an approximation of this ideal behaviour [1] . However, it is not possible to map the log-likelihood ratio detector in (5) to C1-FFL because the log-likelihood ratio becomes negative for transient signals but the concentration in C1-FFL can only be non-negative. A purpose of the intermediate approximation is to compute only the positive log-likelihood ratio, which happens when the input is persistent. Another purpose of the intermediate approximation is to replace the complex computation in (5), e.g. derivative and optimal Bayesian filtering, by simpler computation that can be implemented by chemical reactions. The intermediate approximation has two key properties. First, if the input is transient, then the output of the intermediate approximation is zero. Second, if the input is persistent, then the output of the intermediate approximation is approximately equal to the log-likelihood ratio given by (5).
The derivation of the intermediate approximation is given in Appendix B, making use of the assumptions stated in Sec. IV A. The derivation shows that the time evolution of the intermediate approximationL(t) is given by the following ODE:
where φ(X * (t)) = log
Furthermore, it can be shown that time evolution of E[L(t)] obeys the following ODE:
The behaviour of the intermediate approximationL(t) depends on the amplitude a and duration d of the input signal s(t). Three important properties forL(t) are:
then for all t, we haveL(t) and E[L(t)]
are zero or small. This is due to π(t), which is zero outside of [d 0 , d 1 ), and the fact that X * (t) is likely to be small for t ≥ d 0 .
2. If the amplitude a is lower than a threshold, then for all t, we haveL(t) is zero or small and E[L(t)] is zero. We will explain this for E[L(t)]. Since E[X * (t)] is an increasing function of a, this means a small a will give a small E[X * (t)]. If E[X * (t)] is less than
the RHS of (14) is zero and this implies E[L(t)] is zero for all t. The explanation forL(t) is similar.
3. If d is longer than d 0 and a is sufficiently large, then for 0 ≤ t < min{d,
The first two properties are concerned with transient signals, which are those input signals whose duration is no longer than d 0 or whose amplitude a is small. The intermediate approximation says that transient signals give a smallL(t). On the other hand, persistence signals have a duration longer than than d 0 and have a sufficiently large amplitude a. For persistent signals, the intermediate approximationL(t) is approximately equal to the log-likelihood ratio L(t) in the time interval 0 ≤ t < min{d, d 1 }. From now on, we will choose d 1 to be ∞ so thatL(t) ≈ L(t) holds for 0 ≤ t < d, i.e. when the persistent signal is ON. Note that an infinite d 1 means π(t) in (9) becomes a step function which changes from 0 to 1 at time d 0 .
Numerical examples and the advantages of usingL(t)
The numerical examples in this section use the following kinetic parameters for the reaction pathway: k + = 0.02, k − = 0.5, g + = 0.002 and g − = 0.05. These parameters have been chosen such that the time-scale of the inducer-TF reactions are faster than those of the TFgene promoter. The number of genes N is 1. The parameters for the reference signals are: d 0 = 100, d 1 = ∞, a 0 = 1.3158 and a 1 = 131.57. All the above parameters are fixed. The parameters that we will vary are M , a and d.
For the first numerical experiment, we use M = 600 for the reaction pathway, and a = 37.5 (which gives a 0.6 probability that the Z is bound) and d = 800 for the input signal. We use SSA simulation to generate 100 realisations of X * (t) and Z X * (t), and use them to compute the true log-likelihood ratio L(t) (which requires only Z X * (t)) and the intermediate approximationL(t) (which requires both X * (t) and Z X * (t)). We then compute over these 100 realisations: the mean of L(t), the mean ofL(t), and the root-mean-square (RMS) error of L(t) −L(t). The results are plotted in Fig. 4a . It shows that mean of L(t) is close to that ofL(t) in the time interval [0, 800], which is the duration of the input signal.
At time t = 800, we have mean of L(t) = 45.7, mean of L(t) = 49.2 and RMS error is 12.2. The large RMS error between L(t) andL(t) is because L(t) is a much noisier thanL(t). Figs. 4b and 4c
show the mean and standard deviation of, respectively, L(t) andL(t). We can summarise our observations so far as:L(t) is a slightly biased estimate of L(t) but at the same time having a much smaller variance.
Next, we use the same parameters as before except a = 16.67 which gives a 0.4 probability that the Z is bound. We again use 100 SSA simulations to obtain the mean of L(t), the mean ofL(t), and the RMS error of L(t) −L(t). Fig. 4d shows the mean ofL(t) again approximates that of the mean of L(t). At t = 800, we have mean of L(t) = 24.9 and mean ofL(t) = 26.6, which means the bias is small. The RMS error in Fig. 4d is large because L(t) is very noisy; this is understandable because a smaller a makes the input signal harder to detect. The vertical bars in Fig. 4d shows the standard deviation ofL(t). An important point to note is that the standard deviation of L(t) is small. Fig. 4d also shows one realisation ofL(t) for a transient input with duration d = 200; note that thisL(t) has a lower amplitude.
Based on the above numerical results, we want to argue that there is an advantage in usingL(t), instead of L(t), for detection. The key advantage of usingL(t) is that it has a far lower variance. If we think about our detection problem setup, we start with a deterministic input s(t) and generate many realisations of X * (t) and Z X * (t), and then use them to compute the likelihood ratio or the interemdiate approximation. Ultimately, our (14) . Note that the two lines overlap.
FIG. 4: Numerical results for Sec. IV B. (a) Comparing the mean of L(t) and mean ofL(t); and RMS error between L(t) andL(t). (b) Mean and standard deviation of L(t). (b) Mean and standard deviation ofL(t). (d) Similar to subfigure (a) but for a smaller value of a. (e) Impact of M and d on relative bias and CV ofL(t). (f) Comparing the mean ofL(t) obtained from SSA against E[L(t)] computed by
setup is deterministic because for each deterministic input s(t), we want to say whether s(t) is persistent or not. This means for each s(t), we should expect only one answer. However, for our setup, because of the infinite number of realisations of X * (t) and Z X * (t), each s(t) gives an infinite number of answers. We can therefore view the lower variance ofL(t) as a way of getting almost one answer from s(t). Since s(t) is deterministic, the variance in L(t) andL(t) is caused by the intrinsic noise in X * (t) and Z X * (t). Therefore, another advantage of usingL(t) is that it is less affected by intrinsic noise.
Having discussed the advantages of usingL(t), we should point out that the biasedness ofL(t) may result in more false positives or false negatives compared toL(t). However, this may be a worthwhile price to pay becauseL(t) is less affected by intrinsic noise. The above numerical results show thatL(t) has a lower variance compared to L(t). This can be explained intuitively. The computation of L(t) makes use of Z X * (t) alone while that ofL(t) uses both X * (t) and Z X * (t). The use of an additional upstream signal, i.e. X * (t), is an advantage according to the information processing inequality from information theory [10] .
Next we study how the parameters M and d impact on the bias and variance ofL(t). We know from the derivation of the intermediate approximation in Appendix B thatL(t) better approximates L(t) when M increases; we will verify that. In the first set of numerical experiments, we use a = 37.5, d = 800 and choose M from {100, 200, . . . , 600}. For each M , we obtain 100 realisations of the reaction pathway signals and use them to compute L(t) andL(t). We define relative bias ofL(t) at time t as
. The upper plot of Fig. 4e graphs the relative bias ofL(t) and coefficient of variation (CV) ofL(t) at t = d for different M 's. It shows that both relative bias and CV decreases with increasing M . In the next set of numerical experiments, we use a = 37.5, M = 300 and d from {200, 300, 400, . . . , 1200}. The lower plot of Fig. 4e shows the relative bias and CV ofL(t) at t = d. We see that relative bias and CV becomes smaller with increasing d. Finally, we check the accuracy of using (14) to compute E[L(t)]. Fig. 4f plots the mean ofL(t) obtained from two methods: (i) The average ofL(t) computed from 100 SSA simulations; (ii) E[L(t)] computed from (14) . The two curves in Fig. 4f overlap with each other; this shows that (14) is an accurate method to compute E[L(t)].
Remark: The reader may wonder why we do not define the hypotheses of the detection problem as: H 0 (resp. H 1 ) means the duration of the input signal is shorter (longer) than a given threshold. The reason is that these are composite hypotheses and the solution to the resulting detection problem is much harder, see [7, Remark 5 .1] for a more in-depth discussion. We also want to point that, even with our simpler formulation, the resulting detector gives a small output for any signal whose duration is shorter than d 0 .
V. USING C1-FFL TO APPROXIMATELY COMPUTE E[L(t)]
We have shown in the previous section that the mean of the intermediate approximation E[L(t)] is an accurate approximation of the mean log-likelihood ratio E[L(t)] when the input is persistent. The aim of this section is to show that we can use the C1-FFL in (1) to approximately compute E[L(t)] in (14) . We will do this by showing that there exist C1-FFL parameters such that the output z(t) of the C1-FFL is approximately equal to E[L(t)] for a range of a and d values. We first provide an intuitive explanation on why such C1-FFL parameters can be found.
In order that z(t) in (1c) approximates E[L(t)] in (14), we equate the RHSs of these two ODEs by doing the following matchings:
Note that we have used the volume scaling assumption to equate X * (t) with x * (t), and the assumption that inducer-TF reactions are fast to replace E[X * (t)] and x * (t) by a constant mean concentration x * which is independent of time.
The matching in (15) can be done because its RHS E[ Z X * (t)] ≈ N g+x * g+x * +g− which means it has the form of a Hill function. We next consider the matching in (16) . We can use (1b) to show that
By substituting the above result into H yz (y(t)) in (16), we want the following approximation to hold:
This can be done because: (i) For t > d 0 , both sides of (18) is a non-decreasing function of x * ; (ii) Since y(t) is an increasing function, one can choose the parameters of H yz so that it behaves like the step function π(t). However, we also want to point out that the fit between the two sides is limited because the RHS is separable in x * and t, but not the LHS. We will now present a numerical example.
Numerical example This numerical example uses the same fixed parameter values as in Sec. IV B 1. Our aim is to show that we can choose a set of C1-FFL parameters so that z(t) ≈L(t). We do this by fitting the C1-FFL parameters in (1b) and (1c) by nonlinear optimisation.
The data for fitting is obtained from varying a from 3.125 to 62.5 while fixing M = 300 and d = 800. For each a, we compute E[L(t)] using (14) and use them to fit the parameters of the C1-FFL. The fitted values of the C1-FFL parameters are: k xy = 2.0, n xy = 3.04, K xy = 25.3, d y = 0.0527, h xz h yz = 0.187 (note: the product of h xz and h yz is one parameter), n xz = 1.01, K xz = 27.9, n yz = 128.9 and K yz = 38.7. Fig. 5a compares E[L(t)] and C1-FFL output for three different values of a: 17.5, 25 and 32.5. It can be seen that they match very well. Next, we compare the value of z(t) andL(t) at time t = 800 for a ∈ [12.5, 100]. Fig. 5b shows that the match is good for a ≤ 50 but gets poorer for a > 50. The poor fit for large a is because Hill functions cannot be used to obtain the exact expression on the RHS of (18) .
Lastly, we want to show that the fit does not only apply to pulse-like s(t). We use a triangular signal s(t) which increases linearly from 0 to 100 in the time interval [0, 400] and decreases linearly from 100 to 0 in the time interval [400, 800]. Fig. 5c shows the z(t) and E[L(t)] match very well even for this triangular input. This shows that C1-FFL in (1) can be used to approximately compute E[L(t)]. Discussion Our interpretation of C1-FFL as a statistical persistence detector shows an interesting signal processing architecture involving parallel processing. The C1-FFL has two arms. The short arm produces the signals X * (t) and Z X * (t) which contain information on whether the inducer signal is persistent or not. The longer arm then makes use of the signals X * (t) and Z X * (t) to approximately compute, in a parallel manner, the positive log-likelihood ratio. It is also interesting to see that the gene Z, with its two promoter sites, has the dual roles of generating the signal to be processed as well as processing the signal.
There are two interesting open problems that we would like to point out. First, the separation of the X * (t) and Z X * (t) factors on the RHS of (14) has allowed us to match (14) to the AND gate in C1-FFL. We learn from the derivation of the intermediate approximation in Appendix B that this separation comes from a result which says that the probability distributions of the counts of X * (t) and Z X * (t) are approximately independent. Instead of this approximation on indepedence, an interesting alternative is to attempt to derive an intermediate approximation which takes the dependence between the counts X * (t) and Z X * (t) into consideration. After that, one may try to fit it to an alternative form C1-FFL where the RHS of (1c) is replaced by a factor of, say, the form x * (t) nxz y(t) nyz K0+Kxzx * (t) nxz +Kyzy(t) nyz +Kxyzx * (t) nxz y(t)
nyz which is not separable in x * (t) and y(t); see [4] for how nonindependent binding of TFs to multiple promoter sites can be modelled. This may be able to reduce the bias in E[L(t)] as well as avoiding the fitting problem in (18) . Second, we have managed to fit E[L(t)] to a determin-istic model of C1-FFL. An open problem is to fit to a stochastic model of C1-FFL.
VI. CONCLUSIONS AND DISCUSSION
In this paper, we show that the biochemical circuit C1-FFL can be used as a statistical detector of persistent signals. Our method consists of two steps. In the first step, we formulate a statistical detection problem over an inducer-TF-gene pathway and derive its solution in terms of computing the log-likelihood ratio. After that, in the second step, we derive a method to approximately compute the log-likelihood ratio and show that it can be implemented by a C1-FFL. The method for the first step is based on Markovian theory and is fairly standard. The bulk of the work for this paper lies in the second step where we derive a method to approximately compute the log-likelihood ratio. Comparing with our previous work [7] where we consider the persistence detection over an inducer-TF pathway, the derivation of the approximate log-likelihood ratio computation in this paper is a lot more involved. In [7] , we only have to consider one random variable which is the number of active TFs. However, in this paper, we need to consider the joint probability distribution of the number of active TFs and the number of complexes formed by the binding of the active TF to the gene promoter.
The concept of likelihood ratio (or a similar quantity) has been used to understand how cells make decision in [17, 26] . The paper [17] considers the problem of distinguishing between two environment states, which are the presence and absence of stimulus. It derives an ODE of the log-odds ratio and uses the ODE to deduce a biochemical network implementation in the form of a phosphorylation-dephosphorylation cycle. In this cycle, the fraction of phosphorylated substrate is the posteriori probability of the presence of stimulus. The paper [26] considers the problem of distinguishing between two different levels of concentration using likelihood ratio. It also presents a molecular circuit that can compute the likelihood ratio. A key difference between [17, 26] and our work is that [17, 26] consider the computation of likelihood ratio, which is always a non-negative quantity, while this paper considers the computation of the positive log-likelihood ratio. Although it may be possible to derive a molecular circuit that can compute both positive and negative log-likelihood ratios, the computation of the negative log-likelihood ratio may not be necessary, depending on the required response to the input signal. For example, if the response of a cell is to perform an action if the signal is persistent and to do nothing otherwise, then only the computation of the positive loglikelihood ratio is needed.
The concept of maximum likelihood estimation has been used in [11] to derive a lower limit on the accuracy of sensing concentration by using receptor measurements. The paper [11] also discusses a few of possible molecular circuits that can approximately implement the maximum likelihood estimator.
This paper considers the problem of detecting persistent signals, which can be considered to be a particular case of temporal signal processing in living cells, see [24] for a review. Another example of temporal signal processing in cells is the decoding of concentration modulated signals. We show in [8] that we can also use a method similar to this paper to derive a molecular circuit which can decode concentration modulated signals. We consider a TF-gene reaction pathway where the TF signal is modelled by an ON-OFF pulse with an unknown ON amplitude a. For the detection problem, the observations are the counts of bound gene promoters over time and the hypothesis is that the input has a reference amplitude a * . The decoding can be realised by a molecular circuit which approximately computes the log-likelihood of seeing the observations given the hypothesis. This circuit has the property that if the input amplitude a is the same as a * , then the circuit expresses a higher amount of protein compared to other circuits that have a reference amplitude different from a * . We show in [8] that the molecular circuit derived by our method is consistent with the S. cerevisiae DCS2 promoter data in [15] , which were obtained from exciting the promoter by using various transcription factor dynamics, e.g. concentration modulation, duration modulation and others. We remark that the detector derived in [8] can be interpreted as a matched filter.
We can view the methodology of this paper, together with [7, 8, 11, 17, 26] , in a unified manner. Their methodology is to define an information processing problem, solve it and then consider its implementation as a molecular circuit. Interestingly, this methodology has a direct parallel with Marr's tri-level analysis [21] . Although Marr's analysis was originally proposed to understand cognitive systems, it has recently been used to understand non-neuron based biological information processing in developmental biology [20] . Marr's proposal is to understand a computation system at three levels: computational (What is the goal of the computation?), algorithmic (How does it solve the problem?) and implementation (What is the substrate? What are the mechanisms?) For this paper, the computation has the goal to detect persistent signals, the algorithm is to compute the positive log-likelihood ratio and the implementation at the molecular circuit level is C1-FFL. (Lower levels of implementation, e.g. at the molecular and chemical reaction level, are certainly of interest but is not covered by the methodology in this paper.) We envisage that we can use Marr's analysis to understand information processing in natural biochemical circuits as well as to design novel information processing circuits. We do that by varying the choices that we make at each of three Marr's levels. For computational, we can vary the information processing problems, e.g. persistence detection, decoding concentration modulated signal etc. For algorithmic, we can choose to compute log-likelihood ratio, likelihood ratio, posteriori probability etc. For implementation, we can consider gene circuits, protein circuits, neural circuits etc. This paper can be viewed as a particular instantiation of using Marr's analysis to understand information processing in a natural biochemical circuit.
Next, we consider the contribution of the second term on the RHS of (B5) to L(t), which we will call L 2 (t):
By integrating the above equation, we have L 2 (t) = 0 for
, we have:
Since the reaction pathway is in steady state in the time
, we can replace the time average in (B12) by its ensemble average. In this part, we will overload the symbol Z X * to use it to refer to the random variable of the number of Z X * molecules at steady state. This should not cause any confusion because the meaning should be clear from the context. In addition, we will overload the symbol X * in the same way. With this overloading, the mean number of X * and Z X * molecules at steady state are denoted by E[X * ] and E[ Z X * ] respectively. We can now rewrite (B12) as:
In order to be able to connect to C1-FFL, we will need to replace the expression (N − E[ Z X * ]) by a different expression. The derivation of this replacement expression requires a few auxiliary results.
(Auxiliary Result 1) By considering the global balance of the steady state of the reaction pathway (3), we have:
(Auxiliary Result 2) Since the inducer-TF reactions are faster than the TF-gene reactions and M N , we can show that the joint probability distribution of X * and Z X * , which is denoted by p(X * , Z X * ), can be approximated by:
where X a = M k+a k+a+k− , and B(Q; m, f ) denotes that the random variable Q has a binomial distribution with parameters m (number of trials) and f (success probability). We prove this approximation in Appendix C by using the method in [14] to write down two master equations for the fast and slow variables. Here we provide an intuitive argument based on [5] . First, the fast-scale dynamics is almost independent of the slow dynamics because it is at the beginning of the pathway and M N , so the distribution of X * is approximately binomial distributed. Second, consider a duration over which the number of unbound gene promoter Z is a constant. In this duration, the number of X * fluctuates but the effective reaction rate at which gene promoters are bound is equal to the number of unbound promoter times g + E[X * ]. Therefore, at steady state, the random variable Z X * also has a binomial distribution.
(Auxiliary Result 3) Consider binomial distribution B(Q; m, f ), then for sufficiently large m and f , we have
This result essentially says that the mean of the reciprocal of a binomial random variable (with 1 0 excluded) is approximately equal to the reciprocal of the mean of the binomial random variable. If f = 1 and m ≥ 1, the binomial distribution has a single outcome with a non-zero probability so (B16) is exact. Intuitively, if a probability has a single modal distribution with a narrow spread, then (B16) holds approximately. For f = 0.1, the relative error of using (B16) is 3.21% for m = 300 and drops to 1.87% for m = 500. Similarly, for f = 0.3, the relative error is 0.79% for m = 300 and drops to 0.47% for m = 500. In general, the approximation is better for large m and f .
We will now use the above auxiliary results and (B13) to derive the replacement expression. By applying Auxiliary Result 2, which says that the probability distribution of X * and Z X * are almost independent to the RHS of (B13), we have:
We then apply Auxiliary Result 3 to the RHS of (B18) to obtain:
By applying Auxiliary Result 2 to the RHS of (B19), we have:
By substituting (B20) into (B13), we have:
By turning the above equation into the differential form, we have:
Next, by combining (B10) and (B22), we have:
Step 4) Since a set of chemical reactions can be modelled by a set of ODEs, we want to turn the ODE in (B23) into a form that can be implemented by a set of chemical reactions. However, (B23) cannot be directly implemented by chemical reactions because log-likelihood ratio can take both positive and negative values but chemical concentration is always non-negative. Although [23] has derived a chemical computation system that can have both positive and negative numbers but it requires double the number of species and reactions. As in our previous work [7] , we choose to compute only positive loglikelihood ratio. We do that by applying [ ] + to the RHS of (B23); we have:
We now replace I( 1 X * (t) ) in (B24) by 1 X * (t) to obtain:
The removal of I( ) will not make much difference because the probability of have X * (t) equals to 0 is small when the input signal is persistent. Note that (B25) is the same as (9) . This completes the derivation for (9) .
In order to derive (14), we start from (B25) and take expectation on both sides. If the amplitude a is sufficiently high, then there is a high probability that X * (t) is large. This means we can take the expectation operator to the inside of the [ ] + operator. After that we apply Auxiliary Results 2 and 3 to obtain (14) .
(Numerical example) The aim of this numerical example is to illustrate the properties of the four approximation steps. We use the same fixed parameters as in Sec. IV B 1. The other parameters are M = 600, a = 37.5 and d = 800. LetL i (t) (for i = 1, . . . , 4) be the approximation obtained after Step i; note thatL 4 (t) is the same asL(t). We use 100 realisations from SSA simulations to compute L(t) andL i (t). We compute the RMS error of L i (t) − L(t), relative bias
|E[Li(t)−L(t)]| E[L(t)]
and CV ofL i (t) at t = d. The results are shown in Table I .
The results show thatL 1 (t) andL 2 (t) are very similar to L(t) because of their small RMS error, whileL 3 (t) and L 4 (t) have similar properties. SinceL 4 (t) is the same as
Step L(t), we can conclude that the approximations in Step 3 cause an increase in relative bias and a decrease in CV. Note thatL 2 (t) is computed using Z X * (t) only, butL 3 (t) is computed using computed using X * (t) and Z X * (t). Intuitively, the use of X * (t) may help reduce to reduce the CV ofL 3 (t) because X * (t), which is an upstream signal, is not as noisy a signal compared to Z X * (t). Lastly, the increase in bias in Step 3 can be traced to the use of both Auxiliary Results 2 and 3.
