Abstract: Kidney stone detector proves to be a major challenge for detecting the kidney stone disease. In this paper, two neural network algorithms viz Radial basis function and Learning vector quantization are used for diagnosis purpose Also a comparison is made between the two algorithms using MATLAB software. The main purpose is to find the best tool for medical diagnosis to reduce diagnosis time and increase efficiency with accuracy
Introduction
Kidney stone is a solid piece of material formed due to minerals in urine. These stones are formed by combination of genetic and environmental factors. It is also caused due to overweight, certain foods, some medication and not drinking enough of water. Kidney stone affects racial, cultural and geographical group.
Many methods are used for diagnosing this kidney stone such as blood test, urine test, scanning. Scanning also differs in CT scan, Ultrasound scan and Doppler scan. Now days a field of automation came into existence which also being used in medical field. Rather many common problems rose due to automatic diagnosis such as use of accurate and correct result and also use of proper algorithms. Medical diagnosis process is complex and fuzzy by nature. Among all methods soft computing method called as neural network proves advantages as it will diagnosis the disease by first learning and then detecting on partial basis [8] .
In this paper two neural network algorithms i.e radial basis function and learning vector quantization are used for detecting a kidney stone. Firstly two algorithms are used for training the data. The data in the form of blood reports of various persons having kidney stone is obtained for various hospitals, laboratories.
The report contains 5 attributes and each attribute has a specific range and weight. As shown in table 1 
Literature Review
Koushal Kumar Abhishek (2012) diagnosed kidney stone disease by using three different neural network algorithms which have different architecture and characteristics. The aim of this work is to compare the performance of all three neural networks on the basis of its accuracy, time taken to build model, and training data set size [1] .
Tijjani and Sani provide an overview of the ANN based approaches to predicting kidney problem through comparing mental behavior of the patient using matlab software [2] . 
Training Algorithms used for training the Network

Radial basis Function
A radial basis function (RBF) is a two layer feed forward network whose hidden layer uses a Gaussian function .The training process is very fast and also provides good Licensed Under Creative Commons Attribution CC BY interpolation networks .In this network first the weights from the hidden layer is determined and then the weights of hidden layer to output layer. The output of hidden layer i.e. transfer function is inversely proportional to distance from center of the neuron.
Learning vector quantization
The learning vector quantization uses the idea of data compression or dimensionality reduction. It is a supervised learning that can is used when the input data is labeled. It is used for pattern classification problem. In this first step is feature selection following classification of feature depending on the class.LVQ uses first competitive layer and second linear layer. Competitive layer is used to classify the input vectors and linear layer is used to transform the classes into target.
Dataset Description
The dataset is obtained from hospitals and various laboratories. The dataset used for this paper are 5 instances and each having 7 attributes such as age, sex, Lymphocytes
Monocytes, Neutrophil, S.Creatinine, and Eosinophis. The simulation shows the result of items for easier analysis in the form of correctly classified and incorrectly classified instances. It also shows the performance curve and time required for each training.
Diagnosis using Radial basis Function
mean absolute error = 6.6613e-17 mean squared error = 7.9605e-33 root mean squared error = 8.92216e-17 Percentage Correct Classification : 100.000000% Percentage Incorrect Classification: 0.000000% Figure 4 shows performance curve that is obtained after successful testing of network. Best training performance for LVQ network obtained is at 0.2863
Conclusion
As a conclusion, objective of my project is achieved. The best model for Radial Basis Function algorithm for kidney stone disease. It correctly classifies the datasets. Also time taken to build the model is also less as compared to learning vector quantization. The error rates are also less as compared to LVQ. The performance rate obtained for RBF is 0.0121 which good as compared to LVQ. .Hence, Radial basis function (RBF) significantly improves the classification technique for medical use.
