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Abstract
We apply a theorem of J. Lurie to produce cohomology theories associated to cer-
tain Shimura varieties of type U(1, n−1). These cohomology theories of topological
automorphic forms (TAF ) are related to Shimura varieties in the same way that
TMF is related to the moduli space of elliptic curves. We study the cohomology op-
erations on these theories, and relate them to certain Hecke algebras. We compute
the K(n)-local homotopy types of these cohomology theories, and determine that
K(n)-locally these spectra are given by finite products of homotopy fixed point
spectra of the Morava E-theory En by finite subgroups of the Morava stabilizer
group. We construct spectra QU (K) for compact open subgroups K of certain
adele groups, generalizing the spectra Q(ℓ) studied by the first author in the mod-
ular case. We show that the spectra QU (K) admit finite resolutions by the spectra
TAF , arising from the theory of buildings. We prove that the K(n)-localizations
of the spectra QU (K) are finite products of homotopy fixed point spectra of En
with respect to certain arithmetic subgroups of the Morava stabilizer groups, which
N. Naumann has shown (in certain cases) to be dense. Thus the spectra QU (K)
approximate the K(n)-local sphere to the same degree that the spectra Q(ℓ) ap-
proximate the K(2)-local sphere.
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Introduction
0.1. Background and motivation
The chromatic filtration. Let X be a finite spectrum, and let p be a prime
number. The chromatic tower of X is the tower of Bousfield localizations
· · · → XE(3) → XE(2) → XE(1) → XE(0)
with respect to the p-primary Johnson-Wilson spectra E(n) (where E(0) is the
Eilenberg-MacLane spectrumHQ). The chromatic convergence theorem of Hopkins
and Ravenel [Rav92] states that the p-localization X(p) is recovered by taking the
homotopy inverse limit of this tower, and that the homotopy groups of X(p) are
given by
π∗X(p) = lim←−
n
π∗XE(n).
The salient feature of this approach is that the homotopy groups of the monochro-
matic layers MnX , given by the homotopy fibers
MnX → XE(n) → XE(n−1),
fit into periodic families.
We pause to explain how this works. The periodicity theorem of Hopkins and Smith
[HS98] implies that for a cofinal collection of indices I = (i0, . . . , in) there exist
finite complexes M(I)0 =M(pi0 , . . . , vinn )
0 inductively given by fiber sequences:
M(pi0 , . . . , vinn )
0 →M(pi0 , . . . , v
in−1
n−1 )
0 v
in
n−−→ Σ−in|vn|M(pi0 , . . . , v
in−1
n−1 )
0
Here, vinn is a vn-self map — it induces an isomorphism on Morava K(n)-homology.
(The 0 superscript is used to indicate that we have arranged for the top cell of these
finite complexes to be in dimension 0.) The nth monochromatic layer admits the
following alternate description: there is an equivalence
(0.1.1) MnX ≃ hocolim
I=(i0,...,in−1)
XE(n) ∧M(I)
0.
The homotopy colimit is taken with respect to an appropriate cofinal collection of
indices (i0, . . . , in−1). Suppose that
α : Sk →MnX
represents a non-trivial element of πkMnX . Then, using (0.1.1), there exists a
sequence I = (i0, . . . , in−1) such that α factors as a composite
Sk
α˜
−→ XE(n) ∧M(I)
0 →MnX.
ix
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Let
vinn : Σ
in|vn|M(I)0 →M(I)0
be a vn-self map. The map v
in
n is an equivalence after smashing with XE(n) —
this is because vinn is a K(n)-equivalence, and the smash product of an E(n)-local
spectrum with a type n complex is K(n)-local. For each integer s, the composite
αs : S
k+ins|vn| α˜−→ Σins|vn|XE(n) ∧M(I)
0 (v
in
n )
s
−−−−→ XE(n) ∧M(I)
0 →MnX
gives rise to a family of elements αs ∈ π∗MnX which specializes to α for s = 0.
There are homotopy pullback squares:
XE(n) //

XK(n)

XE(n−1) // (XK(n))E(n−1)
In particular, taking the fibers of the vertical arrows, there is an equivalenceMnX ≃
Mn(XK(n)), and understanding the nth monochromatic layer of X is equivalent to
understanding the K(n)-localization of X .
The idea of the chromatic tower originates with Jack Morava, who also developed
computational techniques for understanding the homotopy groups of XK(n) and
MnX . For simplicity, let us specialize our discussion to the case where X is the
sphere spectrum S. Let En be the Morava E-theory spectrum associated to the
Honda height n formal group Hn over Fp. It is the Landweber exact cohomology
theory whose formal group is the Lubin-Tate universal deformation of Hn, with
coefficient ring
(En)∗ =W (Fp)[[u1, . . . , un−1]][u
±1]
(here W (Fp) is the Witt ring of Fp). Let
Gn = Sn ⋊Gal
denote the extended Morava stabilizer group. Here Gal denotes the absolute Galois
group of Fp, and Sn = Aut(Hn) is the p-adic analytic group of automorphisms of the
formal group Hn. Morava’s change of rings theorems state that the Adams-Novikov
spectral sequences for MnS and SK(n) take the form:
H∗c (Gn; (En)∗/(p
∞, . . . , u∞n−1))⇒ π∗MnS(0.1.2)
H∗c (Gn; (En)∗)⇒ π∗SK(n)(0.1.3)
Thus the homotopy groups of MnS and SK(n) are intimately related to the formal
moduli of commutative 1-dimensional formal groups of height n.
The action of Gn on the ring (En)∗ is understood [DH95], but is very complicated.
The computations of the E2-terms of the spectral sequences (0.1.2) and (0.1.3)
are only known for small n, and even in the case of n = 2 the computations of
Shimomura, Wang, and Yabe [SW02], [SY95], while quite impressive, are difficult
to comprehend fully.
Goerss and Hopkins [GH04] extended work of Hopkins and Miller [Rez98] to show
that En is an E∞-ring spectrum, and that the group Gn acts on En by E∞-ring
maps. Devinatz and Hopkins [DH04] gave a construction of continuous homotopy
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fixed points of En with respect to closed subgroups of Gn, and refined Morava’s
change of rings theorem (0.1.3) to prove that the natural map
(0.1.4) SK(n)
≃
−→ EhGnn
is an equivalence. This result represents a different sort of computation: the homo-
topy type of the K(n)-local sphere is given as the hypercohomology of the group
Gn with coefficients in the spectrum En.
Finite resolutions of SK(n). In [GHMR05], [Hen07], Goerss, Henn, Ma-
howald, and Rezk proposed a conceptual framework in which to understand the
computations of Shimomura, Wang, and Yabe. Namely, they produced finite de-
compositions of the K(n)-local sphere into homotopy fixed point spectra of the
form (EhFn )
hGal for various finite subgroups F of the group Sn ([GHMR05] treats
the case n = 2 and p = 3, and [Hen07] generalizes this to n = p− 1 for p > 2). In
their work, explicit finite resolutions of the trivial Sn-module Zp by permutation
modules of the form Zp[[Sn/F ]] are produced. Obstruction theory is then used to
realize these resolutions in the category of spectra. These approaches often yield
very efficient resolutions. However, the algebraic resolutions are non-canonical.
Moreover, given an algebraic resolution, there can be computational difficulties in
showing that the obstructions to a topological realization of the resolution vanish.
When the 1-dimensional formal group Hn occurs as the formal completion of a 1-
dimensional commutative group scheme A in characteristic p, then global methods
may be used to study K(n)-local homotopy theory. The formal group is naturally
contained in the p-torsion of the group scheme A. The geometry of the torsion at
primes ℓ 6= p can be used to produce canonical finite resolutions analogous to those
discussed above, as we now describe.
The K(1)-local sphere and the J spectrum. In the case of n = 1, the formal
completion of the multiplicative group Gm/Fp is isomorphic to the height 1 formal
group H1. The J spectrum is given by the fiber sequence
(0.1.5) J → KOp
ψℓ−1
−−−→ KOp
where ℓ is a topological generator of Z×p (respectively Z
×
2 /{±1} if p = 2), and ψ
ℓ
is the ℓth Adams operation. The natural map
(0.1.6) SK(1)
≃
−→ J
was shown to be an equivalence by Adams and Baird, and also by Ravenel [Bou79],
[Rav84]. The group of endomorphisms
End(Gm)[1/ℓ]
× = (Z[1/ℓ])× = ±ℓZ
is a dense subgroup of the Morava stabilizer group S1 = Z
×
p . The p-adic K-theory
spectrum is given by
KOp ≃ (E
h{±1}
1 )
hGal
and under this equivalence, the fiber sequence (0.1.5) is equivalent to the fiber
sequence of homotopy fixed point spectra:
(0.1.7) (E±ℓ
Z
1 )
hGal → (E
h{±1}
1 )
hGal [ℓ]−1−−−→ (E
h{±1}
1 )
hGal.
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We see that there is an equivalence
(0.1.8) J ≃ (Eh±ℓ
Z
1 )
hGal.
Equivalence (0.1.6) is then a statement concerning the equivalence
(EhS11 )
hGal ≃−→ (Eh±ℓ
Z
1 )
hGal
of two homotopy fixed point spectra.
The K(2)-local sphere and the spectrum Q(ℓ). A similar treatment of the case
n = 2 was initiated by Mahowald and Rezk [MR], and carried out further in previ-
ous work of the authors. The multiplicative group is replaced with a supersingular
elliptic curve C/Fp. The formal completion of C is isomorphic to the height 2 formal
group H2. The first author [Beh06] defined a spectrum Q(ℓ) to be the totaliza-
tion of a semi-cosimplicial spectrum arising from analogs of the Adams operations
occurring in the theory of topological modular forms:
(0.1.9) Q(ℓ) = holim (TMF ⇒ TMF 0(ℓ)× TMF ⇛ TMF 0(ℓ)) .
For simplicity, assume that p is odd. The authors [BL06] showed that if ℓ is a
topological generator of Z×p , the group
(0.1.10) Γ = (End(C)[1/ℓ])×
is dense in the Morava stabilizer group S2. The first author [Beh] used the action
of Γ on the building for GL2(Qℓ) to show there is an equivalence
(0.1.11) Q(ℓ)K(2)
≃
−→ (EhΓ2 )
hGal.
However, the spectrum Q(ℓ)K(2) is not equivalent to SK(2) ≃ (E
hS
2 )
hGal. Rather,
the conjecture is that there is a fiber sequence
(0.1.12) DK(2)Q(ℓ)K(2) → SK(2) → Q(ℓ)K(2).
This conjecture was verified in [Beh06] in the case of p = 3 and ℓ = 2.
Periodic families in the stable stems and arithmetic congruences.
Miller, Ravenel, and Wilson [MRW77], generalizing the work of Adams, Smith,
and Toda, suggested a prominent source of vn-periodic families of elements in the
stable homotopy groups of spheres. Namely, for I = (pi0 , . . . , v
in−1
n−1 ), suppose that
the associated complex M(I)0 admits a vn-self map
vinn : Σ
in|vn|M(I)0 →M(I)0.
The composite
Sins|vn|−‖I‖
i
−→ Σins|vn|M(I)0
(vinn )
s
−−−−→M(I)0
j
−→ S,
where i is the inclusion of the bottom cell, ‖I‖ is the quantity
‖I‖ = i1|v1|+ i2|v2|+ · · ·+ in−1|vn−1|+ n,
and j is the projection onto the top cell, gives the Greek letter element :
α
(n)
sin/in−1,...,i0
∈ π∗S.
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(This element is not uniquely defined — it depends inductively on the choices of self
maps (vi11 , . . . , v
in
n ).) The image of this element in π∗SE(n) factors throughMnS as
the composite
Sins|vn|−‖I‖ → Σins|vn|M(I)0E(n)
(vinn )
s
−−−−→M(I)0E(n) →֒MnS.
This composite is necessarily detected in the 0-line of the spectral sequence 0.1.2
by a non-zero element:
(0.1.13) xin/in−1,...,i0 ∈ H
0(Gn, (En)∗/(p
∞, . . . , u∞n−1))
The existence of these invariants determines which sequences (i0, . . . , in) could give
rise to a Greek letter element α
(n)
in/in−1,...,i0
.
There are three important questions one can ask:
Question 0.1.14. For which sequences (i0, . . . , in) do there exist invariants
xin/in−1,...,i0 ∈ H
0(Gn, (En)∗/(p
∞, . . . , u∞n−1))?
Question 0.1.15. Does there exist a corresponding complex M(I)0 and vn-self map
vinn ?
Question 0.1.16. If so, is the corresponding Greek letter element α
(n)
in/in−1,...,i0
non-trivial?
Question 0.1.14 is a computation, which, as we will describe below, is known for
n = 1, 2. We will explain how the J-spectrum, in the case n = 1, and the spectrum
Q(ℓ) for n = 2, relate these computations to certain arithmetic congruences. Ques-
tion 0.1.15 is a very difficult question in computational homotopy theory: it was
completely answered for n = 1 by Adams [Ada66] and Mahowald [Mah70], while
even for p ≥ 5, there are only partial results for n = 2, due to Smith, Zahler, and
Oka (see [Rav86, Sec. 5.5]). Question 0.1.16 is more tractable. For instance, it is
completely solved in [MRW77] and [Shi81] for n = 2 using the chromatic spectral
sequence.
The elements αi/j and Bernoulli numbers. Assume that p > 2. In what follows,
let νp denote p-adic valuation. The homotopy elements αi/j generate the image of
the classical J homomorphism. The corresponding invariants xi/j are classified by
the following theorem [MRW77, Thm. 4.2].
Theorem 0.1.17. There exists an invariant
xi/j ∈ H
0
c (G1, (E1)2t/(p
∞))
of order pj if and only if t = (p− 1)i and j ≤ νp(i) + 1.
The orders of the generators of these groups of invariants are related to the p-adic
valuations of denominators of Bernoulli numbers. Let Bi denote the ith Bernoulli
number.
Lemma 0.1.18 (Lipshitz-Sylvester [MS74, Lem. B.2]). For every pair of integers
k and n, the quantity kn(kn − 1)Bn/n is an integer.
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In particular, if k is chosen to be prime to p, then we deduce that
(kn − 1)Bn/n
is p-integral. If ℓ is chosen such that the subgroup ±ℓZ is dense in Z×p , there is an
isomorphism
H0c (Z
×
p , (E1)2t/(p
∞))Gal
∼=−→ H0(±ℓZ, (E1)2t/(p
∞))Gal.
The sequence (0.1.7) implies that, for t even, there is an exact sequence
0→ H0(±ℓZ, (E1)2t/(p
∞))Gal → Z/p∞
ℓt−1
−−−→ Z/p∞.
In particular, the image of Bt/t in Z/p
∞ is annihilated by ℓt − 1, and Bt/t gives
an element yt of H
0(G1, (E1)2t/(p
∞)). In fact, these invariants yt are generators.
In summary, there is a correspondence
αi/j ↔ Bt/t ∈ Q/Z(p)
for t = (p− 1)i and j = νp(i) + 1.
The elements αi/j and Eisenstein series. We now assume, for simplicity, that
p > 3. We now explain how the Eisenstein series give an alternative approach to
the invariants xi/j . By explicit calculation, there is an abstract isomorphism
H0(G1, (E1)2t/(p
∞)) ∼= H0(G2, (E2[v
−1
1 ])2t/(p
∞)).
(Presumably this is related to Hopkins’ chromatic splitting conjecture.) Choosing
ℓ as before, the group Γ of (0.1.10) is a dense subgroup of S2, and so there is an
isomorphism
H0(S2, (E2[v
−1
1 ])2t/(p
∞))Gal ∼= H0(Γ, (E2[v
−1
1 ])2t/(p
∞))Gal.
The equivalence (0.1.11) relates this computation to the computation of the equal-
izers
At/j → TMF 2t/p
j
d0
⇉
d1
TMF 0(ℓ)2t/p
j ⊕ TMF 2t/p
j
where the maps d0 and d1 are the maps induced from the semi-cosimplicial coface
maps of (0.1.9).
For a Z[1/N ]-algebra R, let Mt(Γ0(N))R denote the weight t modular forms for
the congruence subgroup Γ0(N) defined over the ring R. For p > 3 there are
isomorphisms
(TMF (p))2t ∼=Mt(Γ0(1))Z(p) [∆
−1],
(TMF 0(ℓ)(p))2t ∼=Mt(Γ0(ℓ))Z(p) [∆
−1].
The coface map d1 acts on a modular form f ∈Mt(Γ0(1))Z(p) [∆
−1] by
d1(f) = (f, f) ∈Mt(Γ0(ℓ))Z(p) [∆
−1]⊕Mt(Γ0(1))Z(p) [∆
−1].
The coface map d0 acts by
d0(f) = (ℓ
tVℓ(f), ℓ
tf)
where, on the level of q-expansions, the operator Vℓ is given by
(Vℓ(f))(q) = f(q
ℓ)
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Thus, we have
A(t;j) =
{
f ∈Mt(Γ0(1))[∆
−1]/pj :
(i) (ℓt − 1)f ≡ 0 mod pj
(ii) ℓtVℓ(f)− f ≡ 0 mod pj
}
.
Condition (i) implies that A(t;j) cannot have elements of order p
j unless t = (p −
1)pj−1s. If this is satisfied, Condition (ii) on f is equivalent to the assertion that
its q-expansion satisfies
f(q) ≡ constant mod pj .
The Eisenstein series Et ∈Mt(Γ0(1))Z have q-expansions
Et(q) = 1−
2t
Bt
∑
i≥1
σt−1(i)q
i

where
σk(i) :=
∑
d|i
dk.
Our remarks concerning the p-adic valuations of the denominators of Bt/t imply
that for j ≤ νp(i) + 1, the Eisenstein series E(p−1)i are generators of A(t;j) of order
pj. Thus, for t = (p− 1)i and j = νp(i) + 1, there is a correspondence
αi/j ↔ Et ∈ A(t;j).
Remark 0.1.19. This technique of computing the 1-line of the Adams-Novikov
spectral sequence using Eisenstein series is first seen in the work of A. Baker
[Bak99]. Baker uses Hecke operators, and his results may be derived from the
discussion above by exploiting the relationship between the Hecke operator Tℓ and
the verschiebung Vℓ.
The elements βi/j,k and congruences of modular forms. We continue to assume
that p > 3. The sequences (j, k, i) giving invariants xi/j,k corresponding to homo-
topy elements βi/j,k ∈ SE(2) are completely classified:
Theorem 0.1.20 (Miller-Ravenel-Wilson [MRW77]). The exists an invariant
xi/j,k ∈ H
0
c (G2, (E2)2t/(p
∞, v∞1 ))
of order pk if and only if
(1) t = (p2 − 1)i− (p− 1)j,
(2) 1 ≤ j ≤ pνp(i) + pνp(i)−1 − 1 (j = 1 if νp(i) = 0),
(3) If m is the unique number satisfying
pνp(i)−m−1 + pνp(i)−m−2 − 1 < j ≤ pνp(i)−m + pνp(i)−m−1 − 1
then k ≤ min{νp(j) + 1,m+ 1}.
We will explain how these elaborate conditions on (j, k, i) given in Theorem 0.1.20
reflect a congruence phenomenon occurring amongst q-expansions of modular forms.
The discussion of congruence properties of Eisenstein series in the last section spe-
cializes to give:
Ep−1(q) ≡ 1 mod p
xvi INTRODUCTION
and thus
Ep
k−1
p−1 (q) ≡ 1 mod p
k.
By the q-expansion principle, multiplication by Ep
k−1
p−1 gives an injection:
·Ep
k−1
p−1 :Mt(Γ0(N))Z/pk →֒Mt+(p−1)pk−1(Γ0(N))Z/pk
for any N coprime to p. In fact, there is a converse:
Theorem 0.1.21 (Serre [Kat73, 4.4.2]). Let N be coprime to p. Suppose that for
t1 < t2 we are given modular forms fi ∈Mti(Γ0(N))Zp whose q-expansions satisfy
f1(q) ≡ f2(q) mod p
k.
Then t1 and t2 are congruent modulo (p− 1)pk−1, and
f2 ≡ E
t2−t1
p−1
p−1 · f1 mod p
k.
The Hasse invariant v1 ∈Mp−1(Γ0(N))Fp lifts to Ep−1 (see [Kat73, 2.1] — it is nec-
essary that p > 3). This allows us to reinterpret the groupsH0(G2, (E2)t/(p
∞, u∞1 ))
in terms of p-adic congruences of modular forms. If ℓ is chosen such that the group
Γ (0.1.10) is dense in the Morava stabilizer group S2, there is an isomorphism
H0(S2, (E2)2t/(p
∞, u∞1 ))
∼= H0(Γ, (E2)2t/(p
∞, u∞1 )).
The equivalence (0.1.11), together with the semi-cosimplicial resolution (0.1.9),
allow us to deduce that there is an isomorphism
H0(Γ, (E2)2t/(p
∞, u∞1 )) = lim−→
j,k
B(t;j,k)
where the colimit is taken over pairs (j, k) where j ≡ 0 mod (p − 1)pk−1 and the
groups B(t;j,k) for such (j, k) are given by the equalizer diagram:
B(t;j,k) →
Mt(Γ0(1))Z/pk [∆
−1]
Mt−j(Γ0(1))Z/pk [∆
−1]
d0
⇉
d1
Mt(Γ0(ℓ))Z/pk [∆
−1]
Mt−j(Γ0(ℓ))Z/pk [∆
−1]
⊕
Mt(Γ0(1))Z/pk [∆
−1]
Mt−j(Γ0(1))Z/pk [∆
−1]
Using our explicit description of the cosimplicial coface maps d0 and d1, we see that
B(t;j,k) ∼=
f ∈
Mt(Γ0(1))Z/pk [∆
−1]
Mt−j(Γ0(1))Z/pk [∆
−1]
:
(i) (ℓt − 1)f(q) ≡ h(q) mod pk,
h ∈Mt−j(Γ0(1))[∆−1].
(ii) (ℓtf(qℓ)− f(q) ≡ g(q) mod pk,
g ∈Mt−j(Γ0(ℓ))[∆−1].

This translates into the following conclusion: there exist level 1 modular forms
ft ∈Mt(Γ0(1))[∆−1] such that ft(q) is not congruent to any form of lower weight,
and such that the existence of βi/j,k ∈ π∗SE(2) is equivalent to the existence of a
congruence
ℓtf(qℓ)− f(q) ≡ g(q) mod pk for g ∈Mt−j(Γ0(ℓ))[∆
−1].
for t = (p2 − 1)i.
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Remark 0.1.22. In [Lau99] G. Laures defined the f invariant, which gives an
embedding of the 2-line of the Adams-Novikov spectral sequence into a ring of
divided congruences of modular forms. The authors are unclear at this time how
Laures’ congruences are related to the congruences described here.
0.2. Subject matter of this book
The purpose of this book is to propose entries to the third column of the following
table:
n = 1 n = 2 n ≥ 3
E KO TMF ?
Q J Q(ℓ) ?
(In fact, our constructions will also specialize to n = 1, 2.) Each of the columns of
the table gives spectra E and Q, such that:
(1) E is an E∞-ring spectrum associated to a 1 dimensional formal group of
height n residing in the formal completion of a commutative group scheme.
(2) The localization EK(n) is a product of homotopy fixed point spectra of
En for finite subgroups of Sn.
(3) Q admits a finite semi-cosimplicial resolution by E∞-spectra related to E.
(4) The localization QK(n) is a homotopy fixed point spectrum of En for an
infinite discrete group which is a dense subgroup of Sn.
The moduli space of elliptic curves will be replaced by certain PEL Shimura vari-
eties of type U(1, n−1). On first encounter, these moduli spaces seem complicated
and unmotivated (at least from the point of view of homotopy theory). There are
many excellent references available (for the integral models we are using in this
book the reader is encouraged to consult [Kot92], [HT01], and [Hid04]), but
these can be initially inaccessible to homotopy theorists. We therefore devote the
first few chapters of this book to an expository summary of the Shimura varieties
we are considering, singling out only those aspects relevant for our applications to
K(n)-local homotopy theory.
We briefly summarize the contents of this book.
Topological automorphic forms. To obtain formal groups of height greater
than 2, we must study abelian varieties A/Fp of dimension greater than 1. Since
only the moduli of 1-dimensional formal groups seems to be relevant to homotopy
theory, we must introduce a device which canonically splits off a 1-dimensional
formal summand from the formal completion Â . This will be accomplished by
fixing an imaginary quadratic extension F of Q, with ring of integers OF in which
p splits as uuc , and insisting that A admit complex multiplication by F , given by
a ring homomorphism
i : OF →֒ End(A).
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The splitting Fp ∼= Fu × Fuc induces a splitting
Â ∼= Âu × Âuc .
We shall insist that Âu have dimension 1. The other summand Âuc will be con-
trolled by means of a compatible polarization — which is given by a certain kind
of prime to p isogeny
λ : A→ A∨
which induces an isomorphism
λ∗ : A(u)→ A(u
c)∨
between the p-divisible groups which extend the formal groups Âu, Â
∨
uc .
Moduli stacks of triples (A, i, λ) (over Zp) where A has dimension n are given by
Shimura stacks Sh associated to rational forms of the unitary group U(1, n − 1).
The formal groups Âu associated to points of these Shimura stacks attain heights
up to and including height n. There are two caveats:
(1) In order to allow for more general forms of U(1, n − 1), we will actually
fix a maximal order OB in a central simple algebra B over F of dimension
n2, which is split at u. The algebra B shall be endowed with a positive
involution ∗ which restricts to conjugation on F . We shall actually con-
sider moduli of triples (A, i, λ) where A is an abelian variety of dimension
n2 with OB-action given by an inclusion of rings
i : OB →֒ End(A)
and λ is a compatible polarization. The case of n-dimensional polarized
abelian varieties with complex multiplication by F is recovered by choos-
ing B to be the matrix algebra Mn(F ) by Morita equivalence.
(2) Unlike the case of supersingular elliptic curves, there are infinitely many
isogeny classes of triples (A, i, λ) for which Âu has height n. Fixing an
isogeny class is tantamount to fixing a compatible pairing 〈−,−〉 on the
rank 1 left B-module V = B. The points in the isogeny class are those
points (A, i, λ) whose λ-Weil pairing on the ℓ-adic Tate modules at each
of the places ℓ is B-linearly similar to (Vℓ, 〈−,−〉).
For these more general n2-dimensional B-linear polarized abelian varieties (A, i, λ),
the formal group Â inherits an action of the p-complete algebra Bp ∼= Mn(Fp).
Fixing a rank 1 projection ǫ ∈Mn(Fp) gives a splitting
Â ∼= (ǫÂu × ǫÂuc)
n,
and we insist that the summand ǫÂu is 1-dimensional.
If the algebra B is a division algebra, then Sh possesses an e´tale projective cover
(this is the case considered in [HT01]). The Shimura varieties Sh associated to
other B need not be compact, but we do not pursue compactifications here.
Lurie has announced an extension of the Goerss-Hopkins-Miller theorem to p-
divisible groups. Lurie’s theorem gives rise to a homotopy sheaf of E∞-ring spectra
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E on Sh in the e´tale topology. The global sections of E give rise to a p-complete
spectrum TAF of topological automorphic forms, and a descent spectral sequence
Hs(Sh, ω⊗t)⇒ π2t−s(TAF ).
Here, ω is a line bundle on Sh such that over C, the holomorphic sections of ω⊗t
give rise to certain determinant weight holomorphic automorphic forms.
Hypercohomology of adele groups. Let A denote the rational adeles. If S
is a set of places of Q, we shall use the convention that places in the superscript
are omitted and places in the subscript are included:
AS =
∏
v∈S
′
Qv,
AS =
∏
v 6∈S
′
Qv.
If S is a set of finite rational primes, then this convention naturally extends to the
profinite integers:
ZS =
∏
p∈S
Zp,
ZS =
∏
p6∈S
Zp.
This notational philosophy will be extended to other contexts as we see fit.
Let GU/Q be the algebraic group of similitudes of our fixed pairing 〈−,−〉 on V :
GU(R) = {g ∈ AutB(V ⊗Q R) : (gx, gy) = ν(g)(x, y), ν(g) ∈ R
×}.
Let U be the subgroup of isometries. Let L be the OB-lattice in V = B given
by the maximal order OB . Let K
p
0 be the compact open subgroup of the group
GU(Ap,∞) given by
Kp0 = {g ∈ GU(A
p,∞) : g(L⊗ Zp) = L⊗ Zp}.
(Here, Ap,∞ =
∏′
ℓ 6=pQℓ is the ring of finite adeles away from p, and Z
p =
∏
ℓ 6=p Zℓ
is the subring of integers.) To each open subgroup Kp of Kp0 one associates an e´tale
cover
Sh(Kp)→ Sh.
The stack Sh(Kp) is the moduli stack of prime-to-p isogeny classes of tuples of the
form (A, i, λ, [η]Kp) where i is a compatible inclusion
i : OB,(p) →֒ End(A)(p)
and
η : (V ⊗Q A
p,∞, 〈−,−〉)
∼=−→ (V p(A), λ〈−,−〉)
represents a Kp orbit [η]Kp of B-linear similitudes. Associated to the e´tale cover
Sh(Kp) is a spectrum TAF (Kp). Choosing Kp = Kp0 recovers the spectrum TAF .
Associated to the tower of covers {Sh(Kp)} (as Kp varies over the open subgroups
of Kp0 ) is a filtered system of E∞-ring spectra {TAF (K
p)}. The colimit
VGU = lim−→
Kp
TAF (Kp)
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admits an action of the group GU(Ap,∞) by E∞-ring maps, giving it the structure
of a smooth G-spectrum. The spectra TAF (Kp) are recovered by taking smooth
homotopy fixed points
TAF (Kp) ≃ V hK
p
GU .
More generally, for any set of primes S not containing p, and any compact open
subgroupKp,S contained in GU(Ap,S,∞), we may consider the homotopy fixed point
spectrum
QGU (K
p,S) := V
hKp,S+
GU
where
Kp,S+ := K
p,SGU(AS) ⊆ GU(A
p,∞).
Letting GU1(AS) be the subgroup
GU1(AS) = ker
(
GU(AS)
ν
−→
∏
ℓ∈S
′
Q×ℓ
νℓ−→
∏
ℓ∈S
Z
)
of similitudes whose similitude norm has valuation 0 at every place in S, it is also
convenient to consider the fixed point spectrum
QU (K
p,S) := V
hKp,S1,+
GU
where
Kp,S1,+ := K
p,SGU1(AS) ⊆ GU(A
p,∞).
These spectra should be regarded as generalizations of the spectra Q(ℓ) to our
setting. As the results described in the next section demonstrate, the spectrum QU
seems to be more closely related to the K(n)-local sphere than the spectrum QGU .
K(n)-local theory. Let Sh(Kp)[n] be the (finite) locus of Sh(Kp)⊗ZpFp where
the formal group ǫÂu is of height n. The K(n)-localization of the spectrum Sh(K
p)
is given by the following theorem.
Theorem (Corollary 14.5.6). There is an equivalence
(0.2.1) TAF (Kp)K(n) ≃
 ∏
(A,i,λ,[η]Kp )∈Sh(Kp)[n](Fp)
EhAut(A,i,λ,[η]Kp)n
hGal .
Fix a Fp-point (A, i, λ, [η]Kp) of Sh
[n], and choose a representative η of the Kp-orbit
[η]Kp . Let Γ be the group of prime-to-p quasi-isometries of (A, i, λ).
Γ = {γ ∈ EndB(A)
×
(p) : γ
∨λγ = λ}
The fixed representative η induces an embedding
Γ →֒ GU1(Ap,S,∞).
Let Γ(Kp,S) denote the subgroup
Γ(Kp,S) = Γ ∩Kp,S .
The group Γ(Kp,S) acts naturally on the formal group
ǫÂu ∼= Hn
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by isomorphisms, giving an embedding
Γ(Kp,S) →֒ Sn.
We define a spectrum E(Γ(Kp,S)) to be the homotopy fixed point spectrum
E(Γ(Kp,S)) = EhΓ(K
p,S)
n .
There is a natural map
(0.2.2) EhSnn → E(Γ(K
p,S)).
The spectrum E(Γ(Kp,S)) should be regarded as some sort of approximation to
the K(n)-local sphere. At this time we are unable to even formulate a conjecture
(analogous to (0.1.6) in the case of n = 1 and (0.1.12) in the case of n = 2)
quantifying the difference between the spectrum E(Γ(Kp,S)) and the K(n)-local
sphere. Naumann [Nau] has proven that in certain circumstances, there exist small
sets of primes S such that Γ(Kp,S) is of small index in the Morava stabilizer group
Sn (see Theorem 14.2.1). The group Γ is always dense in Sn (Proposition 14.2.4).
The K(n)-localization of the spectrum QU (K
p,S) is related to Morava E-theory by
the following theorem.
Theorem (Corollary 14.5.6). There is an equivalence
(0.2.3) QU (K
p,S)K(n) ≃
 ∏
[g]∈Γ\GU1(Ap,S,∞)/Kp,S
E(Γ(gKp,Sg−1))
hGal .
This theorem is an analog of (0.1.8) in the case n = 1, and (0.1.11) in the case of
n = 2.
Building decompositions. For simplicity, we now consider the case where
the set S consists of a single prime ℓ 6= p, where B is split over all of the places that
divide ℓ. The group Γ(Kp,ℓ) sits naturally inside the group U(Qℓ) through its action
on the Tate module Vℓ(A) through B-linear isometries. Let B(U) be the Bruhat-
Tits building for U(Qℓ). The finite dimensional complex B(U) is contractible, and
the group U(Qℓ) acts on it with compact open stabilizers. This action extends
naturally to an action of the group GU1(Qℓ).
Theorem (Proposition 14.1.2). The group Γ(Kp,ℓ) acts on B(U) with finite stabi-
lizers, and these stabilizers are the automorphism groups of points of Sh(Kp)[n](Fp)
for various compact open subgroups Kp of GU1(Ap,∞).
Therefore, the virtual cohomological dimension of Γ(Kp,ℓ) is equal to the dimension
of B(U). We have
dimB(U) =

n ℓ splits in F ,
n/2 or (n− 2)/2 ℓ does not split in F , n even,
(n− 1)/2 ℓ does not split in F , n odd.
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We see that the virtual cohomological dimension of Γ(Kp,ℓ) is maximized when ℓ
splits in F . In this case, there is an isomorphism
U(Qℓ) ∼= GLn(Qℓ)
and the building B(U) is especially easy to understand. Even in the split case,
unless n = 1, the map (0.2.2) cannot be an equivalence, because Γ(Kp,ℓ) has virtual
cohomological dimension n, whereas Sn has virtual cohomological dimension n
2.
The action of GU1(Qℓ) on B(U) gives rise to the following theorem.
Theorem (Theorem 13.2.9). There is a semi-cosimplicial spectrum QU (K
p,ℓ)• of
length d = dimB(U) whose sth term (0 ≤ s ≤ d) is given by
QU (K
p,ℓ)s =
∏
[σ]
TAF (K(σ)).
The product ranges over U(Qℓ) orbits of s-simplices [σ] in the building B(U). The
groups K(σ) are given by
K(σ) = KpKℓ(σ)
where Kℓ(σ) is the subgroup of GU
1(Qℓ) which stabilizes σ. There is an equivalence
(0.2.4) QU (K
p,ℓ) ≃ TotQU (K
p,ℓ)•.
Remark 0.2.5. Theorem 13.2.9 gives a similar semi-cosimplicial resolution of the
spectrum QGU (K
p,ℓ).
The spectra QU (K
p,ℓ) should be regarded as a height n analog of the J-theory
spectrum. The approach taken in this paper towards defining QU (K
p,ℓ) is different
from that taken in defining the spectra J and Q(ℓ). The spectra J and Q(ℓ) were
defined as the totalization of an appropriate semi-cosimplicial spectrum (0.1.5),
(0.1.9). Here, we define QU (K
p,ℓ) to be a hypercohomology spectrum, and then
show that it admits a semi-cosimplicial decomposition.
Potential applications to Greek letter elements. We outline some po-
tential applications the spectra TAF and QU could have in the study of Greek
letter elements in chromatic filtration greater than 2. Specifically, we will discuss
the applicability of our methods towards resolving Questions 0.1.14 and 0.1.16.
We do not anticipate our constructions to be relevant towards the resolution of
Question 0.1.15.
Existence of xin/in−1,...,i0 . Suppose that the set of primes S and the compact
open subgroup Kp,S are chosen such that the corresponding subgroup
Γ(Kp,S) ⊂ Sn
is dense. For instance, S may consist of a single prime ℓ (see Theorem 14.2.1) or S
may always be taken to consist of all primes different from p (see Proposition 14.2.4).
Then the natural map
H0(Sn, (En)2t/(p
∞, . . . , u∞n−1))→ H
0(Γ(Kp,S), (En)2t/(p
∞, . . . , u∞n−1))
is an isomorphism.
Suppose that S consists of a single prime ℓ which splits in F . Then we have
U(Qℓ) ∼= GLn(Qℓ). The equivalences (0.2.1), (0.2.3), and (0.2.4) may be combined
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to show that the existence of xin/(in−1,...,i0) is, under suitable hypotheses, detected
in the equalizer of the maps
π2tMnTAF (K
p,ℓKℓ)
d0
⇉
d1
∏
[σ]
π2tMnTAF (K
p,ℓKℓ(σ)).
Here Mn denotes the nth monochromatic fiber, Kℓ ⊂ GLn(Qℓ) is a stabilizer
of the unique orbit of 0-simplices in the building B(GLn(Qℓ)), and the product
ranges over the orbits [σ] of 1-simplices in B(GLn(Qℓ)), with stabilizers Kℓ(σ) ⊂
GLn(Qℓ). It is our hope that this relationship will lead to a description of the invari-
ants xin/in−1,...,i0 (Question 0.1.14) related to arithmetic properties of automorphic
forms analogous to the descriptions for n = 1, 2 given in Section 0.1.
Non-triviality of Greek letter elements. Miller, Ravenel, and Wilson [MRW77]
construct Greek letter elements in the n-line of the Adams-Novikov spectral se-
quence in the following manner. There is a composition of connecting homomor-
phisms
∂n : H
0(Gn, (En)∗/(p
∞, . . . , u∞n−1))→ Ext
n,∗
BP∗BP
(BP∗, BP∗).
Given xin/in−1,...,i0 ∈ H
0(Gn, (En)∗/(p
∞, . . . , u∞n−1)), its image under ∂n is the ele-
ment in the Adams-Novikov spectral sequence which will detect the corresponding
Greek letter element α
(n)
in/in−1,...,i0
if it exists. Question 0.1.16 is answered in the
affirmative if
∂n(xin/in−1,...,i0) 6= 0.
Because the length of the semi-cosimplicial resolution of Q(ℓ) is n, there is a corre-
sponding sequence of boundary homomorphisms for the spectrum QU (K
p,ℓ), where
Question 0.1.16 may have a more tractable solution.
0.3. Organization of this book
Many chapters of this book are expository in nature, and are meant to serve as
a convenient place for the reader who is a homotopy theorist to assimilate the
necessary background information in a motivated and direct manner.
In Chapter 1 we briefly describe the theory of p-divisible groups, and recall their
classification up to isogeny.
In Chapter 2 we review the Honda-Tate classification of abelian varieties up to
isogeny over Fp. Our aim is to establish that there is an obvious choice of isogeny
class which supplies height n formal groups of dimension 1. We explain the gener-
alization to B-linear abelian varieties.
In Chapter 3 we describe the notion of a level structure, and explain how homo-
morphisms of abelian varieties and abelian schemes may be understood through
the Tate representation.
In Chapter 4 we introduce the notion of a polarization of an abelian variety, and
its associated Weil pairing on the Tate module. We review the classification of
polarizations up to isogeny, which is essentially given by the classification of certain
alternating forms on the Tate module.
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In Chapter 5 we explain some basic facts about alternating and hermitian forms,
and their groups of isometries and similitudes. We summarize the classification of
alternating forms. This classification completes the classification of polarizations,
and is subsequently applied to the analysis of the height n locus Sh[n] of Sh.
The classification of polarized abelian varieties up to isogeny suggests a natural
moduli problem to study, which we explain in Chapter 6. There are two equivalent
formulations of the moduli problem. The moduli problem is representable by the
Shimura stack Sh.
In Chapter 7, we summarize the Grothendieck-Messing theory of deformations of
p-divisible groups. We then explain how this is related to the deformation the-
ory of abelian varieties via Serre-Tate theory. This machinery is then applied to
understand the deformation theory of mod p points of Sh.
In Chapter 8, we summarize Lurie’s generalization of the Hopkins-Miller theorem.
We then use the deformation theory to apply this theorem to our Shimura stacks
to define spectra of topological automorphic forms.
Chapter 9 summarizes the classical holomorphic automorphic forms associated to
Sh, and explains the relationship to topological automorphic forms.
In Chapter 10, we pause to rapidly develop the notion of a smooth G-spectrum
for G a locally compact totally disconnected group. We define smooth homotopy
fixed points, and study the behavior of this construction under restriction and
coinduction. We prove that a smooth G-spectrum is determined up to equivalence
by its homotopy fixed points for compact open subgroups of G. We define transfer
maps and observe that the homotopy fixed points of a smooth G-spectrum define
a Mackey functor from a variant of the Burnside category to the stable homotopy
category.
In Chapter 11 we describe E∞-operations on TAF (K
p) given by elements of the
group GU(Ap,∞). This gives the data to produce a smooth GU(Ap,∞)-spectrum
VGU . We then describe how this structure extends to make the functor TAF (−)
a Mackey functor with values in the stable homotopy category. We discuss the
obstructions to deducing that the Hecke algebra for the pair (GU(Ap,∞),Kp) acts
on TAF (Kp) through cohomology operations, and give necessary conditions for
these obstructions to vanish.
In Chapter 12, we recall explicit lattice chain models for the buildings for the groups
GU(Qℓ) and U(Qℓ).
In Chapter 13, the spectra QGU and QU are defined. We then describe the semi-
cosimplicial resolution of QU .
In Chapter 14, we describe the height n locus Sh [n]. We then relate the K(n)-
localization of TAF and QU to fixed point spectra of Morava E-theory.
In Chapter 15, we study the example of n = 1. In this case the spectra TAF are
easily described as products of fixed points of the p completion of the complex K-
theory spectrum. The spectrum QU (K
p,ℓ) is observed to be equivalent to a product
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CHAPTER 1
p-divisible groups
If A is an n-dimensional abelian variety over a field k, then it has a group A[p∞] of
p-torsion points defined over an algebraic closure k¯. If k has characteristic distinct
from p, this is a group abstractly isomorphic to (Z/p∞)2n with an action of the
Galois group of k.
However, if p divides the characteristic of k, this breaks down. For example, an
elliptic curve over a finite field can either be ordinary (having p-torsion points
isomorphic to the group Z/p∞) or supersingular (having no non-trivial p-torsion
points whatsoever). In these cases, however, these missing torsion points appear in
the formal group of the abelian variety. If the elliptic curve is ordinary, the formal
group has height 1, whereas if the elliptic curve is supersingular, the formal group
has height 2. The missing rank in the p-torsion arises as height in the formal group.
The correct thing to do in this context is to instead consider the inductive system
of group schemes given by the kernels of the homomorphism
[pi] : A→ A.
The ind-finite group schemes that arise are called p-divisible groups.
1.1. Definitions
Definition 1.1.1. A p-divisible group of height h over a scheme S is a sequence of
commutative group schemes over S
{1} = G0 →֒ G1 →֒ G2 →֒ · · ·
such that each Gi is locally free of rank p
ih over S, and such that for each i ≥ 0
the sequence
0→ Gi →֒ Gi+1
[pi]
−−→ Gi+1
is exact.
If S is affine, this corresponds to a pro-system {Ri} of bicommutative Hopf algebras
over a ring R, with Ri finitely generated projective of rank p
ih.
Example 1.1.2. Any finite group G gives rise to a finite group scheme GS over S
GS =
∐
G
S.
The inductive system {((Z/pi)h)S} gives a p-divisible group ((Z/p∞)h)S of height
h.
1
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Example 1.1.3. Let R be a p-complete ring, and let G be a formal group over R.
Let G denote the reduction of G to k = R/(p), and assume that G has constant
and finite height h. The the p-series of G takes the form
[p]
G
(x) = uxp
h
+ · · · mod p
with u ∈ k×. The pi-series of G is then given by
[pi]
G
(x) = u′xp
ih
+ · · · mod p
for u′ ∈ k×. We deduce, using Weierstrass preparation, that the ring of functions
of the formal group G is given by
OG = R[[x]] = lim
i
R[[x]]/([pi]G(x)).
Therefore, G may be regarded as a p-divisible group of height h over Spec(R).
Example 1.1.4. If A/S is an abelian scheme of dimension n, the inductive system
of kernels {A[pi]} of the pith power maps forms a p-divisible group of height 2n,
which we denote by A(p).
Example 1.1.5. Suppose E is an even periodic p-complete ring spectrum. The
spectrum E is complex orientable, and so associated to E we have a formal group
law GE over E
0, represented by the complete Hopf algebra E0(CP∞) ∼= E0[[x]].
Assume that the height of the mod p reduction of GE is constant and finite.
Then Example 1.1.3 implies that taking Spec of the successive quotients Ri =
E0[[x]]/([pi]GE (x)) gives a p-divisible group over E
0. The homotopy equivalence
holim(Σ∞+ Bµpk)
∧
p → (Σ
∞
+ BS
1)
∧
p
allows us to express the Hopf algebra E0(CP∞) as a limit of the Hopf algebras
E0(Bµpi) = Ri (see, for example, [Sad92, 2.3.1]).
Definition 1.1.6. A homomorphism of p-divisible groups f : G→ G′ is a compat-
ible sequence of homomorphisms
fi : Gi → G
′
i.
The homomorphism f is an isogeny if there exists a homomorphism f ′ : G′ → G
and an integer k such that ff ′ = [pk] and f ′f = [pk].
If G is a p-divisible group over S, it has a Cartier dual
G∨ = Homgrp.schm/S(G,Gm).
If S = Spec(R) and Gi = Spec(Ri), (G
∨)i corresponds to the dual Hopf algebroid
HomR(Ri, R). The factorization
Gi
[p]
−→ Gi−1 →֒ Gi
of the pth power map dualizes to a sequence
G∨i ←֓ G
∨
i−1
[p]
←− G∨i .
The left-hand maps make the family {G∨i } into a p-divisible group. There is a
natural isomorphism G → (G∨)∨, so ∨ is a anti-equivalence of the category of
p-divisible groups.
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1.2. Classification
A p-divisible group is simple if it is not isogenous to a non-trivial product of p-
divisible groups. If G is a simple p-divisible group over a field k of characteristic p,
there is a short exact sequence
0→ G0 → G→ Get → 0,
where (G0)i is connected and (G
et)i is e´tale over k [Tat67]. The dimension of G
is the dimension of the formal group G0. Height and dimension are both additive
in short exact sequences and preserved by isogeny. A p-divisible group is classified
up to isogeny by this data.
Theorem 1.2.1 ([Dem72], [Mil79]). Let k be an algebraically closed field of char-
acteristic p.
(1) Any p-divisible group over k is isogenous to a product
∏
Gi of simple
p-divisible groups, unique up to permutation.
(2) Simple p-divisible groups G over k are determined up to isogeny by a pair
of relatively prime integers (d, h), 0 ≤ d ≤ h, where d is the dimension of
G and h ≥ 1 is the height. The fraction 0 ≤ dh ≤ 1 is called the slope of
the p-divisible group.
(3) The dual of such a p-divisible group G has height h and dimension h− d.
Thus the slope of G∨ is 1− dh .
(4) The endomorphism ring End(G) is the unique maximal order in the central
division algebra D over Qp of invariant
d
h .
The isogeny class of a p-divisible group is often represented by its Newton polygon.
One draws a graph in which the horizontal axis represents total height, and the
vertical axis represents total dimension. Each simple summand of dimension d and
height h is represented by a line segment of slope dh , with the line segments arranged
in order of increasing slope.
The following is a Newton polygon of a p-divisible group of height 6 and dimension
3, with simple summands of slope 12 ,
1
3 , and 1.
•
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If A is an abelian variety, the p-divisible group of the dual abelian variety A∨ is
given by A∨(p) = (A(p))∨. Every abelian variety A over a field admits a polariza-
tion, which is a certain type of isogeny λ : A → A∨ (see Chapter 4, in particular
Remark 4.1.6). This forces the p-divisible group A(p) to have a symmetry condition:
if λ is a slope appearing m times in A(p), so is 1− λ.
Example 1.2.2. There are two possible Newton polygons associated to elliptic
curves, corresponding to the supersingular and ordinary types.
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(ordinary)
Suppose that G/S is a p-divisible group, F is a finite extension field of Q with ring
of integers OF , and i : OF → End(G) is a ring homomorphism. Then the map i
factors through the p-completion of OF , and gives rise to an associated map
ip : OF,p → End(G).
Let {ui} be the primes dividing p; then OF,p ∼=
∏
OF,ui . In particular, the com-
pletion contains idempotents ei whose images in End(G) give a direct sum decom-
position
G ∼=
⊕
i
G(ui).
If A is an abelian variety with a map OF → End(A)(p) and u is a prime of F
dividing p, we write A(u) for the corresponding summand of its p-divisible group.
CHAPTER 2
The Honda-Tate classification
In this chapter we will state the classification, due to Honda and Tate [Hon68],
[Tat71], of abelian varieties over Fpr , and over Fp.
2.1. Abelian varieties over finite fields
Define the set of quasi-homomorphisms between abelian varieties A and A′ to be
the rational vector space
Hom0(A,A′) = Hom(A,A′)⊗Q.
(The set Hom(A,A′) is a finitely generated free abelian group.) Let AbVar0k denote
the category whose objects are abelian varieties over a field k, and whose morphisms
are the quasi-homomorphisms. A quasi-isogeny is an isomorphism in AbVar0k. An
isogeny is a quasi-isogeny which is an actual homomorphism.
A proof of the following theorem may be found in [Mum70, IV.19].
Theorem 2.1.1. The category AbVar0k is semisimple.
Corollary 2.1.2. For an abelian variety A ∈ AbVar0k, the endomorphism ring
End0(A) is semisimple.
Suppose that A is a simple abelian variety over Fq, where q = p
r. A admits a
polarization λ : A→ A∨ (Chapter 4). The quasi-endomorphism ring E = End0(A)
is of finite dimension over Q. Because A is simple, this is also a division algebra.
The polarization λ induces a Rosati involution ∗ on E (see Section 4.2). Let M be
the center of E, and let m be given by
[E :M ] = m2.
The field M is a finite extension of Q. Let d be the degree [M : Q].
The involution ∗ restricts to an involution c on M . Because the Rosati involution
is given by conjugation with the polarization, c is independent of the choice of
polarization λ. Let M+ be the subfield of M fixed by c. The involution ∗ satisfies
a positivity condition that implies that M+ must be totally real, and if M 6=M+,
then M is a totally imaginary quadratic extension of M+. In other words, M is a
CM field.
Because A is defined over Fq, it has a canonical Frobenius endomorphism π ∈
End(A) ∩M . The ring End(A) is finitely generated over Z, and so π must be in
the ring of integers OM .
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Theorem 2.1.3 (Weil, Honda-Tate).
(1) The field M is generated by π over Q.
(2) The algebraic integer π is a Weil q-integer, i.e. has absolute value q1/2 in
any complex embedding M →֒ C.
(3) The local invariants of E at primes x of M are given by
invxE = 1/2, x real,
invxE = 0, x 6 | p,
invxE =
x(π)
x(q)
[Mx : Qp], x|p.
where x(−) denotes the valuation associated to a prime x.
(4) The dimension of A satisfies 2 dim(A) = d ·m, and m is the least common
denominator of the invxE.
(5) The natural map
{quasi-isogeny classes of simple abelian varieties over Fq}
↓
{Weil q-integers}
/
{π ∼ i(π′) for any i : M →֒M ′}
is a bijection.
(6) For abelian varieties A and B and any prime ℓ, the map
HomFq(A,B)ℓ → HomGal(Fq/Fq)(A(ℓ), B(ℓ))
is an isomorphism.
The inclusion map Fq → Fqr induces an extension-of-scalars map
A 7→ A ×
Spec(Fq)
Spec(Fqr ),
which preserves quasi-isogenies. Under the bijection of Theorem 2.1.3, the quasi-
isogeny class corresponding to the Weil q-integer π is taken to the quasi-isogeny
class corresponding to πr.
2.2. Abelian varieties over Fp
In this section we state the classification of abelian varieties over Fp, which is a
consequence of the classification over finite fields. We follow the treatment given in
[HT01, Sec. V.2].
Suppose that A is a simple abelian variety over Fp, E = End
0(A), andM the center
of E.
Suppose that the prime p splits in M as
(p) = x
ex1
1 · · ·x
exk
k c(x1)
ex1 · · · c(xk)
exk x′1
ex′1 · · ·x′l
ex′
l
where the primes x′i are c-invariant. For each prime x ofM dividing p, let fx denote
the residue degree, and define
dx = [Mx : Qp]
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to be the local degree, so that dx = exfx.
The decompositionMp =
∏
x|pMx induces a decomposition of the p-divisible group
A(p) (in the quasi-isogeny category)
A(p) ≃
⊕
x|p
A(x).
There is a corresponding decomposition of the p-complete algebra Ep into simple
local algebras
Ep =
∏
x|p
Ex.
The following theorem appears in [WM71].
Theorem 2.2.1 (Tate). Let A and A′ be abelian varieties over Fp. The canonical
map
Hom(A,A′)p
∼=−→ Hom(A(p), A′(p))
is an isomorphism.
Therefore, there are isomorphisms
Ex ∼= End
0(A(x)).
Because each of the algebras Ex is simple, each of the p-divisible groups A(x) must
have pure slope sx (or equivalently, be quasi-isogenous to a sum of isomorphic
simple p-divisible groups of slope sx). By relabeling the primes, we may assume
that sxi ≤ sc(xi). Since [Ex : Mx] = m
2, A(x) must be of height m as a p-divisible
Mx-module, and hence it must have height dxm as as a p-divisible group. Express
the dimension of the p-divisible group A(x) as
dimA(x) = ηxfxm
for ηx ∈ Q.
We analyze the Newton polygons of these p-divisible groups. For the primes xi, the
polarization λ induces a quasi-isogeny
λ∗ : A(xi)→ A(c(xi))
∨.
Thus we must have
sxi = 1− sc(xi).
The dimension of A(xi)⊕A(c(xi)) may be computed:
dimA(xi)⊕ A(c(xi)) = sxidxim+ sc(xi)dc(xi)m
= sxidxim+ (1 − sxi)dxim
= dxim.
The Newton polygon for A(xi)⊕A(c(xi)) therefore must take the following form.
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d  m
x
d  m
x
f
x
mη
x
f
x
mηc(x)
A(x) A(c(x))
2
For the primes x′j , the polarization induces a quasi-isogeny
λ : A(x′j)→ A(x
′
j)
∨.
This implies that sx′j = 1 − sx′j , which forces sx′j = 1/2. The Newton polygon for
A(x′j) therefore takes the following form.
slope = 1/2
x
d  m
x 2
A(x)
d  m
Since the dimension of the p-divisible group A(p) must be the dimension of A, we
deduce that
dimA = dm/2.
We also see that for all x, the values ηx must satisfy
(2.2.2) ηx/ex + ηc(x)/ex = 1.
The slopes are recovered by the formula
sx = ηx/ex.
The data (M, (ηx)) consisting of a CM field M and (ηx) satisfying condition (2.2.2)
is called a p-adic type. The p-adic type associated to A is independent of the polar-
ization λ, and invariant under quasi-isogeny. If A is an abelian variety defined over
Fpr with associated CM field M and Frobenius morphism π ∈ M , the associated
p-adic type is (M, (x(π)/r)). (Here the valuation x is normalized so that x(p) = ex.)
We may form a category of p-adic types. A morphism
(M, (ηx))→ (M
′, (η′x′))
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consists of an embedding M →֒M ′ such that if x is a prime ofM , and x′ is a prime
of M ′ dividing x, then we have
η′x′ = ex′/xηx.
A p-adic type (M, (ηx)) is said to be minimal if it is not the target of a non-trivial
morphism in the category of all p-adic types. The p-adic type associated to a simple
abelian variety A is minimal.
Theorem 2.2.3 (Honda-Tate).
(1) The natural map
{quasi-isogeny classes of simple abelian varieties over Fp}
↓
{minimal p-adic types}
is a bijection.
(2) If A is the simple abelian variety associated to a minimal p-adic type
(M, (ηx)), then the local invariants of E = End
0(A) are given by
invxE = 1/2, x real,
invxE = 0, x 6 | p,
invxE = ηxfx, x|p.
For our homotopy theoretical applications, we are interested in the most basic
abelian varieties A over Fp for which the p-divisible group A(p) contains a 1-
dimensional formal group of height n. The Honda-Tate classification tells us that
for n > 2, the smallest such example will have p-adic type (M, (ηx)) where
(1) M is a quadratic imaginary extension of Q in which p splits as x c(x).
(2) ηx = 1/n and ηc(x) = (n− 1)/n.
Furthermore, given any quadratic extensionM as above with a chosen prime x over
p, there exists a unique quasi-isogeny class of abelian variety of dimension n with
complex multiplication by F such that A(x) has slope 1/n.
Let B be a simple algebra whose center F is a CM field, so that [B : F ] = s2. We
shall want to consider abelian varieties A with the data of a fixed embedding
i : B →֒ End0(A).
We consider the semisimple category AbVar0
Fp
(B) consisting of such pairs (A, i),
where the morphisms are B-linear quasi-homomorphisms. We shall refer to such
objects as B-linear abelian varieties.
Kottwitz [Kot92, Sec. 3] makes some very general observations concerning this
set-up, which we specialize to our case below, following [HT01, V.2]. A p-adic type
over F is a p-adic type (L, (ηx)) where L is an extension of F . A p-adic type over
F is minimal if it is minimal in the category of p-adic types over F . Every simple
B-linear abelian variety (A, i) is isotypical (isogenous to Aj0 for A0 simple) when
viewed as an object of AbVar0
Fp
[Kot92, Lem. 3.2].
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Given a B-linear abelian variety (A, i) which is isogenous to Aj0 with A0 simple,
define the following:
E = End0(A0),
M = center of E,
D = End0B(A),
L = center of D,
t = [D : L]1/2.
Observe that M is naturally contained in L, since it is central in End0(A). Observe
also that F , when viewed as lying in End0(A), also must be contained in L. Kottwitz
[Kot92, Lem. 3.3] observes that L is a factor of F ⊗Q M . He shows that this gives
a correspondence
{simple B-linear abelian varieties (A, i), A isotypical of type A0}
l
{fields L occurring as factors of F ⊗Q M}
Since L is a factor of F ⊗Q M , and both F and M are CM fields, L must be a CM
field.
Let (M, (νy)) be the p-adic type of A0. We may associate to A the p-adic type
(L, (ηx)) over F , where, if x is a prime of L lying over a prime y of M , the value of
ηx is given by
ηx = ex/yνy.
If A is simple in AbVar0
Fp
(B), then the associated p-adic type (L, ηx) is minimal
over F .
If x is a place of L which is not invariant under the action of the conjugation c,
then the Newton polygon for the p-divisible B-module A(x)⊕A(c(x)) is displayed
below.
f
x
ηc(x)
f
x
A(x) A(c(x))
2
st
η
x st
xd  st
xd  st
Otherwise, if x is a place of L which is invariant under the conjugation action, then
the Newton polygon of the p-divisible group A(x) takes the following form.
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d  st
2
A(x)
slope = 1/2
xd  st
x
The dimension of the abelian variety A is related to this data by the formula
dimA = dst/2.
Kottwitz proves the following variation of the Honda-Tate classification for B-linear
abelian varieties [Kot92, Lem. 10.13].
Theorem 2.2.4 (Kottwitz). The simple objects of AbVar0
Fp
(B) are classified as
follows.
(1) The natural map
{quasi-isogeny classes of simple B-linear abelian varieties over Fp}
↓
{minimal p-adic types over F}
is a bijection.
(2) If A is the simple B-linear abelian variety associated to a minimal p-
adic type (L, (ηx)) over F , then the local invariants of the central division
algebra D = End0B(A) over L are given by:
invxD = 1/2− invx(B ⊗F L), x real,
invxD = − invx(B ⊗F L), x 6 |p,
invxD = ηxfx − invx(B ⊗F L), x|p.
CHAPTER 3
Tate modules and level structures
3.1. Tate modules of abelian varieties
Let A be an abelian variety over an algebraically closed field k. Assume ℓ is a prime
distinct from the characteristic of k. Let
A[ℓ∞] ⊆ A(k)
denote the ℓ-torsion subgroup of k-points of A. If A is an abelian variety of dimen-
sion g, then there is an abstract isomorphism
A[ℓ∞] = lim−→
i
A[ℓi] ∼= (Z/ℓ∞)2g.
The (covariant) ℓ-adic Tate module of A is defined as the inverse limit
Tℓ(A) = lim←−
i
A[ℓi] ∼= Z
2g
ℓ .
The inverse limit is taken over the ℓth power maps. We define
Vℓ(A) = Tℓ(A)⊗ Q.
Let Zℓ(1) denote the ℓ-adic Tate module of the multiplicative group,
Zℓ(1) = lim←−
i
µℓi ∼= Zℓ.
There are natural isomorphisms
A∨[ℓi] ∼= Hom(A[ℓi], µℓi),
and taking limits gives rise to a natural isomorphism
Tℓ(A
∨) ∼= HomZℓ(Tℓ(A),Zℓ(1)).
It is useful to consider the collection of all Tate modules at once. Let p be the
characteristic of k. We will denote
T p(A) =
∏
ℓ 6=p
Tℓ(A).
Tensoring with Q, we get a module over Ap,∞:
V p(A) = T p(A)⊗Q.
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3.2. Virtual subgroups and quasi-isogenies
Let A be an abelian variety over k, an algebraically closed field of characteristic p.
For a subring R of Q, an R-isogeny of abelian varieties A → A′ is a quasi-isogeny
that lies in
R⊗Z Hom(A,A
′).
An invertible R-isogeny is one whose inverse is also an R-isogeny.
Let A[torp] be the subgroup of A(k) consisting of torsion elements of order prime
to p. There is a natural surjection
πA : V
p(A)→ A[torp]
with kernel T p(A). For each finite subgroup H ⊂ A[torp] there is a corresponding
lattice π−1A (H) ⊂ V
p(A) such that T p(A) ⊆ π−1(H).
More generally, we can define the set of prime-to-p virtual subgroups ofA, VSubp(A),
to be the set of lattices K ⊂ V p(A). For any such K, there exists some integer N
with N · T p(A) ⊆ K and [K : N · T p(A)] <∞.
A Z(p)-isogeny φ : A → A
′ induces an isomorphism V p(A) → V p(A′). We define
the kernel of the quasi-isogeny φ to be
Ker(φ) = φ−1(T p(A′)) ∈ VSubp(A).
Given a virtual subgroup H ⊂ V p(A) there is a way to associate a quasi-isogeny
with kernel H . Let N be an integer such that T p(A) ⊆ N−1H , so the image of
N−1H in A is a finite subgroup K. The quasi-isogeny φH associated to H is the
isogeny
φH : A
φK−−→ A/K
[N−1]
−−−−→ A/K
where φK is the quotient isogeny associated to K, and [N
−1] is the quasi-isogeny
which is inverse to the Nth power map. The quasi-isogeny φH actually depends
on the choice of N , but a different choice N ′ yields an isogeny which is canonically
isomorphic. Indeed, consider the following diagram.
A
φK
&&MM
MM
MM
MM
MM
MM
MM
MM
N

A
N ′
99ssssssssssssssss
NN ′
// A
N−1φK
// A/K
∃!∼=

A
NN ′ //
N
%%KK
KK
KK
KK
KK
KK
KK
KK A
(N ′)−1φK′ // A/K ′
A
N ′
OO
φK′
88qqqqqqqqqqqqqqq
3.3. LEVEL STRUCTURES 15
The composites given by the two rows in the above diagram are actual isogenies,
and the canonical isomorphism in the diagram above exists because the kernels of
these isogenies are equal. For now we will commit the of abuse of defining A/H to
be A/K.
3.3. Level structures
Let V be a rational vector space of dimension 2n, and fix a Z-lattice L ⊂ V . Define
Lp =
∏
ℓ 6=p
L⊗ Zℓ,
V p = V ⊗Q A
p,∞ = Lp ⊗Q.
Assume that A is an abelian variety of dimension n over an algebraically closed field
k of characteristic p. By an integral uniformization we shall mean an isomorphism
η : Lp
∼=−→ T p(A).
By a rational uniformization we shall mean an isomorphism
η : V p
∼=−→ V p(A),
Let Kp0 = Aut(L
p) be subgroup of Aut(V p) given by the lattice automorphisms:
Kp0 = {g ∈ Aut(V
p) : g(Lp) = Lp}.
There is a natural action of Aut(V p) on the set of rational uniformizations of A. Let
Kp be a subgroup of Aut(V p). A rational Kp-level structure [η]Kp is the K
p-orbit
of a rational uniformization η. We say that [η]Kp is an integral K
p-level structure
if η is an integral uniformization.
Let LKp0 (A) be the set of rational K
p
0 -level structures on A. There is a natural map
κ : LKp0 (A)→ VSub
p(A).
Given [η] ∈ LKp0 (A), define
κ([η]) = η(Lp).
Indeed, there exists a positive integer N such that η(Lp) contains N ·T p(A). Since
the image η(Lp) is compact, the index [η(Lp) : N ·T p(A)] must be finite. Therefore
η(Lp) is a virtual subgroup κ(η) ∈ VSubp(A). Automorphisms of Lp do not alter
the image η(Lp), so the virtual subgroup η(Lp) depends only on the Kp0 -orbit of η.
Lemma 3.3.1. A rational level structure η : V p
∼=−→ V p(A) restricts to an integral
level structure if and only if the virtual subgroup κ(η) is T p(A).
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3.4. The Tate representation
Let k be a field, and let ℓ be distinct from the characteristic of k. If A is an abelian
variety over k, the ℓ-adic Tate module of A is defined by
Tℓ(A) = Tℓ(A⊗k k).
The Tate module gives a faithful representation of the category of abelian varieties
over k (See, for instance, [Mil98, Lem. 9.6]).
Proposition 3.4.1. Let A and A′ be abelian varieties over k. The natural map
Hom(A,A′)⊗ Zℓ → HomZℓ(TℓA, TℓA
′)
is a monomorphism.
The integral Tate module can be used to isolate the lattice of homomorphisms using
the following lemma.
Lemma 3.4.2. Let A and A′ be abelian varieties over k. The diagram
Hom(A,A′)⊗ Zℓ //

HomZℓ(TℓA, TℓA
′)

Hom(A,A′)⊗Qℓ // HomQℓ(VℓA, VℓA
′)
is a pullback square.
Proof. Suppose that f ∈ Hom(A,A′)⊗ Qℓ has the property that f∗(TℓA) ⊆
TℓA
′. There is some i so that g = ℓif is contained in Hom(A,A′)⊗Zℓ. Then g∗(TℓA)
is contained in ℓiTℓA
′. Express g in the form g = g1 + ℓ
ig2 for g1 ∈ Hom(A,A′)
and g2 ∈ Hom(A,A′)⊗ Zℓ. We deduce that the map
(g1)∗ : A[ℓ
i]→ A′[ℓi]
is null. We therefore have the following factorization.
A
g1 //
[ℓi]

A′
A
f1
>>
We deduce that f = f1 + g2 lies in Hom(A,A
′)⊗ Zℓ. 
3.5. Homomorphisms of abelian schemes
In this section we explain how the results on abelian varieties given in the last
section extend to abelian schemes. Fix a connected base scheme S, let x be a point
of S, and let A and A′ be abelian schemes over S. As observed in [Fis75], the
following proposition follows immediately from [Mum65, Cor 6.2].
Proposition 3.5.1. The restriction map
HomS(A,A
′)→ Homx(Ax, A
′
x)
is a monomorphism.
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Lemma 3.5.2. Suppose that S is a scheme over Z[1/ℓ]. Then the diagram
HomS(A,A
′)(ℓ) //

Homx(Ax, A
′
x)(ℓ)

Hom0S(A,A
′) // Hom0x(Ax, A
′
x)
is a pullback.
Proof. Suppose that f ∈ Hom0S(A,A
′) has the property that fx actually lies
in Homx(Ax, A
′
x)(ℓ). Let N coprime to ℓ and i be chosen so that g = ℓ
iNf lies in
HomS(A,A
′). Then the homomorphism of e´tale group schemes
gx : Ax[ℓ
i]→ A′x[ℓ
i]
over x is null. Consider the map
g : A[ℓi]→ A′[ℓi]
of e´tale group schemes over S. Now every connected component of A[ℓi] contains a
point of Ax[ℓ
i], and the zero-section 0A′ is a connected component of A
′[ℓi]. Since
g maps every point of Ax[ℓ
i] to the component 0A′ , we deduce that g must map all
of A[ℓi] to zero. Therefore, we get a factorization
A
g //
[ℓi]

A′
A
g1
>>
and we see that f = N−1g1 lies in HomS(A,A
′)(ℓ). 
Lemma 3.5.2 combines with Lemma 3.4.2 to give the following corollary.
Corollary 3.5.3. Let s be a geometric point of S. The square
HomS(A,A
′)ℓ //

HomZℓ(Tℓ(As), Tℓ(A
′
s))

HomS(A,A
′)ℓ ⊗Q // HomQℓ(Vℓ(As), Vℓ(A
′
s))
is a pullback.
CHAPTER 4
Polarizations
For us, polarizations serve two purposes. Firstly, the automorphism group of an
abelian variety is often infinite. However, the subgroup of automorphisms which
preserves a polarization is finite. Therefore, the moduli of polarized abelian varieties
is more tractable. Mumford [Mum65] made use of geometric invariant theory to
prove representability of moduli spaces of polarized abelian varieties, which serves
as a starting point for the representability of the moduli problem associated to
PEL Shimura varieties. Secondly, in Chapter 7 we shall see that the structure of a
polarization on an abelian variety A can be used to control the deformation theory
of a compatible splitting of the p-divisible group A(p).
In this chapter we outline some of the theory of polarizations of an abelian vari-
ety. We recall the definition of a polarization and the associated Rosati involution.
These give rise to Weil pairings on the Tate module. We then describe the classi-
fication of polarized abelian varieties over finite fields. Our treatment is based on
those of [Hid04], [HT01], and [Kot92].
4.1. Polarizations
Let A be an abelian variety defined over a field k. The functor
PicA/k : k − Schemes→ Abelian groups,
which associates to a k-scheme
f : S → Spec(k)
the set
PicA/k(S) =
{
Isomorphism classes of invertible sheaves over f∗A which
restrict to the trivial line bundle on the subscheme 0f∗A
}
,
is representable by a group scheme PicA/k [Mum70, Sec 13]. The dual abelian
variety is defined to be the identity component of this scheme:
A∨ = Pic0A/k .
If B is an abelian variety over k, then specifying a k-morphism
α : A→ B∨
is the same as giving an isomorphism class of line bundles Lα over A ×k B which
restricts to the trivial line bundle on the subscheme A ×k 0B. The morphism α
satisfies α(0A) = 0B∨ if and only if the line bundle Lα is also trivial when restricted
to the subscheme 0A ×k B.
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Proposition 4.1.1. The map
Hom(A,B∨)→
{
Isomorphism classes of line bundles on
A×k B, trivial on 0A ×k B and A×k 0A
}
given by sending a homomorphism α to the corresponding line bundle Lα is an
isomorphism.
Proof. We only need to check that every morphism α : A → B∨ such that
α(0A) = 0B∨ is a homomorphism. That is, we need the following diagram to
commute.
A×k A
α×α //
µA

B∨ ×k B∨
µB∨

A α
// B∨
This is equivalent to verifying that the line bundles
Lα◦µA = (µA × 1)
∗Lα and LµB∨◦α×α = p
∗
1Lα ⊗ p
∗
2Lα
over A×k A×k B are isomorphic. Here
pi : A×k A×k B → A×k B
are the two projections. However, the two line bundles are easily seen to agree on
the subschemes 0A ×k A×k B, A×k 0A ×k B, and A×k A×k 0B. The theorem of
the cube [Mil98] therefore implies that these line bundles must be isomorphic over
A×k A×k B. 
The identity map 1: A∨ → A∨ gives rise to the Poincare´ bundle L1 on A∨ ×k A.
The line bundle L1, when viewed as a bundle over A ×k A∨, corresponds to a
canonical isomorphism
A
∼=−→ (A∨)∨.
Given a homomorphism α : A→ B, there is a dual homomorphism
α∨ : B∨ → A∨.
(1) Pullback along α gives a natural transformation of functors
α∗ : PicB/k → PicA/k,
hence a map on representing objects, which restricts to α∨ on connected
components.
(2) Use the canonical isomorphism B ∼= (B∨)∨, and take the corresponding
line bundle Lα over A×k B∨. The pullback τ∗Lα under the twist map
τ : B∨ ×k A
∼=−→ A×k B
∨
corresponds to the homomorphism
α∨ : B∨ → A∨.
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A homomorphism λ : A→ A∨ is symmetric if the dual homomorphism
λ∨ : A ∼= (A∨)∨ → A∨
equals λ. By the second description of the dual homomorphism given above, this
condition is equivalent to requiring the line bundle Lλ over A×k A to satisfy Lλ ∼=
τ∗Lλ, where τ : A×k A→ A×k A is the interchange map.
Example 4.1.2. Let L be a line bundle over A. Then the line bundle µ∗AL ⊗
p∗1L
−1⊗ p∗2L
−1 is a degree 0 line bundle over A×A which is trivial on 0A×kA and
A ×k 0A. Here µA : A ×k A → A is the multiplication map, and pi : A ×k A → A
are the two projections. The corresponding homomorphism
λL : A→ A
∨
is symmetric.
In fact, Theorem 2 in [Mum70, Sec 20], and the remarks which follow it, give the
following converse.
Theorem 4.1.3. If k is algebraically closed, and α : A → A∨ is a symmetric ho-
momorphism, then there exists a line bundle L over A so that α = λL. The line
bundle L satisfies
L⊗2 = ∆∗Lα
where ∆: A→ A×k A is the diagonal.
The following theorem [Mum70, Sec 16] gives a criterion for determining if a
symmetric homomorphism A→ A∨ is an isogeny (has finite kernel).
Theorem 4.1.4. Suppose that L is a line bundle on A. Then the following condi-
tions are equivalent.
(1) The symmetric homomorphism λL is an isogeny.
(2) There is a unique 0 ≤ i ≤ dimA such that Hizar(A,L) is non-trivial, and
Hjzar(A,L) = 0 for j 6= i.
The integer i = i(L) in the previous theorem is called the index of L. The index is
0 if L is ample [Har77, III.5.3].
Definition 4.1.5. Let A be an abelian variety defined over an algebraically closed
field k. A polarization of A is a symmetric isogeny
λ = λL : A→ A
∨
determined by a line bundle L which is ample.
Remark 4.1.6. Abelian varieties are in particular projective, and hence admit
ample line bundles. Therefore, every abelian variety admits a polarization.
Remark 4.1.7. The theory of symmetric homomorphisms for abelian varieties is
analogous to the theory of symmetric bilinear forms for real vector spaces. Let
B(−,−) be a symmetric bilinear form on a real vector space V . The symmetric
homomorphism λL associated to a line bundle L is analogous to the symmetric
bilinear form
B(x, y) = Q(x+ y)−Q(x)−Q(y)
22 4. POLARIZATIONS
associated to a quadratic form Q. Theorem 4.1.3 is an analog to the fact that every
form B arises this way, with
Q(x) =
1
2
B(x, x).
Representing a form B by a hermitian matrix A, the index of a symmetric isogeny
is analogous to the number of negative eigenvalues of A. A polarization is therefore
analogous to a positive definite quadratic form.
If λ = λL is a polarization, then nλ = λL⊗n is a polarization for n a positive integer.
Two polarizations λ and λ′ are equivalent if nλ = mλ′ for some positive integers n
and m. A weak polarization is an equivalence class of polarizations.
We defined polarizations only for abelian varieties defined over an algebraically
closed field. If A is an abelian scheme over a scheme S, then a polarization of A is
an isogeny
λ : A→ A∨
which restricts to a polarization on geometric fibers.
4.2. The Rosati involution
Let A be an abelian variety over an algebraically closed field k, and let λ = λL be
the polarization of A associated to an ample line bundle L.
The polarization λ induces an involution † on the semi-simple Q-algebra End0(A);
for f ∈ End0(A), the quasi-endomorphism f † is given by the composite
f † : A
λ
−→ A∨
f∨
−−→ A∨
λ−1
−−→ A.
This involution is the Rosati involution associated to the polarization λ. If the
polarization λ is replaced by nλ for some n > 0, the associated Rosati involution
remains the same. Therefore, the Rosati involution depends only on the weak
polarization determined by λ.
The positivity of the line bundle L implies that the Rosati involution is positive in
the following sense.
Theorem 4.2.1 ([Mum70, Sec 21]). Let E = End0(A), and suppose f ∈ E is
nonzero. Then
TrE/Q(ff
†) > 0.
Here TrE/Q is the trace map.
4.3. The Weil pairing
Suppose that k is algebraically closed, and that λ : A→ A∨ is a polarization of A.
Then λ induces a map
λ∗ : A[ℓ
i]→ A∨[ℓi] ∼= Hom(A[ℓi], µℓi)
whose adjoint gives the λ-Weil pairing
λ〈−,−〉ℓi : A[ℓ
i]×A[ℓi]→ µℓi .
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Taking the inverse limit over i, we recover a natural bilinear pairing
λ〈−,−〉 : Tℓ(A)× Tℓ(A)→ Zℓ(1)
called the λ-Weil pairing. The induced pairing
λ〈−,−〉 : Vℓ(A)⊗Qℓ Vℓ(A)→ Qℓ(1)
is non-degenerate, because λ is an isogeny. It can be shown that the pairing λ〈−,−〉
is alternating [Mum70, Sec 20].
4.4. Polarizations of B-linear abelian varieties
Let A be an abelian variety over a field k. Let B be a simple Q-algebra. Recall from
Section 2.2 that a B-linear abelian variety (A, i) is an abelian variety A/k together
with an embedding of rings i : B →֒ End0(A). Suppose that ∗ is an involution on
B.
Definition 4.4.1. A polarization λ on (A, i) is compatible if the λ-Rosati involution
restricts to the involution ∗ on B.
Theorem 4.2.1 implies that for a compatible polarization to exist, the involution ∗
must be positive. Conversely, we have the following lemma.
Lemma 4.4.2 ([Kot92, Lemma 9.2]). If ∗ is a positive involution on B, and (A, i)
is a B-linear abelian variety, then there exists a compatible polarization λ on A.
The B-linear structure on A gives the Tate module Vℓ(A) the structure of a B-
module. The compatibility condition on the polarization implies that the λ-Weil
pairing is ∗-hermitian: for all x, y ∈ Vℓ(A) and b ∈ B, we have
λ〈bx, y〉 = λ〈x, b∗y〉.
4.5. Induced polarizations
Let λ = λL be a polarization of an abelian variety A, with associated ample line
bundle L. Let
α : A′ → A
be an isogeny of abelian varieties. Then α induces an isogeny α∗λ by the composite
α∗λ : A′
α
−→ A
λ
−→ A∨
α∨
−−→ (A′)∨.
It is easily verified that α∗λ is the symmetric homomorphism associated to the line
bundle α∗L. Since this line bundle is ample, we see that α∗λ is a polarization of
A′.
Suppose that (A, λ) and (A′, λ′) are polarized abelian varieties. An isogeny
α : A′ → A
is an isometry if α∗λ = λ′. If α∗λ is only equivalent to λ′, we say that α is a
similitude. The following lemma follows immediately from the definition of the
Rosati involution.
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Lemma 4.5.1. Let A be an abelian variety with polarization λ and let † be the Rosati
involution on End0(A). Let α : A→ A be an isogeny. Then:
α is an isometry⇔ α†α = 1,
α is a similitude⇔ α†α ∈ Q×.
An isometry α : A→ A of a polarized abelian variety (A, λ) induces an isometry
α∗ : (Vℓ(A), λ〈−,−〉)→ (Vℓ(A), λ〈−,−〉)
of the λ-Weil pairing on each ℓ-adic Tate module. If α is merely a similitude, then
α∗ is a similitude of the λ-Weil pairing: we have
λ〈α∗(x), α∗(y)〉 = ν(α)λ〈x, y〉
for some ν(α) ∈ Q×, and all x, y ∈ Vℓ(A).
4.6. Classification of weak polarizations
Assume that k has finite characteristic p. We briefly recall the classification up
to isogeny of compatible weak polarizations on a B-linear abelian variety (A, i),
following [HT01, V.3].
Consider the following:
B = simple Q-algebra,
∗ = positive involution on B,
(A, i) = B-linear abelian variety over an algebraically closed field k,
λ = compatible polarization of (A, i).
Define an algebraic group H(A,i,λ)/Q by
H(A,i,λ)(R) = {h ∈ (End
0
B(A) ⊗R)
× : h†h ∈ R×}.
Here, † is the λ-Rosati involution. Note that by Lemma 4.5.1, H(A,i,λ)(Q) is the
group of quasi-endomorphisms of A which are similitudes of the polarization λ.
We shall say that a compatible polarization λ′ is lies in the same similitude class
as λ if there exists a quasi-isometry α : A→ A so that α∗λ is equivalent to λ.
Lemma 4.6.1 ([HT01, Lem V.3.1]). There is a bijective correspondence between
similitude classes of compatible weak polarizations on A and elements in the Galois
cohomology kernel:
ker(H1(Q, H(A,i,λ))→ H
1(R, H(A,i,λ)))
Remark 4.6.2. Non-abelian Galois H1 is a pointed set. The kernel is the collection
of elements which restrict to the distinguished element at the completion ∞ of Q.
This condition reflects the fact that the index of the symmetric homomorphism λ′
must agree with the index of λ in order to be a polarization.
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Assume now that ℓ is a prime different from p. Let GUVℓ(A) be the algebraic group
(over Qℓ) of B-linear similitudes of (Vℓ(A), λ〈−,−〉):
GUVℓ(A)(R) =
{
g ∈ (EndB(Vℓ(A))⊗Qℓ R)
× :
there exists ν(g) ∈ R× such
that λ〈g(x), g(y)〉 = ν(g)λ〈x, y〉
}
.
Similitude classes of non-degenerate ∗-hermitian alternating forms on Vℓ(A) are
classified by elements of H1(Qℓ, GUVℓ(A)).
Since similitudes of (A, λ) induce similitudes of (Vℓ(A), λ〈−,−〉), there is a homo-
morphism of algebraic groups
H(A,i,λ) ×Spec(Q) Spec(Qℓ)→ GUVℓ(A)
which induces a map on Galois cohomology
H1(Q, H(A,i,λ))→ H
1(Qℓ, GUVℓ).
Lemma 4.6.3 ([HT01, Lem V.3.1]). Let λ′ be a compatible polarization of (A, i).
The image of the cohomology class [λ′] ∈ H1(Q, H(A,i,λ)) in H
1(Qℓ, GUVℓ(A)) quan-
tifies the difference between the similitude classes of alternating forms represented
by λ′〈−,−〉 and λ〈−,−〉 on Vℓ(A).
In practice, the cohomology class [λ′] is often computed by means of its local in-
variants in this manner.
CHAPTER 5
Forms and involutions
In Section 4.6, we saw that polarized B-linear abelian varieties up to isogeny were
classified by the Galois cohomology of the similitude group of an alternating form.
In this chapter we will explicitly outline the Galois cohomology computations rele-
vant for this book. Most of the results in this chapter may be found elsewhere (see,
for instance, [Sch85]), but for convenience we enumerate these results in one place.
5.1. Hermitian forms
We shall use the following notation.
F = quadratic imaginary extension of Q.
c = conjugation on F.
B = central simple algebra over F of dimension n2.
∗ = positive involution on B of the second kind.
V = free left B-module of rank 1.
C = EndB(V ) (noncanonically isomorphic to B
op).
(An involution of B is said to be of the second kind if it restricts to the conjugation
c on F .)
Remark 5.1.1. For B to admit an involution ∗ of the second kind it is necessary
and sufficient [Sch85] that
invxB = 0
for all finite primes x which are not split in F and
invy B + invyc B = 0
for all finite primes x which split as yyc in F .
In Section 4.6 we explained how classification of compatible weak polarizations on
a B-linear abelian variety was equivalent to the classification of certain alternating
forms. For this reason, we are interested in non-degenerate alternating forms
〈−,−〉 : V ⊗Q V → Q
which are ∗-hermitian, meaning that
〈bv, w〉 = 〈v, b∗w〉.
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for all b ∈ B and v, w ∈ V . Two ∗-hermitian alternating forms 〈−,−〉 and 〈−,−〉′
on V are said to be similar if there exists an endomorphism α ∈ C and a unit
ν(α) ∈ Q× so that
〈αv, αw〉′ = ν(α)〈v, w〉
for all v, w ∈ V . If α may be chosen so that ν(α) = 1, then we shall say that 〈−,−〉
and 〈−,−〉′ are isometric.
Such an alternating form induces an involution ι on C via the formula
〈cv, w〉 = 〈v, cιw〉.
Two similar forms induce the same involution ι.
We shall say that a bilinear form
(−,−) : V ⊗Q V → F
is ∗-symmetric if it is F -linear in the first variable, and
(v, w) = (w, v)c.
For definiteness, we shall let
V = B,
F = Q(δ),
where B is regarded as a left B-module, and δ2 = d for a negative square-free
integer d. There is a natural identification C = Bop.
Lemma 5.1.2. There is an one to one correspondence:
{non-degenerate ∗-hermitian alternating forms 〈−,−〉 on V }
l
{non-degenerate ∗-hermitian ∗-symmetric forms (−,−) on V }
Proof. Given an alternating form 〈−,−〉, the corresponding ∗-symmetric form
is given by
(v, w) = 〈δv, w〉 + δ〈v, w〉.
Given a ∗-symmetric form (−,−), the corresponding alternating form is given by
〈v, w〉 =
1
2d
TrF/Q δ(v, w).

The non-degeneracy of the involution ∗ allows one to deduce the following lemma,
which makes everything more explicit.
Lemma 5.1.3. Let 〈−,−〉 be a non-degenerate ∗-hermitian alternating form. There
exists a unique element β ∈ B = V satisfying β∗ = −β which encodes 〈−,−〉:
〈x, y〉 = TrF/Q TrB/F (xβy
∗).
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Regarding β as an element γ of C = Bop, we have that the involution on C is given
by
cι = γ−1c∗γ.
Corollary 5.1.4. There is a ξ ∈ B satisfying ξ∗ = ξ so that the ∗-symmetric
pairing (−,−) associated to the alternating form 〈−,−〉 of Lemma 5.1.3 is given by
(x, y) = TrB/F (xξy
∗).
Proof. The element ξ is computed to be 2δβ. 
For a non-degenerate ∗-hermitian ∗-symmetric form (−,−), we define the discrim-
inant
disc = NB/F (ξ) ∈ Q
×/NF/Q(F
×)
for ξ the element of Corollary 5.1.4. The discriminant is an invariant of the isometry
class of (−,−).
Two involutions ι and ι′ are equivalent if there exists a c ∈ C× so that
cxιc−1 = (cxc−1)ι
′
.
We finish this section by explaining how the classification of involutions up to
equivalence is related to the classification of hermitian forms.
Proposition 5.1.5. The association of an involution on C with a non-degenerate
∗-hermitian alternating form on V establishes a bijective correspondence
{Similitude classes of non-degenerate ∗-hermitian alternating forms on V }
l
{Equivalence classes of involutions of the second kind on C}
We first need the following lemma.
Lemma 5.1.6. Let ι be an involution of the second kind on C. Then there exists an
element γ ∈ C× satisfying γ∗ = −γ which gives ι by the formula
xι = γ−1x∗γ.
The element γ is unique up to multiplication by an element in Q×.
Proof. The Noether-Skolem theorem implies that there exists an element α ∈
C×, unique up to F×-multiple, such that
(x∗)ι = α−1xα
for all x ∈ C. Therefore, we have xι = α−1x∗α. Since ι is an involution, we
determine that α−1α∗ = c ∈ F×. By Hilbert’s Theorem 90 there exists an a ∈ F×
so that γ = aα satisfies γ∗ = −γ. Such an element γ is determined up to a multiple
in Q×. 
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Proof of Proposition 5.1.5. By Lemma 5.1.3, given a non-degenerate ∗-
hermitian alternating form 〈−,−〉, there exists an element β such that
〈x, y〉 = 〈x, y〉β = TrF/Q TrB/F (xβy
∗).
Letting γ be the element β regarded as an element of C = Bop, the associated
involution ιγ is given by x
ιγ = γ−1x∗γ. Changing 〈−,−〉β by a Q×-multiple changes
β and γ by a Q×-multiple, leaving the involution ιγ unchanged. In the other
direction, Lemma 5.1.6 associates to an involution ι an element γ ∈ C×, unique up
to Q×-multiple, so that
xι = xιγ = γ−1x∗γ
and γ∗ = −γ. Letting β be the element γ regarded as an element of B, we can
then associate the similitude class of form 〈−,−〉β. Forms 〈−,−〉β and 〈−,−〉β′ lie
in the same similitude class if and only if the associated involutions ιγ and ιγ′ are
equivalent. 
5.2. Unitary and similitude groups
We now fix the following:
〈−,−〉 = non-degenerate ∗-hermitian alternating pairing on V ,
(−,−) = corresponding ∗-symmetric pairing,
(−)ι = involution on C defined by 〈cv, w〉 = 〈v, cιw〉.
Associated to this pairing are some group-schemes defined over Q: the unitary
group U and the similitude group GU . For a Q-algebra R, the R-points of these
groups are given by
U(R) = {g ∈ (C ⊗R)× : gιg = 1},
GU(R) = {g ∈ (C ⊗R)× : gιg ∈ R×}.
Let VR denote the C ⊗ R-module V ⊗ R. The R-points of U (respectively, GU)
consist of the isometries (respectively similitudes) of both pairings (−,−) and 〈−,−〉
on VR. The group GU has a similitude norm
ν : GU → Gm
which, on R-points, takes an element g to the quantity gιg ∈ R×. For v, w ∈ VR,
we have
〈gv, gw〉 = ν(g)〈v, w〉.
Let GLC denote the form of GLn over F whose R points are given by
GLC(R) = (C ⊗F R)
×.
Lemma 5.2.1. There are natural isomorphisms of group schemes over F :
Spec(F )×Spec(Q) U ∼= GLC ,
Spec(F )×Spec(Q) GU ∼= GLC ×Gm.
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Proof. It suffices to provide a natural isomorphism on R-points for F -algebras
R. Since R is an F -algebra, there is a decomposition
C ⊗Q R ∼= C ⊗F (F ⊗Q R)
∼= (C ⊗F R)× (C ⊗F,c R).
The induced involution ι on (C ⊗F R)× (C ⊗F,c R) is given by
(c1 ⊗ r1, c2 ⊗ r2)
ι = (cι2 ⊗ r2, c
ι
1 ⊗ r1).
Therefore we have a natural isomorphism
U(R) = {g ∈ (C ⊗Q R)
× : gιg = 1}
∼= {(g1, g2) ∈ (C ⊗F R)
× × (C ⊗F,c R)
× : gι2g1 = 1}
∼= {(g1, g
−ι
1 ) : g1 ∈ (C ⊗F R)
×}
∼= GLC(R).
Similarly, there are natural isomorphisms
GU(R) = {g ∈ (C ⊗Q R)
× : gιg = ν ∈ R×}
∼= {(g1, g
−ι
1 ν) : g1 ∈ (C ⊗F R)
×, v ∈ R×}
∼= GLC(R)×Gm(R).

5.3. Classification of forms
Let K be either Q or Qx for some place x of Q. The classification of our various
structures are parameterized by certain Galois cohomology groups:
H1(K,U) =
{
Isometry classes of non-degenerate
∗-hermitian alternating forms on VK
}
,
H1(K,GU) =
{
Similitude classes of non-degenerate
∗-hermitian alternating forms on VK
}
=
{
Equivalence classes of involutions
of the second kind on C ⊗K
}
.
Local case where x is finite and split. Let x split as yyc. Then Qx is an
F -algebra, and hence by Lemma 5.2.1, there are isomorphisms of group schemes
Spec(Qx)×Spec(Q) U ∼= GLCy
Spec(Qx)×Spec(Q) GU ∼= GLCy ×Gm
If C is a central simple algebra over Qx, it is a well-known generalization of
Hilbert’s Theorem 90 thatH1(Qx, GLC) = 0 (see, for instance, the proof of [Mil05,
Prop. 26.6]). We therefore have:
Lemma 5.3.1. If x is split in F , then we have H1(Qx, U) = H
1(Qx, GU) = 0.
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Local case where x is infinite. Because F is imaginary, C is necessarily
split at x =∞. The computation of H1(R, U) and H1(R, GU) is then given by the
classification of hermitian forms (−,−)′ on W ∼= Cn. These forms are classified up
to isometry by their signature, and up to similitude by the absolute value of their
signature. We therefore have the following lemma.
Lemma 5.3.2. The signature induces isomorphisms
H1(R, U) ∼= {(p, q) : p+ q = n},
H1(R, GU) ∼= {{p, q} : p+ q = n}.
Local case where x is finite and not split. Analogously to the global
case, relative to the involution ∗ we may associate to a form (−,−) on Vx its
discriminant disc ∈ Q×x /N(F
×
x )
∼= Z/2. A proof of the following lemma may be
found in [Sch85].
Lemma 5.3.3. If x does not split in F , the discriminant gives an isomorphism
H1(Qx, U) ∼= Z/2.
Corollary 5.3.4. If x does not split in F , there are isomorphisms
H1(Qx, GU) =
{
Z/2, n even,
0, n odd.
Proof. Let a ∈ Q× represent a generator of Q×/N(F×x ). If n is even, the
discriminant of a(−,−) is equal to that of (−,−). If n is odd, than the discriminant
of a(−,−) is not equal to that of (−,−). 
Global case. For places x of Q, we define maps
ξx : H
1(Qx, U)→ Z/2,
ξ′x : H
1(Qx, GU)→ Z/2, n even.
If x is finite and split, H1(Qx, U) = H
1(Qx, GU) = 0. If x is finite and not split
in F , let ξx, ξ
′
x be the unique isomorphisms
ξx : H
1(Qx, U)
disc
−−→
∼=
Q×x /N(F
×
x )
∼= Z/2,
ξ′x : H
1(Qx, GU)
disc
−−→
∼=
Q×x /N(F
×
x )
∼= Z/2, n even.
If n is odd we have H1(Qx, GU) = 0. At the infinite place, we define:
ξ∞((p, q)) ≡ q (mod 2),
ξ′∞({p, q}) ≡ p ≡ q (mod 2), n even.
The following result may be translated from the classification of global hermitian
forms given in [Sch85] (see also [Clo91]).
Theorem 5.3.5. There is a short exact sequence
0→ H1(Q, U)→
⊕
x
H1(Qx, U)
P
ξx
−−−→ Z/2→ 0.
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Proof. Scharlau [Sch85] shows that non-degenerate ∗-symmetric ∗-hermitian
forms on V are classified by their discriminant disc ∈ Q×/N(F×) and signature
(p, q). Global properties of the Hilbert symbol give rise to a short exact sequence
(5.3.6) 0→ Q×/N(F×)→
⊕
x
Q×x /N(F
×
x )
P
x−−→ Z/2→ 0.
The result follows from the local computations, together with the obvious relation
in R×/N(C×) ∼= Z/2:
disc∞ ≡ q (mod 2).

Corollary 5.3.7. If n is even, then there is a short exact sequence
0→ H1(Q, GU)→
⊕
x
H1(Qx, GU)
P
ξ′x−−−→ Z/2→ 0.
If n is odd then the absolute value of the signature gives an isomorphism
H1(Q, GU)
∼=−→ H1(R, GU).
Proof. If a form (−,−) has discriminant disc, the form r(−,−) has discrim-
inant rn · disc, for r ∈ Q×. Since (Q×)2 is contained in N(F×), if n is even the
discriminant is an invariant of the similitude class of (−,−). However, if n is odd,
then the short exact sequence (5.3.6) shows that there exists a global multiple r
which kills the local invariants discx for finite places x, with the effect of possibly
changing the sign of the signature. 
CHAPTER 6
Shimura varieties of type U(1, n− 1)
In this chapter we describe the Shimura stacks we wish to study. The integral
version described here is essentially due to Kottwitz, and the exposition closely
follows [Kot92], [HT01], and [Hid04].
6.1. Motivation
In Section 2.2, we saw that the simplest examples of abelian varieties A over Fp,
whose p-divisible group A(p) contains a 1-dimensional summand of slope 1/n, had
dimension n and complex multiplication by F , a quadratic imaginary extension of
Q in which p splits. For such abelian varieties, the 1-dimensional summand of A(p)
is given by A(u), where u is a prime of F dividing p.
Let (A, i) be an n2-dimensionalMn(F )-linear abelian variety. The action ofMn(F )
makes A isogenous to An0 , where A0 is an n-dimensional abelian variety with com-
plex multiplication by F . Thus there is an equivalence between the quasi-isogeny
category of n-dimensional abelian varieties A0 with complex multiplication by F
and the quasi-isogeny category of n2 dimensional Mn(F )-linear abelian varieties
(A, i).
More generally, we saw in Section 2.2 that if B is any central simple algebra over
F of dimension n2, then there exist simple B-linear abelian varieties with A(u)
of dimension n and slope 1/n. The B-linear structure on A induces a Bu-linear
structure on A(u). If we assume that B is split over u, then the p-divisible group
A(u) is isogenous to a product (ǫA(u))n, where ǫ is an idempotent of Bu =Mn(Fu)
and ǫA(u) is a 1-dimensional p-divisible group of slope 1/n.
Let ∗ be a positive involution on B. Introducing the structure of a compatible
polarization λ on our n2-dimensional B-linear abelian varieties, one could form a
moduli stack of tuples (A, i, λ) for which the p-divisible groupA(u) is n-dimensional.
These moduli stacks will, in general, have infinitely many components. However,
Lemma 4.6.3 indicates that the classification of such polarizations is controlled by
the local similitude classes of λ-Weil pairings on the Tate modules Vℓ(A). We may
pick out finitely many components of our moduli space by fixing a global pairing
〈−,−〉, and restricting our attention to only those tuples (A, i, λ) for which the Weil
pairings λ〈−,−〉 on Vℓ(A) are similar to the local pairing 〈−,−〉ℓ for each ℓ 6= p.
Such moduli stacks are instances of Shimura stacks.
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6.2. Initial data
Begin with the following data.
F = quadratic imaginary extension of Q, such that p splits as uuc.
OF = ring of integers of F .
B = central simple algebra over F , dimF B = n
2, split over u and uc.
(−)∗ = positive involution on B of the second kind, i.e.:
1. TrF/Q TrB/F (xx
∗) > 0 for x 6= 0.
2. ∗ restricts to conjugation on F .
OB = maximal order in B such that OB,(p) is preserved under ∗.
V = free left B-module.
〈−,−〉 = Q-valued non-degenerate alternating form on V
which is ∗-hermitian. (This means 〈αx, y〉 = 〈x, α∗y〉.
L = OB-lattice in V , 〈−,−〉 restricts to give integer values on L,
and makes L(p) self-dual.
From this data we define:
Lp =
∏
ℓ 6=p
L⊗ Zℓ,
V p = V ⊗Q A
p,∞,
C = EndB(V ),
(−)ι = involution on C defined by 〈av, w〉 = 〈v, aιw〉,
OC = order of elements x ∈ C such that x(L) ⊆ L,
GU(R) = {g ∈ (C ⊗Q R)
× : gιg ∈ R×},
U(R) = {g ∈ (C ⊗Q R)
× : gιg = 1},
Kp0 = {g ∈ GU(A
p,∞) : g(Lp) = Lp}.
We are interested in the case where we have:
V = B,
L = OB,
U(R) ∼= U(1, n− 1).
It then follows that we have
C ∼= Bop,
OC ∼= O
op
B (by maximality of OB).
In our case ∗ may equally well be regarded as an involution ∗ on C, and there exists
(Lemma 5.1.3) an element β ∈ B satisfying β∗ = −β which encodes 〈−,−〉:
〈x, y〉 = TrF/Q TrB/F (xβy
∗).
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Let γ be the element β regarded as an element of C. Then ι is given by
zι = γ−1z∗γ.
Tensoring with R, and taking the complex embedding of F which sends δ to a
negative multiple of i, we may identify the completions of our simple algebras with
matrix algebras over C:
B∞ =Mn(C),
∗ = conjugate transpose,
C∞ =Mn(C) (identified with B through the transpose),
β =

e1i
−e2i
. . .
−eni
 .
Here the ei’s are positive real numbers.
Because B was assumed to be split over u, we may fix an isomorphism
OB,u ∼=Mn(OF,u) =Mn(Zp).
Let ǫ ∈ OB,u be the projection associated by this isomorphism to the matrix which
has a 1 in the (1, 1) entry, and zeros elsewhere.
Remark 6.2.1. Giving the data (B, (−)∗, 〈−,−〉) is essentially the same as specify-
ing a form of the similitude group GU . The forms of GU are classified by the Galois
cohomology group H1(Q, PGU), where the algebraic group PGU is the quotient of
GU by the subgroup TF , where
TF (R) = (F ⊗Q R)
×.
Clozel describes this computation in [Clo91]: an element in H1(Q, PGU) corre-
sponds uniquely to the local invariants of the division algebra B, as well as the
difference between the classes of H1(Q, GU) determined by the involution ∗ and
the pairing 〈−,−〉 (see Section 5.3).
6.3. Statement of the moduli problem
Assume that S is a scheme, and that A is an abelian scheme over S. A polarization
λ : A → A∨ of A is an isogeny which restricts to a polarization on each of the
geometric fibers of A/S. For R a ring contained in R, an R-polarization is an
R-isogeny
λ ∈ Hom(A,A∨)⊗R
which is a positive linear combination of polarizations. A Q-polarization defines a
λ-Rosati involution † on End0(A) by f † = λ−1f∨λ.
We shall define two functors
X ,X ′ : {locally noetherian formal schemes/ Spf(Zp)} → groupoids.
We shall then show that these functors are equivalent.
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Remark 6.3.1. Every formal scheme S over Spf(Zp) is a formal colimit S = lim−→Si,
where Si is a scheme on which p is locally nilpotent. It therefore suffices to define
the functors X and X ′ for locally noetherian schemes on which p is locally nilpotent.
The functor X . Assume that S is a locally noetherian scheme on which p
is locally nilpotent. The objects of the groupoid X (S) consist of tuples of data
(A, i, λ) as follows.
A is an abelian scheme over S of dimension n2.
λ : A→ A∨ is a Z(p)-polarization, with Rosati involution † on
End(A)(p).
i : OB,(p) →֒ End(A)(p) is an inclusion of rings, satisfying i(b
∗) = i(b)† in
End(A)(p), such that ǫA(u) is 1-dimensional.
We impose the following additional restrictions on (A, i, λ). Choose a geometric
point s in each component of S. We require that for each of these points there
exists an OB-linear integral uniformization
η : Lp
∼=−→ T p(As)
so that when tensored with Q, η sends 〈−,−〉 to an (Ap,∞)×-multiple of the λ-Weil
pairing. We do not fix this uniformization as part of the data.
We pause to explain this last restriction. By Lemma 4.6.3, the isogeny classes
of compatible polarizations λ on a fixed B-linear abelian variety A over an alge-
braically closed field k are determined by the elements of H1(Qℓ, GU) given at
each ℓ 6= p by the λ-Weil pairing on Vℓ(A). The existence of the isomorphism η is
independent of the point s.
A morphism
(A, i, λ)→ (A′, i′, λ′)
in X (S) consists of an isomorphism of abelian schemes over S
α : A
∼=−→ A′
such that
λ = rα∨λ′α, r ∈ Z×(p),
i′(b)α = αi(b), b ∈ OB.
In particular, the isomorphism class of (A, i, λ) depends only on the weak polariza-
tion determined by λ.
The functor X ′. The functor X classifies OB-linear polarized abelian vari-
eties up to isomorphism (with certain restrictions on the slopes of the p-divisible
group and the Weil pairings). We shall now introduce a different functor X ′ which
classifies OB,(p)-linear polarized abelian varieties with rational level structure up to
isogeny. The functor X ′ will be shown to be equivalent to X .
6.4. EQUIVALENCE OF THE MODULI PROBLEMS 39
Assume that S is a locally noetherian connected scheme on which p is locally
nilpotent. Fix a geometric point s of S. The objects of the groupoid X ′(S) consist
of tuples of data (A, i, λ, [η]) as follows.
A is an abelian scheme over S of dimension n2.
λ : A→ A∨ is a Z(p)-polarization, with Rosati involution † on
End(A)(p).
i : OB,(p) →֒ End(A)(p) is an inclusion of rings, satisfying i(b
∗) = i(b)† in
End(A)(p), such that ǫA(u) is 1-dimensional.
[η] is a rational Kp0 level structure, i.e. the K
p
0 -orbit
of a rational uniformization η : V p
∼=−→ V p(As), such
that η is OB,(p)-linear, [η] is π1(S, s)-invariant, and
η sends 〈−,−〉 to an (Ap,∞)×-multiple of the λ-Weil
pairing.
A morphism
(A, i, λ, η)→ (A′, i′, λ′, η′)
in X ′(S) consists of a Z(p)-isogeny of abelian schemes over S
α : A
≃
−→ A′
such that
λ = rα∨λ′α, r ∈ Z×(p),
i′(b)α = αi(b), b ∈ OB,(p),
[η′] = α∗[η].
The π1(S, s)-invariance of the level structure [η] implies that the objects are inde-
pendent of the choice of the point s in S. The functor X ′ extends to schemes which
are not connected by taking products over the values on the components.
6.4. Equivalence of the moduli problems
Fix a locally noetherian connected scheme S on which p is locally nilpotent, with
geometric point s as before. For each object (A, i, λ) of X (S), choose an OB-linear
similitude
η : Lp
∼=−→ T p(As).
Then (A, i(p), λ, [ηQ]) is an object of X
′(S). Different choices of η yield canonically
equivalent objects (A, i(p), λ, [ηQ]), because any two choices of η will necessarily
differ by an element of Kp0 . Thus we have produced a functor
FS : X (S)→ X
′(S)
which is natural in S. The rest of this section will be devoted to proving the
following theorem.
Theorem 6.4.1. The functor FS is an equivalence of categories.
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FS is essentially surjective. Suppose that (A, i, λ, [η]) is an object of X ′(S).
In particular, choose a rational uniformization η. We need to show that this data
is isogenous to a new set of data (A′, i′, λ′, [η′]) where η′ lifts to an integral level
structure.
Define Ls to be the virtual subgroup κ(η) ∈ VSub
p(As) of Section 3.3. The π1(S, s)
invariance of [η] implies that this virtual subgroup is invariant under π1(S, s).
Therefore, the virtual subgroup Ls extends to a local system of virtual subgroups L
of A. Explicitly, there exists an integer N prime to p such that N−1Ls corresponds
to an actual subgroup scheme Hs of As, and a finite subgroup scheme H of A over
S extending Hs. Define A
′ to be the quotient abelian variety, with quotient isogeny
α′ : A→ A/H = A′.
The Z(p)-isogeny α = N
−1α′ induces a Z(p)-isogeny αs : As → A
′
s. By construction,
αs(Ls) = T
p(A′s).
The Z(p)-polarization λ
′ on A′ is defined to be the Z(p)-isogeny that makes the
following diagram commute.
A
α

λ // A∨
A′
λ′
// (A′)∨
α∨
OO
Define OB,(p)-multiplication on A
′
i′ : OB,(p) →֒ End(A
′)(p)
by the formula i′(b) = αi(b)α−1. Compatibility of i′ with the λ′-Rosati involution
†′ is easily checked:
i′(b)†
′
= (λ′)−1i′(b)∨λ′
= ((α∨)−1λα−1)−1(αi(b)α−1)∨((α∨)−1λα−1)
= αλ−1i(b)∨λα−1
= αi(b)†α−1
= αi(b∗)α−1
= i′(b∗).
The rational level structure [η′] is defined to be the the orbit of the composite
η′ : V p
η
−→ V p(As)
αs−→ V p(A′s).
By construction, the Z(p)-isogeny α gives an isomorphism from (A, i, λ, [η]) to
(A′, i′, λ′, [η′]). We wish to show that η′ lifts to an integral uniformization. By
Lemma 3.3.1, it suffices to show that the virtual subgroup κ(η′) ∈ VSubp(A′s) is
T p(As).
However, by definition κ(η′) = αs(η(L
p)) = αs(Ls), and we have already shown
that αs(Ls) = T
p(As).
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We will have shown that (A′, i′, λ′) may be regarded as an object of X (S), provided
that the OB,(p)-multiplication on End(A
′)(p) given by i
′ lifts to OB-multiplication
on End(A′). The existence of an OB-action on A′ follows from the following pair
of pullback squares (the righthand square is a pullback by Corollary 3.5.3).
End(A′) //

∏
ℓ 6=p End(A
′)ℓ
  //

End(T pA′s)

End(A′)(p) //
(∏
ℓ 6=p End(A
′)ℓ
)
⊗Q 
 // End(V pA′s)
FS is fully faithful. The faithfulness of FS is obvious. We just need to show
that it is full. Suppose that (A, λ, i, η) and (A′, λ′, i′, η′) are two objects of X ′(S)
which are in the image of FS . Without loss of generality assume that the rational
level structures η and η′ lift to integral level structures. Suppose that
f : (A, λ, i, η)→ (A′, λ′, i′, η′)
is a morphism in X ′(S). In particular, f : A→ A′ is a Z(p)-isogeny. Because η and
η′ are integral level structures, we may conclude that the induced map
f∗ : V
p(A)
∼=−→ V p(A′)
lifts to an isomorphism
f∗ : T
p(A)
∼=−→ T p(A′).
The pair of pullback squares (the righthand square is a pullback by Corollary 3.5.3)
Hom(A,A′) //

∏
ℓ 6=pHom(A,A
′)ℓ
  //

Hom(T pAs, T
pA′s)

Hom(A,A′)(p) //
(∏
ℓ 6=pHom(A,A
′)ℓ
)
⊗Q 
 // Hom(V pAs, V pA′s)
allows us to conclude that f is actually an isomorphism of abelian varieties.
6.5. Moduli problems with level structure
Let Kp be an open subgroup of Kp0 . Associated to K
p are variants of the functors
X and X ′.
For a locally noetherian connected scheme S on which p is locally nilpotent, with
geometric point s → S, define a groupoid XKp(S) to have objects (A, i, λ, [η]Kp)
where:
(A, i, λ) is an object of X (S),
[η]Kp is an integral K
p level structure, i.e. the Kp-orbit of an
integral uniformization η : Lp
∼=−→ T p(As), such that η is
OB-linear, [η]Kp is π1(S, s)-invariant, and η sends 〈−,−〉
to an (Ap,∞)×-multiple of the λ-Weil pairing.
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The morphisms of XKp(S) are those isomorphisms in X (S) which preserve the level
structure.
Define a groupoid X ′Kp(S) to have objects (A, i, λ, [η]Kp) where:
(A, i, λ, [η]Kp0 ) is an object of X
′(S),
[η]Kp is a rational K
p level structure, i.e. the Kp-orbit of a
rational uniformization η : V p
∼=−→ V p(As), such that η is
B-linear, [η]Kp is π1(S, s)-invariant, and η sends 〈−,−〉 to
an (Ap,∞)×-multiple of the λ-Weil pairing.
The morphisms of X ′Kp(S) are those prime-to-p isogenies in X ′(S) which preserve
the Kp level structures.
Clearly, the functors X and X ′ are recovered by taking Kp = Kp0 .
Since any integral level structure determines a rational level structure, the functors
FS lift to give functors
FKp,S : XKp(S)→ X
′
Kp(S)
which are natural in S. Theorem 6.4.1 generalizes to the following theorem.
Theorem 6.5.1. The functors FKp,S are equivalences of categories.
Remark 6.5.2. The functor X ′Kp has the advantage that it may be defined for any
compact open subgroup Kp of GU(Ap,∞), not just those contained in Kp0 .
6.6. Shimura stacks
If K ′p < Kp are open compact subgroups of GU(Ap,∞), then there are natural
transformations
(6.6.1) fK′p,Kp : X
′
K′p(−)→ X
′
Kp(−)
given by sending a tuple (A, i, λ, [η]K′p) to the tuple (A, i, λ, [η]Kp).
The functors X ′Kp are representable. For Kp sufficiently small, the representability
of X ′Kp by a scheme is discussed in [Kot92, Sec. 5,6]. For general subgroups K
p,
the representability of X ′Kp by an algebraic stack is discussed in [Hid04, Sec. 7.1.2].
The following theorem represents a compilation of these results.
Theorem 6.6.2.
(1) The functor X ′Kp is representable by a Deligne-Mumford stack Sh(Kp)
over Zp.
(2) The map
fK′p,Kp : Sh(K
′p)→ Sh(Kp)
induced by the natural transformation (6.6.1) is e´tale, of degree equal to
[Kp : K ′p]. If K ′p is normal in Kp, then the covering is Galois with
Galois group Kp/K ′p.
(3) For Kp sufficiently small, Sh(Kp) is a quasi-projective scheme over Zp.
It is projective if B is a division algebra.
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Remark 6.6.3. The moduli problem considered in either of these sources has a
slightly different formulation than presented here, due to the fact that the authors
of [Kot92], [Hid04] are working over OF,(u). Specializing to OF,u = Zp produces
an equivalent moduli problem (see Remark 9.1.2).
CHAPTER 7
Deformation theory
7.1. Deformations of p-divisible groups
We briefly summarize the deformation theory of 1-dimensional p-divisible groups,
restricting to the case when the dimension of the formal group is 1, following [HT01,
II.1], [Dri74, Prop. 4.5].
Let k be a field of characteristic p. Fix a p-divisible group G over k. Consider the
functor
Def
G
: {noetherian complete local rings} → {groupoids}
whose R-objects are given by
DefG(R) =
(G, i, α) :
i : k → R/mR,
G a p-divisible over R,
α : G
∣∣
Spec(R/mR)
∼=−→ i∗G
 ,
and whose R-morphisms are those isomorphisms of p-divisible groups that restrict
to the identity on G.
Lubin and Tate showed that deformations of 1-dimensional formal groups of finite
height have no automorphisms, and that this functor is represented by a formal
scheme.
Theorem 7.1.1 (Lubin-Tate [LT66]). Suppose that G is a 1-dimensional formal
group of finite height h. The functor DefG(−) is representable by the formal scheme
Def
G
= Spf(B) where B =W (k)[[u1, . . . , uh−1]].
Given a p-divisible group G = lim−→Gi over R, it is convenient to consider its associ-
ated sheaf of Zp-modules on Spf(R) in the fppf topology. Given a local R-algebra
T , the sections are given by
G(T ) = lim←−
j
lim−→
i
Gi(T/m
j
T ).
The resulting functor
{p-divisible groups} → {fppf sheaves of Zp-modules}
is fully faithful.
Lemma 7.1.2. Suppose G is a 1-dimensional formal group over R of finite height,
with coordinate x, so that with respect to this coordinate the sum formula is given
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by
x1 +G x2 =
∑
i,j
ai,jx
i
1x
j
2
and that T is a local R-algebra. Then there is an isomorphism of groups
G(T ) ∼= (mT ,+G).
Proof. We have an isomorphism of topological rings (see Example 1.1.3):
T [[x]] ∼= lim←−
i
T [[x]]/[pi]G(x).
The T -sections of G are then given by the formula
G(T ) = lim←−
j
lim−→
i
AlgT (T [[x]]/[p
i]G(x), T/m
j
T )
= AlgcT (T [[x]], T )
∼= mT .

We are now in a position to give a description of the deformation theory of 1-
dimensional p-divisible groups.
Theorem 7.1.3. Suppose that the G is a 1-dimensional p-divisible group over k of
finite height h. Then the functor Def
G
(−) is representable by the formal scheme
DefG = Spf(B), where
B =W (k)[[u1, . . . , uh−1]].
Sketch proof of Theorem 7.1.3. Let (G, i, α) be an object of Def
G
(T ).
Then there is a short exact sequence ([HT01, Cor. II.1.2])
0→ G0 → G→ Get → 0
whereG0 is formal of height k andGet is ind-e´tale of height h−k. By Theorem 7.1.1,
the deformation G0 is classified by a map of local rings
W (k)[[u1, . . . , uk−1]]→ T.
The deformation Get is unique up to isomorphism. The extension is classified by
an element of
Ext1Zp(G
et,G0),
where the Ext group is taken in the category of sheaves of Zp-modules. Let TG
et
denote the sheaf given by lim←−G
et[pi]. The short exact sequence of sheaves
0→ TGet → TGet ⊗Zp Qp → G
et → 0
gives rise to a long exact sequence of Ext groups. By descent, we may assume that
T is separably closed, so that Get is abstractly isomorphic to (Qp/Zp)
h−k
T . The
boundary homomorphism gives an isomorphism
HomZp((Zp)
h−k
T ,G
0)
∼=−→ Ext1Zp(G
et,G0).
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Therefore we have,
Def
G
(T ) ∼= Def
G
0(T )×HomZp(G
et,G0)
∼= Def
G
0(T )×HomZp((Zp)
h−k
T ,G
0)
∼= Def
G
0(T )×mh−kT
The last isomorphism is given by Lemma 7.1.2. We deduce that there is an isomor-
phism
Def
G
(T ) ∼= Ringc(W (k)[[u1, . . . , uk−1]][[uk, . . . , uh−1]], T ).

7.2. Serre-Tate theory
We recall the Serre-Tate theorem [Kat81].
Theorem 7.2.1 (Serre-Tate). Suppose j : S →֒ R is a closed embedding of schemes
with nilpotent ideal sheaf I such that p is locally nilpotent on R. Then the diagram
of categories
{Abelian varieties over R}
j∗ //
(−)(p)

{Abelian varieties over S}
(−)(p)

{p-divisible groups over R}
j∗ // {p-divisible groups over S}
is a pullback. In other words, there is an equivalence of categories between the
category of abelian varieties over R and the category of tuples(A,G, φ)
∣∣∣∣∣
A an abelian variety over S,
G a p-divisible group over R,
φ : A[p∞]→ j∗G an isomorphism
 .
7.3. Deformation theory of points of Sh
Let Kp be a compact open subgroup of GU(Ap,∞). Consider the functor
Φ: XKp(S)→ p-divisible groups/S,
(A, i, λ, [η]) 7→ ǫA(u)
where ǫA(u) is the 1-dimensional summand of the p-divisible group A(p). In this
section we explain how the deformation theory of points of Sh(Kp) is controlled
by the deformation theory of the associated 1-dimensional p-divisible groups. The
material in this section is well known (see, for instance, [HT01, Lem. III.4.1]).
Theorem 7.3.1. Suppose j : S →֒ R is a closed embedding of schemes with nilpotent
ideal sheaf I such that p is locally nilpotent on R. Then the diagram of categories
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X ′Kp(R)
j∗ //
Φ

X ′Kp(S)
Φ

{p-divisible groups over R}
j∗ // {p-divisible groups over S}
is a pullback. Equivalently, there is an equivalence of categories between the category
X ′Kp(R) and the category of tuples(A, i, λ, [η],G, α) :
(A, i, λ, [η]) an object of XKp(S),
G a p-divisible group over R,
α : ǫA(u)→ j∗G an isomorphism.

Proof. The map i takes conjugation on OF to the Rosati involution. There-
fore, the isomorphism
λ : A(p)→ A∨(p)
breaks up as a direct sum of the following two isomorphisms:
A(uc)→ (A∨)(u) ∼= A(u)∨,
A(u)→ (A∨)(uc) ∼= A(uc)∨.
In particular, A(u) and A(uc) have the same height with opposite slope decompo-
sitions.
The splitting OB,u ∼=Mn(Zp) gives rise to a further decomposition
A(u) ∼= (ǫA(u))n,
viewed as column vectors acted on by the matrix ring.
The summand ǫA(u) ofA(p) is 1-dimensional by assumption. The associated formal
groupA(p)0 has a corresponding canonical 1-dimensional summand ǫA(u)0 of height
less than or equal to n.
A deformation of (A, λ, i, [η]) to R consists of element (A˜, λ˜, i˜, [η˜]) ∈ X ′Kp(R) and an
isomorphism φ : A→ j∗A˜ respecting the structure. This determines a deformation
ǫA˜(u) of the p-divisible group ǫA(u).
The Serre-Tate theorem provides a functorial equivalence between deformations
of (A, λ, i, [η]) and deformations of the associated 1-dimensional summand of the
p-divisible group, as follows.
Let G be a deformation of ǫA(u) to R with isomorphism ψ : ǫA(u) → j∗G. The
isomorphism
ψn : A(u) ∼= (ǫA(u))n → j∗(Gn)
makes Gn into a deformation of A(u). The action of (OB)u ∼= Mn(Zp) extends
uniquely to an action on Gn.
The dual p-divisible group (G∨)n is a deformation of A(uc) ∼= A(u)∨. It carries an
action of OB,uc . We obtain an isomorphism
φ : A(p) ∼= A(u)×A(uc)→ j∗(Gn × (G∨)n)
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respecting the action of OB,(p).
The Serre-Tate theorem then implies that for each deformation, there is an abelian
variety A˜ together with isomorphisms
f : j∗(A˜) → A,
g : A˜(p) → Gn × (G∨)n
such that φ ◦ (f)(p) = j∗g, and the action of OB,(p) extends to a map
i˜ : OB,(p) → End(A˜)(p).
The twist isomorphism
τ : Gn × (G∨)n → (G∨)n ×Gn
is symmetric, and extends the isomorphism
A(u)×A(uc)→ A∨(u)×A∨(uc).
The abelian variety A˜∨ provides a lifting of the data (A∨, (G∨)n×Gn, (φ∨)−1). The
polarization λ on A and the twist morphism τ lift uniquely to a map λ˜ : A˜→ A˜∨.
As both λ and τ are symmetric, so is λ˜. The maps λ and τ both ∗-commute with
the action of OB,(p), and hence so does λ˜.
The positivity of λ˜ is characterized by positivity at the geometric points s of R, and
there is a bijective correspondence between geometric points of S and R; therefore,
λ˜ is positive. Similarly, any level structure [η] is determined by its values on the
geometric points s ∈ S, and so [η] extends uniquely.
Therefore, the extension G determines a unique deformation (A˜, λ˜, i˜, [η]) of the
tuple (A, λ, i, [η]) to R.
This extension is functorial, as follows. Let f : (A, λ, i, [η]) → (A′, λ′, i′, [η′]) be a
morphism in X ′Kp(S), and (G, ψ), (G
′, ψ′) corresponding deformations with a choice
of extension f : G→ G′.
The deformation Gn × (G∨)n of A(p), together with its action of OB,(p) and twist
morphism, is functorial in G. In other words, if f : A→ A′ is an honest isogeny of
abelian varieties, we have a morphism of Serre-Tate data
(A,Gn × (G∨)n, φ)→ (A′, (G′)n × ((G′)∨)n, φ′).
There is a corresponding map of liftings A˜ → A˜′. If f : A → A′ is instead a
quasi-isogeny, there exists a diagram of isogenies
A
[n]
←A
nf
−−→ A′,
where n is relatively prime to p, and hence a diagram of lifts
A˜
[n]
←−− A˜
nf˜
−−→ A˜′.
Therefore, the category of elements of X ′Kp(S) together with deformations of their
p-divisible group to R is equivalent to the category X ′(R). 
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Corollary 7.3.2. Assume that Kp is sufficiently small so that Sh(Kp) is a scheme.
Let s be a point of Sh(Kp)∧p , classifying the tuple (A, i, λ, [η]). Then the map
Φ: Sh(Kp)∧s → DefǫA(u)
is an isomorphism of formal schemes.
The infinitesimal criterion of smoothness [Gro67, Prop. 17.14.2] allows us to deduce
the following.
Corollary 7.3.3. Sh(Kp) is smooth of relative dimension n− 1 over Spec(Zp).
CHAPTER 8
Topological automorphic forms
8.1. The generalized Hopkins-Miller theorem
The following terminology is introduced in [Lur].
Definition 8.1.1. A homotopy commutative ring spectrum E is weakly even peri-
odic if
(1) The homotopy groups π∗E are concentrated in even degrees.
(2) The maps
E2 ⊗E0 E
n → En+2
are isomorphisms.
Let E be a weakly even periodic ring spectrum. The usual H-space structure on
CP∞ gives GE = Spf(E
0(CP∞)) the structure of a group object in the category
of formal schemes. Here, Spf is taken by regarding E0(CP∞) as lim←−n E
0(CPn)
(condition (1) above implies that there is no lim←−
1-term).
Lemma 8.1.2. The formal scheme GE is a formal group over Spec(E
0), i.e. it
admits the structure of a formal group law Zariski locally over Spec(E0).
Proof. Condition (2) of Definition 8.1.1 implies that E2 is an invertible E0-
module with inverse E−2. Therefore, E2 is locally free (see [Eis95, Thm 11.6(a)],
where the noetherian hypothesis is not used). Let Spec(R) ⊆ Spec(E0) be an affine
Zariski open so that R⊗E0 E
−2 ∼= R{u} is a free R-module of rank 1. Then there
are isomorphisms
R⊗E0 E
∗(CP∞) ∼= R⊗E0 E
∗[[x]] ∼= E∗[[xu]]
where x lies in degree 2. The coordinate xu gives R ⊗E0 E
0(CP∞) the structure
of a formal group law. 
Let
ωGE = (Lie(GE))
∗
be the line bundle over Spec(E0) of invariant 1-forms on GE . There is a canonical
isomorphism
π2tE ∼= Γω
⊗t
GE
.
Goerss and Hopkins [GH04] extended work of Hopkins and Miller [Rez98] to
provide a partial converse to this construction.
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Theorem 8.1.3 (Goerss-Hopkins-Miller). Let k be a perfect field of characteristic
p and let G be a formal group of finite height over k. Then there is an even periodic
E∞-ring spectrum EG such that
(1) E0
G
= ODef
G
, the coordinate ring of the formal scheme Def
G
.
(2) GE is a universal deformation of G.
The construction is functorial in pairs (k,G): given another pair (k′,G
′
), a map
of fields i : k′ → k, and an isomorphism α : G
∼=−→ i∗G
′
, there is an induced map of
E∞-ring spectra
(i, α)∗ : E
G
′ → EG.
Our goal in this section is to state a generalization, recently announced by Lurie,
which gives functorial liftings of rings with 1-dimensional p-divisible groups.
Theorem 8.1.4 (Lurie). Let A be a local ring with maximal ideal mA and residue
field k perfect of characteristic p, and suppose X is a locally noetherian separated
Deligne-Mumford stack over Spec(A). Suppose that G → X is a p-divisible group
over X of constant height h and dimension 1. Suppose that for some e´tale cover
π : X˜ → X where X˜ is a scheme, the following condition is satisfied:
(∗): for every point x ∈ X˜∧mA the induced map
X˜∧x → Defπ∗Gx
classifying the deformation (π∗G)
∣∣ eX∧x of (π∗G)x is an isomorphism of
formal schemes.
Then there exists a presheaf of E∞-ring spectra EG on the e´tale site of X∧mA, such
that
(1) EG satisfies homotopy descent: it is (locally) fibrant in the Jardine model
structure [Jar00], [DHI04].
(2) For every formal affine e´tale open f : Spf(R)→ X∧mA , the E∞-ring spec-
trum of sections EG(R) is weakly even periodic, with EG(R)0 = R. There
is an isomorphism
γf : f
∗G0
∼=−→ GEG(R)
natural in f .
The construction is functorial in (X,G): given another pair (X ′,G′), a morphism
g : X → X ′ of Deligne-Mumford stacks over Spec(A), and an isomorphism of p-
divisible groups α : G
∼=−→ g∗G′, there is an induced map of presheaves of E∞-ring
spectra
(g, α)∗ : g∗EG′ → EG.
Remark 8.1.5. Suppose that G and X satisfy the hypotheses of Theorem 8.1.4.
The functoriality of the sections of the presheaf EG is subsumed by the functoriality
of the presheaf in G. Indeed, suppose that g : U → X∧MA is an e´tale open.
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(1) The pullback g∗G satisfies condition (∗) of Theorem 8.1.4, and hence gives
rise to a presheaf Eg∗G on U .
(2) The spectrum of sections EG(U) is given by the global sections Eg∗G(U).
(3) The map
(g, Id)∗ : g∗EG → Eg∗G
induces a map
g∗ : EG(X)→ Eg∗G(U) = EG(U)
which agrees with the restriction map for the presheaf EG.
Suppose that
f : Spf(R)→ X∧mA
is a formal affine e´tale open, and suppose that the invertible sheaf f∗ωG0 is trivial.
By Condition (2) above, this is equivalent to asserting that the spectrum of sections
EG(R) is even periodic. Then Condition (2) actually determines the homotopy type
of the spectrum EG(R). Indeed, by choosing a coordinate T of the formal group
f∗G0 over Spf(R), we get a map of rings
ρf∗G0,T : MUP
0 → R = EG(R)
0
classifying the pair (f∗G0, T ). Here, MUP is the periodic complex cobordism
spectrum [Str99, Ex. 8.5]. The ring MUP 0 is the Lazard ring, and there is a
canonical map
Spec(MUP 0)→MFG
where MFG is the moduli stack of formal groups.
Lemma 8.1.6. The composite
Spec(R)
ρf∗G0,T
−−−−−→ Spec(MUP 0)→MFG
is flat.
Proof. We check Landweber’s criterion [Lan76], [Nau07]. Let Ip,n be the
ideal (p, v1, . . . , vn−1) of MUP
0. We must show that for each n, the map
·vn : R/Ip,n → R/Ip,n
is injective. Suppose that r is an element of R/Ip,n. Assuming that r is non-zero,
we need to verify that vnr is nonzero. Since f is e´tale and X is locally noetherian,
R must be noetherian. Therefore there is a maximal ideal m of R so that the image
of r in R∧m/Ip,n is non-zero. Let x be the closed point of Spf(R
∧
m), and consider the
map
φ : Spf(R∧m)→ Deff∗Gx
classifying the deformation f∗G
∣∣
Spf(R∧m)
. Since condition (∗) is an e´tale local con-
dition, the map φ is an isomorphism of formal schemes, and gives an isomorphism
of MUP 0-algebras
φ∗ : W (k(x))[[u1, . . . , uh−1]]
∼=−→ R∧m.
Let h′ ≤ h be the height of the formal group G0f(x). Lemma 6.10 of [Rez98] implies
that multiplication by vn is injective on the subalgebraW (k(x))[[u1, . . . , uh′−1]]/Ip,n
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classifying deformations of the formal group G0f(x), hence multiplication by vn is
injective on
W (k(x))[[u1, . . . , uh−1]]/Ip,n = (W (k(x))[[u1, . . . , uh′−1]]/Ip,n)[[uh′ , . . . , uh−1]].
Thus the image of vnr in this ring is non-zero, implying that vnr must be non-
zero. 
We conclude that the theories EG(R) are Landweber exact [Lan76], [Nau07].
Corollary 8.1.7. There is an isomorphism of cohomology theories
R⊗MUP 0 MUP
∗(X) ∼= EG(R)
∗(X).
Remark 8.1.8. Hovey and Strickland [HS99, Prop. 2.20] showed that for Landwe-
ber exact cohomology theories such as EG(R) which have no odd dimensional ho-
motopy groups, Corollary 8.1.7 actually determines the homotopy type of these
spectra.
Corollary 8.1.9. Suppose that k is a perfect field of characteristic p and that G
is a formal group of finite height over k. Let G/Def
G
be the universal deformation
of G. Then there is an equivalence
EG ≃ EG(DefG).
Proof. Both spectra are Landweber exact cohomology theories whose associ-
ated formal groups are isomorphic. 
8.2. The descent spectral sequence
Let X and G be as in Theorem 8.1.4. Let ωG0 be the line bundle of invariant
1-forms on the formal subgroup G0. In the previous section we have identified the
homotopy groups of the spectrum of sections of EG(U) for formal affine e´tale opens
f : U → X∧mA .
Namely, for k odd, πk(EG(R)) = 0 whereas
π2t(EG(U)) = H
0(U, ω⊗tf∗G0).
For an arbitrary e´tale open
f : U → X∧mA
we have the following.
Theorem 8.2.1. There is a conditionally convergent spectral sequence
Es,2t2 = H
s
zar(U, ω
⊗t
f∗G0)⇒ π2t−s(EG(U)).
Proof. Let U ′ → U be a formal affine e´tale open. Consider the cosimplicial
object given by the Cech nerve:
EG(U
′•+1) = {EG(U
′)⇒ EG(U
′ ×U U
′)⇛ · · · }
Because the sheaf EG satisfies homotopy descent, the map
EG(U)→ holim
∆
EG(U
′•+1)
8.2. THE DESCENT SPECTRAL SEQUENCE 55
is an equivalence. The spectral sequence of the theorem is the Bousfield-Kan spec-
tral sequence for computing the homotopy groups of the homotopy totalization.
Since U ′ is an affine formal scheme andX is separated, the pullbacks U ′×U · · ·×UU ′
are affine formal schemes. Therefore, the E∗,2t2 -term is the cohomology of the cosim-
plicial abelian group
ω⊗tf∗G(U
′)⇒ ω⊗tf∗G(U
′ ×U U
′)⇛ · · · .
Since the coherent sheaf ω⊗tf∗G has no higher cohomology when restricted to U
′ ×U
· · · ×U U ′, we deduce that the cohomology of this cosimplicial abelian group com-
putes the sheaf cohomology of ω⊗tf∗G over U . 
We are able to deduce the following generalization of Corollary 8.1.7.
Proposition 8.2.2. Suppose that
f : U → X∧mA
is an e´tale open, and that for every quasi-coherent sheaf F on U
Hszar(U,F) = 0
for s > 0. Then the spectrum E = EG(U) is Landweber exact.
Proof. Let g : U ′ → U be a formal affine e´tale cover. By Lemma 8.1.6 the
composite
U ′
g
−→ U
f
−→ X∧mA →MFG
is flat. Since g is faithfully flat, we deduce that the composite
h : U
f
−→ X∧mA →MFG
is flat.
By hypothesis the descent spectral sequence of Theorem 8.2.1 collapses to give
πk(E) ∼=
{
H0(U, ω⊗t), k = 2t,
0, k odd.
Since π∗E is concentrated in even degrees, E is complex orientable. Let X be
a spectrum, and let MUev(X) (respectively MUodd(X)) be the sheaf over MFG
determined by the MU∗MU -comodule MU2∗(X) (respectively MU2∗+1(X)). We
have
(MU∗(X)⊗MU∗ E∗)k =
{
H0(U, h∗coh(MU
ev ⊗ ωt)), k = 2t,
H0(U, h∗coh(MU
odd ⊗ ωt)), k = 2t+ 1.
Since h∗coh and H
0
coh(U,−) are both exact functors, we deduce that MU∗(−)⊗MU∗
E∗ is a homology theory, and hence that E is Landweber exact. 
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8.3. Application to Shimura stacks
Let Sh(Kp) be the Shimura stack over Zp of Chapter 6. Define a line bundle ω over
Sh(Kp) as follows: for an S-point of Sh(Kp) classifying a tuple (A, i, λ, [η]) over S,
let
ω = ωǫA(u)0 ,
the module of invariant 1-forms on the formal part of the 1-dimensional summand
ǫA(u) of the p-divisible group A(p).
Corollary 7.3.2 implies that the p-divisible group ǫA(u) on the Shimura stack
Sh(Kp) satisfies condition (∗) of Theorem 8.1.4. Thus, there is a presheaf E(Kp)
of E∞-ring spectra on the e´tale site of Sh(K
p)∧p , satisfying the following.
(1) For a formal affine e´tale open
f : Spf(R)→ Sh(Kp)∧p
classifying the tuple (A, i, λ, [η]) over Spf(R), the spectrum of sections
E(Kp)(R) is a weakly even periodic E∞-ring spectrum, equipped with an
isomorphism
GE(Kp)(R) ∼= ǫA(u)
0
of its formal group with the formal subgroup ǫA(u)0 of A(p).
(2) For an e´tale open f : U → Sh(Kp)∧p , there is a spectral sequence
Hs(U, ω⊗t)⇒ π2t−s(E(K
p)(U)).
In particular, we define a spectrum of topological automorphic forms by
TAF (Kp) = E(Kp)(Sh(Kp)∧p ),
with descent spectral sequence
(8.3.1) Hs(Sh(Kp)∧p , ω
⊗t)⇒ π2t−s(TAF (K
p)).
The following lemma follows immediately from Remark 8.1.5.
Lemma 8.3.2. Let K ′p be an open subgroup of Kp. The spectrum TAF (K ′p) is
given as the sections of the sheaf E(Kp) on the e´tale cover
fK′p,Kp : Sh(K
′p)→ Sh(Kp)
of Theorem 6.6.2.
CHAPTER 9
Relationship to automorphic forms
Assume that Kp is sufficiently small, so that Sh(Kp) is a quasi-projective scheme.
We briefly explain the connection with the classical theory of holomorphic auto-
morphic forms. Namely, we will explain that there is a variant Sh(Kp)F of the
Shimura variety defined over F , so that there is an isomorphism
Sh(Kp)⊗OF,u Fu ∼= Sh(K
p)F ⊗F Fu.
There is therefore a zig-zag of maps
H0(Sh(Kp), ω⊗k) // H0(Sh(Kp)Fu , ω
⊗k)
H0(Sh(Kp)F , ω
⊗k) //
OO
H0(Sh(Kp)C, ω
⊗k)
where
Sh(Kp)Fu = Sh(K
p)F ⊗F Fu,
Sh(Kp)C = Sh(K
p)F ⊗F C.
We will explain that the sections
H0(Sh(Kp)C, ω
⊗k)
give instances of classical holomorphic automorphic forms for GU .
Remark 9.0.3. There is a further variant Sh(Kp)(u) of the Shimura variety Sh(K
p)
which is defined over the local ring OF,(u) studied in [Kot92] and [Hid04]. The
varieties Sh(Kp) and Sh(Kp)F are obtained from Sh(K
p)(u) by base change to OF,u
and F , respectively (see Remarks 9.1.2 and 9.2.2).
9.1. Alternate description of Sh(Kp)
For an abelian scheme A, let LieA denote the tangent sheaf at the identity section.
For a p-divisible group G over a locally p-nilpotent base, let LieG be the sheaf of
invariant vector fields in the formal group G0.
In Section 6.3 we defined a functor
X ′Kp :
{
locally noetherian schemes
on which p is locally nilpotent
}
→ {groupoids}.
The functor of points of the Deligne-Mumford stack Sh(Kp) restricts to give the
functor X ′Kp . In order to treat the characteristic zero points of the stack, we must
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describe an extension
X ′′Kp : {locally noetherian schemes/ Spec(Zp)} → {groupoids}
of the functor X ′Kp .
For a locally noetherian connected scheme S, the objects of the groupoid X ′′Kp
are tuples (A, i, λ, [η]) just as in the definition of X ′Kp with one modification: the
condition that ǫA(u) is 1-dimensional must be replaced with the following condition
on LieA:
(∗): The coherent sheaf LieA⊗OF,p OF,u is locally free of rank n.
The tensor product in condition (∗) above is taken with respect to the action of
OF,p on LieA induced from the B-linear structure i on A.
Lemma 9.1.1. There is a natural isomorphism of functors
X ′Kp ∼= X
′′
Kp
(where X ′′Kp has been restricted to the domain of X
′
Kp).
Proof. If S is a locally noetherian connected scheme for which p is locally
nilpotent, we must show that a tuple (A, i, λ, [η]) is an object of X ′Kp(S) if and only
if it is an object of X ′′Kp(S). However, since p is locally nilpotent on S, there is a
natural isomorphism
LieA(p) ∼= LieA
which induces a natural isomorphism
LieA(u) ∼= LieA⊗OF,p OF,u.
The coherent sheaf LieA(u) is locally free of rank n if and only if the summand
ǫLieA(u) is locally free of rank 1. The latter is equivalent to the formal part of the
p-divisible group ǫA(u) having dimension equal to 1. 
Remark 9.1.2. In [Kot92] and [Hid04], a slightly different functor
X ′′′Kp : {locally noetherian schemes/ Spec(OF,(u))} → {groupoids}
is studied. The S-points are still given by tuples (A, i, λ, [η]), but condition (∗)
is replaced with a “determinant condition” [Kot92, p390], [Hid04, p308]. When
S is a scheme over OF,u, the determinant condition implies that there is a local
isomorphism of OB,p-linear OS-modules
LieA ∼= OnF,u ⊗OF,u OS ⊕ (O
n
F,uc)
n−1 ⊗c,OF,u OS .
Here we are implicitly using our fixed isomorphism OB,p ∼= Mn(OF,p), and OnF,u
(respectively OnF,uc) is the standard representation of the algebra Mn(OF,u) (re-
spectively Mn(OF,uc)). The notation ⊗c,OF,u above indicates that we are regard-
ing (OnF,uc)
n−1 as an OF,u-module through the conjugation homomorphism. As-
serting the existence of such a local isomorphism is equivalent to asserting that
LieA ⊗OF,p OF,u is locally free of rank n. The functor X
′′′
Kp is proven in [Kot92,
Sec. 5,6] to be representable by a quasi-projective variety Sh(Kp)(u) when K
p is
sufficiently small. For general Kp, the representing object Sh(Kp)(u) still exists as
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a Deligne-Mumford stack [Hid04, Sec 7.1.2]. The Shimura stack Sh(Kp) which
represents the functors X ′Kp and X
′′
Kp is obtained from Sh(K
p)(u) by defining
Sh(Kp) := Sh(Kp)(u) ⊗OF,(u) OF,u.
9.2. Description of Sh(Kp)F
We now describe the stack Sh(Kp)F over F . Let S be a locally noetherian connected
scheme over F . An object of the groupoid of S-points Sh(Kp)F (S) consists of
a tuple (A, i, λ, [η]) just as in the definition of the functor X ′Kp except that the
condition that ǫA(u) is 1-dimensional must be replaced with a suitable condition
on the locally free sheaf LieA on S. The field F acts on LieA in two different ways:
both through the complex multiplication i of F on A, and through structure of S
as a scheme over F . This induces a splitting of the sheaf LieA:
LieA ∼= LieA+ ⊕ LieA−
where LieA+ is the subsheaf where the F -linear structures agree, and LieA− is
the subsheaf where the F -linear structures are conjugate. We require:
(∗): the sheaf LieA+ must be locally free of rank n.
Lemma 9.2.1. There is an equivalence of stacks
Sh(Kp)⊗OF,u Fu ≃ Sh(K
p)F ⊗F Fu.
Proof. For an S-object (A, i, λ, [η]) of either stack, the sheaf LieA+ is natu-
rally isomorphic to LieA⊗OF,p OF,u. 
Remark 9.2.2. When working in characteristic 0, the determinant condition of
Remark 9.1.2 can be replaced by a “trace condition”. The points of the resulting
stack Sh(Kp)F = Sh(K
p)(u) ⊗OF,(u) F are precisely those tuples (A, i, λ, [η]) which
satisfy condition (∗) above (see [HT01, Lemma III.1.2]).
9.3. Description of Sh(Kp)C
Let Kp be sufficiently small so that Sh(Kp)F is a scheme. Fix an embedding
j : F →֒ C.
We shall explain how the pullback
Sh(Kp)C = Sh(K
p)F ×Spec(F ) Spec(C)
admits a classical description (Theorem 9.3.5). The data of Section 6.2 allows us
to construct explicit points of Sh(Kp)C. Let W be the 2n
2 dimensional real vector
space given by V∞ = V ⊗Q R with lattice L. A complex structure J is an element
of GL(W ) satisfying J2 = −1. For each such J , the real vector space W admits
the structure of a complex vector space, which we denote WJ . Associated to J is a
polarized abelian variety AJ given by the quotient
AJ =WJ/L.
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The dual abelian variety is given by
A∨J =W
∗
J /L
∗
where
W ∗J = {α : WJ → C : α conjugate linear},
L∗ = {α ∈W ∗J : Imα(L) ⊆ Z}.
Associated to the non-degenerate alternating form 〈−,−〉 on V∞ is a non-degenerate
hermitian form (−,−)J on WJ , given by the correspondence of Lemma 5.1.2:
(v, w)J = 〈Jv, w〉 + i〈v, w〉.
We get an induced complex-linear isomorphism:
λ˜J : WJ →W
∗
J ,
v 7→ (v,−)J .
The integrality conditions imposed on 〈−,−〉 with respect to the lattice L (Sec-
tion 6.2) imply that λ˜J descends to a prime-to-p isogeny of abelian varieties:
λJ : AJ → A
∨
J .
In order for the isogeny λJ to be a polarization, the alternating form 〈−,−〉 must
be a Riemann form: we require that the form 〈−, J−〉 be symmetric and positive.
The B-action on V gives rise to an embedding
B →֒ AutR(W ).
In order for B to act by complex linear maps, we must have
J ∈ C∞ ⊂ AutR(W ).
Here, C∞ is the algebra C ⊗Q R, where C is the algebra of Section 6.2. Since OB
acts on L, we get an inclusion
i : OB →֒ End(AJ ).
Let (−)ι be the involution on C of Section 6.2. Then in order for the involution ∗
on B to agree with the λJ -Rosati involution, we must have J
ι = −J .
The B-linear polarized abelian variety (AJ , i, λJ) admits a canonical integral uni-
formization η1 by the composite
η1 : L
p = lim←−
(N,p)=1
L/NL
∼= lim←−
(N,p)=1
N−1L/L
= lim←−
(N,p)=1
AJ [N ]
= T p(AJ ).
For g ∈ GU(Ap,∞), we let ηg denote the associated rational uniformization
ηg : V
p g−→ V p
η1−→ V p(AJ ).
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Let W+J ⊆ WJ denote the subspace where the complex structure J agrees with
the complex structure WJ inherits from the F -linear structure of W through our
chosen isomorphism j : F ⊗QR
∼=−→ C. Then requiring that LieA+ is n-dimensional
amounts to requiring that W+J is n-dimensional.
Let H be the set of compatible complex structures:
H =
{
J ∈ C∞ :
J2 = −1,
〈−, J−〉 is symmetric and positive.
}
Lemma 9.3.1. Suppose that J is a compatible complex structure. Then we have:
J ι = −J,
dimC W
+
J = n.
Proof. Using the fact that 〈−, J−〉 is symmetric, we have
〈x, Jy〉 = 〈y, Jx〉
= 〈J ιy, x〉
= −〈x, J ιy〉.
Since 〈−,−〉 is non-degenerate, it follows that J ι = −J .
Our assumptions on the alternating form 〈−,−〉 imply that the associated ∗-
symmetric form
(x, y) = 〈δx, y〉+ δ〈x, y〉
on W has signature (n, (n− 1)n). Here, F = Q(δ), where, under our fixed complex
embedding, δ is equal to −ai for a ∈ R>0. Suppose that x is a non-zero element of
W+J . Then we have
(x, x) = 〈δx, x〉 + δ〈x, x〉
= 〈−aix, x〉
= a〈x, ix〉
= a〈x, Jx〉 > 0,
since we have assumed that 〈−, J−〉 is positive definite. We deduce, using the
signature of (−,−), that dimW+J ≤ n. However, the same argument shows that
(−,−) is negative definite when restricted to W−J , which implies that dimW
−
J ≤
(n− 1)n. Since
dimW+J + dimW
−
J = n
2,
we deduce that dimW+J = n. 
We deduce the following lemma.
Lemma 9.3.2. For J ∈ H, the tuple (AJ , i, λJ , [ηg]Kp) gives a C-point of Sh(Kp)C.
The group
GU(R)+ = {g ∈ GU(R) : gιg > 0}
acts on H by conjugation. Under the identification U(R) ∼= U(1, n − 1) of Sec-
tion 6.2, we have the following lemma.
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Lemma 9.3.3. The action of U(R) on H is transitive, and the stabilizer of some
fixed J0 ∈ H is given by a maximal compact subgroup
K∞ = U(W
+
J )× U(W
−
J )
∼= U(1)× U(n− 1).
Thus there is an isomorphism H ∼= U(R)/K∞.
Remark 9.3.4. The symmetric hermitian domain H = U(R)/K∞ admits a canon-
ical complex structure [Hel78, VIII].
Define a group
GU(Z(p))
+ = {g ∈ GU(Q)+ : g(L(p)) = L(p)}.
Every element γ ∈ GU(Z(p))
+ gives rise to a Z(p)-isogeny
γ : (AJ , i, λJ , [ηg]Kp)
∼=−→ (AγJγ−1 , i, λγJγ−1 , [ηγg]Kp).
We have the following theorem [Kot92, Sec. 8].
Theorem 9.3.5. The map
GU(Z(p))
+\(GU(Ap,∞)/Kp ×H)→ Sh(Kp)C
sending a point [g, J ] to the point that classifies (AJ , i, λJ , [ηg]Kp) is an isomorphism
of complex analytic manifolds.
Remark 9.3.6. The statement of Theorem 9.3.5 differs mildly that of [Kot92],
where it is proven that Sh(Kp)C is isomorphic to∐
ker1(Q,GU)
GU(Q)+\(GU(A∞)/KpKp ×H)
where
ker1(Q, GU) = ker(H1(Q, GU)→
⊕
v
H1(Qv, GU)),
Kp = {g ∈ GU(Qp) : g(Lp) = Lp}.
In our case, the ker1-term is trivial (Corollary 5.3.7). Moreover, we may remove the
p-component from the adelic quotient by combining Lemma 7.2 of [Kot92] with
the fact that H1(Qp, GU) is trivial (Lemma 5.3.1).
9.4. Automorphic forms
Let T ∼= (S1)n be the maximal torus of K∞ = U(1)×U(n− 1), and let X ∼= Zn be
the lattice of characters of T . Let Vκ be the finite dimensional irreducible complex
representation of the group K∞ of highest weight κ ∈ X . The collection of all
highest weights of irreducible representations forms a cone
X+ = Z× Z× Nn−2 ⊆ X
(provided n > 1). Here, the first factor of Z corresponds to the powers of the
standard representation on U(1) while the second factor of Z corresponds to the
powers of the determinant representation on U(n−1). The factor Nn−2 is the space
of weights of irreducible representations of SU(n− 1).
9.4. AUTOMORPHIC FORMS 63
Associated to Vκ is a holomorphic vector bundle Vκ on Sh(Kp)C, given by the Borel
construction.
Vκ = GU(Z(p))
+\(GU(Ap,∞)/Kp × U(R)×K∞ Vκ)
↓
Sh(Kp)C = GU(Z(p))
+\(GU(Ap,∞)/Kp × U(R)/K∞)
By a weakly holomorphic automorphic form of weight κ we shall mean a holomorphic
section of Vκ. A holomorphic automorphic form of weight κ is a weakly holomorphic
automorphic form which satisfies certain growth conditions [Bor66]. If Sh(Kp)C
is compact (i.e. if B is a division algebra — see Theorem 6.6.2) then these growth
conditions are always satisfied, and every weakly holomorphic automorphic form is
holomorphic.
Let ωF denote the line bundle (ǫLieA
+)∗ on Sh(Kp)F . Then ωF restricts to ω on
Sh(Kp)Fu . The pullback ωC of ωF to Sh(K
p)C is the line bundle whose fiber over
[g, J ] ∈ GU(Z(p))
+\(GU(Ap,∞)/Kp ×H) ∼= Sh(Kp)C
is given by
(ωC)[g,J] = (LieA
+
J )
∗ = (W+J )
∗.
We therefore have the following lemma.
Lemma 9.4.1. There is an isomorphism of vector bundles ω⊗kC
∼= V−k, where −k is
the weight
(−k, 0, . . . , 0︸ ︷︷ ︸
n−1
) ∈ X+.
We therefore have a zig-zag
H0(Sh(Kp), ω⊗k) // H0(Sh(Kp)Fu , ω
⊗k)
H0(Sh(Kp)F , ω
⊗k
F )
OO
// H0(Sh(Kp)C, ω
⊗k
C )
relating the E2-term of the descent spectral sequence for TAFKp (8.3.1) with the
space of weakly holomorphic automorphic forms of weight −k.
CHAPTER 10
Smooth G-spectra
In this chapter we introduce the notion of a smooth G-spectrum for a totally dis-
connected locally compact group G. We shall see in the next chapter that the
collection of spectra {TAF (Kp)}, as Kp varies over the compact open subgroups
of G = GU(Ap,∞), gives rise to a smooth G-spectrum VGU .
10.1. Smooth G-sets
Recall that a G-set X is smooth if the stabilizer of every x ∈ X is open. Such a
G-set X then satisfies
X = lim−→
H≤oG
XH
where H runs over the open subgroups of G. Let SetsmG be the category whose
objects are the smooth G-sets and whose morphisms are G-equivariant maps.
Fix an infinite cardinality α larger than the cardinality of G. Let Setsm,αG be the (es-
sentially) small subcategory of SetsmG consisting of those smooth G-sets which have
cardinality less than α. We may endow Setsm,αG with the structure of a Grothendieck
topology by declaring that surjections are covers. The only nontrivial thing to ver-
ify is that Setsm,αG contains pullbacks, but this is accomplished by the following
lemma.
Lemma 10.1.1. Suppose that H1 and H2 are open subgroups of H, an open subgroup
of G. Then the following diagram is a pullback diagram of smooth G-sets.∐
h∈H1\H/H2
G/(H1 ∩ hH2h−1) r //

G/H2

G/H1 // G/H
Here all of the maps are the evident surjections except for the map r, which is given
by the following formula:
r(g(H1 ∩ hH2h
−1)) = ghH2.
The site Setsm,αG has enough points, with one unique point given by the filtering
system {G/H}H≤oG.
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Every smooth G-set is a disjoint union of smooth G-orbits, and (since G-orbits are
small) the natural map
(10.1.2)
∏
i
∐
j
MapG(G/Hi, G/Hj)→ MapG
∐
i
G/Hi,
∐
j
G/Hj

is an isomorphism. Therefore, to describe the morphisms in SetsmG it suffices to
describe the morphisms between smooth G-orbits. LetH andH ′ be open subgroups
of G, and consider the subset
HNH′ = {g ∈ G : g
−1Hg ≤ H ′}.
We have an isomorphism
(10.1.3) MapG(G/H,G/H
′) ∼= (H\HNH′/H
′)op
where for g ∈ HNH′ , the double coset HgH ′ corresponds to the map
Rg : xH 7→ xgH
′.
Suppose that X is a sheaf on the site Setsm,αG . Then the colimit
X = lim−→
H≤oG
X (G/H)
taken over open subgroups H is a smooth G-set with H-fixed points
XH = X (G/H).
Conversely, any smooth G-set X gives rise to a sheaf X on Setsm,αG whose sections
on a G-set S = ∐iG/Hi are given by
X (S) =
∏
i
XHi .
These constructions give the following lemma.
Lemma 10.1.4. The category of smooth G-sets is equivalent to the category of
sheaves of sets on the site Setsm,αG .
There is an adjoint pair (U, (−)sm) of functors
U : SetsmG ⇆ SetG : (−)
sm
between the category of smooth G-sets and the category of all G-sets, where
U(X) = X,
Xsm = lim−→
H≤oG
XH .
The category of smooth G-sets is complete and cocomplete, with colimits formed
in the underlying category of sets, and limits formed by applying the functor (−)sm
to the underlying limit of sets. Finite limits are formed in the underlying category
of sets.
Remark 10.1.5. The properties listed above make the adjoint pair (U, (−)sm) a
geometric morphism of topoi.
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10.2. The category of simplicial smooth G-sets
It is convenient to construct model categories of discrete G-spaces and discrete
G-spectra for a profinite group G by considering the category of simplicial (pre)-
sheaves of sets on the site of finite discrete G-spaces (see, for instance [Jar97]).
An alternative, and equivalent approach, was proposed by Goerss [Goe95], who
considered simplicial objects in the category of discrete G-sets. In this section we
modify these frameworks to the case of G a totally disconnected locally compact
group. We investigate these model structures in some detail in preparation for some
technical applications in Chapter 13.
Definition 10.2.1. A simplicial smooth G-set is a simplicial object in the category
SetsmG .
Consider the following categories:
s SetsmG = simplicial smooth G-sets,
sPre(Setsm,αG ) = simplicial presheaves of sets on Set
sm,α
G ,
s Shv(Setsm,αG ) = simplicial sheaves of sets on Set
sm,α
G .
Consider the diagram of functors
(10.2.2) sPre(Setsm,αG )
L2 //oo
U
s Shv(Setsm,αG )
L //oo
R
s SetsmG
where
L2 = sheafification,
U = forgetful functor,
L(X ) = lim−→
H≤oG
X (G/H),
R(X)(∐iG/Ki) =
∏
i
XKi.
The pairs (L2, U) and (L,R) are adjoint pairs of functors. Lemma 10.1.4 has the
following corollary.
Corollary 10.2.3. The adjoint pair (L,R) gives an adjoint equivalence of cate-
gories.
The categories of simplicial presheaves and sheaves of sets admit injective local
model structures such that the adjoint pair (L2, U) forms a Quillen equivalence
[Jar87]. The category s SetsmG inherits a Quillen equivalent model structure under
the adjoint equivalence (L,R). We shall call this induced model structure on s SetsmG
the injective local model structure.
Lemma 10.2.4. A map in s SetsmG is a weak equivalence (cofibration) in the injective
local model structure if and only if it induces a weak equivalence (monomorphism)
on the underlying simplicial set.
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Proof. The local weak equivalences in sPre(Setsm,αG ) and s Shv(Set
sm,α
G ) are
the stalkwise weak equivalences, and the functor L gives the stalk. A cofibration
of simplicial presheaves is a sectionwise monomorphism. The result for cofibrations
follows immediately from the definition of the functor L, and the fact that for a
simplicial sheaf X , and open subgroups U ≤ V ≤ G, the induced map
X (G/V )→ X (G/U)
is a monomorphism. 
The category of simplicial sheaves on Setsm,αG also admits a projective local model
structure [Bla01]. In this model structure, the weak equivalences are still the local
(stalkwise) weak equivalences, but the projective cofibrations are generated by the
inclusions of the representable simplicial sheaves: the generating cofibrations are
morphisms of the form
in,Z : ∂∆
n ×MapG(−, Z) →֒ ∆
n ×MapG(−, Z)
for Z ∈ Setsm,αG . The projective local fibrations are determined. The category of
simplicial smooth G-sets inherits a projective local model structure from the adjoint
equivalence (L,R).
Lemma 10.2.5. A map in s SetsmG is a projective cofibration if and only if it is a
monomorphism.
Proof. The class of projective cofibrations is generated by the monomor-
phisms
Lin,Z : Z × ∂∆
n →֒ Z ×∆n
for Z ∈ Setsm,αG . It clearly suffices to consider the generating morphisms Lin,G/H
for open subgroups H ≤ G. Because the maps Lin,G/H are monomorphisms, every
projective cofibration is a monomorphism. Conversely, given an inclusion j : X →֒
Y of simplicial smooth G-sets, we have
Y = lim−→
k
Y [k]
where Y [−1] = X and Y [k] is given by the pushout∐
NYk−NXk
∂∆n //

Y [k−1]
∐
NYk−NXk
∆n // Y [k]
where NXk and NYk are the (smooth G-sets of) nondegenerate k-simplices of X
and Y , respectively. This pushout may be rewritten in terms of G-orbits of non-
degenerate k-simplices as follows.∐
[σ]∈(NYk−NXk)/G
G/Hσ × ∂∆n //
∐Lin,G/Hσ

Y [k−1]
∐
[σ]∈(NYk−NXk)/G
G/Hσ ×∆n // Y [k]
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Here, for a representative σ of an G-orbit [σ], the group Hσ is the (open) stabilizer
of σ. We have shown that the class of monomorphisms is contained in the category
of cofibrations generated by the morphisms Lin,Z. 
We have shown that the cofibrations and weak equivalences are the same in the
injective and projective local model category structures on s SetsmG , giving the fol-
lowing surprising corollary.
Corollary 10.2.6. The injective and projective local model category structures on
s SetsmG agree.
It is shown in [Bla01] that a map between simplicial sheaves is a projective local
fibration if and only if it is a projective local fibration on the level of underlying
presheaves. In [DHI04, Thm 1.3], an explicit characterization of the projective
fibrant presheaves is given. This fibrancy condition, when translated into s SetsmG
using the functor L, gives the following characterization of the fibrant objects of
s SetsmG .
Lemma 10.2.7. A simplicial smooth G-set X is fibrant if and only if:
(1) the H-fixed points XH is a Kan complex for every open subgroup H ≤ G,
(2) for every open subgroup H ≤ G and every hypercover
· · ·
∐
α∈I2
G˜/Uα,2 ⇛
∐
α∈I1
G˜/Uα,1 ⇒
∐
α∈I0
G˜/Uα,0 → G˜/H
(where G˜/U denotes the representable sheaf associated to a smooth orbit
G/U) the induced map
XH → holim
∆
∏
α∈I•
XUα,•
is a weak equivalence.
Remark 10.2.8. Since filtered colimits of Kan complexes are Kan complexes, the
underlying simplicial set of a fibrant simplicial smooth G-set is a Kan complex.
10.3. The category of smooth G-spectra
The methods of Section 10.2 extend in a straightforward manner to give model
categories of smooth G-spectra, as investigated in the case of G profinite by [Jar97]
and [Dav06]. These smoothG-spectra are intended to generalize “naive equivariant
stable homotopy theory”: the fibrant objects will not distinguish between fixed
points and homotopy fixed points.
Definition 10.3.1. A smooth G-spectrum is a Bousfield-Friedlander spectrum of
smooth G-sets. It consists of a sequence {Xi}i≥0 of pointed simplicial smooth
G-sets together with G-equivariant structure maps
ΣXi → Xi+1.
Remark 10.3.2. If G is a profinite group, then the notion of a smooth G-spectrum
coincides with that of a discrete G-spectrum studied in [Dav06].
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Consider the following categories (where spectrum means Bousfield-Friedlander
spectrum of simplicial sets):
SpsmG = category of smooth G-spectra,
Pre Sp(Setsm,αG ) = category of presheaves of spectra on Set
sm,α
G ,
Shv Sp(Setsm,αG ) = category of sheaves of spectra on Set
sm,α
G .
Just as in Section 10.2, we have a diagram of functors
(10.3.3) Pre Sp(Setsm,αG )
L2 //oo
U
Shv Sp(Setsm,αG )
L //oo
R
SpsmG
where
L2 = sheafification,
U = forgetful functor,
L(X ) = lim−→
H≤oG
X (G/H),
R(X)(∐iG/Ki) =
∏
i
XKi.
The pairs (L2, U) and (L,R) are adjoint pairs of functors, and the adjoint pair
(L,R) gives an adjoint equivalence of categories.
The categories of presheaves and sheaves of spectra admit injective local model
structures such that the adjoint pair (L2, U) forms a Quillen equivalence [GJ98].
The category SpsmG inherits a Quillen equivalent model structure under the adjoint
equivalence (L,R).
Lemma 10.3.4. A map in SpsmG is a weak equivalence (cofibration) if and only if it
induces a stable equivalence (cofibration) on the underlying spectrum.
Proof. The weak equivalences in PreSp(Setsm,αG ) and Shv Sp(Set
sm,α
G ) are the
stalkwise stable equivalences. For a sheaf of spectra E , the underlying spectrum
of LE is the stalk of E at the (unique) point of the site Setsm,αG . An argument
analogous to that given in [Dav06, Thm 3.6] proves the statement concerning
cofibrations. 
10.4. Smooth homotopy fixed points
For a smooth G-spectrum X , we define the fixed point spectrum by taking the fixed
points level-wise
(XG)i = (Xi)
G.
The G-fixed point functor is right adjoint to the functor triv which associates to a
spectrum the associated smooth G-spectrum with trivial G-action.
triv : Sp⇆ SpG : (−)
G.
Since the functor triv preserves cofibrations and weak equivalences, we have the
following lemma.
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Lemma 10.4.1. The adjoint functors (triv , (−)G) form a Quillen pair.
Let βG,X : X → XfG denote a functorial fibrant replacement functor for the model
category SpsmG , where βG,X is a trivial cofibration of smooth G-spectra. The ho-
motopy fixed point functor (−)hG is the Quillen right derived functor of (−)G, and
is thus given by
XhG = (XfG)
G.
10.5. Restriction, induction, and coinduction
Fix an open subgroup H of G. For a smooth H-set Z, we define the coinduced
smooth G-set by
CoIndGH Z = MapH(G,Z)
sm := lim−→
U≤oG
MapH(G/U,Z)
where the colimit is taken over open subgroups. An element g ∈ G sends an element
α ∈MapH(G/U,Z) to an element g · α ∈MapH(G/gUg
−1, Z) by the formula
(g · α)(g′(gUg−1)) = α(g′gU).
This construction extends to simplicial smooth G-sets and smooth G-spectra in the
obvious manner to give a functor
CoIndGH : Sp
sm
H → Sp
sm
G .
Let ResGH be the restriction functor:
ResGH : Sp
sm
G → Sp
sm
H .
The functors (ResGH ,CoInd
G
H) form an adjoint pair. Since Res
G
H preserves cofibra-
tions and weak equivalences, we have the following lemma.
Lemma 10.5.1. The adjoint functors (ResGH ,CoInd
G
H) form a Quillen pair.
The Quillen pair (ResGH ,CoInd
G
H) gives rise to a derived pair (LRes
G
H , RCoInd
G
H).
Since the functor ResGH preserves all weak equivalences, there are equivalences
LResGH X ≃ Res
G
H X for all smooth G-spectra X .
Lemma 10.5.2 (Shapiro’s Lemma). Let X be a smooth H-spectrum, and suppose
that H is an open subgroup of G. Then there is an equivalence
(RCoIndGH X)
hG ≃−→ XhH .
Proof. The lemma follows immediately from the following commutative dia-
gram of functors.
SpsmH
CoIndGH //
(−)H ""D
DD
DD
DD
D
SpsmG
(−)G||zz
zz
zz
zz
Sp

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Define the induction functor on a smooth H-spectrum Y to be the Borel construc-
tion
IndGH Y = G+ ∧H Y.
Here, the Borel construction is taken regarding G and H as being discrete groups,
but this is easily seen to produce a smooth G-spectrum since H is an open subgroup
of G. The induction and restriction functors form an adjoint pair (IndGH ,Res
G
H)
IndGH : Sp
sm
H ⇆ Sp
sm
G : Res
G
H .
Since non-equivariantly we have an isomorphism
IndGH Y
∼= G/H+ ∧ Y,
we have the following lemma.
Lemma 10.5.3. The functor IndGH preserves cofibrations and weak equivalences, and
therefore ResGH preserves fibrant objects.
Definition 10.5.4. Let X be a smooth G-spectrum. Define the smooth homotopy
H-fixed points of X by
XhH := (ResGH X)
hH
Lemma 10.5.3 has the following corollary.
Corollary 10.5.5. For a smooth G-spectrum X, the spectrum XhH is equivalent
to the H-fixed points (XfG)
H .
10.6. Descent from compact open subgroups
In this section we will explain how the homotopy type of a smooth G-spectrum can
be reconstructed using only its homotopy fixed points for compact open subgroups of
G (Construction 10.6.3). This construction will be used in Section 11.1 to construct
a smooth GU(Ap,∞)-spectrum VGU from the collection of spectra {TAF (Kp)},
where Kp ranges over the compact open subgroups of GU(Ap,∞).
Let Setco,αG be the full subcategory of Set
sm,α
G consisting of objects X whose stabi-
lizers are all compact. Every object Z of Setco,αG is therefore isomorphic to a disjoint
union of G-orbits
Z =
∐
i
G/Ki
where the subgroupsKi are compact and open. Lemma 10.1.1 implies that Set
co,α is
a Grothendieck site, with covers given by surjections. The site Setco,αG also possesses
enough points, with a unique point given by the filtering system {G/K}K where
K ranges over the compact open subgroups of G.
Just as in Section 10.3, there is an adjoint equivalence (L′, R′)
L′ : Shv Sp(Setco,αG )⇆ Sp
sm
G : R
′
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where
L′X = lim−→
K≤coG
X (G/K),
(R′X)(∐iG/Ki) =
∏
i
XKi .
The colimit in the definition of L′ is taken over compact open subgroups of G.
The adjoint equivalence (L′, R′) induces a model structure on SpsmG from the Jar-
dine model structure on Shv Sp(Setco,αG ). Precisely the same arguments proving
Lemma 10.3.4 apply to prove the following lemma.
Lemma 10.6.1. In the model structure on SpsmG induced from the Jardine model
structure on Shv Sp(Setco,αG ), a map is a weak equivalence (cofibration) if and only
if it is a weak equivalence (cofibration) on the underlying spectrum.
Corollary 10.6.2. The model structure on SpsmG induced from the Jardine model
structure on Shv Sp(Setco,αG ) is identical to that induced from the the model structure
on Shv Sp(Setsm,αG ).
Construction 10.6.3. Begin with a presheaf of spectra X on the site Setco,αG . We
associate to X a smooth G-spectrum
VX = L
′(L2X )f ,
the functor L′ applied to the fibrant replacement of the sheafification of X .
Lemma 10.6.4. The smooth G-spectrum VX is fibrant.
Proof. The fibrant objects in SpsmG are precisely those objects X for which
R′X is fibrant in Shv Sp(Setco,αG ). Since (L
′, R′) form an equivalence of categories,
there is an isomorphism
R′VX = R
′L′(L2X )f ∼= (L
2X )f .

Lemma 10.6.5. Suppose that X is a fibrant presheaf of spectra on Setco,αG , and that
K is a compact open subgroup of G. Then there is an equivalence of spectra
X (G/K)
≃
−→ V KX .
Proof. Consider the Quillen equivalence given by the adjoint pair
L2 : Pre Sp(Setco,αG )⇆ Shv Sp(Set
co,α
G ) : U
where L2 is the sheafification functor and U is the forgetful functor. The functor
U preserves all weak equivalences.
Define φ to be the composite
φ : X
η
−→ UL2X
U(α)
−−−→ U(L2X )f
in the category Pre Sp(Setco,αG ), where η is the unit of the adjunction and α is the
fibrant replacement morphism for the sheaf L2X . The map η is always a weak
equivalence, and, since U preserves all weak equivalences, the map U(α) is a weak
equivalence. Thus φ is a weak equivalence of presheaves of spectra.
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The functor U , being the right adjoint of a Quillen pair, preserves fibrant objects,
and thus φ is a weak equivalence between fibrant objects. The sections functor
ΓG/K : Pre Sp(Set
co,α
G )→ Sp
E 7→ E(G/K)
is also the right adjoint of a Quillen pair, and hence preserves weak equivalences
between fibrant objects. We therefore have a string of equivalences
X (G/K)
ΓG/Kφ
−−−−→
≃
U(L2X )f (G/K)
= (L2X )f (G/K)
∼= (R′L′L2X )f )(G/K)
= V KX .

10.7. Transfer maps and the Burnside category
In this section we will construct transfer maps between the homotopy fixed points of
compact open subgroups. We will then explain how this extra structure assembles
to give this collection of homotopy fixed point spectra the structure of a Mackey
functor.
Construction of transfers. We will now explain how to use Shapiro’s Lemma
to construct transfer maps for smooth G-spectra.
Suppose K is a compact open subgroup of G with open subgroup K ′. There is a
continuous based map K+ → K ′+, equivariant with respect to the left and right
K ′-actions, given by
k 7→
{
k if k ∈ K ′,
∗ otherwise.
Given a smooth K ′-spectrum X , this gives rise to a map of K ′-spectra
X ∼= MapK′,∗(K
′
+, X)
sm → MapK′,∗(K+, X)
sm ∼= ResKK′ CoInd
K
K′ X.
The adjoint of this map is a natural map of K-spectra
iKK′ : Ind
K
K′ X → CoInd
K
K′ X.
On the level of underlying spectra, this map is an inclusion∨
K/K′
X →
∏
K/K′
X,
and hence is a natural weak equivalence of smooth K-spectra.
Consider the counit map
εKK′ : Ind
K
K′ Res
K
K′ X → X.
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Application of the right derived functor of smooth coinduction gives a diagram of
maps
RCoIndGK′ X
∼
←RCoIndGK Ind
K
K′ X → RCoInd
G
K X
of smooth G-spectra. Upon taking homotopy fixed points, Lemma 10.5.2 gives rise
to natural maps
XhK
′ ∼
←(IndKK′ Res
G
K′ X)
hK → XhK .
Definition 10.7.1. The transfer associated to the inclusion of K ′ in K is the
corresponding map TrKK′ : X
hK′ → XhK in the homotopy category.
The Burnside category. The treatment in this section follows [Min99]. De-
fine the Burnside category McoG of G-sets to be the a category with objects given
by
Ob(McoG ) = {Z ∈ Set
co,α
G : |Z/G| <∞}.
Thus the objects of McoG are G-sets with finitely many orbits and compact open
stabilizers.
We now define the morphisms. Let S, T be objects of McoG . Let Cor(S, T ) denote
the set of correspondences given by isomorphism classes of diagrams in SetcoG of the
form
X
p
~~
~~
~~
~
q
  A
AA
AA
AA
A
S T.
The set Cor(S, T ) admits the structure of a commutative monoid through disjoint
unions:
X
p
~~
~~
~~
~
q
  @
@@
@@
@@
S T
+
X ′
p′
~~}}
}}
}}
}} q′
  A
AA
AA
AA
A
S T
=
X ∐X ′
p∐p′
{{ww
ww
ww
ww
w
q∐q′
##G
GG
GG
GG
GG
S T
The morphisms of the categoryMcoG from S to T are defined to be the Grothendieck
group of the monoid Cor(S, T ):
HomMco
G
(S, T ) = Groth(Cor(S, T )).
Composition in McoG is given by:
Y
~~
~~
~~
~
@
@@
@@
@@
T U
◦
X
~~
~~
~~
~
  @
@@
@@
@@
S T
=
Z
~~ ~
~~
~~
~
@
@@
@@
@@
X
~~
~~
~~
~
  @
@@
@@
@@
Y
~~
~~
~~
~
@
@@
@@
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where Z is the pullback X ×T Y .
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The morphisms of McoG are generated by the right multiplication by g maps
ρg : G/gKg
−1 → G/K,
the projections
rKK′ : G/K
′ → G/K,
and the transfers
iKK′ : G/K → G/K
′
for g ∈ G, K ′ < K, satisfying the following relations.
(1) ρg ◦ ρh = ρhg
(2) rKK′ ◦ r
K′
K′′ = r
K
K′′
(3) iK
′
K′′ ◦ i
K
K′ = i
K
K′′
(4) ρg ◦ r
gKg−1
gK′g−1 = r
K
K′ ◦ ρg
(5) ρg ◦ i
gKg−1
gK′g−1 = i
K
K′ ◦ ρg
(6) iHL ◦ r
H
K =
∑
KxL r
L
x−1Kx∩Lρx ◦ i
K
K∩xLx−1
Definition 10.7.2. A Mackey functor (for the group G) is an additive functor
McoG → Abelian groups
which takes coproducts to direct sums.
The Mackey functor associated to a smooth G-spectrum. For a smooth
G-spectrum X we get an induced functor
X : (McoG )
op → Ho(Sp)
from the Burnside category to the homotopy category of spectra as follows. On
objects, we define
X (∐iG/Ki) =
∏
i
XhKi.
To a correspondence of the form
(10.7.3) G/K ′′
rK
K′′
{{vv
vv
vv
vv
v rK
′
g−1K′′g
◦ρg
$$H
HH
HH
HH
HH
G/K G/K ′
we assign the composite
XhK
′ Res
K′
g−1K′′g
−−−−−−−→ Xhg
−1K′′g g∗−→ XhK
′′ TrKK′′−−−→ XhK .
Every correspondence between G/K and G/K ′ is a disjoint union of correspon-
dences of the form (10.7.3), and we assign to it the corresponding sum of morphisms
in the homotopy category of spectra. Thus we have defined a map of commutative
monoids
Cor(G/K,G/K ′)→ HomHo(Sp)(X
hK′ , XhK)
which extends to a homomorphism
HomMcoG (G/K,G/K
′)→ HomHo(Sp)(X
hK′ , XhK).
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Extending additively we have homomorphisms
HomMcoG (S, T )→ HomHo(Sp)(X (T ),X (S))
for every pair of objects S, T ∈McoG .
In view of the definition of composition in McoG , the following lemma implies the
functoriality of X . The lemma is easily verified using the definition of transfer.
Lemma 10.7.4. Suppose that H1 and H2 are open subgroups of H, a compact open
subgroup of G. Consider the following pullback diagram of Lemma 10.1.1.∐
h∈H1\H/H2
G/(H1 ∩ hH2h−1)
‘
r
H2
h−1H1h∩H2
◦ρh
//

G/H2

G/H1 // G/H
Then the following diagram commutes in Ho(Sp).∏
h∈H1\H/H2
XhH1∩hH2h
−1
oo
P
h∗◦Res
H2
h−1H1h∩H2
P
Tr
H1
H1∩hH2h
−1

G/H2
TrHH2

G/H1 oo
ResHH1
G/H
The previous relations imply the following.
Proposition 10.7.5. The conjugation, restriction, and transfer maps satisfy the
following relations.
(1) h∗ ◦ g∗ = (hg)∗
(2) ResK
′
K′′ ◦Res
K
K′ = Res
K
K′′
(3) TrKK′ ◦Tr
K′
K′′ = Tr
K
K′′
(4) ResgKg
−1
gK′g−1 ◦g∗ = g∗ ◦ Res
K
K′
(5) TrgKg
−1
gK′g−1 ◦g∗ = g∗ ◦Tr
K
K′
(6) ResHK ◦Tr
H
L =
∑
KxLTr
K
K∩xLx−1 ◦x∗ ◦ Res
L
x−1Kx∩L
Corollary 10.7.6. The functor
π∗X (−) : M
co
G → Abelian groups
∐iG/Ki 7→
⊕
i
π∗(X
hKi)
is a Mackey functor.
For any G-module M , the fixed points form a Mackey functor.
M (−) : (McoG )
op → Abelian Groups
∐iG/Ki 7→
⊕
i
MKi
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The transfers
TrKK′ :M
K′ →MK
are given by
TrKK′(m) =
∑
[g]∈K/K′
gm.
Consider the canonical “edge homomorphisms”
ǫK : π∗(X
hK)→ π∗(X)
K .
The following lemma is easily verified by comparing the definitions of transfers.
Lemma 10.7.7. The homomorphisms ǫ(−) assemble to give a natural transformation
of Mackey functors
ǫ(−) : π∗(X
h(−))→ π∗(X)
(−).
CHAPTER 11
Operations on TAF
In this chapter we will describe three classes of cohomology operations, which extend
classical operations in the theory of automorphic forms.
(1) Restriction: For compact open subgroups K ′p ≤ Kp, a map of E∞-
ring spectra
ResK
p
K′p : TAF (K
p)→ TAF (K ′p).
(2) Action of GU(Ap,∞): For g ∈ GU(Ap,∞) and Kp as above, a map of
E∞-ring spectra
g∗ : TAF (K
p)→ TAF (gKpg−1).
(3) Transfer: For Kp and K ′p as above, a map in the homotopy category
spectra
TrK
p
K′p : TAF (K
′p)→ TAF (Kp).
Operations of type (1) and (2) may be most elegantly formulated as a functor on an
orbit category, as we describe in Section 11.1. This structure gives rise to a smooth
GU(Ap,∞)-spectrum VGU . The operations of type (3) then come automatically (see
Section 10.7). All three types of operations encode the fact that TAF (−) induces a
Mackey functor from the Burnside category into the homotopy category of spectra.
The relationship of this Mackey functor structure to the theory of Hecke algebras is
discussed in Section 11.2. While we are able to lift Hecke operators on automorphic
forms to cohomology operations on TAF (Kp), we are unable to determine in general
if this induces an action of the corresponding Hecke algebra (we do treat a very
restrictive case in Propositions 11.2.3 and 11.2.6). We are not advocating that
having the Hecke algebra act on TAF (K) is necessarily the “right” point of view.
The most important structure is the Mackey functor structure.
11.1. The E∞-action of GU(A
p,∞)
Let Setco,αGU(Ap,∞) be the Grothendieck site of Section 10.6.
Proposition 11.1.1. The assignment∐
i
GU(Ap,∞)/Kpi 7→
∏
i
TAF (Kpi )
gives a presheaf
TAF (−) : (Setco,αGU(Ap,∞))
op → E∞-ring spectra.
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Proof. In light of the isomorphism (10.1.2), it suffices to establish functoriality
on orbits in Setco,αGU(Ap,∞). Let Orb
co
GU(Ap,∞) be the subcategory of orbits. Consider
the functor
OrbcoGU(Ap,∞) → {p-divisible groups},
Kp 7→ (Sh(Kp), ǫA(u)).
Here, (A, i,λ, [η]Kp) is the universal tuple on Sh(K
p).
Using the isomorphism (10.1.3), functoriality of this correspondence is established
as follows: for open compact subgroups g−1K ′pg ≤ Kp, the map
gK′p,Kp : Sh(K
′p)→ Sh(Kp)
classifies the tuple (A′, i′,λ′, [η ′g]Kp), where (A
′, i′,λ′, [η ′]K′p) is the universal tuple
on Sh(K ′p). In particular, there is a canonical isomorphism of p-divisible groups
αcan : ǫA
′(u)
∼=−→ (gK′p,Kp)
∗ǫA(u)
giving a map
(gK′p,Kp , αcan) : (Sh(K
′p), ǫA′(u))→ (Sh(Kp), ǫA(u))
in the category of p-divisible groups. The functoriality Theorem 8.1.4 gives an
induced map of presheaves of E∞-ring spectra
(gK′p,Kp , αcan)
∗ : (gK′p,Kp)
∗E(Kp)→ E(K ′p)
and hence a map
g∗ : TAF (K
p)→ TAF (K ′p).

Lemma 11.1.2. The presheaf TAF (−) on the site Setco,αGU(Ap,∞) is fibrant.
Proof. Fibrancy is shown to be a local condition in [DHI04], and hence
follows from Lemma 8.3.2 and the fibrancy of the presheaves E(Kp) of Section 8.3.

Construction 10.6.3 associates to the presheaf TAF (−) a fibrant smooth GU(Ap,∞)-
spectrum
VGU = VTAF(−).
By Lemma 10.6.5, for any compact open subgroup Kp < GU(Ap,∞) we have an
equivalence
TAF (Kp)
≃
−→ V hK
p
GU .
11.2. Hecke operators
Let G = GU(Ap,∞). Let M =McoG denote the Burnside category. In Section 10.7
we observed that the homotopy fixed points of a smooth G-spectrum assembled to
yield a Mackey functor in the stable homotopy category. In particular, since the
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spectra TAF (−) are given as homotopy fixed point spectra, our Mackey functor
takes the form:
Mop → Ho(Sp)
∐iG/Ki 7→
∏
i
TAF (Ki)
LetH denote the Hecke category of G. The objects ofH are the same as the objects
of M. The morphisms are additively determined by
HomH(G/K,G/K
′) = HomZ[G](Z[G/K],Z[G/K
′]) ∼= (Z[G/K ′])K .
This morphism space is a free abelian group with basisT[g] = ∑
h∈K/K∩gK′g−1
hgK ′ : [g] ∈ K\G/K ′
 ⊂ Z[G/K ′]K .
The endomorphisms in H of G/K give the Hecke algebra of the pair (G,K).
There is a natural functor
F :M→H
(see [Min99]) which associates to the correspondence
X
f
~~
~~
~~
~
g
  @
@@
@@
@@
S T
the morphism given by
Z[S]→ Z[T ]
s 7→
∑
x∈f−1(s)
g(x)
for elements s ∈ S. The functor F is full, but not faithful. The generators T[g] ∈
HomH(G/K,G/K
′) may be lifted to correspondences
G/K ∩ gK ′g−1
rK
K∩gK′g−1
xxppp
pp
pp
pp
pp ρg◦r
gK′g−1
K∩gK′g−1
&&NN
NN
NN
NN
NN
N
G/K G/K ′
but this does not induce a splitting of F .
Definition 11.2.1 (Hecke Operators on TAF ). For [g] ∈ K\G/K ′ define the Hecke
operator
T[g] : TAF (K
′)→ TAF (K)
to be the composite:
TAF (K ′)
g∗−→ TAF (gK ′g−1)
ResgK
′g−1
K∩gK′g−1
−−−−−−−−−→ TAF (K∩gK ′g−1)
TrK
K∩gK′g−1
−−−−−−−−→ TAF (K)
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Question 11.2.2. Do these Hecke operators induce a factorization of the following
form?
Mop
TAF(−) //
F

Ho(Sp)
Hop
77
In particular, does this induce a map of rings from the Hecke algebra for (G,K)
into the ring of stable cohomology operations on TAF (K)?
We are unable to resolve this question in general. We can give some partial results.
Proposition 11.2.3. Suppose that for every compact open subgroup K of G, and
every quasi-coherent sheaf F on Sh(K)∧p , the sheaf cohomology groups
Hs(Sh(K)∧p ,F)
vanish for s > 0. Then the Mackey functor TAF (−) factors through the Hecke
category.
Remark 11.2.4. The hypotheses of Proposition 11.2.3 are extremely restrictive.
There are morally two ways in which the hypotheses can fail to be satisfied.
(1) The stack Sh(K) can fail to have an e´tale covering space which is an affine
scheme.
(2) The stack Sh(K) can have stacky points whose automorphism group con-
tains p-torsion.
This immediately rules out the case where the algebra B is a division algebra
(Theorem 6.6.2(3)). Note that the (non-compactified) moduli stack of elliptic curves
Mell does satisfy the hypotheses of Proposition 11.2.3 for p ≥ 5. (See Remark 11.2.7
for more discussion on the modular case.)
Proof of Proposition 11.2.3. Fix a compact open subgroup K. The de-
scent spectral sequence (8.3.1)
Hs(Sh(K)∧p , ω
⊗t)⇒ π2t−s(TAF (K))
collapses to give an edge isomorphism
π2t(TAF (K))
∼=−→ H0(Sh(K)∧p , ω
⊗t).
By Proposition 8.2.2, our hypotheses guarantee that the spectrum TAF (K) is
Landweber exact. Picking a complex orientation for TAF (K), the ring π∗TAF (K)
becomes an MU∗-algebra, and the natural map
MU∗MU ⊗MU∗ π∗TAF (K)→MU∗TAF (K)
is an isomorphism, giving (see [Ada74])
(11.2.5) MU∗TAF (K) ∼= π∗TAF (K)[b1, b2, ...].
By Landweber exactness, for any pair of compact open subgroupsK,K ′, the natural
homomorphism
[TAF (K),TAF (K ′)]→ HomMU∗MU (MU∗TAF (K),MU∗TAF (K
′))
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is an isomorphism [HS99, Cor. 2.17]. Yoshida ([Yos83], [Min99, Thm. 3.7])
proved that a Mackey functor
Mop → Abelian Groups
factors through the Hecke category if and only if for every K ′ ≤ K we have
TrKK′ Res
K
K′ = |K : K
′|. It therefore suffices to prove that the composite
MU∗TAF (K)
MU∗ Res
K
K′−−−−−−−→MU∗TAF (K
′)
MU∗ Tr
K
K′−−−−−−→MU∗TAF (K)
is multiplication by |K : K ′|.
Recall that for K ′, an open normal subgroup of K, the morphism
Sh(K ′)→ Sh(K)
is a Galois covering space with Galois group K/K ′ (Theorem 6.6.2). We therefore
have
π∗TAF (K) ∼= ( lim−→
K′≤oK
π∗TAF (K
′))K
∼= (π∗VGU )
K .
where the colimit is taken over open subgroups of K. We deduce from (11.2.5) that
the map
MU∗(TAF (K)) =MU∗(V
hK
GU )→MU∗(VGU )
is a monomorphism. Consider the following diagram (where V = VGU ).
8
4
1
1
.
O
P
E
R
A
T
IO
N
S
O
N
T
A
F
MU∗V hK
ResK
K′ //
 _

MU∗V
hK′
(1)
∼= //
 _

TrK
K′
((
MU∗(CoInd
K
K′ V )
hK

MU∗(Ind
K
K′ V )
hK
∼=oo

(2)
// MU∗V hK _

MU∗CoInd
K
K′ V
(3) ∼=

MU∗ Ind
K
K′ V
∼=oo
(4) ∼=

MU∗Map(K/K
′, V )
∼=

MU∗K/K
′
+ ∧ V∼=
oo
∼=

MU∗V MU∗V
diag
//
∏
K/K′
MU∗V
⊕
K/K′
MU∗V
∼=
oo
add
// MU∗V
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Here (1) is the isomorphism given by Lemma 10.5.2 and (2) is the counit of the ad-
junction. The isomorphisms (3) and (4) are induced by the canonicalK-equivariant
isomorphisms:
CoIndKK′ V
∼= Map(K/K ′, V ),
IndKK′ V
∼= K/K ′+ ∧ V,
where K acts on Map(K/K ′, V ) by conjugation and on K/K ′+ ∧ V diagonally.
The bottom horizontal composite is multiplication by |K : K ′|. Since the leftmost
and rightmost vertical arrows are monomorphisms, we deduce that the topmost
horizontal composite is multiplication by |K : K ′|. 
Precisely the same methods prove the following variant.
Proposition 11.2.6. Suppose that K is a fixed compact open subgroup, and that
for every compact open subgroup K ′ of K, and every quasi-coherent sheaf F on
Sh(K ′)∧p , the sheaf cohomology groups
Hs(Sh(K ′)∧p ,F)
vanish for s > 0. Then the Hecke operators induce a homomorphism of rings
Z[G/K]K →֒ [TAF (K),TAF (K)].
Here Z[G/K]K ∼= HomZ[G](Z[G/K],Z[G/K]) is the Hecke algebra for (G,K).
Remark 11.2.7. This is an analog of the work of Baker [Bak90]. Baker proved
that for p ≥ 5, the spectra TMF (p) admit an action of the Hecke algebra for the
pair (GL2(A
p,∞), GL2(Ẑ
p)). The authors do not know if his results extend to the
cases where p = 2 or 3. These are precisely the cases where the corresponding
moduli stack has nontrivial higher sheaf cohomology.
We note that regardless of the outcome of Question 11.2.2, Lemma 10.7.7 implies
that the edge homomorphism
π2tTAF (K)→ (π2tVGU )
K = H0(Sh(K)∧p , ω
⊗t)
commutes with the action of the Hecke operators (as given in Definition 11.2.1).
This relates the action of the Hecke operators on TAF (K) to the action of the
classical Hecke operators of the corresponding space of automorphic forms.
CHAPTER 12
Buildings
In this chapter we give explicit descriptions for the Bruhat-Tits buildings of the
local forms of the group GU and U . The buildings are certain finite dimensional
contractible simplicial complexes on which the groups GU(Qℓ) and U(Qℓ) act with
compact stabilizers. Our treatment follows closely that of [AN02].
12.1. Terminology
A semi-simplicial set is a simplicial set without degeneracies. Thus a semi-simplicial
set {X•, d•} consists of a sequence of sets Xk of k-simplices, with face maps d• :
Xk → Xk−1 satisfying the simplicial face relations.
A simplicial complex {X•,≤} consists of a sequence of sets Xk of k-simplices to-
gether with a poset structure on the set
∐
kXk which encodes face containment.
Thus a semi-simplicial set is a simplicial complex with a compatible ordering on
the vertices of its simplices.
For a finite dimensional simplicial complex X•, let d denote the maximal dimension
of its simplices. A d-simplex in X• is called a chamber. The simplicial complex X•
is called a chamber complex if every simplex is contained in a chamber, and given
any two chambers a and b there is a sequence of chambers
a = a0, a1, . . . , ak = b
such that for each i, the chambers ai and ai−1 intersect in a (d − 1)-dimensional
simplex (a panel). A chamber complex is thin if each panel is contained in exactly
2 chambers. A chamber complex is thick if each panel is contained in at least 3
chambers.
For a thin d-dimensional chamber complex X•, a folding is a morphism of simplicial
complexes
f : X• → X•
satisfying f2 = f for which every chamber in the image of f is in the image of
exactly 2 chambers. The complex X• is called a Coxeter complex if, for every pair
of chambers a and b, there exists a folding f for which f(a) = b.
A building B is a chamber complex which is a union of Coxeter complexes. These
subcomplexes are the apartments of B, and are required to satisfy the following two
conditions:
87
88 12. BUILDINGS
(1) For any pair of chambers, there must exist an apartment containing both
of them.
(2) For any pair of apartments A1 and A2, there must be an isomorphism of
simplicial complexes
φ : A1 → A2
such that φ restricts to the identity on A1 ∩A2.
A building B is said to be affine if its apartments are tessellations of a Euclidean
space by reflection hyperplanes of an irreducible affine reflection group.
Remark 12.1.1. All of the buildings we shall consider will be affine. The buildings
for SL and U will be thick, but the buildings for GL and GU will not be thick.
12.2. The buildings for GL and SL
Let K be a discretely valued local field with ring of integers O and uniformizer π.
Let W be a K-vector space of dimension n.
The building for GL(W ). The building B(GL(W )) is the geometric real-
ization of a semi-simplicial set B(GL(W ))•. The k-simplices are given by sets of
lattice chains in W :
B(GL(W ))k = {L0 < L1 < · · · < Lk ≤ π
−1L0}.
The ith face map is given by deleting the ith lattice from the chain. The group
GL(W ) acts on the building simplicially by permuting the lattices.
A basis v = (v1, . . . , vn) of W gives rise to a maximal simplex (chamber)
C(v) = (L0(v) < L1(v) < · · · < Ln(v) = π
−1L0(v))
where
Li(v) = π
−1Ov1 ⊕ · · · ⊕ π
−1Ovi ⊕Ovi+1 ⊕ · · · ⊕ Ovn.
In particular, the building B(GL(W )) is n-dimensional.
The following lemma is clear.
Lemma 12.2.1. The action of GL(W ) on B(GL(W )) is transitive on vertices and
chambers.
The building for SL(W ). Two lattice chains {Li}, {L′i} are homothetic if
there exists an integer m so that for all i, L′i = π
mLi.
The building for SL(W ) is the quotient of B(GL(W )) given by taking homothety
classes of lattice chains. The building B(SL(W )) may be described as the simplicial
complex whose k-simplices are given by homothety classes of certain lattice chains:
B(SL(W ))k = {[L0 < L1 < · · · < Lk < π
−1L0]}.
The face containment relations of B(SL(W )) are given by chain containment up to
homothety.
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The building for SL(W ) is n − 1 dimensional. There is a natural projection of
simplicial complexes
B(GL(W ))→ B(SL(W ))
and the building B(GL(W )) is homeomorphic to B(SL(W ))× R. The k-simplices
{Li} of B(GL(W )) for which Lk = π−1L0 become degenerate in B(SL(W )).
12.3. The buildings for U and GU
Suppose now that K is a quadratic extension of Qℓ. Let (−,−) be a non-degenerate
hermitian form on W .
Totally isotropic subspaces. A vector v ∈ W is isotropic if (v, v) = 0. A
subspace ofW is anisotropic if it contains no non-zero isotropic vectors. A subspace
W ′ of W is totally isotropic if (v, w) = 0 for all v, w ∈ W ′. A subspace W ′ of W is
hyperbolic if it admits a basis (v1, . . . , v2k) such that with respect to this basis the
restricted form (−,−)|W ′ is given by a matrix
 ∗...
∗

where an entry is nonzero if and only if it lies on the reverse diagonal. Such a basis
is a hyperbolic basis.
The Witt index r of (−,−) is the dimension of the maximally totally isotropic
subspace of W . The dimension of a maximal hyperbolic subspace V of W is 2r,
and the subspace V ⊥ is anisotropic. The dimensions of the buildings for GU(W )
and U(W ) are functions of the Witt index.
Recall from Chapter 5 that isometry classes of quadratic hermitian forms are clas-
sified by their discriminant disc in Q×ℓ /N(K
×). Let a ∈ Q×ℓ be a generator of
Q×ℓ /N(K
×). The following lemma is easily deduced.
Lemma 12.3.1. There exists a basis so that the form (−,−) is given by the matrices
in the following table.
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disc = (−1)⌊n/2⌋ ∈ Q×/N(K×) disc 6= (−1)⌊n/2⌋ ∈ Q×/N(K×)
n even
 1...
1


1
...
1
1
−a

r = n/2 r = (n− 2)/2
n odd

1
...
1
1


1
...
1
a

r = (n− 1)/2 r = (n− 1)/2
The building for U . Given an O-lattice L of W , the dual lattice L# ⊂ W
is the O-lattice given by
L# = {w ∈ W : (w,L) ⊆ O}.
The dual lattice construction has the following properties:
(1) L## = L,
(2) if L0 < L1, then L
#
1 < L
#
0 ,
(3) (πL)# = π−1L#.
Thus, there is an induced involution
ι : B(SL(W ))→ B(SL(W )).
The building B(U(W )) ⊆ B(SL(W )) consists of the fixed points of this involution.
Since the involution ι does not necessarily restrict to the identity on invariant
chambers, the subspace B(U(W )) is not necessarily a simplicial subcomplex.
However, the building B(U) does admit the structure of a semi-simplicial set whose
simplices are self-dual lattice chains. The k-simplices are given by
B(U(W ))k = {L0 < L1 < · · · < Lk ≤ L
#
k < · · · < L
#
0 ≤ π
−1L0}.
The face maps di are obtained by deletion of the lattices Li and L
#
i from the chain.
In particular, the vertices are given by lattices L satisfying L ≤ L# ≤ π−1L. We
shall say that such lattices are preferred. Thus the k-simplices of B(U(W )) are
given by chains of preferred lattices:
B(U(W ))k = {L0 < L1 < · · · < Lk < π
−1L0 : Li are preferred}.
Preferred lattices satisfy the following properties.
(1) There is at most one preferred representative in a homothety lattice class.
(2) If L is preferred, then either L = L#, or L# is not preferred.
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These properties allow one to relate the simplicial description of B(U(W )) with the
geometric fixed points of the involution ι on B(SL(W )). A combinatorial vertex
corresponding to a preferred lattice L corresponds to the midpoint of the edge
joining [L] and [L#].
It is easily checked that for g ∈ GL(W ), one has (g(L))# = g−ι(L#). Therefore
the building B(U(W )) admits a simplicial action by U(W ). Let GU1(W ) be the
subgroup
GU1(W ) = ker
(
GU(W )
ν
−→ Q×ℓ
νℓ−→ Z
)
of similitudes of W with similitude norm of valuation 0. Then the following lemma
is immediate.
Lemma 12.3.2. The action of U(W ) on B(U(W )) extends to an action of GU1(W ).
In order to get an explicit description of the chambers of B(U(W )) we recall the
following lemma of [AN02, Sec. 5].
Lemma 12.3.3. Suppose that the residue characteristic K does not equal 2. Let
W ′ be an anisotropic subspace of W . Then there is a unique preferred lattice X
contained in W ′. This lattice is given by
X = {w ∈W ′ : (w,w) ∈ O}.
Let v = (v1, . . . , v2r) be a hyperbolic basis of a maximal hyperbolic subspace V
of W such that (vi, v2r+1−i) = 1. We shall say that a hyperbolic basis with this
property is normalized, and clearly every hyperbolic basis can be normalized. Let
X be the unique preferred lattice in the anisotropic subspace V ⊥. Then we may
associate to v a chamber
C(v) = (L0(v) < · · · < Lr(v) ≤ L
#
r (v) < · · · < L
#
0 (v) ≤ π
−1L0(v))
where
Li(v) = πOv1 + · · ·πOvr−i +Ovr−i+1 + · · · Ov2r +X.
In particular the building B(U(W )) has dimension r.
Unlike the building for SL(W ), the group U(W ) does not act transitively on ver-
tices. However, every chamber of B(U(W )) can be shown to take the form C(v) for
some normalized hyperbolic basis v. Witt’s theorem and Lemma 12.3.3 may then
be used to derive the following lemma.
Lemma 12.3.4. The group U(W ) acts transitively on the set of chambers of the
building B(U(W )).
Lemma 12.3.5. The stabilizers of the action of U(W ) and GU1(W ) on B(U(W ))
are all compact and open.
Proof. We give the proof for U(W ); the argument for GU1(W ) is identical.
Let x = (L) be a vertex of B(U(W )) given by a preferred lattice L, and let Kx ⊂
U(W ) be its stabilizer. Then Kx is given by the intersection GL(L) ∩ U(W ) in
GL(W ). Since U(W ) is a closed subgroup of GL(W ) and GL(L) is compact and
open, the subgroupKx is compact and open in U(W ). Since the action is simplicial,
it follows that all of the stabilizers of simplices in B(U(W )) are compact and open.

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The building for GU(W ). The group GU(W ) does not preserve the class of
preferred lattices, but we do have the following lemma.
Lemma 12.3.6. Let g be an element of GU(W ) with similitude norm ν(g) of val-
uation k. Suppose that L is homothetic to a preferred lattice. Then (g(L))k# is
homothetic to a preferred lattice.
Proof. Suppose that L = πbL where L is a preferred lattice. Observe that
we have
g(L
#
) = (g−ι(L))# = (ν−1g(L))# = πk(g(L))#.
Suppose that k = 2a is even. Then the element g1 = π
−ag has similitude norm of
valuation zero, and g1(L) is preferred. The lattice g(L) is homothetic to g1(L).
Suppose that k = 2a − 1 is odd. The element g1 = π−ag has similitude norm of
valuation −1. Applying g1 to the chain πL# ≤ L ≤ L#, and using the fact that
(g1(L))
# = πg1(L
#
), we see that (g1(L))
# is preferred. The lattice (g(L))# is
therefore homothetic to a preferred lattice. 
The action of U(W ) on the building B(U(W )) can be extended to an action of the
group GU(W ). The action is determined by its effect on vertices, where we regard
the vertices as preferred homothety classes of lattices. The action is given by
g · [L] =
{
[g(L)] if ν(g) has even valuation,
[(g(L))#] if ν(g) has odd valuation.
Lemma 12.3.6 implies that g · [L] is a preferred homothety class. This action is not
associative on lattices, but is associative on homothety classes. This is an action of
simplicial complexes, but does not preserve the ordering on the vertices.
The building B(SL(W )) carries a natural action by GU(W ) through the natural
action of GL(W ). We have the following lemma.
Lemma 12.3.7. The inclusion of the fixed point space j : B(U(W )) →֒ B(SL(W ))
is GU(W )-equivariant.
Proof. It suffices to check equivariance on vertices. Recall that for a preferred
lattice L, the inclusion j maps [L] to the midpoint mid([L], [L#]). Suppose that g
is an element of GU(W ), with similitude norm of valuation k. Then we have
j(g · [L]) = j([(g(L))k#])
= mid([(g(L))k#], [(g(L))(k+1)#])
= mid([g(L)], [(g(L))#])
= g · j([L]).

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We define B(GU(W )) by the following GU(W )-equivariant pullback.
B(GU(W )) 
 //

B(GL(W ))

B(U(W )) 
 // B(SL(W ))
We see that B(GU(W )) is homeomorphic to B(U(W )) × R. In particular, the
dimension of B(GU(W )) is r + 1.
Since GU(W ) is a closed subgroup of GL(W ), and the stabilizer in GL(W ) of every
point of B(GL(W )) is open and compact, we have the following lemma.
Lemma 12.3.8. The stabilizer in GU(W ) of every point of B(GU(W )) is open and
compact.
Remark 12.3.9. The buildings B(GU(W )) and B(GL(W )) are easily seen (using a
simplicial prism decomposition) to be equivariantly homeomorphic to the products
B(GU(W )) ≈ B(U(W ))× Rν ,
B(GL(W )) ≈ B(SL(W ))× Rdet.
Here, Rν is the similitude line, with GU(W ) action g(x) = vπ(ν(g)) · x, and Rdet is
the determinant line, with GL(W ) action g(x) = vπ(det(g)) · x. The embedding of
B(GU(W )) into B(GL(W )) is given by the embedding of B(U(W )) into B(SL(W )),
together with the GU(W )-equivariant homeomorphism
Rν
≈
−→ Rdet,
x 7→ n/f · x.
Here, f is the residue field degree of K over Qℓ.
CHAPTER 13
Hypercohomology of adele groups
13.1. Definition of QGU and QU
Lemma 10.6.5 has the following corollary.
Corollary 13.1.1. For compact open Kp ≤ GU(Ap,∞) there are equivalences
TAF (Kp) ≃ V hK
p
GU .
Definition 13.1.2. Let Kp =
∏
ℓ 6=pKℓ be a compact open subgroup of GU(A
p,∞),
and let S be a set of primes not containing p. Let Kp,S be the product
Kp,S =
∏
ℓ 6∈S∪{p}
Kℓ.
(1) Define QGU (K
p,S) to be the homotopy fixed point spectrum
QGU (K
p,S) = V
hKp,S+
GU
where
Kp,S+ := GU(AS)K
p,S .
If S consists of all primes different from ℓ, we denote this spectrum QGU .
(2) Let GU1(AS) be the open subgroup
GU1(AS) = ker
(
GU(AS)
ν
−→
∏
ℓ∈S
′
Q×ℓ
νℓ−→
∏
ℓ∈S
Z
)
of similitudes g whose similitude norm ν(g) has valuation 0 at every place
in S. Define QU (K
p,S) to be the homotopy fixed point spectrum
QU (K
p,S) = V
hKp,S1,+
GU ,
where
Kp,S1,+ := GU
1(AS)K
p,S.
If S consists of all primes different from ℓ, we denote this spectrum QU .
13.2. The semi-cosimplicial resolution
Fix a prime ℓ 6= p and a compact open subgroup Kp,ℓ ⊂ GU(Ap,ℓ,∞). We shall
consider two cases simultaneously:
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Case I Case II
Gℓ = GU(Qℓ) GU
1(Qℓ)
B = B(GU(Qℓ)) B(U(Qℓ))
Q = QGU (K
p,ℓ) QU (K
p,ℓ)
In either case, B = |B•| is the realization of a finite dimensional contractible
semi-simplicial set B•, and the group Gℓ acts on B simplicially with compact open
stabilizers. Throughout this section, we will let B′• be the simplicial set generated
by the semi-simplicial set B• by including degeneracies.
Let G denote the open subgroup
G = GℓK
p,ℓ ⊂ GU(Ap,∞),
so that Q = V hGGU . The action of the group Gℓ on B naturally extends to an action
of the group G, where we simply let the factors Kℓ′ act trivially for ℓ
′ 6= p, ℓ. The
stabilizers of this action are still compact and open.
The canonical contracting homotopy. We recall some of the material from
[Gar97], in particular Section 13.7. These apartments of B possess canonical met-
rics, and simplicial automorphisms of these are isometries. The building B inherits
a metric as follows: for x, y ∈ B, let A be an apartment containing x and y. The
distance between x and y is equal to the distance taken in the apartment A with
respect to its canonical metric. Since the group G acts simplicially on B, and sends
apartments to apartments, G acts by isometries on B.
Any two points x, y ∈ B, are joined by a unique geodesic
γx,y : I → B.
Let A be an apartment of B which contains both x and y. Then the geodesic γx,y
is given by the affine combination
γx,y(t) = (1− t)x+ ty
in the affine space A.
A contracting homotopy for B is very simple to describe [Gar97, Sec. 14.4]. Fix a
point x0 of B. A contracting homotopy
H : B × I → B
is given by
(13.2.1) Ht(x) = γx,x0(t).
Remark 13.2.2. The argument [Gar97, Sec. 14.4] that the contracting homotopy
H is continuous applies to thick buildings. While the building B(U(Qℓ)) is thick if
ℓ does not split in F , the building B(U(Qℓ)) in the split case, as well as the building
B(GU(Qℓ)) in either case, is not thick. However, because these other buildings are
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products of thick buildings with an affine space, the continuity of H is easily seen
to extend to these cases.
A technical lemma. Let E be a smooth G-spectrum, and suppose that X
is a simplicial G-set. For an open subgroup U ≤ G, define Map
U
(X,E) to be the
spectrum whose ith space is the simplicial mapping space of U -equivariant maps:
Map
U
(X,E)i = MapU (X,Ei).
Define a smooth G-spectrum
Map(X,E)sm := lim−→
U≤oG
Map
U
(X,E)
(where the colimit is taken over open subgroups of G). The group G acts on the
maps in the colimit by conjugation. In this section we will prove the following
technical lemma.
Lemma 13.2.3. The map of smooth G-spectra
E → Map(B′•, E)
sm
induced by the map B′• → ∗ is an equivalence.
The key point to proving Lemma 13.2.3 is the following topological lemma.
Lemma 13.2.4. Suppose that X is a topological space with a smooth G-action. Then
the inclusion of the constant maps induces a natural inclusion
X → Map(B, X)sm := lim−→
U≤oG
MapU (B, X)
which is the inclusion of a deformation retract. Here, MapU (B, X) is given the
subspace topology with respect to the mapping space Map(B, X), and Map(B, X)sm
is given the topology of the union of the spaces MapU (B, X).
Proof. Fix a point x0 in B with compact open stabilizer Kx0 ≤ G. Let H
be the contracting homotopy defined by (13.2.1). Then H induces a deformation
retract
H ′ : Map(B, X)× I → Map(B, X)
given by
H ′t(f)(x) = f(Ht(x)) = f(γx,x0(t))
where γx,x0 is the unique geodesic from x to x0. We claim that for each open
subgroup U of G, H ′ restricts to give a map
(13.2.5) H ′ : MapU (B, X)× I → MapU∩Kx0 (B, X).
Indeed, let f be an element of MapU (B, X). Let g be an element of U ∩Kx0 . Since
G acts by isometries, the induced map
g : B → B
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sends geodesics to geodesics. Hence we have
g(H ′t(f)(x)) = g(f(γx,x0(t)))
= f(gγx,x0(t))
= f(γgx,gx0(t))
= f(γgx,x0(t))
= H ′t(f)(gx).
We have shown that H ′t(f) is U ∩Kx0-equivariant.
By taking the colimit of the maps H ′t of (13.2.5), we obtain a deformation retract
H ′ : Map(B, X)sm × I → Map(B, X)sm.

We now explain how, using the geometric realization and singular functors, the
topological result of Lemma 13.2.4 gives an analogous simplicial result. The cate-
gory s Set of simplicial sets and the category Top of topological spaces are Quillen
equivalent by adjoint functors (|−|, S)
|−| : s Set⇆ Top: S
where S(−) is the singular complex functor and |−| is geometric realization. The
geometric realization of a simplicial smooth G-set is a G-space with smooth G-
action. Since the realization of the k-simplex |∆k| is compact, it is easily verified
that the singular chains on a G-space with smooth G-action is a simplicial smooth
G-set.
Lemma 13.2.6. Suppose that X is a fibrant simplicial smooth G-set. Then S|X |,
the singular complex of the geometric realization of X, is also fibrant.
Proof. By Lemma 10.2.7, we must verify that for every open subgroupH ≤ G,
the H-fixed points of S|X | is a Kan complex, and that S|X | satisfies homotopy
descent with respect to hypercovers of G/H . Since both the functors S(−) and |−|
both preserve fixed points, we see that (S|X |)H = S|XH | is a Kan complex. For a
hypercover {G/Uα,•}α∈I• , we must verify that the map
(S|X |)H → holim
∆
∏
α∈I•
(S|X |)Uα,•
is a weak equivalence. The functors S(−) and |−| commute with fixed points,
S(−) commutes with arbitrary products and totalization, and |−| commutes (up to
homotopy equivalence) with arbitrary products of Kan complexes, so we need the
map
S|XH | → S holim
∆
|
∏
α∈I•
XUα,• |
to be a weak equivalence. It suffices to show that the map
|XH | → holim
∆
|
∏
α∈I•
XUα,• |
13.2. THE SEMI-COSIMPLICIAL RESOLUTION 99
is a weak equivalence, or equivalently, since (|−|, S(−)) form Quillen equivalence,
that the map
XH → S holim
∆
|
∏
α∈I•
XUα,• |
≃
−→ holim
∆
S|
∏
α∈I•
XUα,• |
is a weak equivalence. This follows from the fact that the map∏
α∈I•
XUα,• → S|
∏
α∈I•
XUα,• |
is a level-wise weak equivalence of cosimplicial Kan complexes, and that the map
XH → holim
∆
∏
α∈I•
XUα,•
is a weak equivalence, since X is fibrant. 
Lemma 13.2.3 follows immediately from the following lemma.
Lemma 13.2.7. Let X be a simplicial smooth G-set. The natural map
X → Map(B′•, X)
sm
is a weak equivalence of simplicial sets.
Proof. By Lemma 13.2.4, the map
|X |
≃
−→ Map(B, |X |)sm
is an equivalence. Since geometric realization is the left adjoint of a Quillen equiv-
alence, we see that the adjoint
X
≃
−→ SMap(B, |X |)sm
is an equivalence. We have the following sequence of isomorphisms:
SMap(|B′•|, |X |)
sm = S lim−→
U≤oG
MapU (|B
′
•|, |X |)
∼= MapTop(|∆•|, lim−→
U≤oG
MapU (|B
′
•|, |X |))
∼= lim−→
U≤oG
MapTop(|∆•|,MapU (|B
′
•|, |X |))
∼= lim−→
U≤oG
MapTopU (|∆
•| × |B′•|, |X |)
∼= lim−→
U≤oG
MapTopU (|∆
• × B′•|, |X |)
∼= lim−→
U≤oG
Maps SetU (∆
• × B′•, S|X |)
= Map(B′•, S|X |)
sm.
100 13. HYPERCOHOMOLOGY OF ADELE GROUPS
This isomorphism fits into the following commutative diagram.
X //
≃

Map(B′•, X)
sm
η∗

SMap(B, |X |)sm ∼=
// Map(B′•, S|X |)
sm
We just need to verify that the map η∗ is a weak equivalence. For any simpli-
cial smooth G-set Z, the functor − × Z preserves weak equivalences and cofibra-
tions. Therefore, the functors (− × Z,Map(Z,−)sm) form a Quillen adjoint pair
on s SetsmG . In particular, the functor Map(B
′
•,−)
sm preserves weak equivalences
between fibrant simplicial smooth G-sets. By Lemma 13.2.6, the map
η : X → S|X |
is a weak equivalence between fibrant simplicial smooth G-sets. 
Remark 13.2.8. The authors do not know a purely simplicial argument to prove
Lemma 13.2.3. Clearly, much of the work in this section could be eliminated by
working with spectra of topological spaces with smooth G-action as opposed to
spectra of simplicial smooth G-sets. Our reason for choosing to work simplicially is
that we are simply unaware of a treatment of local model structures on categories
of sheaves of topological spaces in the literature.
The semi-cosimplicial resolution. Recall from the beginning of this section
that Q is the hypercohomology spectrum QGU (K
p,ℓ) or QU (K
p,ℓ). We state our
main theorem describing a finite semi-cosimplicial resolution of Q.
Theorem 13.2.9. There is a semi-cosimplicial spectrum Q• of length d = dimB
whose sth term (0 ≤ s ≤ d) is given by
Qs =
∏
[σ]
TAF (K(σ)).
The product ranges over Gℓ orbits of s-simplices [σ] in the building B. The groups
K(σ) are given by
K(σ) = Kp,ℓKℓ(σ)
where Kℓ(σ) is the subgroup of Gℓ which stabilizes σ. There is an equivalence
Q ≃ holimQ•.
Proof. By Lemma 13.2.3, the map
r : VGU → Map(B
′
•, VGU )
sm
is an equivalence of smooth G-spectra. The functor
Map(B′•,−)
sm : SpsmG → Sp
sm
G
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is right Quillen adjoint to the functor − ∧ (B′•)+. Therefore, since VGU is a fi-
brant smooth G-spectrum, the spectrum Map(B′•, VGU )
sm is a fibrant smooth G-
spectrum. We have the following sequence of G-equivariant isomorphisms.
Map(B′•, VGU )
sm = lim−→
U≤oG
Map
U
(B′•, VGU )
∼= lim−→
U≤oG
holimMapU (B
′
•, VGU )
∼= lim−→
U≤oG
holimMapU (B•, VGU )
∼= holim lim−→
U≤oG
MapU (B•, VGU )
∼= holimMap(B•, VGU )
sm.
Here, we were able to commute the homotopy limit past the colimit because it is
the homotopy limit of a finite length semi-cosimplicial spectrum. Taking G-fixed
points of both sides, we have a map
rG : V GGU → (holimMap(B•, VGU )
sm)G.
The map rG is a weak equivalence because r is a weak equivalence between fibrant
smooth G-spectra. There are isomorphisms
(holimMap(B•, VGU )
sm)G ∼= holimMapG(B•, VGU )
∼= holim
∏
[σ]∈B•/G
MapG(G/K(σ), VGU )
∼= holim
∏
[σ]∈B•/G
V
K(σ)
GU .
By Lemma 10.6.5, there are equivalences
V
K(σ)
GU ≃ TAF (K(σ)).

Remark 13.2.10. The coface maps of the semi-cosimplicial spectrum Q• are all
instances of the E∞ operations arising from Proposition 11.1.1. Thus, the spec-
trum Q• is actually a semi-cosimplicial E∞-ring spectrum, and the totalization Q
therefore inherits the structure of an E∞-ring spectrum.
CHAPTER 14
K(n)-local theory
Fix a compact open subgroup Kp of GU(Ap,∞) so that Sh(Kp) is a scheme. Let
Auniv = (Auniv, iuniv, λuniv , [ηuniv])
be the universal tuple over Sh(Kp). Let Sh(Kp)[n] be the reduced closed subscheme
of Sh(Kp)⊗Zp Fp where the the formal group ǫAuniv(u)
0 has height n (see [HT01,
Lem. II.1.1]).
14.1. Endomorphisms of mod p points
Suppose that A = (A, i, λ, [η]) is an element of Sh(Kp)[n](Fp).
We make the following definitions.
D = End0B(A),
OD = EndB(A),
† = λ-Rosati involution on D.
By Theorem 2.2.4, D is a central simple algebra over F of dimension n2, with
invariants given by:
invxD = − invxB, x 6 |p,
invuD = 1/n,
invuD = (n− 1)/n.
The ring OD is an order in D. Since the p-divisible OB-module of A takes the form
A(p) ∼= (ǫA(u))n × (ǫA(uc)n),
Theorems 1.2.1(4) and 2.2.1 combine to show that the order OD,(p) is maximal at
p. Because the polarization λ is prime-to-p, the order OD,(p) is preserved by the
Rosati involution †.
Define algebraic groups GUA and UA over Z(p) by
GUA(R) = {g ∈ (OD,(p) ⊗Z(p) R)
× : g†g ∈ R×},
UA(R) = {g ∈ (OD,(p) ⊗Z(p) R)
× : g†g = 1}.
There is a short exact sequence
1→ UA → GUA
ν
−→ Gm → 1.
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Observe that we have (Lemma 4.5.1)
GUA(Z(p)) =group of prime-to-p quasi-similitudes of (A, i, λ),
UA(Z(p)) =group of prime-to-p quasi-isometries of (A, i, λ).
The rational uniformization induces isomorphisms
η∗ : GU(Qℓ)
∼=−→ GUA(Qℓ),
η∗ : U(Qℓ)
∼=−→ UA(Qℓ),
for primes ℓ 6= p. The maximality of the OF,(p)-order OD,(p), together with
Lemma 5.2.1, gives the following lemma.
Lemma 14.1.1. The induced action of UA(Z(p)) on the summand ǫA(u) of the p-
divisible group A(p) induces an isomorphism
UA(Zp)
∼=−→ Sn
where Sn = Aut(ǫA(u)) is the nth Morava stabilizer group. The similitude norm
gives a split short exact sequence
1→ UA(Zp)→ GUA(Zp)
ν
−→ Z×p → 1.
Define Γ to be the quasi-isometry group UA(Z(p)). The action of Γ on the Tate
module V p,S(A) induces an inclusion
iη : Γ →֒ U(A
p,S,∞) ⊂ GU(Ap,∞).
For any subgroup K of GU(Ap,S,∞) let Γ(K) be the subgroup of Γ given by the
intersection Γ ∩K.
Proposition 14.1.2. Suppose that Kp is an arbitrary open compact subgroup of
GU(Ap,∞), so that Sh(Kp) is not necessarily a scheme. Then the automorphisms
of the Fp-point A = (A, i, λ, [η]Kp) are given by Γ(K
p).
Proof. By definition, we have
Aut(A) = GUA(Z(p)) ∩K
p ⊂ GU(Ap,∞)
(using the isomorphism η∗ : GU(A
p,∞)
∼=−→ GUA(Ap,∞)). The similitude norm
restricts to give a homomorphism
ν : Aut(A)→ {±1} = (Ẑp)× ∩ Z×(p) ⊂ (A
p,∞)×.
However, by the positivity of the Rosati involution (Theorem 4.2.1), the similitude
norm ν cannot be negative. We therefore deduce
Aut(A) = UA(Z(p)) ∩K
p = Γ(Kp).

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14.2. Approximation results
In this section we compile various approximation results that we shall appeal
to in later sections. These results both will allow us to compare the spectrum
QU (K
p,S)K(n) with the K(n)-local sphere, as well as to manipulate certain adelic
quotients.
For each prime x 6= p, let K1,x < GU(Qx) be the image of the subgroup
{g ∈ O×D,x : g
†g ∈ Z×ℓ } < GUA(Qℓ)
under the isomorphism η−1∗ : GUA(Qx)
∼=−→ GU(Qx). For a set of primes S not
containing p, define the group Kp,S1 by
Kp,S1 =
∏
x 6∈{p}∪S
K1,x.
Naumann [Nau, Cor. 21, Rmk. 22] proves the following theorem, quantifying, at
least in certain situations, the degree to which the group Γ(Kp,S1 ) approximates the
Morava stabilizer group Sn.
Theorem 14.2.1 (Naumann). Suppose that
(1) The polarization λ is principal,
(2) The order OD is maximal.
Then we have the following.
Case n odd: There exists a prime ℓ 6= p which splits in F so that the group
Γ(Kp,ℓ1 ) is dense in Sn.
Case n even: Suppose that p 6= 2. Then there exists a prime ℓ which splits
in F such that the closure of the group Γ(Kp,2,ℓ1 ) in Sn is of index less
than or equal to the order of the unit group O×F .
Remark 14.2.2. Since F is a quadratic imaginary extension, O×F is of order 2, 4,
or 6.
A key observation of Naumann is the following proposition.
Proposition 14.2.3. Suppose that we have a map of short exact sequences groups
1 // H ′ // _

H // _

H ′′ // _

1
1 // G′ // G π
// G′′ // 1
where the bottom row is a short exact sequence of first countable topological groups.
Assume that H ′ is dense in G′ and that there exists an open subgroup U of G′′
so that π−1(U) is compact in G. Then H is dense in π−1(H
′′
), where H
′′
is the
closure of H ′′ in G′′.
Naumann’s methods may be used to prove the following easier proposition.
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Proposition 14.2.4.
(1) The group UA(Q) is dense in UA(Qp).
(2) The group Γ = UA(Z(p)) is dense in Sn = UA(Zp).
(3) The group GUA(Q) is dense in GUA(Qp).
Proof. We prove statements (1) and (2) simultaneously. Let SUA be the
kernel of the reduced norm:
1→ SUA → UA
ND/F
−−−−→ T → 1
where the algebraic group T/Z(p) is given by
T (R) = {t ∈ (OF,(p) ⊗Z(p) R)
× : NF/Q(t) = 1}.
Using the fact that there is a pullback [PR94, 1.4.2]
(14.2.5) OD,u
ND/F //

OF,u

Du
ND/F
// Fu
we deduce that the following diagram is a pullback.
(14.2.6) UA(Z(p))
ND/F //

T (Z(p))

UA(Q)
ND/F
// T (Q)
The weak approximation theorem [PR94, Lemma 7.2] implies that the embedding
SUA(Q) →֒ SUA(Qp)
is dense. However, the pullback in diagram (14.2.5) implies that SUA(Zp) =
SUA(Qp) and the pullback in diagram (14.2.6) implies that SUA(Z(p)) = SUA(Q).
So we actually have determined that the embedding
SUA(Z(p)) →֒ SUA(Zp)
is dense. In [Nau], it is established that the following maps are surjections:
ND/F :UA(Q)→ T (Q),
ND/F :UA(Zp)→ T (Zp).
The pullback of Diagram (14.2.6) implies that the map
ND/F : UA(Z(p))→ T (Z(p))
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is a surjection. We therefore have the following diagrams of short exact sequences.
1 // SUA(Z(p)) //

UA(Z(p)) //

T (Z(p)) //

1
1 // SUA(Zp) // UA(Zp) // T (Zp) // 1
1 // SUA(Q) //

UA(Q) //

T (Q) //

1
1 // SUA(Qp) // UA(Qp) // T (Qp) // 1
The groups T (Z(p)) and T (Q) are dense in T (Zp) and T (Qp), respectively (see, for
instance, [Nau]). Therefore, (1) and (2) follow from Proposition 14.2.3. (To verify
that the second diagram above satisfies the hypotheses of Proposition 14.2.3 we
need to again appeal to the pullback (14.2.5).)
By (1) and Proposition 14.2.3, to prove (3) it suffices to prove that the image of
the similitude norm
ν : GUA(Q)→ Q
×
is dense in Q×p . Because the similitude norm restricts to the norm NF/Q on the
subgroup F× ≤ GU(Q), it suffices to prove that the image of the norm
NF/Q : F
× → Q×
is dense in Q×p . Let D be the absolute value of the discriminant of F , and let
χ : (Z/D)× → {±1}
be the corresponding Dirichlet character, so that a prime q splits in F if and only
if χ(q) = 1.
Assume that p is odd. Fix a prime ℓ which splits in F and is a generator of Z×p .
Such a prime exists because the former represents a congruence condition modulo
D, whereas the latter represents a congruence condition modulo p2, and since p was
assumed to split, it is coprime to D. To prove the image of NF/Q is dense in Q
×
p ,
it suffices to prove that ℓ and p are in the image. By the fundamental short exact
sequence
1→ Q×/N(F×)→
⊕
x
Q×x /N(F
×
x )→ Z/2→ 1
it suffices to prove that for all non-split q, both p and ℓ are zero in the group
Q×q /N(F
×
q ). If q is inert in F , then this follows from the fact that p and ℓ are
coprime to q. If q is ramified, this follows from the fact that the kernel of the
composite
Z×q → (Z/D)
× χ−→ {±1}
is equal to N(F×q )∩Z
×
q . The case of p = 2 is similar, but because Z
×
2 is not cyclic,
two generating split primes must be used instead. 
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Lemma 14.2.7. The images of the composites
GUA(Q)
ν
−→ Q×
⊕νℓ−−→
⊕
ℓ prime
Z
GUA(A
∞)
ν
−→ (A∞)×
⊕νℓ−−→
⊕
ℓ prime
Z
are equal.
Proof. The result follows from applying Galois cohomology computations of
Section 5.3 to the map of exact sequences.
(14.2.8) GUA(Q)
ν //

Q× //

H1(Q, UA) //

H1(Q, GUA)

GUA(A
∞)
ν
// (A∞)× // H1(A∞, UA) // H1(A∞, GUA)
If n is even, then the image of ν : GU(Q) → Q× is seen to be (Q×)+, and the
theorem is clear. If n is odd, then we have the following map of exact sequences.
GUA(Q)
⊕νℓν //

⊕
ℓ prime
Z //
⊕
ℓ inert and
unramified in F
Z/2 // 0
GUA(A
∞)
⊕νℓν
//
⊕
ℓ prime
Z //
⊕
ℓ inert and
unramified in F
Z/2 // 0

14.3. The height n locus of Sh(Kp)
Let Kp be sufficiently small so that Sh(Kp) is a scheme. Combining Corollary 7.3.2
with Corollary II.1.4 of [HT01], we see that the subscheme Sh(Kp)[n] is either
empty, or smooth of dimension zero. We therefore have the following lemma.
Lemma 14.3.1. The scheme Sh(Kp)[n] is e´tale over Spec(Fp).
The scheme Sh(Kp)[n] is therefore affine. Its structure is completely determined by
(1) the set of Fp-points Sh(K
p)[n](Fp),
(2) the action of the Galois group Gal of Fp on
Sh(Kp)[n] ⊗Fp Fp =
∐
Sh(Kp)[n](Fp)
Spec(Fp).
Item (1) above is described by Corollary 14.3.4. Item (2) is a serious arithmetic
question related to the zeta function of the Shimura variety — we do not investigate
it here.
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Existence of mod p points. The following proposition appears in [HT01,
Cor V.4.5] in the case where B is a division algebra.
Proposition 14.3.2. The set Sh(Kp)[n](Fp) is non-empty.
Proof. By Theorem 2.2.4, there exists a B-linear abelian variety (A, i) over
Fp of dimension n
2 associated to the minimal p-adic type (F, ζ) where
ζu = 1/n,
ζuc = (n− 1)/n.
The p-adic type of (A, i) determines the slopes of the p-divisible group A(p), and
there is therefore an isogeny of B-linear p-divisible groups
φ : (A(p), i∗)→ (G, i
′)
such that
G = (ǫG(u))n ⊕ (ǫG(uc))n.
Since the p-completion of the order OB is given by
OB,p =Mn(OF,u)×Mn(OF,uc),
the inclusion of rings
i′ : B →֒ End0(G)
lifts to an inclusion
i′ : OB,(p) →֒ End(G).
Since φ is an isogeny, there exists a k such that kerφ is contained in the finite
group-scheme A[pk] of pk-torsion points of A. We define an isogenous B-linear
abelian variety (A′, i′) by taking the quotient
(A, i)→ (A/ kerφ, i′) = (A′, i′).
There is a canonical isomorphism of B-linear p-divisible groups
(A′(p), (i′)∗) ∼= (G, i
′).
By Theorem 2.2.1, the inclusion of rings
i′ : B →֒ End0(A′)
lifts to an inclusion
i′ : OB,(p) →֒ End(A
′)(p).
Choose a compatible polarization
λ : A′ → (A′)∨,
and let λ∗ : A(p) → A(p)∨ be the induced map of p-divisible groups. (According
to Lemma 4.6.1, compatible polarizations exist.) Since λ is compatible, there exist
finite subgroups Ku < A(u) and Kuc < A(u) such that
kerλ∗ = Ku ⊕Kuc < A(u)⊕A(u
c) = A(p).
Define A′′ to be the quotient A′/Ku, with quotient isogeny q : A
′ → A′′. Com-
patibility of the polarization implies that the p-divisible group A′(u)/Ku ⊕ A(u)
inherits a OB,(p)-linear structure, giving an inclusion
i′′ : OB,(p) →֒ End(A
′′).
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The quasi-isogeny
λ′ = (q−1)∨λq−1 : A′′ → (A′′)∨
is easily seen to be prime-to-p, and thus gives a prime-to-p compatible polarization
on (A′′, i′′).
In order to produce a point of Sh(Kp)[n](Fp), we need to show that the polarization
λ′ can be altered so that there exists a similitude between the Weil pairing on the
Tate module V p(A′′) and our fixed pairing 〈−,−〉 on V p. If n is odd, then for
all ℓ, H1(Qℓ, GU) = 0 (Lemma 5.3.1 and Corollary 5.3.4), and so any two non-
degenerate ∗-hermitian alternating forms on Vℓ ∼= Vℓ(A′′) are similar, so there
exists a uniformization
η : (V p, 〈−,−〉)
≃
−→ (V p(A′′), λ′〈−,−〉).
We must work harder if n is even. Using Theorem 7.3.1, there exists a deformation
(A˜′′, i˜′′, λ˜′) of the tuple (A′′, i′′, λ′) over the Witt ringW (Fp). Choose an embedding
of the field Fnru
∼=W (Fp)⊗Q in C so that the following diagram of fields commutes.
F //

Fu

C Fnruoo
Under this inclusion, we may pull back (A˜′′, i˜′′, λ˜) to a polarized OB,(p)-linear
abelian variety (A′′C, i
′′
C, λ
′
C) over C. The methods of Section 9.3 imply that there is
a non-degenerate ∗-hermitian alternating form 〈−,−〉′ on V , a lattice L′ ⊂ V , and
a compatible complex structure J on V∞ = V ⊗Q R so that:
A′′C = V∞/L
′,
i′′C = induced from B-module structure of V ,
λ′′C = polarization associated to Riemann form 〈−,−〉
′.
Thus, there is a canonical uniformization
η1 : (V
p, 〈−,−〉′)
≃
−→ (V p(A′′C), λ
′
C〈−,−〉).
Furthermore, there are isomorphisms (using proper-smooth base change):
(V p(A′′C), λ
′
C〈−,−〉) ∼= (H
1
et(A
′′
C,A
p,∞)∗, λ′C〈−,−〉)
∼= (H1et(A˜
′′,Ap,∞)∗, λ˜′〈−,−〉)
∼= (H1et(A
′′,Ap,∞)∗, λ′〈−,−〉)
∼= (V p(A′′), λ′〈−,−〉).
Let GUA′′ be the group of quasi-similitudes of A
′′ = (A′′, i′′, λ′). By Lemma 4.6.1,
any other isogeny class of weak polarization λ′′ is determined by an element [λ′′] ∈
H1(Q, GUA′′) such that
[λ′]∞ = [λ
′′]∞ ∈ H
1(R, GUA′′).
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The calculations of Section 5.3 give isomorphisms:
disc†′ : H
1(Qℓ, GUA′′)
∼=−→ Q×ℓ /NF/Q(F
×),
disc∗ : H
1(Qℓ, GU)
∼=−→ Q×ℓ /NF/Q(F
×).
In particular, H1(Qp, GU) = H
1(Qp, GUA′′) = 0. Here, disc†′ denotes the discrimi-
nant taken relative to the λ′-Rosati involution (−)†
′
, and disc∗ denotes the discrim-
inant taken relative to the involution (−)∗. We identify the Galois cohomologies
H1(Qℓ, GUA′′) and H
1(Qℓ, GU) in this manner, and use these isomorphisms to
endow these isomorphic sets with the structure of a group. By Lemma 4.6.3, the
image of [λ′′] in H1(Qℓ, GU) is given by
[λ′′]ℓ = [λ
′〈−,−〉ℓ] + [λ
′′〈−,−〉ℓ],
the difference of the classes represented by the Weil pairings on Vℓ(A
′′). Let [〈−,−〉′]
be the element of H1(Q, GU) representing the similitude class of the form 〈−,−〉′.
We wish to demonstrate that there is such a class [λ′′] so that
[λ′′〈−,−〉ℓ] = [〈−,−〉]ℓ ∈ H
1(Qℓ, GU)
for every ℓ 6= p. There are short exact sequences (Corollary 5.3.7)
0→ H1(Q, GU)→
⊕
x
H1(Qx, GU)
P
ξ′x−−−→ Z/2→ 0,
0→ H1(Q, GUA′′)→
⊕
x
H1(Qx, GUA′′)
P
ξ′x−−−→ Z/2→ 0.
By the positivity of the Rosati involution (Theorem 4.2.1), we have ξ′∞[λ
′] = 0. It
therefore suffices to show that∑
ℓ
(ξ′ℓ([〈−,−〉]ℓ) + ξ
′
ℓ([λ
′〈−,−〉ℓ)]) = 0.
Since the complex structure J on V∞ given above is compatible with 〈−,−〉′, the
form 〈−,−〉′ has signature {1, n− 1}, and hence, by Lemma 5.3.2, we have
[〈−,−〉]∞ = [〈−,−〉
′]∞ ∈ H
1(R, GU)
We compute∑
ℓ
ξ′ℓ([〈−,−〉]ℓ) +
∑
ℓ
ξ′ℓ([λ
′〈−,−〉ℓ]) =
∑
ℓ
ξ′ℓ([〈−,−〉]ℓ) +
∑
ℓ
ξ′ℓ([〈−,−〉
′]ℓ)
= ξ′∞([〈−,−〉]∞) + ξ
′
∞([〈−,−〉
′]∞)
= 0.
Thus there exist a class [λ′′] ∈ H1(Q, GU) with [λ′′〈−,−〉ℓ] = [〈−,−〉]ℓ and [λ′′]∞ =
[λ′]∞. There exists a corresponding polarization λ
′′. Using the same methods used
to construct λ′, we may assume without loss of generality that λ′′ is prime-to-p. 
Calculation of Sh(Kp)[n](Fp). We shall make use of the following lemma.
Proposition 14.3.3. Given any two tuples
(A, i, λ, [η]), (A′, i′, λ′, [η′]) ∈ Sh(Kp)[n](Fp)
there exists a prime-to-p isogeny
(A, i, λ)→ (A′, i′, λ′)
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of weakly polarized B-linear abelian varieties.
Proof. The completion OD,u is the unique maximal order of the central Qp-
division algebra Du of Hasse invariant 1/n. Let S be a uniformizer of the maximal
ideal mD,u of OD,u. There is an isomorphism UA(Qp) ∼= D×u (Lemma 14.1.1).
By Proposition 14.2.4(1), there exists an element T ∈ UA(Q) such that the image
Tu ∈ D×u satisfies
Tu = S(1 + Sx)
for some element x ∈ Du. In particular, T is a B-linear quasi-isometry
T : (A, i, λ)→ (A, i, λ)
for whose norm has u-valuation νu(ND/F (T )) = 1. Lemma 14.2.7 implies that
there exists an element R ∈ GUA(Q) such that p-adic valuation of the similitude
norm satisfies νp(ν(R)) = 1.
By Theorem 2.2.3 and Lemma 4.6.1, there exists a B-linear quasi-similitude
α : (A, i, λ)→ (A′, i′, λ′).
There exists an integer e1 so that
(αRe1)∗λ′ = cλ
for some c ∈ Z×(p). By altering λ
′ within its Z×(p)-weak polarization class, we may
assume that c = 1. Then αRe1 is an quasi-isometry between B-linear abelian
varieties with prime-to-p polarizations. There exists an integer e2 so that induced
quasi-isogeny
(αRe1 )∗S
e2 : ǫA(u)→ ǫA′(u)
is an isomorphism of formal groups. By Theorem 2.2.1 the following diagram is a
pullback.
Isom(A,A′)(p)

// Isog(ǫA(u), ǫA′(u))

Isom(A,A′)⊗Q // Isog(ǫA(u), ǫA′(u))⊗Q
Here, Isom(−,−) denotes the isometries between B-linear polarized abelian vari-
eties, and Isog denotes isogenies between p-typical groups. We deduce that
αRe1T e2 : (A, i, λ)→ (A′, i′, λ′)
is a prime-to-p isometry of B-linear polarized abelian varieties. 
Corollary 14.3.4. The map
GUA(Z(p))\GU(A
p,∞)/Kp → Sh(Kp)[n](Fp)
given by sending a double coset [g] to the tuple (A, i, λ, [ηg]Kp) is an isomorphism.
We give an alternative characterizations of the adelic quotient of Corollary 14.3.4.
Lemma 14.3.5.
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(1) The natural map
Γ\GU1(Ap,∞)→ GUA(Z(p))\GU(A
p,∞)
is an isomorphism.
(2) The natural map
Γ\GU1(Ap,∞)/Kp → GUA(Z(p))\GU(A
p,∞)/Kp
is an isomorphism.
(3) The natural map
GUA(Z(p))\GU(A
p,∞)/Kp → GUA(Q)\GUA(A
∞)/KpGUA(Zp)
is an isomorphism.
Proof. (1) follows from Lemma 14.2.7, and the fact that Γ = GUA(Z(p)) ∩
GU1(Ap,∞) (Theorem 4.2.1), and (1) implies (2). Statement (3) follows from Propo-
sition 14.2.4(3). 
Remark 14.3.6. Lemma 14.3.5 relates the number of Fp-points of Sh(K
p)[n] to a
class number of GUA.
14.4. K(n)-local TAF
In this section, fix an open compact subgroup Kp of GU(Ap,∞), sufficiently small
so that Sh(Kp) is a scheme.
Lemma 14.4.1. Let U → Sh(Kp)∧p be an e´tale open. Then the spectrum of sections
E(Kp)(U) is E(n)-local. In particular, the spectrum TAF (Kp) is E(n)-local.
Proof. Fix a formal affine e´tale open
f : U ′ = Spf(R)→ U.
Let (Af , if , λf , [ηf ])/R be the tuple classified by f . The spectrum of sections
E(Kp)(U ′) is Landweber exact (Corollary 8.1.7), therefore it is an MU -module
spectrum ([HS99, Thm 2.8]). Greenlees and May [GM95, Thm 6.1] express the
Bousfield localization at E(n) as the localization with respect to the regular ideal
In+1 = (p, v1, . . . , vn) of MU∗:
E(Kp)(U ′)E(n) ≃ E(K
p)(U ′)[I−1n+1].
There is a spectral sequence [GM95, Thm 5.1]:
Hs(Spec(R)− V, ω⊗t)⇒ π2t−sE(K
p)(U ′)[I−1n+1].
Here V is the locus of Spec(R/p) where the formal group ǫAf [u]
0 is of height greater
than n. However, the formal group cannot have height greater that the height of the
height n p-divisible group ǫA(u). Therefore V is empty, and the spectral sequence
collapses, because Spec(R) is affine. We conclude that the map
π∗E(K
p)(U ′)→ π∗E(K
p)(U ′)E(n)
is an isomorphism, so E(Kp)(U ′) must be E(n)-local.
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Because Sh(Kp) is quasi-projective, U is separated, hence all of the terms of the
Cˇech nerve (U ′•+1)
U ′•+1 = {U ′ ⇐ U ′ ×U U
′
⇚ U ′ ×U U
′ ×U U
′ · · · }
are affine formal schemes. Because the sheaf E(Kp) satisfies homotopy descent, the
map
(14.4.2) E(Kp)(U)→ holim
∆
E(Kp)(U ′•+1)
is an equivalence. Since the terms of the homotopy totalization are E(n)-local, we
determine that E(Kp)(U) is E(n)-local. 
Let Gal be the Galois group Gal(Fp/Fp) ∼= Ẑ, generated by the Frobenius auto-
morphism Fr. Let Sh(Kp)F
pk
be the Galois cover
Sh(Kp)F
pk
= Sh(Kp)⊗Zp W (Fpk)→ Sh(K
p).
Define spectra
TAF (Kp)F
pk
= E(Kp)((Sh(Kp)F
pk
)∧p ).
The functoriality of the presheaf E(Kp) gives rise to a contravariant functor Φ on
the subcategory OrbsmGal ⊂ Set
sm
Gal of smooth (i.e. finite) Gal-orbits by
Φ : Gal/H 7→ TAF (Kp)
F
H
p
.
Let
TAF (Kp)Fp = VΦ ≃ lim−→
k
TAF (Kp)F
pk
be the associated associated smooth Gal-spectrum of Construction 10.6.3.
Lemma 14.4.3. The spectrum TAF (Kp)
Fp
is E(n)-local.
Proof. The underlying spectrum of TAF (Kp)
Fp
is weakly equivalent to a
colimit of E(n)-local spectra. Since localization with respect to E(n) is smashing,
the colimit is E(n)-local. 
By Lemma 10.6.5, we can recover TAF (Kp) by taking Gal-homotopy fixed points:
TAF (Kp) ≃ (TAF (Kp)
Fp
)hGal.
By Theorem 5.2.5 of [Beh], we have the following lemma
Lemma 14.4.4. The sequence
TAF (Kp)→ TAF (Kp)Fp
Fr−1
−−−→ TAF (Kp)Fp
is a fiber sequence.
For a multi-index J = (j0, j1, . . . , jn−1), let M(J) denote the corresponding gener-
alized Moore spectrum with BP -homology
BP∗M(J) = BP∗/(p
j0 , vj11 , . . . , v
jn−1
n−1 ).
The periodicity theorem of Hopkins and Smith [HS98] guarantees the existence
of generalized Moore spectra M(J) for a cofinal collection of multi-indices J . The
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K(n)-localization of an E(n)-local spectrum X may be calculated by by the follow-
ing proposition ([HS99, Prop 7.10]).
Proposition 14.4.5. Suppose that X is an E(n)-local spectrum. Then there is an
equivalence
XK(n) ≃ holim
J
X ∧M(J).
There is an isomorphism
Sh(Kp)
[n]
F
pk
∼=
∐
i∈I(Kp,k)
Spec(Fpki )
for some finite index set I(Kp, k). The numbers ki are all greater than or equal to
k. Let Gi be the restriction of the formal group ǫA(u)
0 to the ith factor.
Proposition 14.4.6. There is an canonical equivalence
TAF (Kp)F
pk
,K(n)
≃
−→
∏
i∈I(Kp,k)
E
Gi
.
Here E
Gi
is the Morava E-theory spectrum associated to the height n formal group
Gi over Fpki .
Proof. Let (Sh(Kp)F
pk
)∧In denote the completion of Sh(K
p)F
pk
at the sub-
scheme Sh(Kp)
[n]
F
pk
. By Corollary 7.3.2, there is an isomorphism
(Sh(Kp)F
pk
)∧In
∼=
∐
i∈I(Kp,k)
DefGi .
Let g be the inclusion
g : (Sh(Kp)F
pk
)∧In → (Sh(K
p)F
pk
)∧p .
Let f : U → (Sh(Kp)F
pk
)∧p be a formal affine e´tale cover, and let U
•+1 be its Cˇech
nerve. The cover U pulls back to an e´tale cover f̂ : Û → (Sh(Kp)F
pk
)∧In , with Cˇech
nerve Û•+1. There are isomorphisms
Ûs ∼=
∐
i∈I(Kp,k,s)
Def
Gs,i
for some finite index set I(Kp, k, s). The unit of the adjunction (g∗, g∗) gives rise
to a map of spectra of sections
Resg : E(K
p)(Us)→ (g∗E(Kp))(Ûs)
The functoriality of Theorem 8.1.4, together with Corollary 8.1.9, gives a map
(g, Id)∗ : (g∗E(Kp))(Ûs)→
∏
i∈I(Kp,k,s)
EGs,i .
Since Us is a affine formal scheme, the homotopy groups of E(Kp)(Us) is given by
πkE(K
p)(Us) ∼=
{
ω⊗k/2(Us) k even,
0 k odd.
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We have the following diagram.
π2tE(Kp)(Us)
Resg// π2t(g∗E(Kp))(Ûs)
(g,Id)∗// π2t
∏
i∈I(Kp,k,s)EGs,i
ω⊗t(Us)
Resg
// (g∗ω⊗t)(Ûs) // (g∗cohω
⊗t)(Ûs)
Here, g∗ denotes the pullback of sheaves of spectra/abelian groups whereas g∗coh
denotes the pullback of coherent sheaves. The bottom row induces an isomorphism
ω⊗t(Us)∧In
∼=−→ (g∗cohω
⊗t)(Ûs),
where we have completed the MU∗-module ω
⊗t(Us) at the ideal
In = (p, v1, . . . , vn−1) ⊂MU∗.
Therefore, we deduce that the map Resg ◦(g, Id)∗ induces an equivalence
holim
J
E(Kp)(Us) ∧M(J)
≃
−→
∏
i∈I(Kp,k,s)
E
Gs,i
.
Taking holim∆, we get an equivalence
(14.4.7) holim
∆
holim
J
E(Kp)(U•+1) ∧M(J)
≃
−→ holim
∆
∏
i∈I(Kp,k,•+1)
EG•+1,i .
(The cosimplicial structure of the target is induced by the simplicial structure of the
Cˇech nerve Û•+1 using the functoriality of Theorem 8.1.3.) Using Lemma 14.4.1,
Proposition 14.4.5, the homotopy descent property for the presheaf E(Kp), and the
fact that the complexes M(J) are finite, we have equivalences
holim
∆
holim
J
E(Kp)(U•+1) ∧M(J) ≃ holim
J
M(J) ∧ holim
∆
E(Kp)(U•+1)
≃ holim
J
M(J) ∧ TAF (Kp)F
pk
≃ TAF (Kp)F
pk
,K(n).
Since the coherent sheaf g∗cohω
⊗t satisfies e´tale descent, the cohomology of the
cosimplicial abelian group (g∗cohω
⊗t)(Û•+1) is given by
πs(g∗cohω
⊗t)(Û•+1) =
{
(g∗cohω
⊗t)((Sh(Kp)F
pk
)∧In) s = 0,
0 s 6= 0.
We therefore deduce that the map∏
i∈I(Kp,k)
E
Gi
→ holim
∆
∏
i∈I(Kp,k,•+1)
E
G•+1,i
is an equivalence. The equivalence (14.4.7) therefore gives an equivalence
TAF (Kp)F
pk
,K(n)
≃
−→
∏
i∈I(Kp,k)
E
Gi
.

Let Hn be the height n Honda formal group over Fp. Let En = EHn denote the
associated Morava E-theory.
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Corollary 14.4.8. Assume that Sh(Kp)[n] is a scheme. There is an equivalence
TAF (Kp)Fp,K(n) ≃
∏
Γ\GU1(Ap,∞)/Kp
En.
Proof. Let k be sufficiently large so that
Sh(Kp)[n](Fpk) = Sh(K
p)[n](Fp) ∼= Γ\GU
1(Ap,∞)/Kp.
(The last isomorphism is Corollary 14.3.4.) Then there is an isomorphism:
Sh(Kp)[n] ∼=
∐
Γ\GU1(Ap,∞)/Kp
Spec(Fpk).
Then, by Proposition 14.4.6, there is an equivalence
TAF (Kp)F
pk
,K(n)
≃
−→
∏
i∈Γ\GU1(Ap,∞)/Kp
E(Gi,Fpk)
.
Taking the colimit over k and K(n)-localizing gives an equivalence
(14.4.9) (lim−→
k
TAF (Kp)F
pk
,K(n))K(n)
≃
−→
∏
i∈Γ\GU1(Ap,∞)/Kp
(lim−→
k
E(Gi,Fpk)
)K(n).
Because K(n)-equivalences are preserved under colimits, we have
(lim−→
k
TAF (Kp)F
pk
,K(n))K(n) ≃ (lim−→
k
TAF (Kp)F
pk
)K(n)
≃ TAF (Kp)
Fp,K(n)
.
Each height n formal group Gi is isomorphic to Hn over Fp. Therefore, using
Proposition 14.4.5 and the functoriality of the Goerss-Hopkins-Miller theorem (The-
orem 8.1.3), there are equivalences
(lim−→
k
E
(Gi,F
k
p)
)K(n) ≃ holim
J
lim−→
k
E
(Gi,F
k
p)
∧M(J)
≃ En.
The equivalence (14.4.9) therefore gives an equivalence
TAF (Kp)
Fp,K(n)
≃
−→
∏
Γ\GU1(Ap,∞)/Kp
En.

Taking Gal-homotopy fixed points, we arrive at the following.
Corollary 14.4.10. Assume that Sh(Kp)[n] is a scheme. There is an equivalence
TAF (Kp)K(n) ≃
 ∏
Γ\GU1(Ap,∞)/Kp
En
hGal .
Remark 14.4.11. In Corollary 14.4.10, the action of the Galois group Gal is typi-
cally non-trivial on the index set
Sh(Kp)[n](Fp) ∼= Γ\GU
1(Ap,∞)/Kp
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and the action of Gal on the components En is not the typical one. This is because
the equivalence
(lim−→
k
E
(Gi,F
k
p)
)K(n) ≃ En
appearing in the proof of Corollary 14.4.8 is not Gal-equivariant; the formal group
Gi may not even be defined over Fp.
14.5. K(n)-local QU
Let G and G1 denote the groups GU(Ap,∞) and GU1(Ap,∞), respectively. In Sec-
tion 11.1, using a construction described in Section 10.6, we produced a fibrant
smooth G-spectrum V = VGU such that
V ≃ lim−→
Kp
TAF (Kp).
The colimit is taken over compact open subgroups Kp of G. There is a cofinal
collection of subgroups Kp such that Sh(Kp)[n] is a scheme. Let VFp be a fibrant
smooth G×Gal-spectrum such that
V
Fp
≃ lim−→
Kp,k
TAF (Kp)
F
pk
.
Let SpΓ be the category of Γ-equivariant spectra, with the injective model structure.
The cofibrations and weak equivalences in this model structure are detected on the
underlying category of spectra. Consider the adjoint pair (ResG
1
Γ ,MapΓ(G
1,−)sm):
ResG
1
Γ : Sp
sm
G1 ⇆ SpΓ : MapΓ(G
1,−)sm
defined by
ResG
1
Γ X = X,
MapΓ(G
1, Y )sm = lim−→
H≤oG1
MapΓ(G
1/H, Y ).
The G1-action on MapΓ(G
1, Y )sm is by precomposition with right multiplication.
The following double coset formula is very useful.
Lemma 14.5.1. Let H and K be subgroups of a group G. Let Y be an H-spectrum.
There is an isomorphism
MapH(G/K, Y )
∼=
∏
[g]∈H\G/K
Y H∩gKg
−1
.
Lemma 14.5.2. Let Y be a Γ-spectrum. Suppose that Kp be sufficiently small so
that Sh(Kp)[n] is a scheme. Then there is an isomorphism
MapΓ(G
1/Kp, Y ) ∼=
∏
Γ\G1/Kp
Y.
Proof. By Proposition 14.1.2, for every element g ∈ G1, the group
Γ(gKpg−1) = Γ ∩ gKpg−1
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is the automorphism group of a Fp-point of the stack Sh(K
p)[n]. Because these au-
tomorphism groups are trivial, the lemma follows immediately from Lemma 14.5.1.

Lemma 14.5.3.
(1) The functors (ResG
1
Γ ,MapΓ(G
1,−)sm) form a Quillen pair.
(2) The functor MapΓ(G
1,−)sm takes fibrant Γ-spectra to fibrant smooth G1-
spectra.
(3) The functor MapΓ(G
1,−)sm preserves all weak equivalences.
Proof. Using Lemma 10.3.4, it is clear that the functor ResG
1
Γ preserves cofi-
brations and weak equivalences, and this proves (1). Statement (2) is an immediate
consequence of statement (1). Because there is a natural isomorphism
MapΓ(G
1,−)sm ∼= lim−→
Kp
MapΓ(G
1/Kp,−),
where the colimit is taken over Kp such that Sh(Kp)[n] is a scheme, Statement (3)
follows from Lemma 14.5.2. 
Fix an Fp-point (A, i, λ, [η]) of Sh(K
p)[n] (whereKp is some compact open subgroup
of G1). Fix an isomorphism α : ǫA(u) ∼= Hn, whereHn is the Honda height n formal
group. The action of Γ on ǫA(u) and the isomorphism α gives an action of Γ on the
spectrum En. The following proposition is immediate from Corollary 14.4.8 and
Lemma 14.5.2.
Proposition 14.5.4. There is an K(n)-equivalence
VFp → MapΓ(G
1, En)
sm
of smooth G1 ×Gal-spectra.
We now are able to prove our main K(n)-local result.
Theorem 14.5.5. Let U be an open subgroup of G1. There is an equivalence
(V hU )K(n)
≃
−→
 ∏
[g]∈Γ\G1/U
EhΓ(gUg
−1)
n
hGal .
Proof. It suffices to prove that there is a Gal-equivariant equivalence
(V hU
Fp
)K(n)
≃
−→
∏
[g]∈Γ\G1/U
EhΓ(gUg
−1)
n .
The result is then obtained by taking homotopy fixed points with respect to Fr ∈
Gal (Lemma 14.4.4). By Proposition 14.4.5, a map between E(n)-local spectra
which is an M(J)-equivalence for every J is a K(n)-equivalence (it actually suffices
to only check this for a single J). Since localization with respect to E(n) is smash-
ing, colimits of E(n)-local spectra are E(n)-local. Therefore, the spectra VFp and
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MapΓ(G
1, En)
sm are E(n)-local. Since M(J) is finite, Proposition 14.5.4 implies
that there is a Gal-equivariant K(n)-local equivalence
V hU
Fp
→ (MapΓ(G
1, En)
sm)hU .
Let E′n be a fibrant replacement for En in the category of Γ-equivariant spectra. By
Lemma 14.5.3, the spectrum MapΓ(G
1, En)
sm is fibrant as a smooth G1-spectrum,
and the map
MapΓ(G
1, En)
sm → MapΓ(G
1, E′n)
sm
is a weak equivalence.
Using Corollary 10.5.5 and Lemma 14.5.1, we have the following sequence of equiv-
alences:
(MapΓ(G
1, En)
sm)hU ≃ (MapΓ(G
1, E′n)
sm)U
∼= MapΓ(G
1/U,E′n)
∼=
∏
[g]∈Γ\G1/U
(E′n)
Γ(gUg−1)
≃
∏
[g]∈Γ\G1/U
(En)
hΓ(gUg−1).

Specializing to the cases of U = Kp and U = Kp,S , we have the following corollary.
Corollary 14.5.6. Let Kp be an open compact subgroup of GU(Ap,∞). There are
equivalences
TAF (Kp)K(n) ≃
 ∏
[g]∈Γ\GU1(Ap,∞)/Kp
EhΓ(gK
pg−1)
n
hGal ,
QU (K
p,S)K(n) ≃
 ∏
[g]∈Γ\GU1(Ap,S,∞)/Kp,S
EhΓ(gK
p,Sg−1)
n
hGal .
CHAPTER 15
Example: chromatic level 1
In this chapter we provide some analysis of the spectrum TAF and the associated
homotopy fixed point spectrum at chromatic filtration 1. In particular, we find that
these spectra are closely related to the K(1)-local sphere.
15.1. Unit groups and the K(1)-local sphere
In this section, we indicate how we can recover a description of the K(1)-local
sphere by making use of units in a field extension of the rationals.
Let E1 be the Lubin-Tate spectrum whose homotopy groups are W (Fp)[u
±1] with
|u| = 2. We regard E1 as being the Hopkins-Miller spectrum associated to the
formal multiplicative group Ĝm over F¯p. Since the formal group Ĝm is defined over
Fp, the spectrum E1 possesses an action of
Gal = Gal(F¯p/Fp)
by E∞ ring maps. The work of Goerss and Hopkins [GH04] specializes to prove
that there is an isomorphism
G1 ∼= AutE∞(E1)
where
G1 = S1 ×Gal ∼= Z
×
p × Ẑ.
Specifically, for k ∈ Z×p , there is an Adams operation ψ
k : E1 → E1 such that
ψk∗ (u) = ku. The Gal-homotopy fixed points of the spectrum E1 is the spectrum
KUp, the p-completion of the complex K-theory spectrum. The action of Z
×
p on
E1 descends to an action on KUp, and the Adams operations ψ
k
∗ restrict to give
the usual Adams operations on p-adic K-theory.
The product decomposition
AutE∞(E1)
∼= S1 ×Gal
is not canonical. Rather, there is a canonical short exact sequence of profinite
groups
(15.1.1) 1→ S1 → AutE∞(E1)→ Gal→ 1
and the choice of formal group Ĝm over Fp gives rise to a splitting. More generally,
Morava [Mor89] studied forms of K-theory: p-complete ring spectra K ′ such that
there exists an isomorphism of multiplicative cohomology theories
KU∗p (−)⊗Zp W (F¯p)
∼=−→ K ′
∗
(−)⊗Zp W (F¯p).
121
122 15. EXAMPLE: CHROMATIC LEVEL 1
Morava showed that there was an isomorphism
{forms of KUp}
∼=−→ H1c (Gal;Z
×
p )
∼= Z×p .
Using Goerss-Hopkins-Miller theory, one can strengthen Morava’s theorem to prove
that there is an isomorphism
{E∞ forms of KUp}
∼=−→ H1c (Gal;Z
×
p ).
Given a Galois cohomology class
α ∈ H1(Gal;Z×p )
we may regard it as giving a splitting of the short exact sequence (15.1.1), and thus
an inclusion
ια : Gal →֒ AutE∞(E1).
The E∞-form Kα associated to the cohomology class α is given as the homotopy
fixed points of the new Galois action on E1 induced by the inclusion ια:
(15.1.2) Kα = E
hαGal
1 .
The K(1)-local sphere is known to be homotopy equivalent to the fiber of the map
ψk−1: KOp → KOp, where k is any topological generator of the group Z×p /{±1}.
Using the equivalence of Devinatz-Hopkins [DH04]
SK(1)
≃
−→ EhG11
and (15.1.2), we can substitute the KOp-spectrum with the fixed points of any form
of K-theory to give a fiber sequence
SK(1) → K
h{±1}
α
ψk−1
−−−→ Kh{±1}α .
Let F be a quadratic imaginary extension field of Q, and let p be a prime of Q that
splits in F as uuc. This corresponds to the existence of an embedding u : F → Qp.
If OF is the ring of integers of F , there is a corresponding embedding u : OF → Zp.
The Dirichlet unit theorem tells us that the unit group of OF is finite. As the
extension is quadratic, there are only three possibilities. If F = Q(i), O×F is the
group of fourth roots of unity. If F = Q(ω), where ω is a third root of unity, then
O×F is the group of sixth roots of unity. In either of these two exceptional cases,
the primes 2 and 3 are nonsplit. In any other case, O×F is {±1}.
Fix a form of K-theory Kα. The map OF → Zp gives an action of the (finite) unit
group of OF on Kα. If p 6= 2, this action factors through the action of the roots of
unity µp−1 ⊂ Z×p , and the homotopy fixed point set of the action of O
×
F on Zp is a
wedge of suspensions (forms of) of Adams summands. If p = 2, then O×F = {±1},
and the homotopy fixed point set is K
{±1}
α , additively equivalent to KO2.
However, the image of OF in Zp contains more units than merely this finite sub-
group. Let SF be a finite set of primes of OF that do not divide p. Then there is
an extension map S−1F OF → Zp, and an action of (S
−1
F OF )
× on Kα.
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Let Cl(F ) denote the ideal class group of F . There is an exact sequence
(15.1.3) 0→ O×F → (S
−1
F OF )
× ⊕ν−→
⊕
SF
Z→ Cl(F )→ Cl(F )/〈SF 〉 → 0.
The class group of a number field is finite, so (S−1F OF )
× is isomorphic to O×F⊕Z
|SF |.
In particular, if we invert only 1 prime w (so |SF | = 1), there exists a smallest
integer d such that wd = (κ) as ideals for some κ ∈ OF . The homotopy fixed point
set of Kα under the action of (S
−1
F OF )
× is the spectrum(
K
hO×F
α
)h〈κ〉
,
or equivalently the homotopy fiber of the map [κ] − 1: K
hO×F
α → K
hO×F
α . If κ is a
topological generator of Z×p /O
×
F , the resulting homotopy fixed point spectrum is,
in fact, the K(1)-local sphere.
Global class field theory and the Chebotarev density theorem show that prime ideals
of F are uniformly distributed in the class group, and principal prime ideals are
uniformly distributed in any congruence condition. Therefore, it is always possible
to pick a principal prime ideal (κ) of OF such that κmaps to a topological generator
of the (topologically cyclic) group Z×p /{±1}.
One the other hand, suppose one inverts a set SF of primes with |SF | > 1. Let H
be the closure of the image of (S−1F OF )
× in Z×p /O
×
F . The group H is cyclic, and
hence there is a decomposition
(S−1F OF )
× ∼= O×F × 〈x〉 × Z
|SF |−1
such that the image of x is a topological generator of H . Then there is a decom-
position of the homotopy fixed point set of Kα under (S
−1
F OF )
× as(
K
hO×F×〈x〉
α
)hZ|SF |−1
.
However, Z|SF |−1 acts through H , which acts trivially on the homotopy fixed point
spectrum. Therefore, the homotopy fixed point spectrum is the function spectrum
F
(
(BZ|SF |−1)+,K
hO×F×〈x〉
α
)
,
and therefore decomposes as a wedge of suspensions of K
hO×F×〈x〉
α .
15.2. Topological automorphic forms in chromatic filtration 1
We now analyze the homotopy fixed point spectra associated to height 1 Shimura
varieties. In this case, much of the required data becomes redundant.
Let F be a quadratic imaginary extension of Q in which p splits. The central simple
algebra over F of degree n2 must be F itself in this case, and the maximal order
must be OF .
A Q-valued nondegenerate hermitian alternating form on F is of the form
(x, y) = TrF/Q(xβy
∗)
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for some nonzero β ∈ F such that β∗ = −β, i.e. β is purely imaginary. However,
any two such β differ by a scalar multiple, and so there is a unique similitude
class of such pairings on F . The involution induced on F is, of necessity, complex
conjugation.
The group scheme GU satisfies GU(R) ∼= (R⊗F )×, and the group scheme U is the
associated unitary group. There are isomorphisms
GU(Ap,∞) ∼= (A
u,uc,∞
F )
×
∼=
∏′
w 6 |p
F×w
GU1(Ap,∞) ∼=
 ∏
ℓ split
′
Q×ℓ × Z
×
ℓ
×
 ∏
ℓ nonsplit
O×F,ℓ

There is a unique maximal open compact subgroup of GU(Ap,∞), namely the group
of units
Kp0 =
∏
w 6 | p
O×F,w.
Every elliptic curve E comes equipped with a canonical weak polarization which
is an isomorphism, and any other weak polarization differs by multiplication by a
rational number. A map OF,(p) → End(E)(p) is equivalent to a map F → End
0(E),
as follows. The existence of the map implies that the elliptic curve is ordinary, as
p is split in F . Using the pullback
End(E)(p) //

End(E(u))× End(E(uc))

End0(E) // End0(E(u))× End0(E(uc))
and the isomorphism
End(E(u))× End(E(uc)) ∼= Zp × Zp,
we see the map OF,(p) → End
0(E) factors through End(E)(p).
There are two choices for the map OF,(p) → End(E)(p) that differ by complex
conjugation. However, there exists a unique choice such that the corresponding
summand E(u) is the formal summand and E(uc) is the e´tale summand.
Therefore, the Shimura variety Sh(Kp0 ) associated to this data classifies elliptic
curves with complex multiplication by F . The automorphism group of any such
object is the unit group O×F . The moduli of elliptic curves with complex multipli-
cation by F breaks up geometrically as a disjoint union indexed by the class group
of F , as follows.
Sh(Kp0 )×Spec(Zp) Spec(W (F¯p))
∼=
∐
Cl(F )
Spec(W(F¯p))O
×
F .
Here  denotes the stack quotient by a trivial group action.
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The main theorem of complex multiplication for elliptic curves has the following
consequence. LetK be the Hilbert class field of F , i.e. the unique totally unramified
extension of F , which has Galois group Cl(F ), and let OK be its ring of integers.
Then we have the following isomorphism:
(15.2.1) Sh(Kp0 )
∼= Spec(OK,u)O
×
F
∼=
∐
P|u
Spec(OK,P)O
×
F .
Here the coproduct is over primes P of K dividing u. Isomorphism (15.2.1) follows
from the fact that there is a map
OF [j(E)]→ OK
which an isomorphism at p, where j(E) is the j-invariant of any elliptic curve with
complex multiplication by F .
The spectrum of topological automorphic forms associated to the Shimura variety
is the spectrum
TAF (Kp0 ) ≃
 ∏
Cl(F )
E
hO×F
1
hGal .
The spectrum of topological automorphic forms can be expressed as follows. For a
prime P of K dividing u, let DP be the decomposition group, and let f denote its
order. Under the isomorphism Gal(K/F ) ∼= Cl(F ), DP is the subgroup generated
by u. Because K is unramified over F , the integer f is equal to the residue class
degree of P over u. In particular, there are isomorphisms
OK,u ∼=
∏
P|u
OK,P ∼=
∏
Cl(F )/DP
W (Fpj ).
We deduce that all of the F¯p points of Sh(K
p
0 ) are defined over Fpj , and that, for
each prime P, there exists an elliptic curve EP/Fpj with complex multiplication
by F , such that the isomorphism classes of Sh(Kp0 )(F¯p) are represented by the set
of elliptic curves
{E(p
i)
P : P|u, 0 ≤ i < f}
(where E
(pi)
P denotes the pullback of EP over the ith power of the Frobenius).
LetK(EP) be the form ofKUp⊗ZpW (Fpj ) corresponding to the unique deformation
of the height 1 formal group ÊP over W (Fpj ). The homotopy of K(EP) is given
by
π∗K(EP) ∼= OK,P[u
±1] ∼=W (Fpf )[u
±1].
We have the following:
TAF (Kp0 ) ≃
∏
P|u
K(EP)
hO×F .
Let S be a finite set of primes of Q. Let SF be the collection of primes of F dividing
the primes in S.
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Case where the primes of S do not split in F . Suppose that each of the
primes in S does not split in F . Then there is an equivalence
QGU (K
p,S
0 ) =
 ∏
Cl(F )/〈S〉
E
h(S−1OF )
×
1
hGal
In particular, if ℓ is chosen to be a topological generator of Z×p , and is inert in F ,
then there is an equivalence
QGU (K
p,ℓ
0 )
≃
−→
∏
Cl(F )/DP
SK(1),F
pf
Here, SK(1),F
pf
is the Galois extension of SK(1) = (E
hS1
1 )
hGalFp given by the fixed
point spectrum
SK(1),F
pf
= (EhS11 )
hGalF
pf .
The building B(GU) for GU(Qℓ) = O
×
F,ℓ is homeomorphic to the real line R. The
group O×F,ℓ acts by translation by ℓ-adic valuation. The resulting building decom-
position is a product of J-fiber sequences
QGU (K
p,ℓ
0 )→
∏
P|u
K(EP)
hO×F
Q
ψℓ−1
−−−−−→
∏
P|u
K(EP)
hO×F .
Case where the primes in S split in F . Suppose that each of the primes
in S is split in F . Let S′F ⊂ SF be a set containing exactly one prime dividing ℓ
for each ℓ ∈ S. The group Γ(Kp,S0 ) is given by
Γ(Kp,S0 ) = (S
−1OF )
N=1,
the subgroup of (S−1OF )× for which the norm N = NF/Q is 1. There is an exact
sequence
0→ (S−1OF )
N=1 → (S−1OF )
× ⊕νℓN−−−−→
⊕
S
Z.
It follows from (15.1.3) that there is an exact sequence
0→ O×F → (S
−1OF )
N=1 ⊕νw−−−→
⊕
w∈S′F
Z
κ
−→ Cl(F )
where
κ(
∑
w∈S′F
nw(w)) =
∑
w∈S′F
nw[w]− nw[w
c] ∈ Cl(F ).
In particular, there is an isomorphism
Γ(Kp,S0 )
∼= O×F × Z
|S|.
Following the techniques of Section 15.1, the closure H of the image of Γ(Kp,S0 ) in
Z×p /O
×
F is cyclic. Choosing a generator x ∈ Γ(K
p,S
0 ) gives a decomposition
Γ(Kp,S0 )
∼= O×F × 〈x〉 × Z
|S|−1.
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We therefore have an equivalence
QU (K
p,S
0 ) ≃
 ∏
Cl(F )/〈S′F 〉
F (BZ
|S|−1
+ , E
hO×F×〈x〉
1 )
hGal .
Assume now that S consists of a single prime ℓ which splits as wwc, such that:
(1) the ideal w = (t) is principal,
(2) the element q = t/tc ∈ Γ(Kp,ℓ0 ) ⊂ Z
×
p is a topological generator of Z
×
p /O
×
F .
Infinitely many such primes can be shown to exist, using class field theory and the
Chebotarev density theorem. Condition (2) implies that Γ(Kp,ℓ0 ) is dense in Z
×
p .
Then there is an equivalence
QU (K
p,ℓ
0 ) ≃
∏
Cl(F )/DP
SK(1),F
pf
.
The building B(U) for the group
U(Qℓ) = (Fℓ)
N=1 ∼= F×w
is homeomorphic to R. An element g ∈ U(Qℓ) acts on B(U) by translation by
νw(g). The building gives a fiber sequence
QU (K
p,ℓ
0 )→
∏
P|u
K(EP)
hO×F
Q
ψq−1
−−−−−→
∏
P|u
K(EP)
hO×F .
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