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Abstrat
An interative hierarhial Generative Topographi Mapping (HGTM) [14℄
has been developed to visualise omplex data sets. In this paper, we build
a more general visualisation system by extending the HGTM visualisation
system in 3 diretions: (1) We generalize HGTM to noise models from the
exponential family of distributions. The basi building blok is the Latent
Trait Model (LTM) developed in [9℄. (2) We give the user a hoie of ini-
tializing the hild plots of the urrent plot in either interative, or automati
mode. In the interative mode the user interatively selets \regions of in-
1
terest" as in [14℄, whereas in the automati mode an unsupervised minimum
message length (MML)-driven onstrution of a mixture of LTMs is employed.
(3) We derive general formulas for magniation fators in latent trait mod-
els. Magniation fators are a useful tool to improve our understanding of
the visualisation plots, sine they an highlight the boundaries between data
lusters.
The unsupervised onstrution is partiularly useful when high-level plots
are overed with dense lusters of highly overlapping data projetions, making
it diÆult to use the interative mode. Suh a situation often arises when
visualizing large data sets. We illustrate our approah on a toy example and
apply our system to three more omplex real data sets.
1 Introdution
Topographi visualisation of multi-dimensional data has been an important method
of data analysis and data mining [4, 10℄. In a omplex setting, however, a single
two-dimensional projetion of high-dimensional data may not be suÆient to ap-
ture all of the interesting aspets of the data. Therefore, hierarhial extensions
of visualisation methods [6, 12℄ have been developed. Reently, we have developed
a prinipled approah to interative onstrution of non-linear visualisation hierar-
hies [14℄, the basi building blok of whih is the Generative Topographi Mapping
(GTM) [4℄, a non-linear latent variable model with a Gaussian noise model.
Here we extend the hierarhial GTM (HGTM) visualisation system to noise
models from the exponential family of distributions by employing the more gen-
eral Latent Trait Model (LTM) developed in [9℄ as a starting point. In addition,
we provide the user with a hoie of initializing the hild plots of the urrent plot
in either interative, or automati manner within the same prinipled probabilisti
framework. In the interative mode, employed also in [14℄, the sub-plots (`hild
plots') must be initialised interatively by the user; they deide whih subsets of the
data are interesting enough to be visualized in a greater detail in sub-plots [14℄. The
automati mode is a new feature inorporated now into the system, whih allows us
to determine both the number and the position of hildren LTMs in an unsupervised
manner using the minimum message length (MML) methodology. This is parti-
ularly valuable when dealing with large quantities of data that make visualisation
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plots at higher levels omplex and diÆult to deal with in an interative manner.
An intuitively simple but awed approah would be to use a data partitioning
tehnique (e.g. [13℄) for segmenting the data set, followed by onstruting visuali-
sation plots in the individual ompartments. Clearly, in this ase there would be no
diret onnetion between the riterion for hoosing the quantization regions and
that of making the loal low-dimensional projetions. By employing LTM, however,
suh a onnetion an be established in a prinipled manner. This is ahieved by
exploiting this model as a generative probabilisti model, whih enables us to use a
prinipled minimum message length (MML)-based learning of mixture models with
an embedded model seletion riterion [8℄. Hene, given a parent LTM, the num-
ber and position of its hildren is based on the modelling properties of the hildren
themselves { without any ad-ho riteria whih would be exterior to the model.
Previous experiene has indiated that magniation fators may provide a po-
tentially valuable additional information to our understanding of the visualisation
plots, sine they an highlight the boundaries between data lusters. In [5℄, formulas
for magniation fators were only derived for the GTM. In this paper, we derive
formulas for magniation fators in full generality for latent trait models.
In the next setion we briey review the latent trait model. In Setion 3, the
hierarhial extension of this model is provided. Setion 4 presents the model sele-
tion riterion based on minimummessage length that we apply to mixtures of LTMs.
Setion 5 presents and disusses experimental results. We derive a general formula
for magniation fators in LTMs in Setion 6. Finally, Setion 7 summarizes the
key ontributions of the paper.
2 The Latent Trait Model (LTM)
Latent trait models [9℄ are generative models whih provide powerful and prinipled
tools of data analysis and visualisation. Being a generalisation of the Generative
Topographi Mapping (GTM) [4℄, the latent trait model family [9℄ oers the formal
treatment whih inludes the denition of the appropriate probability models for
the ases of disrete observations.
Consider an L-dimensional latent spae H, whih, for visualisation purposes is
typially a bounded 2-D Eulidean domain, e.g. [ 1; 1℄  [ 1; 1℄. The aim is to
3
represent multi-dimensional data vetors ft
n
g
n=1;:::;N
using the latent spae so that
`important' strutural harateristis are revealed. A non-linear relation is allowed
between the latent spae and the data spae D = <
D
. The latent plane beomes a
(non-linear) 2-D manifold in the high dimensional data spae.
For tratability, in pratie the latent spae is disretised by introduing a regular
array (grid) of K latent points x
k
2 H; k = 1; : : : ; K (whih are analogous to the
nodes of the SOM [10℄). A uniform prior is imposed over the latent points x
k
,
leading to p(t) =
P
K
k=1
p(tjx
k
)p(x
k
) = K
 1
P
K
k=1
p(tjx
k
).
The onditional data distribution, p(tjx
k
), is modelled as a member of the ex-
ponential family in a parameterised funtional form [2℄
p
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umulant generating
fun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) is a fator independent of the parameter , t
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2 <
D
denotes the n-th observed datum, n = 1; : : : ; N , x
k
2 H is the k-th latent spae
point, and the nonlinearity f() is, for onveniene, of the form f

(x
k
) = (x
k
),
where  2 <
DM
is a parameter matrix and () = (
1
(); :::; 
M
())
T
; 
m
() : H !
<, is a xed set of M non-parametri nonlinear basis funtions. These ould be any
smooth funtions; typially Gaussian radial basis funtions are employed. A linear
basis funtion 
0
(x) = 1; 8x, may be inluded to aount for the bias term. The
notation 
k
= (x
k
) will be used as a shorthand.
LTMs are trained to maximize the likelihood of the training set ft
1
; :::; t
N
g via
an EM algorithm [9℄, the M-step of whih onsists of solving
TR
T

T
= b()G
T
; (2)
where the funtion b() denotes the derivative of the umulant funtion B()
1
,  is
anMK matrix with 
k
in its k-th olumn, T is the data matrix inluding N data
vetors ft
n
g as olumns, R = (R
kn
)
k=1;:::;K;n=1;:::;N
and G is a diagonal matrix with
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kk
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P
N
n=1
R
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is the `responsibility' of the latent point x
k
for generating t
n
.
1
it is the inverse link funtion [11℄ of the noise distribution.
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For visualisation purposes, the latent spae representation of a point t
n
is taken
to be the mean of the posterior distribution p(x
k
jt
n
) over the latent spae points.
Note that the generative latent trait model denes a density in the data spae,
using a smooth mapping from the latent spae to the data spae,
z : H ! <
D
; z(x
k
) = b((x
k
)): (4)
We refer to the manifold z(H) as the projetion manifold of the LTM.
3 General Framework for Hierarhial Latent Trait
Models
When dealing with large and omplex data sets, a single global visualisation plot
is often not suÆient. To be able to apture the interesting intrinsi information
when visualizing omplex data sets as muh as possible, hierarhial visualisation
systems have been proposed and developed in the literature, [6℄, [14℄. In [6℄, a loally
linear hierarhial visualisation system is introdued. We have reently extended this
system to non-linear GTM projetion manifolds in [14℄. In this setion we provide
a general formulation of hierarhial latent trait mixture models.
The hierarhial LTM arranges a set of LTMs and their orresponding plots in a
tree struture T . The Root is at level 1, hildren of level-` models are at level `+1.
Eah model M in the hierarhy, exept for Root, has an assoiated parent-
onditional mixture oeÆient, or prior, (MjParent(M)). The priors are non-
negative and satisfy the onsisteny ondition:
P
M2Children(N )
(MjN ) = 1. Un-
onditional priors for the models are reursively alulated as follows: (Root) = 1,
and for all other models
(M) =
Level(M)
Y
i=2
(Path(M)
i
jPath(M)
i 1
); (5)
where Path(M) = (Root ; : : : ;M) is the P-tuple of nodes dening the path of length
P in T from Root to M.
The distribution given by the hierarhial model is a mixture of leaves
2
of T
P (tjT ) =
X
M2Leaves(T )
(M)P (tjM): (6)
2
Leaves(T ) is the set of nodes of T without hildren.
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Non-leaf models not only play their role in the proess of reating the hierarhial
model, but in the ontext of data visualisation an be useful for determining the
relationship between sub-plots in the hierarhy.
3.1 Training
The hierarhial LTM is trained using EM to maximize its likelihood with respet
to the data sample ft
1
; t
2
; : : : ; t
N
g. Training of a hierarhy of LTMs proeeds in a
reursive fashion. First, the Root LTM is trained and used to visualize the data.
Then the user identies interesting regions on the visualisation plot that they would
like to model in a greater detail
3
.
Having trained models N at level `, the expetation of the omplete data likeli-
hood of level-(`+ 1) is
< L
`+1
omp
> =
N
X
n=1
X
N2Nodes(l)
P (Njt
n
)
X
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P (MjN ; t
n
)
K
M
X
k=1
R
M
kn
lnf(N )(MjN )P (t
n
;x
M
k
)g (7)
3.1.1 E-step
In the E-step, we estimate the posterior distribution of all hidden variables, using
the \old" values of LTM parameters. Given a data point t
n
, we ompute the model
responsibilities orresponding to the ompetition among models belonging to the
same parent as
P (MjParent(M); t
n
) =
(MjParent(M))P (t
n
jM)
P
M
0
2[M℄
(M
0
jParent(M))P (t
n
jM
0
)
; (8)
where
[M℄ = Children(Parent(M)): (9)
Imposing P (Root jt
n
) = 1, the unonditional (on parent) model responsibilities are
reursively determined by
P (Mjt
n
) = P (MjParent(M); t
n
)P (Parent(M)jt
n
): (10)
3
We will desribe the sub-model initialisation in setion 3.2.
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Responsibilities of the latent spae entres x
M
k
, k = 1; 2; :::; K
M
, orresponding to
the ompetition among the latent spae entres in eah model M, are alulated
using (3).
3.1.2 M-step
In the M-step, we estimate the parameters using the posterior over hidden variables
omputed in the E-step.
Parent-onditional mixture oeÆients are determined by
(MjParent(M)) =
P
N
n=1
P (Mjt
n
)
P
N
n=1
P (Parent(M)jt
n
)
: (11)
Parameters 
(M)
of the LTM M are alulated by solving
TR
(M)T

T
= b(
(M)
)G
(M)

T
(12)
where R
(M)
= (R
M
kn
)
k=1;:::;K;n=1;:::;N
. R
M
kn
are saled (by (10)) responsibilities (3),
R
M
kn
= P (Mjt
n
)R
kn
; G
(M)
is a diagonal matrix with elements g
M
kk
=
P
N
n=1
R
M
kn
.
When solving (12), if the link funtion b() is the identity, one gets the losed
form M-step of HGTM [14℄, but in general a non-linear optimization algorithm is
required. In the simplest ase, we may employ a gradient inner loop M-step
4
:

(M)
/
n
TR
(M)T
  b(
(M)
)G
(M)
o

T
: (13)
3.2 Model initialization
When initializing sub-models there are two things to determine: the number of
sub-models and the initial parameters of the sub-models. We view the problem
of initializing sub-model parameters primarily as one of loating whih region eah
sub-model should be responsible for. To do this, regions of interest are dened by
the user in the latent (visualisation) spae. The points 
i
seleted in the latent spae
H orrespond to the \entres" of these regions.
The \regions of interest" are transformed into the data spae as Voronoi om-
partments [1℄ dened by the mapped points z(
i
) 2 D, where z is the map (4) of
the orresponding LTM. In the ase of a Gaussian noise model, the hild LTMs are
4
in this partial M-step we ould alternatively use iterative reweighted least squares [16℄.
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Figure 1: An example of strongly overlapping lusters
initialized by loal PCA in the orresponding Voronoi ompartments [14℄. When
using other noise models suh as Bernoulli or multinomial distributions, the PCA-
initialised LTMs are in addition individually trained (setion 2) in the orresponding
Voronoi ompartments for 1 EM iteration. The EM iteration \settles" the ompo-
nent LTMs to their orresponding modelling regions. Empirially, this initialisation
strategy works very well. We perform the additional initialization step when the
PCA initialisation alone does not \math" the noise distribution well, e.g. when the
noise distribution is non-symmetri and data spae is disrete.
After the initialisation, a full hierarhial training desribed in setion 3.1 is
used.
4 Unsupervised learning of mixtures of LTMs
So far, we have developed a general framework for a visualisation hierarhy. The
user selets the `regions of interest' to rene the visualisation model. This method
is powerful when the lusters are separated learly in the 2-D latent spae. On the
other hand, when faing a \messy" plot like that in Figure 1, where thousands of
data points are shown (with densely lustered and overlapping projetions), the user
may be unable to determine where sub-models should be plaed. In order to resolve
this problem, we extend our urrent algorithm by providing an automated tehnique
for deiding the number of sub-models and initialising their loation.
8
Note that in this setion we will just fous on the algorithm for mixture models.
4.1 MML formulation for unsupervised learning of mixture
models
Given a set  = ft
1
; t
2
; :::; t
N
g of data points, minimum message length (MML)
strategies selet, among the models inferred from , the one whih minimizes length
of the message transmitting  [15℄. Given that the data is modeled by a parametri
probabilisti model P (j), the message onsists of two parts { one speifying the
model parameters, the other speifying the data given the model: Length(; ) =
Length() + Length(j):
Reently, Figueiredo and Jain [8℄ extended the MML framework to unsupervised
learning of mixture models; the algorithm selets the \appropriate" number of om-
ponents while the parameters of eah model are estimated in the usual way. The
novelty of their proposed approah is that parameter estimation and model seletion
are integrated in a single algorithm, rather than using a model seletion riterion
on a set of pre-estimated andidate models.
The partiular form of MML riterion adopted in [8℄ is of the form
^
 = argmin

L(; ),
where
L(; ) =   logP ()  logP (j) +
1
2
log jI()j+

2

1 + log
1
12

; (14)
where I() is the expeted Fisher information matrix, jI()j is its determinant, and
 is the dimension of .
By imposing a non-informative Jereys' prior [3℄ on both the vetor of mixing
oeÆients f(M)g and the parameters
(M)
of individual mixture omponents [8℄,
the equation (14) beomes
L(; ) =
Q
2
X
(M)>0
log

N  (M)
12

+
A
2
log
N
12
+
A(Q + 1)
2
  logP (j); (15)
where A is the number of mixture omponents with positive prior (M) > 0 and Q
is the number of free parameters of eah individual mixture omponent.
Minimizing (15) with respet to (M) under the onstraint that the priors (M)
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sum to 1, the following re-estimation formulas are obtained [8℄:
^(M) =
max

0;  
Q
2
+
P
N
n=1
P (Mjt
n
)

P
M
0
max

0;  
Q
2
+
P
N
n=1
P (M
0
jt
n
)

; (16)
where omponent responsibilities P (Mjt
n
) are determined by
P (Mjt
n
) =
(M)P (t
n
jM)
P
M
0
(M
0
)P (t
n
jM
0
)
; (17)
(M) =
P
N
n=1
P (t
n
jM)
P
A
M
0
=1
P
N
n=1
P (t
n
jM
0
)
(18)
Free parameters of the individual LTMs are tted to the data  using the EM
algorithm outlined in setion 3 applied to mixtures of LTMs
5
. Note that LTMs orre-
sponding to zero ^(M) beome irrelevant and so (16) eetively performs omponent
annihilation [8℄.
4.2 The algorithm
Given the training data  = ft
1
; t
2
; :::; t
N
g, we use the MML approah to nd the
\appropriate" number of mixture omponent LTMs that \explain"  in a proba-
bilisti manner. LTMs that are good probabilisti generating models of the data
apture the data distribution well and hene yield \good" visualisation plots
6
. To
start the training proess, we hoose the maximum number of omponents A
max
we
are willing to onsider. Then, we initiate the omponent LTMs using the method
desribed in setion 3.2.
As in [8℄, we adopt the omponent-wise EM (CEM) algorithm [7℄, i.e. rather
than simultaneously updating all the LTMs, we rst update the parameters 
(1)
of the rst LTM (12), while parameters of the remaining LTMs are xed, then we
reompute the omponent responsibilities fP (Mjt
n
)g (17) and mixture oeÆients
f^(M)g (16) for all omponents in the mixture. After this, we move to the seond
5
A mixture of LTMs an be onsidered a two-level hierarhial LTM. Mixture omponents are
hildren of the root.
6
This is a triky issue, sine while we an measure the quality of probabilisti models e.g.
via likelihood, there is no universal quality measure for visualisation plots. But intuitively, good
probabilisti properties of a LTM mean that the projetion manifold follows losely the data
distribution and so the visualisation plot is a \good" representation of the data distribution.
10
omponent, update 
(2)
in the same way, and reompute fP (Mjt
n
)g, f^(M)g,
et., looping through all mixture omponents. If one of the omponent LTMs dies
(^(M) = 0), redistribution of its probability mass to the remaining omponents
inreases their hane of survival. After onvergene of CEM, we still have to hek
whether a shorter message length an be ahieved by having a smaller number of
mixture LTMs (down to A = 1).
7
This is ahieved by iteratively killing o the
weakest LTM (with the smallest ^(M)) and re-running CEM until onvergene.
Finally, the winning mixture of LTMs is the one that leads to the shortest message
length L(; ) (15).
To demonstrate this algorithm, we did an experiment on a toy data set of 800
points t = (t
1
; t
2
; t
3
)
T
lying on four two-dimensional manifolds (\humps") (see Fig-
ure 2 (a)). We assoiated the points in the four \humps" with four dierent lasses,
C
i
, i = 1; 2; 3; 4, having four dierent labels. After training (A
max
= 10), a 6-
omponent mixture was onstruted. Projetion manifolds of the 6 LTMs are shown
in Figure 2 (b). Note that 6 hild plots provide understandable subgroups of the
data; and that the 6 projetion manifolds losely approximate the four \humps"of
the original generating manifold. The orresponding hierarhy of visualisation plots
an be seen in Figure 3.
5 Semi-Supervised Learning of Visualisation Hi-
erarhies
The proedure for unsupervised learning of mixture models disussed in setion 4
beomes more omplex for nodes in hierarhial models at levels > 2. In this ase, we
should onsider model responsibilities of parent nodes for the data points and these
are reursively propagated as we inrementally build the hierarhy. So equations (8)
and (10) are used in hierarhial models instead of equation (17) used in the simple
mixture ase. Also equation (5) is applied in plae of equation (18).
The proposed system for onstruting hierarhies of non-linear visualisation plots
is similar to the one desribed in [14℄. The important dierene is that now, given a
7
If we knew that the number of mixture omponents was no less than some number A
min
, we
would stop at A = A
min
[8℄.
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(a) (b)
Figure 2: (a) A two dimensional manifolds in data spae; (b) Projetion manifolds
in data spae of the seond-level LTMs trained on the toy data.
Class 1
Class 2
Class 3
Class 4
Figure 3: Visualisation of the toy data onstruted in a unsupervised MML way.
12
parent plot, its hildren are not always onstruted in the interative way by letting
the user identify \regions of interest" for the sub-plots. In densely populated higher-
level plots with many overlapping projetions, this may not be possible. Instead, we
let the user deide whether they want the hildren to be onstruted in an interative
or unsupervised way.
In the unsupervised ase, we use the MML tehnique to deide the \appropriate"
number and approximate position of hildren LTMs. We ollet data points from
 for whih the parent LTM has responsibility higher than a threshold  (in our
experiments  was set to 0:9). We then run MML-based learning of mixtures of
LTMs (setion 4.2) on this redued data set. The resulting loal mixture is viewed as
an initialization for the full EM algorithm for training hierarhies of LTMs desribed
in setion 3.1. This way, the \appropriate" number of LTMs is determined along
with their initial loations.
5.1 Experiments
In this setion we illustrate the semi-supervised hierarhial LTM visualisation al-
gorithm on three \real-world" data olletions.
Although the algorithm is derived in a general setting in whih individual LTMs
M in the hierarhy an have dierent sets of latent points x
M
k
, k = 1; 2; :::; K
M
,
and basis funtions 
j
, j = 1; 2; :::;M
M
, in the experiments reported here, we used a
ommon onguration for all models in the hierarhy. In partiular, the latent spae
H was taken to be the two-dimensional interval H = [ 1; 1℄  [ 1; 1℄, the latent
points x
M
k
2 H were positioned on a regular 15 15 square grid and there were 16
radial basis funtions 
j
entered on a regular 44 square grid. The basis funtions
were spherial Gaussians of the same width  = 1:0. We aount for a bias term by
using an additional onstant basis funtion 
0
(x) = 1, for all x 2 H. If the noise
model in LTM is Gaussian, we always onsider only spherial Gaussians, as in the
original formulation of GTM [4℄. Complete training equations for hierarhial GTM
an be found in [14℄.
Note that in the interative mode, the \entres" of the regions of interest are
shown as irles labeled by numbers. These numbers determine the order of the
orresponding hild LTM subplots from left to right.
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5.1.1 Image segmentation data
As the rst example we visualize image segmentation data obtained by randomly
sampling pathes of 3x3 pixels from a database of outdoor images. The pathes are
haraterized by 18 ontinuous attributes and are lassied into 4 lasses: ement +
path, brikfae + window, grass + foliage and sky (see [14℄). The nal visualisation
plot of hierarhial LTM with Gaussian noise model (Hierarhial GTM [14℄) an
be seen in Figure 4. The Root plot ontains lusters of overlapping projetions. Six
plots at the seond level were onstruted using the unsupervised MML tehnique
(A
max
= 10). Note that the seond-level LTMs already separate the four lasses
fairly well and are readable enough to be analysed further in the interative mode.
For example, we seleted two and four \entres" respetively for regions of interest
(shown as irles) in the seond and fth level-two plots.
Cement + Path     
Brickface + Window
Grass + Foliage   
Sky               
1
2
1 2
3
4
Figure 4: Hierarhial visualisation of the image segmentation data onstruted in
a semi-interative way.
5.1.2 Text data set
Sine our system is based on the LTM, it an deal with disrete data sets. As an
illustration, we tested our system on a text-olletion of 8000 douments formed
14
by 10 topi lasses from the newsgroup
8
text orpus. The douments were binary
enoded over a ditionary of D = 100 words. The initial pre-proessing, word-
stemming and removal of `stop-words' was done using the Bow toolkit
9
. To aount
for binary enoding, the Bernoulli noise model was employed.
The visualisation plot generated in a semi-interative way is shown in Figure 5.
The `Root' is extremely densely populated with highly overlapping data projetions.
After using the unsupervised MML tehnique (A
max
= 10), a 4-omponent mixture
of LTMs was obtained on the seond level. Sub-lusters in these four level-two plots
are deipherable. The user an now hoose more detailed regions of interest by using
the interative mode.
As in [14℄, this system also inludes the hild-modulated anestor plot tehnique,
whih an visualise the regions aptured by a partiular hild LTM M. This is
done by modifying all the anestor plots up to the Root, so that instead of the
anestor responsibilities, the responsibilities of the model M, P (Mjt
n
), are used
in every plot on the path from M to Root . This improves the understanding
of the relationships among sub-plots in the visualisation hierarhy. In Figure 6,
we highlight the visualisation plots whih inlude the data points from the topi
`si.spae', aptured by the rst model on the 4th-level.
5.1.3 Yeast data set
In the last experiment we visualise a yeast data set
10
. The 6-dimensional data
points
11
are lassied into 10 lasses (as shown in the legend of Figure 7). We
demonstrate the appliation of the unsupervised MML tehnique at a lower level in
the hierarhy.
We trained a four-level hierarhy of LTMs (Gaussian noise model) on the yeast
data and the resulting projetions are displayed in Figure 7. Again, the Root plot
looks `messy'. Two plots at the seond level were onstruted using the unsupervised
MML tehnique (A
max
= 10). The rst level-two plot is legible enough for the user
8
http://www.s.mu.edu/~textlearning
9
http://www-2.s.mu.edu/~malum/bow
10
The yeast data set an be downloaded from the UCI Mahine Learning page:
ftp://ftp.is.ui.edu/pub/mahine-learning-databases/yeast/
11
The original data is 8-dimensional. Two of the dimensions are eetively onstant and were
deleted.
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7
to selet the `entres' in the interative mode (as shown in the gure). We used
the MML algorithm as an initialisation tehnique for onstruting hild plots of
the seond level-two plot (A
max
= 5). Two resulting hild plots inluded readable
lusters. Figure 8 is the hild-modulated anestor plot. The data points aptured
by the fourth model on the 4th-level are highlighted.
6 Loal Magniation Fators of the Latent Trait
Manifolds
The term `magniation fator' [5℄ refers to the degree of strething or ompression
of the latent spae when embedded into the data spae. Previous experiene has
indiated that magniation fators are a useful tool for interpreting 2-D non-linear
visualisation plots. For example, projetions of well-separated dense lusters of data
points will be oupy ompressed regions on the visualisation plot (small magni-
ation fators), separated by a band of highly strethed area (high magniation
fators).
Let us onsider the Cartesian oordinate system dened on the latent spae and
the mapping of this spae to a urvilinear oordinate system dened on the manifold
embedded in the data spae. It has been shown in [5℄ that for the original GTM
formulation, the loal magniation fator orresponding to a point x
0
in the latent
spae, dened as the ratio between the area of an innitesimal retangle in the
latent Cartesian spae and the area generated by mapping it through (4) on the
projetion manifold, is
p
jS(x
0
)j, where jS(x
0
)j is the determinant of the metri
tensor S =  
T
 , where   denotes the Jaobian of the mapping (4).
In general,
  =
z(x
0
)
x
=
b((x
0
))
x
= FV (19)
where theML matrix V is equal to


m
(x)
x
l
jx=x
0

m=1;:::;M;l=1;:::;L
, and the DD
matrix F =

b
d
0
(y)
y
d
jy=(x
0
)

d
0
=1;:::;D;d=1;:::;D
is the Fisher information matrix of the
noise distribution. If Gaussian radial basis funtions are utilized as () then the
(l; m)-th element of the matrix V will be v
l;m
=  
m
(x
0
)(x
l
  
m;l
)
 2
where 
m;l
denotes the l-th oordinate of the radial basis entre whih orresponds to the m-th
basis funtion.
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Figure 7: Hierarhial visualisation of the yeast data onstruted in a semi-
interative way.
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Figure 8: Hierarhial visualisation of the yeast data onstruted in a semi-
interative way. The set of points aptured by the fourth LTM at level 4 of the
hierarhy is highlighted in the visualisation plots of all its anestors.
In summary, the magniation fator assoiated with a point x
0
in the latent
spae is
q
jV
T

T
F
T
FV j.
In the ase of Gaussian noise models, the matrix F
T
F is the identity matrix.
Note also that in all independent noise models this matrix will be diagonal; therefore
the inrease in omputational omplexity will not be signiant. However, this is
not the ase for the multinomial trait model (as an be seen in appendix A.3).
As an example we show in Figure 9 the magniation fator plots for the proje-
tion hierarhy of the text data set in Figure 5. In general, dark bands in the plots
indiate well-separated lusters of points in the data spae. For example, there is
a dark band slightly left of the enter of the eleventh level-three model. The band
divides dierent topis in the data spae. From the orresponding model in Figure
5, we see that the left region mostly involves topi `talk.politis.mis', and the right
region ontains a mixture of topis.
For a detailed analysis, we fous on the fourth level-three LTM model in Figure
9. The orresponding projetion plot in Figure 5 ontained only douments from
a single topi, `si.spae'. An enlarged (loally saled) view of the magniation
fator plot is presented in Figure 10. It an be seen that there is a dark band
around the diagonal line of the plot. Hene, we infer that douments on either side
of the band orrespond to dierent lusters and that a hange of sub-topi happens.
The list of 5 most probable ditionary words for eah latent spae entre of the
orresponding LTM is shown in Figure 11. With referene to Figure 10, two lusters
an be found on eah side of the separating band. Key words for eah latent spae
entre inside the region bounded by the solid border are ompletely the same and
have the same ordering. They appear to refer to douments relating to spae shuttle
launhes. While key words inside the region with the dashed border seem likely to
be assoiated with artiles onerning spae orbits.
7 Conlusion
In this paper we have presented a general system for hierarhial visualisation of
large data sets whih may be of either ontinuous or disrete type. We also derived
formulas for magniation fators in latent trait models. The proposed system
gives the user a hoie of initializing the hild plots of the urrent plot in either
21
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Figure 9: Plots of magniation fators (log2 saled) in the hierarhy of LTMs tted
on the doument data.
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Figure 10: A visualisation plot of magniation fators (log2 saled) for a LTM.
interative, or automati mode. This latter feature of our system is partiularly
useful when the user has no idea how to hoose the area of interest due to highly
overlapping dense data projetions. The system an be used in many dierent elds,
suh as doument data mining, tele-ommuniations, bio-informatis, market-basket
analysis or information retrieval.
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A Quantities required for omputing magnia-
tion fators in the reported experimental set-
tings
The exat form of the matries F is dependent on the spei noise-model being
employed. These quantities require the omputation of the rst derivatives of the
inverse link funtion b(). In this appendix we will provide the expressions for those
members of the exponential model family whih have been employed in the reported
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Figure 11: The most probable words formed in eah of the 15 by 15 latent grid points
by the Bernoulli latent trait model obtained in the experiments on text douments
data.
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experimental settings.
A.1 Independent Gaussian noise model
The Gaussian model is the only member of the exponential family of distributions
whih is haraterised by a quadrati umulant funtion
B
t
(y) =
1
2
y
2
t
: (20)
Therefore, it has a linear inverse-link funtion and higher derivatives vanish.
b
t
0
(y) = y
t
0
; (21)
b
t
0
(y)
y
t
= 0: (22)
A.2 Independent Bernoulli noise model
In the ase of the Bernoulli model, the umulant funtion has the following form:
B
t
(y) = log(1 + exp(y
t
)): (23)
The required derivatives are then omputed as follows:
b
t
0
(y) =
exp(y
t
0
)
1 + exp(y
t
0
)
; (24)
b
t
0
(y)
y
t
=
8
<
:
0 t 6= t
0
b
t
(y)(1  b
t
(y)) t = t
0
:
(25)
It an be seen that for independent noise models, the Fisher information matrix
F is diagonal.
A.3 Multinomial noise model
The multinomial distribution is identied by the following umulant funtion:
B(y) = log
 
X
t=1:T
exp(y
t
)
!
: (26)
Aordingly, the derivatives are given by
b
t
0
(y) =
exp(y
t
0
)
P
T
t
00
=1
exp(y
t
00
)
; (27)
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