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Abstract
We describe an infinite-parametric class of effective metric Lagrangians that arise from an
underlying theory with two propagating degrees of freedom. The Lagrangians start with the
Einstein-Hilbert term, continue with the standard R2, (Ricci)2 terms, and in the next order
contain (Riemann)3 as well as on-shell vanishing terms. This is exactly the structure of the
effective metric Lagrangian that renormalizes quantum gravity divergences at two-loops. This
shows that the theory underlying the effective field theory of gravity may have no more degrees
of freedom than is already contained in general relativity. We show that the reason why an
effective metric theory may describe just two propagating degrees of freedom is that there exists
a (non-local) field redefinition that maps an infinitely complicated effective metric Lagrangian to
the usual Einstein-Hilbert one. We describe this map for our class of theories and, in particular,
exhibit it explicitly for the (Riemann)3 term.
1kirill.krasnov@nottingham.ac.uk
1 Introduction
The modern effective field theory viewpoint on quantum field theory, see e.g. [1] for the most
recent account, tells us that our cherished theories – the Standard Model (SM) of elementary
particles and General Relativity (GR) – should be considered as only the first terms in an
effective field theory Lagrangian containing all possible terms allowed by symmetries. This
viewpoint ”explains” why the Standard Model is renormalizable while GR is not. Indeed, the
renormalizable part of an effective field theory Lagrangian of a given particle (and symmetry)
content, if exists, is what describes these particles at low energies. There exists a renormaliz-
able theory of the Standard Model constituents, and this is why it is the one manifesting itself
as the correct theory at ”low” energies of particle physics. However, there is no renormaliz-
able quantum field theory of gravitons, as a renormalizable graviton interaction is prohibited
by diffeomorphism invariance, and so the term in the effective gravity Lagrangian that is of
most significance at low energies is necessarily the non-renormalizable Einstein-Hilbert one.
This viewpoint also makes it clear that, after all terms allowed by symmetries are included in
the Lagrangian, quoting Weinberg, ”non-renormalizable theories are just as renormalizable as
renormalizable ones”. Thus, within the framework of effective field theory, gravity is renormal-
izable in an effective manner [2].
From this perspective the question of quantum gravity can be reformulated as the question of
what is the theory underlying the effective field theory Lagrangian of gravity and the Standard
Model. Effective field theories (with their Lagrangians given by infinite series of all local terms
compatible with the symmetries) are easily produced from, say, renormalizable ones (with a
simple Lagrangian) by integrating out some ”heavy” degrees of freedom. Alternatively, the
field of an effective field theory may not even be present in the underlying Lagrangian (be a
composite field). Or, the underlying theory may not even be a field theory at all, e.g. be a
string theory. In all the listed possibilities there are more degrees of freedom (DOF) in the
underlying theory than in the effective field theory and, possibly, these underlying degrees of
freedom are of a very different nature. It is a wide-spread belief (at least in the particle-physics
community) that this is also the case with the theory underlying the effective theory of Gravity
plus the Standard Model – this theory should have more, and likely even different fundamental
degrees of freedom than those present in our effective field theory Lagrangian.
The purpose of this article is to point out that an alternative to this standard ”more and
different DOF” expectation may be possible. With this article being just one of the first steps
of investigation in this direction we will certainly be unable to treat here both Gravity and
the Standard Model, see, however, [3]. We shall instead concentrate on the example that is
interesting by itself – that of pure gravity in four spacetime dimensions.
We know that Einstein’s GR is non-renormalizable and quantum effects require that new
terms are added to the gravitational Lagrangian. At one-loop order these terms are the famous
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R2, RµνRµν counterterms [4]. They can be disposed off by a local redefinition of the graviton
field [4]. Since field redefinitions are going to play an important role in the arguments of this
paper let us briefly remind the reader how this is done. Up to a topological term, the most
general counterterm required at one loop is:∫
d4x
√−g (aRµνRµν + bR2) . (1)
This can be written as:∫
d4x
√−g
(
Rµν − 1
2
gµνR
)(
aRµν − a + 2b
2
gµνR
)
, (2)
and so (1) can be removed by the following simple redefinition of the graviton field:
hµν → hµν + aRµν − a + 2b
2
ηµνR. (3)
Here hµν is the usual field describing a perturbation around Minkowski metric ηµν , i.e., gµν =
ηµν + hµν . The Rµν , R terms in the field redefinition formula are understood as local (not
containing any inverse powers of derivatives) functions of the perturbation field hµν , and at this
order of perturbation theory it is sufficient to keep only the linear in hµν terms in this formula.
At two-loop order the only term R ρσµν R
αβ
ρσ R
µν
αβ that cannot be disposed off by a (local)
field redefinition is indeed necessary as a counterterm, see [5], which seems to remove the hope
that Einstein’s GR may be an on-shell finite theory. It is thus likely that all local terms that
are compatible with diffeomorphism invariance do arise as counterterms and so one is in the
realm of effective field theory.
Before we describe our proposal, let us note that there is one alternative to the effective
field theory viewpoint on gravity that has been contemplated in the literature. It has to do
with the fact that an introduction of a higher power of the momentum in the propagator of
the theory may make it renormalizable (in the usual sense of a Lagrangian with only a finite
number of terms being enough to absorb all the arising divergences). This is the case with
the Lagrangian [6] quadratic in the curvature that introduces into the free graviton action a
fourth-derivative term. If this is included in the propagator one gets a renormalizable theory
[6], which is, however, non-unitary due to the presence of new unphysical propagating modes
(poles in the propagator). A more recent, but similar in spirit attempt is that of [7], where
a higher power of the momentum in the propagator is introduced by explicitly breaking the
Lorentz symmetry (at high energies). This proposal also turns out to introduce additional, not
present in GR, propagating modes. These modes are strongly coupled at low-energies, which
prevents the theory to have Einstein’s GR as its low-energy limit [8].
Unlike the proposals just reviewed that make gravity renormalizable and thus remove the
need for its effective field theory interpretation (but introduce ”bad” propagating modes),
2
the scheme that we shall describe in this paper takes the conventional view on Einstein’s
GR as being the low-energy relevant part of an (infinitely) complicated effective field theory
Lagrangian. Our proposal is about the possible nature of the theory underlying this effective
Lagrangian. As we have already mentioned, it is commonly believed that the underlying theory,
at the very least, has some additional degrees of freedom on top of those of the graviton. The
purpose of this article is to point out that this does not have to be so: what we know about
the gravitational effective theory is compatible with the possibility that the underlying theory
may have just two propagating degrees of freedom.
More precisely, we exhibit an infinite-parameteric class of theories of metrics and some
additional fields. The theories are second-order in derivatives. A simple Hamiltonian analysis
shows that all these theories contain just two propagating degrees of freedom, so the additional
fields are non-propagating. When the additional fields are integrated out the resulting effective
metric Lagrangian is the Einstein-Hilbert term plus an infinite set of invariants constructed
from the curvature and its derivatives. We compute the effective Lagrangian up to terms of
mass dimension six and verify that the term R ρσµν R
αβ
ρσ R
µν
αβ that the two-loop analysis [5]
requires as the counterterm is present in our effective metric theory. The coefficient in front
of this term is a certain combination of the (lowest-order) parameters that parametrize our
theory. This shows that what we know about the structure of divergences of quantum gravity
is compatible with the possibility that the underlying theory may have no more degrees of
freedom than is already present in Einstein’s GR. The class of theories that we describe can
thus be viewed as the ”minimal” possibility for what the underlying gravity theory may be.
Before we describe our ”underlying” theory, let us present one immediate, and rather inter-
esting application. It follows from the fact that our theory describes two propagating DOF and
can reproduce the (Riemann)3 counterterm. Then, since our theory has only two propagating
DOF, and GR uniqueness theorems, see e.g. [9], tell us that the only such theory is GR, there
should exist (in general non-local) field redefinition that maps our theory to general relativity.
We shall indeed find such a transformation below. Now, the (Riemann)3 term of the effective
gravity Lagrangian cannot be removed by a local field redefinition, for it would then vanish
on-shell. However, the fact that it can be reproduced from a theory with two propagating DOF
tells us that it should be removable by a non-local field redefinition. This is indeed so, as it is
not hard to see that:
a
∫
d4xR ρσµν R
αβ
ρσ R
µν
αβ , (4)
where the integrand is understood as a cubic expression in the graviton perturbation hµν , can
be written as:
a
∫
d4x
(
Rµν − 1
2
ηµνR
)
4

∂α∂β
(
R γδµα Rνβγδ −
1
2
ηµνη
ρσR γδρα Rσβγδ
)
, (5)
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where  = ∂µ∂µ. This is checked using the easily verifiable identity
∂[α∂
[βR
ν]
µ] =
1
4
R βναµ (6)
that holds to first order in the perturbation field. This shows that the field redefinition:
hµν → hµν + 4a

∂α∂β
(
R γδµα Rνβγδ −
1
2
ηµνη
ρσR γδρα Rσβγδ
)
, (7)
where the term on the right-hand-side is viewed as being of second order in the perturbation,
removes the two-loop counterterm (4). We note that the tensor in brackets is reminiscent of
the Bel-Robinson tensor Bµναβ = R
σ τ
µ αRσντβ +R
σ τ
µ βRσντα − (1/2)gµνR στγα Rβστγ , but does not
coincide with it. An easy way to see the difference is to note that the αβ trace of the tensor that
appears in (7) is non-zero −(1/4)ηµνRαβγδRαβγδ, while the Bel-Robinson tensor is traceless.
The fact that (7) removes the (Riemann)3 counterterm does not seem to have been noticed
in the literature. It is, of course, not surprising that a term that was not removable by a local
field redefinition can be removed by a non-local one. However, such a non-local transformation
typically introduces non-locality in the next, higher-order term of the resulting action. Indeed,
consider the massless free scalar with the Lagrangian (1/2)(∂µφ)
2 and shift φ → φ + (1/)ψ,
where ψ is some function that depends on φ in a local way. It is obvious that the action
resulting from such a redefinition contains a non-local term −(1/2)ψ(1/)ψ. Our non-local
field redefinition (7) can thus be expected to introduce non-locality in higher-order terms. A
non-trivial statement then is that it is possible to complete the redefinition (7) by higher powers
of 1/ so that the action arising in the result of the redefinition is again local, in the sense of not
containing 1/. The reason why such a non-local field redefinition mapping a local EH action
to again a local action must be possible at all orders is deeply related to a certain ”topological
symmetry” of gravity that is not manifest in the usual metric description but reveals itself in
certain more exotic formulations such as that due to Pleban´ski [10]. We shall explain all this,
as well as possible implications for the quantum theory of gravity, in more details below.
Before we turn to details of our theories, let us explain why it is quite non-trivial to have a
class of metric theories with just two propagating degrees of freedom. For this we remark that
the most general effective gravity Lagrangian containing all invariants (with arbitrary coeffi-
cients) constructed from the curvature and its derivatives describes more than two propagating
degrees of freedom. This is well-illustrated by e.g. the f(Rµνρσ) theories, where f(·) is an arbi-
trary algebraic function, i.e. one that depends on the Riemann tensor but not its derivatives.
Thus, this Lagrangian is obtained from the most general one by setting coefficients in front of
all the derivative terms to zero. For a generic function f(·) these theories are known, see [11],
to have six more propagating degrees of freedom in addition to the two present in GR. It is
easy to see where the additional degrees of freedom come from. Indeed, the action:
S[gµν ] = 2
∫
d4x
√−g f(Rµνρσ), (8)
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where we have set 32πG = 1, can be rewritten in a second-derivative form by introducing
auxiliary fields φµνρσ:
S[gµν , φµνρσ] = 2
∫
d4x
√−g
(
Rµνρσφµνρσ − f˜(φµνρσ)
)
. (9)
Here f˜(φµνρσ) := X
µνρσφµνρσ − f(Xµνρσ), φµνρσ = ∂f/∂Xµνρσ is the Legendre transform of
f(·). The auxiliary field φµνρσ has all the symmetries of the Riemann curvature. It is however
clear that the first term in this action contains time derivatives of the metric as well as of the
auxiliary fields, and so some of them are propagating. A careful Hamiltonian analysis of [11]
reveals that for a generic f(·) there are six new modes.
Because the class of theories that we are about to describe contains no new propagating
modes it cannot give rise to any given effective metric Lagrangian. Indeed, our theories are
clearly unable to reproduce the f(Rµνρσ) theories with their additional DOF. To put it differ-
ently, our (infinite-parametric) underlying theory with its two propagating DOF produces an
effective metric theory. Even though all curvature invariants are likely to be present in this
effective theory, the coefficients in front of these invariants are not completely arbitrary, as is
illustrated by the fact that our class of effective theories does not intersect with the f(Rµνρσ)
class. Thus, and this point is quite an important one, it is not guaranteed that the class of
theories that we shall describe is renormalizable in the sense of Weinberg [2], i.e. in the sense of
being closed under renormalization. We do present a reformulation of our class of theories that
make it quite plausible (to us at least) that this must be the case, but the issue of closeness of
our theories under renormalization remains open.
A related remark is as follows. One might object that our claim about the existence of a
large class of two propagating DOF metric Lagrangians is trivial, since this is the property of
any effective gravity Lagrangian. Indeed, in effective field theory one is not concerned with
the higher-derivative terms of the effective Lagrangian being a source of extra propagating
DOF. Such terms are interpreted as interactions, and the counting of the propagating modes
is done at the level of the linearized action that is (typically) insensitive to higher-order terms.
However, since for the problem of quantum gravity we are interested in UV completions of
effective Lagrangians, we only understand the theory if we know the whole infinite series of
higher-derivative terms, or, equivalently, a principle that produces such an effective expansion.
It is at this level that extra propagating DOF typically appear. Indeed, they are those of some
additional (heavy) field that was integrated out, or of a collection of such fields. Thus, as far
as we are aware, in all known examples when the effective field theory is known completely,
i.e. with its underlying theory producing the expansion, there are more propagating DOF in
the underlying theory than is visible in the effective Lagrangian. This discussion illustrates the
non-triviality of our claim: Unlike other known examples, in the case under consideration the
underlying theory has the same number of propagating DOF as is seen in the arising effective
metric Lagrangians.
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We can now turn to a description of the class of theories that is the main subject of this
paper. It is not new, and its history is briefly as follows. Gravitational theories with two
propagating DOF (distinct from GR) were first envisaged in [12], [13] by noting that the “pure
connection” formulation of GR described in these references admits a one-parameter family of
deformations. This one-parameter family was studied by Capovilla [14] and by Bengtsson and
Pelda´n [15] under the name of ”neighbors of GR”. Later an infinite-parameter family of gravity
theories all describing two propagating degrees of freedom was introduced in [16] and studied
in a series of works [17, 18, 19, 20]. Unfortunately, in spite of providing an infinite-parameter
family of deformations of GR without changing the number of propagating degrees of freedom,
the class of theories [16] never became widely known. Partially, this is due to the fact that
the pure connection formulation [13] of GR on which it was based is so far from the usual
formulation in terms of spacetime metrics. Another problem with this class of theories was
that they provided deformations of complexified general relativity, and reality conditions that
need to be imposed to recover real Lorentzian metrics were never understood, see [21, 22].
The same class of theories was arrived at independently in [23], with the author being
unaware of the previous work on ”neighbors of GR”. This time the starting point of the
modification was the so-called Plebanski formulation of general relativity [10]. The original
paper [23] obtained the class of theories in question by studying the renormalization of GR in
Plebanski formulation. A somewhat simpler way to arrive at the same theory is by considering
what happens if one drops the so-called simplicity constraints of Plebanski formulation; this
has been described in [24]. The equivalence of theories considered in [23] to those proposed
in [16] has been established in [25]. The fact that the theories in question have the same
number of propagating degrees of freedom as GR has been established in [16], [25], and in their
Plebanski-like formulation in [26]. A metric interpretation of this class of theories has been
given in [27, 28].
As the reader may have already realized, in their easiest-to-state form the theories that we
shall consider in this paper are very remote from the usual general relativity with its spacetime
metric as the basic dynamical variable. In the simplest formulations the basic variable of the
new theories is not a metric, and arriving at a metric formulation requires quite some work. A
completely standard metric interpretation is nevertheless possible. In order to make this paper
accessible to as wide audience as possible, we start by describing such a metric formulation,
in spite of the fact that is not as elegant as one might desire. Only after the basic idea of
this class of deformations of GR is understood in familiar terms do we give the most compact
description.
In familiar metric terms, the basic idea of obtaining a metric Lagrangian with additional
non-propagating scalars is to ”correct” the Lagrangian in (9) so that it becomes degenerate, the
field φµνρσ is a non-propagating auxiliary field and the theory contains exactly two propagating
modes. Integrating φµνρσ out will then produce an effective metric theory. To see how this
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might work, let us split:
φµνρσ = gρ[µgν]σ +Hµνρσ (10)
so that the Hµνρσ = 0 theory is just GR with a cosmological constant. We then add to the
Lagrangian a term of the form (Dφ)2 = (DH)2, where D is some first order differential operator
constructed using the metric and the covariant derivative, to get:
S[gµν , Hµνρσ] = 2
∫
d4x
√−g (R +RµνρσHµνρσ + (DH)2 − V (Hµνρσ)) , (11)
where V (·) is just the function f˜(·) of the shifted argument (10). One way to check whether
this Lagrangian is degenerate is to linearize it about the Minkowski spacetime background
gµν = ηµν + hµν . Then its kinetic term takes the schematic form (∂h)
2 + (∂2h)H + (∂H)2. The
field H is non-propagating (at the linearized level) if the kinetic term here is degenerate, i.e. if
it can be written as (∂(h + OH))2, where O is some, possibly non-local, see below, operator
acting on H .
Let us see when this is possible. Our first remark is that it is quite easy to construct
degenerate Lagrangians. For example, taking the free massless field Lagrangian (1/2)(∂µφ)
2
and shifting the field φ→ φ+ ψ we get a degenerate Lagrangian
1
2
(∂µφ)
2 + ∂µφ∂
µψ +
1
2
(∂µψ)
2. (12)
It is clear that this theory describes only one propagating field and that the second field is an
illusion. This example can be generalized to an arbitrary local field redefinition φ → φ + Oψ,
where O is a local operator, i.e. not containing powers of 1/, where  = ∂µ∂µ. For any such
shift the obtained theory of φ, ψ is degenerate, with only one propagating field. At the same
time, when one applies the shift φ→ φ+Oψ with a non-local operator O, one will (almost, see
below) unavoidably get a ”Lagrangian” for φ, ψ that contains inverse powers of 1/. So, such
non-local transformations typically do not produce anything that can legitimately be called a
φ, ψ Lagrangian.
As we shall see, however, in quite rare circumstances, applying the shift φ→ φ+Oψ with a
non-local O of a special form, it turns out to be possible that the (1/2)φ,µφ,µ Lagrangian goes
into another one for φ, ψ that is local. The underlying reason that makes it possible is a certain
”hidden” symmetry of GR, see below on this. In practice, for this to be possible the fields φ, ψ
cannot be scalars, and the operator O should have an overall positive power of the derivatives,
i.e. be of the form O ∼ ∂k/n with k ≥ n/2. The simplest case is when O ∼ ∂2/. It is
then possible, but quite non-trivial, that the algebraic structure of the indices on the fields and
the operator O is such that the resulting φ, ψ Lagrangian is still local, and, moreover, contains
only second derivatives. As we shall see in the next section, in order for this to be possible the
field Hµνρσ must satisfy a non-trivial algebraic conditions, and this leads to self-dual objects
that are going to play a very important role in this paper.
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At the discussed linear level the non-local transformation envisaged, even though non-trivial,
still does not produce anything new - the obtained theory is still that of a single propagating
field. Things become interesting when this non-local field redefinition idea is generalized into
a map between two interacting theories. Thus, assume that we have one theory with action
S1[φ˜], where φ˜ is some field or collection of fields, and another theory with action S2[φ, ψ].
We assume that both actions are usual local ones, for example containing not higher than
second derivatives of the fields. Let us now make a (non-trivial) assumption that there exists
a non-local map φ˜ = f(φ, ψ) such that
S2[φ, ψ] = S1[f(φ, ψ)]. (13)
If the transformation f(φ, ψ) were local then the theory S2 would obviously be the same as S1.
However, we have assumed that f(φ, ψ) is non-local. Is it still the same theory? In order to not
be comparing apples and oranges, let us add to the action S2 a potential term V (ψ) for ψ and
integrate this auxiliary field out. We can do it either classically, by solving its field equations
and substituting the result back into the action, or quantum mechanically, determining the
measure on the space of φ, ψ fields (i.e. computing the symplectic form on the corresponding
phase space and taking into account second-class constraints if these are present), and then
integrating over ψ. One gets either a classical or quantum effective action Seff2 [φ]. Is the
theory Seff2 same as S1?
The answer to this is not clear-cut. The two theories are certainly different as classical
metric theories, for a non-local field transformation is involved. Let us see this. The process of
solving for ψ gives ψ(φ) that is some local map, in the sense that it does not contains negative
powers of derivatives (but possibly contains all positive powers). We now have
Seff2 [φ] = S2[φ, ψ(φ)] = S1[f(φ, ψ(φ))]. (14)
Thus, Seff2 is the same as S1 but with a non-local (because of f(φ, ψ)) field redefinition applied
to its dynamical variable. Such non-local field redefinitions are forbidden in the classical theory,
for they alter content of the model. So, it is clear that these are different classical theories.
However, the answer to the question posed above is not clear if one does a comparison of
quantum theories. Then the object two compare in each case is the graviton S-matrix. While
in general this is changed if a non-local field redefinition is applied, see more on this in the
last section, it is not impossible that our field redefinitions are special and that the S-matrices
of the two theories are the same. Indeed, what is most surprising about the field redefinitions
involved is that Seff2 [φ] obtained from S1[φ˜] by a non-local map is still a local theory. This is
by no means trivial and explains why we do not encounter such seemingly trivial constructions
everywhere. Thus, we do not know the answer to the question posed in the quantum case. If
the theories are quantum-equivalent, this leads to some interesting prospects that are discussed
in the last section.
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This is the scheme that is at play with our metric theories with two propagating DOF, which
can be written in the form (11), as we shall describe in details below. We can now explain
where the non-local transformation (7) comes from. The theory (11), having two propagating
DOF, is obtained from GR by a non-local (and quite non-trivial, see below) field redefinition.
Once the auxiliary field Hµνρσ is integrated out, this field redefinition becomes a non-local
transformation g˜µν = f(gµν) between an infinitely-parametric family of effective theories for
the metric gµν and Einstein’s GR for metric g˜µν . The formula (7) is just the transformation
in question to lowest (second) order in the perturbation when this map is non-local, while at
first order the transformation is a local one given by (3). This map to GR explains why all
our effective metric theories describe just two propagating DOF. At the same time, because
of the non-local nature of the map between the two theories, they are non-equivalent, at least
classically. This provides a new, and in our opinion interesting perspective on the question of
what may be behind the effective metric theory which gravity seems to be. Moreover, and this
is an important point, our theories do not just exists as somewhat cumbersome constructs in
terms of metric and auxiliary fields – they admit an elegant formulation that we now describe.
As we have already said, it is seemingly quite remote from GR with its metric as a basic
variable. But we hope the reader will not be put off by an unfamiliar language.
We first give a pure connection formulation that is most compact. Let Ai, i = 1, 2, 3 be
an SO(3,C) connection on the spacetime manifold M , and F i = dAi + (1/2)ǫijkAj ∧ Ak be its
curvature two-form. What is a Lagrangian that can be written down for the dynamical variable
Ai if there is no external metric that can be used? The simplest Lagrangian that comes to mind
is F i∧F i. This, however, is a surface term, and the resulting theory is known to be topological.
Much more interesting Lagrangians can be constructed as follows.
Consider the 4-form valued matrix F i ∧ F j. This is a symmetric 3 × 3 (complex) matrix-
valued 4-form. Choosing an arbitrary volume form (vol) we can write the above matrix-valued
4-form as: F i ∧ F j = Ωij(vol), where, of course, the 3 × 3 matrix Ωij is only defined up to
rescalings: (vol) → α(vol),Ωij → α−1Ωij . Let us now introduce a (holomorphic) scalar valued
function f(·) of a symmetric 3 × 3 matrix that is in addition homogeneous of degree one in
its variables: f(αX ij) = αf(X ij). The fact that this function is homogeneous degree one
allows it to be applied to the 4-form F i ∧ F j with the result being again a 4-form. Indeed,
f(F i ∧ F j) = f((vol)Ωij) = (vol)f(Ωij), and can therefore be integrated over the 4-manifold.
Moreover, the homogeneity of f(·) guarantees that it does not matter which background 4-form
(vol) is used. With this definition of a function of a matrix-valued 4-form we can write our
action as:
S[A] =
∫
M
f(F i ∧ F j), (15)
where f(·) is an arbitrary homogeneous order one gauge-invariant holomorphic function of its
complex matrix-valued argument. Note that we have denoted the complex holomorphic action
by S and the usual symbol S is reserved for a real action. The action (15) is not yet our class
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of theories, for it has to be supplemented by certain reality conditions to give a real Lorentzian
signature gravity theory. However, as we shall see below, for a generic f(·) it does describe a
class of deformations of complex general relativity in the sense that it describes two (complex)
propagating DOF and contains GR. The clause about generic f(·) is important because the
very special case f(F i ∧ F j) ∼ Tr(F i ∧ F j) gives a topological theory without propagating
DOF.
The basic reason why the theory (15) describes two propagating modes is easy to see from
the fact that in its phase space is that of SO(3,C) Yang-Mills theory, i.e. is parametrized
by pairs (Aia, E˜
ai) where Aia is the pull-back of the connection A
i on the spatial manifold
and E˜ai is the conjugate momentum. Thus, the configurational space is 3× 3 = 9-dimensional.
However, the theory is SO(3,C) and diffeomorphism-invariant, which means that there are 3+4
first-class constraints acting on the phase space, which reduce the dimension of the physical
configurational space down to 2. We note that the count given is the same as that for general
relativity in terms of Ashtekar variables [29].
The class of theories (15) was first considered in [16]. This reference, however, gave a
different, but equivalent formulation. Thus, [16] contained, in addition to Ai, an extra field
of density weight minus one. The action written down in this reference is the most general
one that can be constructed from powers of F i ∧ F j matrix-valued 4-form and the additional
density minus one field. However, the additional field is non-dynamical and can be integrated
out, with the resulting action being of the form (15).
It is clear that (15) is simply the most general action for a connection Ai that can be written
without any background structure such as metric. Such an action, to be gauge-invariant, can
only be a functional of the curvature F i and its covariant derivatives, but the later are zero
by the Bianchi identity. Thus, it must be a function of the curvature. Then the integrand of
(15) is simply the most general such function. Thus, at least naively, the class of theories (15)
must be renormalizable in the effective sense of Weinberg [2], i.e. in the sense that it is closed
under renormalization. It is certainly non-trivial to check this, however, and we shall comment
on how this might be done below. For now the important point for us is that there is a very
compact and elegant formulation (15) of our theories, and that our Lagrangian is the most
general one given the symmetries and the field content.
One might immediately object that (15) is so remote from the usual metric-based GR that
even if it does describe deformations of GR in some formal sense, it will never be possible
to convert it into a physical theory with the usual matter fields coupled to it. This is a
legitimate worry, but, as we have already explained, our class of theories admits a formulation
that is completely standard, and in which the coupling to matter is straightforward. It is not
completely obvious how to go from (15) to (11) though, and this passage will take the bulk of
the paper to explain. In the last section we shall also make some comments on how matter
may be coupled to this theory directly in the pure connection formulation.
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Let us now describe how this class of theories may be supplemented with reality conditions
that convert it into that of real Lorentzian spacetime metrics. A detailed discussion of the
reality conditions, which is to a large extent new, will be given in the main text, here we shall
just state the main claims. To obtain an action for a real Lorentzian spacetime metric we first
need to restrict the set of connections that can appear in (15). This is achieved with the reality
conditions that already appear in [22] and read:
F i ∧ (F j)∗ = 0. (16)
These are nine real conditions and can be shown to guarantee that the conformal structure
of the metric that our theory describes (as will be explained below) is real and of Lorentzian
signature. The reality of the conformal factor is subtler, and will be discussed when we describe
how the spacetime metric arises. But no extra reality conditions will be necessary.
We now have to discuss the action. The action (15) evaluated on connections satisfying
(16) can be interpreted as one for a real Lorentzian metric constructed from Ai. However, in
general this action will not be real, as we shall see. A real action that is of interest is obtained
by taking the imaginary part of (15). Thus, the final action is:
S[A] = Im
∫
M
f(F i ∧ F j), (17)
supplemented with the reality conditions (16). As we shall demonstrate below, the class of
theories so defined describes two real propagating DOF.
The action (17) is reminiscent of that of the Chern-Simons formulation for Euclidean signa-
ture gravity in 3 dimensions when the cosmological constant is negative. In that context, one
introduces an SO(3,C) connection Ai = ωi + iei, where ωi is the spin connection and ei is the
tetrad. The first-order Einstein-Hilbert action then takes the following simple form:
S3D[A] = Im
∫
M
Tr(A ∧ dA+ 2
3
A ∧A ∧A). (18)
Thus, it is not uncommon that one has to work with a physical theory whose Lagrangian arises
as a real (or imaginary) part of some holomorphic Lagrangian. An extra complication in our
case as compared to 3D gravity is that one needs to impose the reality conditions (16).
The described formulation (17) of our class of theories, although elegant and compact, is
quite unsuited for explicit computations. Indeed, our understanding of gravity is based on
its metric description, and so is the coupling of gravity to matter fields. It is thus absolutely
necessary to develop an explicitly metric formulation. A formulation that goes half-way towards
this is that in which this class of theories was rediscovered in [23]. In the retrospect, this
formulation can be quite easily obtained from (15). We first give a formulation of the complex
theory and then state the reality conditions. The idea is to introduce extra auxiliary fields which
remove the need to take a function of curvature and thus convert the theory to an explicitly
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first-order form. This is similar to what is done in the passage from (8) to (9) and is achieved
by the following action:
S[B,A] =
∫
M
Bi ∧ F i − 1
2
V (Bi ∧ Bj), (19)
where Ai is still the SO(3,C) connection, and Bi is a new field that is an SO(3,C) Lie algebra
valued two-form field. The function V (·) is again a holomorphic homogeneous function of
degree one of a 3×3 symmetric matrix, and its homogeneity allows it to be applied to a 4-form
Bi ∧Bj . The dependence of (19) on the two-form field Bi is algebraic, and it can be integrated
out with the result being the pure connection action (15), with the function f(·) being related
to V (·) by an appropriate Legendre transform.
The price to pay for a simpler formulation (19) is that the theory now has second-class
constraints, as we shall see below. The reason for this is that while some of the variables in
Bi are dynamical, the two-form field Bi also contains a subset of fields that do not propagate,
and which at the level of the Hamiltonian formulation are eliminated by certain second-class
constraints. This, however, does not appear to cause any problems, at least at the level of
the classical theory, as the second-class constraints can be solved, and a sufficiently simple
description with only first-class constraints is possible. We shall return to all these points
below when we describe the Hamiltonian formulation of (19).
The best way to think about the theory (19) is to treat Bi as the main variable, and Ai as
only an ”auxiliary” field, similar to what happens in the first-order formulation of gravity. As
in first-order gravity, the auxiliary connection can be integrated out, and a second-order theory
for the two-form field Bi only can be obtained. A way how to do this explicitly is described
below. It then makes sense to impose the reality conditions needed to get a real Lorentzian
signature theory directly on the two-form field Bi. These read:
Bi ∧ (Bj)∗ = 0, (20)
A theory with two real propagating DOF is then given by the following action:
S[B,A] = Im
∫
M
Bi ∧ F i − 1
2
V (Bi ∧Bj), (21)
supplemented with the reality conditions (20).
The main advantage of the formulation (21) is that the spacetime metric which the theory
describes is encoded in the two-form field Bi in a very simple way. Briefly, this is as follows.
There exists a unique real Lorentzian signature conformal metric with respect to which the
two-forms Bi satisfying (20) are self-dual. This is the so-called Urbantke metric, see [30] and
[31], with the second reference being much better known. It is given by:
√−ggµν ∼ ǫijkBiµαBjνβBkρσ ǫ˜αβρσ, (22)
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where the tilde above the Levi-Civita symbol signifies the fact that it is a densitized object
that does not need a metric for its definition. Another relevant reference on this is [32], which
explains why knowledge of self-dual forms (and thus the Hodge operator on two-forms) is
equivalent to knowledge of the conformal metric.
It turns out, and this can be confirmed in several different ways, that (22) is the (confor-
mal) metric that the theory is about. In terms of this metric, the following very convenient
parameterization of the two-forms Bi becomes possible. One constructs the canonical triple of
metric self-dual two-forms Σa, see the main text for an explicit expression for them in terms of
tetrads. The two-form field Bi can then be written as:
Bi = biaΣ
a, (23)
where bia are complex. This is the parameterization used in [27, 28]. As we said, the quantities
Σa carry information about the metric, and bia can be viewed as additional scalar fields. When
the action is written in terms of the metric and the scalars bia it takes the form (11), with Hµνρσ
being constructed from bia in a very simple way. The scalars b
i
a are then non-propagating,
and can be integrated out. This way one arrives at an effective metric theory, coming from
an underlying theory with two propagating DOF. This briefly summarizes the logic of our
construction of the effective Lagrangians. Most of the remainder of the paper is a detailed
explanation of how this construction works, as well as how a non-local transformation relating
two local Lagrangians is possible.
Finally, before we turn to the main body of the paper, a word of caution about complex
quantities is in order. The described non-local field redefinition idea, which makes possible
to have a theory with two propagating DOF, seems to require the introduction of self-dual
quantities. Recall that the Hodge operator in four dimensions splits the space Λ2 of rank two
anti-symmetric tensors into Λ2 = +Λ2 ⊗ −Λ2 the self- and anti-self-dual subspaces. When
the metric is of Lorentzian signature, as is appropriate for a physical theory, these spaces are
necessarily complex. Thus, we are led to having to work with complex objects. The usage of
self-dual complex quantities and holomorphic Lagrangians may be quite unfamiliar to some
readers, and make it hard to follow the paper. We have tried our best in making the paper
as accessible as possible and formulated the main ideas without referring to self-duality at all.
Similarly, in the next section we will follow the path of searching for a degenerate Lagrangian
and continue working in the usual tensor notations familiar to all readers. It is here that we
shall see that self-dual quantities are necessary. The following sections of the paper may require
from the reader some effort in learning the basics of self-duality. We hope this will not prove
to be an unsurmountable obstacle.
The present paper can be considered as yet another step towards understanding of properties
and interpretation of the class of theories [16]. We hope that the viewpoint of effective field
theory taken here will make these ”neighbors of GR” of interest to a larger scientific community
than was the case before.
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The organization of this paper is as follows. Next section uses linearized theory to find
conditions for the Lagrangian (11) to be degenerate. It is here that we are led to self-dual
quantities. The pure connection formulation of the theory is described in section 3. We review
some aspects of self-duality in applications to gravity in section 4. In particular, Pleban´ski
formulation of GR that works with self-dual two forms instead of the metric is reviewed here.
A formulation of our theory in which the spacetime metric becomes the dynamical variable
is given in section 5. Here we give the Hamiltonian analysis, and present several equivalent
formulations of the theory. We explain how the ”physical” conformal factor for the metric is
selected in section 6. In section 7 we discuss the reality conditions. In section 8 we integrate out
the non-propagating scalars and obtain the effective metric theory. Section 9 provides a key for
understanding what makes our class of theories possible. Here we explain the origin of the field
redefinition that maps our theories to GR, and work out this field redefinition to first orders in
perturbation theory. We conclude with a discussion of what results of this paper might mean
for the quantum theory of gravity. Appendix contains a summary of our conventions, as well as
some technical results relating the self-dual and usual metric-based description of connections
and curvature.
Finally, we note that a summary of the results of this paper has appeared as [33]. Responses
to [33] that we have received indicate that it is unclear whether our work is about ”usual”
effective metric Lagrangians or some new theory that is being proposed. Thus, it appears to
be appropriate to stress our viewpoint from the outset: this work is an attempt to understand
what may be behind the usual effective metric Lagrangians with their infinite number of higher-
derivative terms. However, this aim is only achieved if one understands the principle that
produces such Lagrangians, or, equivalently, if one can write all the infinite number of terms.
The novelty of this work is then in the underlying principle that is proposed, while the effective
metric Lagrangians arising from our underlying theory are completely standard.
2 Degenerate Lagrangians: Linearized analysis
As we have described in the Introduction, one way to arrive at the class of theories in question
is select a differential operator D in (11) so that the Lagrangian is degenerate and the theory
has only two propagating DOF. A rather complete analysis of this is possible in the linearized
theory. Thus, we just need to ”complete the square” in the part of the Lagrangian that is
metric-dependent. The linearized Riemann curvature is given by:
R ρσµν = −2∂[µ∂[ρhσ]ν] , (24)
and the linearized 2(R +RµνρσHµνρσ) part of the action takes the following form:∫
d4x
(
−1
2
hµνhµν − hµν,νh ,ρµρ − hµν,µνh+
1
2
hh− 4hµνHµρνσ,ρσ
)
. (25)
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Here the indices are raised and lowered with the Minkowski spacetime metric ηµν , the comma
denotes differentiation, h := hµµ,  := ∂
µ∂µ and our signature convention is (−,+,+,+). The
quadratic form here has the schematic form (1/2)hTAh + hBH , where A,B are second-order
differential operators. We can always (formally) complete the square by inverting the operator
A. Thus, we can always write:
1
2
hTAh + hBH =
1
2
(h +
1
A
BH)TA(h +
1
A
BH)− (BH)T 1
2A
(BH). (26)
Since the theory is diffeomorphism-invariant, the operator A is not invertible. However, it is
invertible on transverse functions Xµν,ν = 0, and its inverse is:
1
A
Xµν = − 1

Xµν − 1
22
(∂µ∂ν − ηµν)Xρρ . (27)
In view of symmetries of Hµνρσ the quantity (BH)
µν = −4Hµρνσ,ρσ is transverse. Thus, we can
easily complete the square and write (25) as the free graviton action with the shifted graviton
field
h˜µν = hµν +
4

H ,ρσµρνσ +
2
2
(∂µ∂ν − ηµν)ηαβH ,ρσαρβσ (28)
plus the term
8
(
H ,ρσµρνσ
1

Hµανβ,αβ − ηµνH ,ρσµρνσ
1
2
ηγδH ,αβγαδβ
)
(29)
It is this term that we would like to be cancelled by the local term of the form (DH)2. This is
only possible if Hµνρσ satisfies:(
HµρνσHγαδβ(η
µγηνδ − 1
2
ηµνηγδ)
)
symm
∼ (gαβYρσ)symm , (30)
where symm means taking the completely symmetric part of the αβρσ tensor, and Yµν is
some symmetric tensor that can be computed by contracting this equation with the Minkowski
metric.
It is quite non-trivial to satisfy (30). Indeed, the quantity Hµνρσ having all the symmetries
of the Riemann curvature tensor has 20 independent components. On the other hand, there
are 4 ∗ 5 ∗ 6 ∗ 7/4!−10 = 25 equations in (30). We are aware of only two solutions, but it would
be of interest to analyze the equation (30) in full generality.
In order to exhibit some solutions, let us decompose Hµνρσ into its scalar, ”Ricci” and
”Weyl” parts. It is easy to check that the scalar part Hµνρσ ∼ ηµ[ρησ]ν satisfies (30). This,
however, is not a very interesting solution, for it simply reproduces the well-known fact that
the linearized action
S[hµν , φ] = 2
∫
d4x
(
(1 + φ)R− 3
2
φφ− g
2
φ2
)
(31)
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that comes from the full action
S[gµν , φ] = 2
∫
d4x
√−g eφ
(
R +
3
2
φ,µφ,µ − V (φ)
)
(32)
is just Einstein-Hilbert action for the metric g˜µν = e
φgµν plus a potential term for φ. Thus,
the simplest example of (11) with a non-propagating field is obtained by introducing an extra
scalar field φ and then writing the Einstein-Hilbert action for eφgµν (plus a potential term),
in which the kinetic term obviously has a symmetry φ → φ − ψ, gµν → eψgµν that makes the
scalar φ non-propagating. This is clearly just an uninteresting local field redefinition, at least
in the pure gravity case, see [34] for a possible application in case when matter is present.
It is also easy to check that the ”Ricci” part Hµνρσ ∼ η[ρ[µXσ]ν] with Xµµ = 0 does not satisfy
this equation for the left-hand-side contains a term X(αβXρσ) that is not of the required form.
The Weyl part by itself does not work either, but the self-dual (or anti-self-dual) part of the
Weyl part of Hµνρσ does satisfy (30). The easiest way we know how to demonstrate this requires
introduction of a triple of self-dual two-forms Σaµν , a = 1, 2, 3:
1
2i
ǫ ρσµν Σ
a
ρσ = Σ
a
µν (33)
normalized so that Σa µνΣbµν = 4δ
ab. Then let us write:
Hµνρσ =
1
4
ΣaµνΣ
b
ρσH
ab, (34)
where Hab is a symmetric tracefree (complex) 3 × 3 matrix. According to this formula, the
quantity Hµνρσ is taken to be self-dual with respect to both pairs of indices, which is what
one would get by taking the ”Weyl” part of Hµνρσ and requiring self-duality on any one pair
of indices. The basic self-dual two-forms Σaµν are going to play a very important role in what
follows, so it makes sense to give an explicit formula for them already at this stage. This is
easily done by introducing an arbitrary ”space plus time” split and writing:
Σaµν = i dtµdx
a
ν − i dtνdxaµ − ǫabcdxbµdxcν , (35)
where t and xa are the time and spatial coordinates respectively. Choosing a different space
plus time split corresponds to making a Lorentz transformation, and this can be seen to boil
down to an SO(3,C) rotation of the triple Σaµν . The algebra (258) of objects (35) can be verified
explicitly. Note that the basic two-forms Σaµν , being self-dual, are necessarily complex. We will
come back to the issue of having to work with complex objects below.
Then using the simple identity (258) we find the left-hand-side of (30) to be equal
1
16
η(αβηρσ)H
abHab, (36)
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which is obviously of the form required. We thus see that the linearized theory:
S[hµν , Hab] =
∫
d4x
(
2R +
1
2
RµνρσΣaµνΣ
b
ρσH
ab +
1
2
HabHab − g
2
HabHab
)
(37)
has just two propagating degrees of freedom and the (complex) field Hab is an auxiliary, non-
propagating one. The theory (37) is thus an analog of (31) written using a (complex) 3 × 3
symmetric tracefree matrix instead of Hµνρσ. Similar to (31), the action (37) is obtained from
the Einstein-Hilbert action by a field redefinition (28), which is however now non-local. As we
have explained in the Introduction, it is this non-locality of the ”field redefinition” used in the
construction of the action that leads to an interesting theory (at the full non-linear level).
A remark is in order. The reader might be worried that the action (37) involves a complex
field Hab and is thus complex. This is indeed a source of some difficulties, but a satisfactory
prescription that resolves this issue is possible. Thus, note that, as written, the action (37) is
holomorphic in the complex field Hab. Such actions can be viewed as functionals of the real
and imaginary parts of their complex fields. Thus, we write: Hab = Hab1 + iH
ab
2 where H
ab
1,2 are
real matrices. The action is then
S[hµν , H
ab] = S1[hµν , H
ab
1 , H
ab
2 ] + iS2[hµν , H
ab
1 , H
ab
2 ], (38)
where S1,2 are now real functionals of real fields. It can now be checked that the field equations
one obtains by varying say S1[hµν , H
ab
1 , H
ab
2 ] with respect to H
ab
1 , H
ab
2 are the same as the real
and imaginary parts of the complex field equation obtained by varying the holomorphic action
S[hµν , Hab] with respect toHab. This is easily checked using the Cauchy-Riemann equations sat-
isfied by S1,2. Thus, as far as the equations for H1,2 are concerned one can work with either the
complex holomorphic action S[hµν , Hab] or with any of the two real actions S1,2[hµν , Hab1 , Hab2 ]
- the obtained field equations are the same. Thus, one can view the holomorphic action (37)
as just a trick that allows to work with one complex field Hab instead of two real ones Hab1,2.
With these remarks being made, let us write down explicitly the field redefinition that takes
(37) to the form GR plus potential for H . This field redefinition is given in (28), and we should
just apply it to the case (34) at hand. We have:
h˜µν = hµν +
1

Σa µρΣb νσ∂ρ∂σH
ab, (39)
which can be compactly written as
h˜µν = hµν +
1

∂aµ∂
b
νH
ab, (40)
where we have introduced the derivative:
∂aµ ≡ Σaµν∂ν . (41)
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The formula (40) was first obtained in [28], where the action (37) is also contained, as well as
its non-linear generalization. The degenerate Lagrangian philosophy (at the linearized level)
was first proposed and developed in this cited paper.
Applying (40) we can write (37) as:
S[hµν , Hab] =
∫
d4x
(
2R(h˜)− g
2
HabHab
)
. (42)
If now h˜µν and H
ab are taken to be the fundamental variables, which is legitimate as the trans-
formation (40) is just a shift, then our linearized theory is clearly equivalent to the linearized
GR, for the field equation for Hab just fixes this field to Hab = 0.
Note that the metric perturbation h˜µν that arises as the result of the field redefinition (40)
is complex. However, this is not a cause for concern for, as we discussed above, one should
always keep in mind the fact that Hab is just an auxiliary field to be integrated out. Once
this is done one should get a real Lagrangian and a real metric perturbation. We shall see this
below.
Let us now discuss what happens if we integrate Hab out already in (37). The field equation
for Hab gives, formally:
Hab =
1
2(g −)
(
ΣaµνΣ
b
ρσR
µνρσ
)
tf
, (43)
where tf stands for the trace-free part:
(Xab)tf := X
ab − 1
3
δabTr(X). (44)
We can now substitute this into (40) to obtain the field redefinition purely in terms of the two
metric perturbations. Using (260) we get:
h˜µν = hµν +
8
(g −)∂
α∂β
(
P+µαρσP+ νβγδ − 1
3
P+µανβP+ ρσγδ
)
Rρσγδ. (45)
Expanding the projectors we get:
2
(
P+µαρσP+ νβγδ − 1
3
P+µανβP+ ρσγδ
)
Rρσγδ = Rµανβ − ην[µRα]β + ηβ[µRα]ν + R
3
ην[µηα]β (46)
+
1
4i
ǫ ρσµα Rρσνβ +
1
4i
Rµαρσǫ
ρσ
νβ −
R
12i
ǫµανβ .
The real part of the right-hand-side (the first line) is just the Weyl tensor:
Cµανβ := Rµανβ − ην[µRα]β + ηβ[µRα]ν + R
3
ην[µηα]β. (47)
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It is also clear that the imaginary part does not contribute to (45) in view of the (differential)
Bianchi identity:
ǫ ρσµα ∂
αRρσνβ = 0, (48)
which at first order in the perturbation follows directly from (24). Thus, we get:
h˜µν = hµν +
4
(g −)∂
α∂βCµανβ . (49)
Note that the quantity ∂α∂βCµανβ that appears here is just the so-called Bach tensor considered
to first order in the metric perturbation. We remind the reader that the importance of Bach
tensor is in the fact that this tensor must vanish for a metric to be conformal to an Einstein
metric. The right-hand-side in the above formula is explicitly real, and illustrates well the
nature of the non-local field redefinition involved. Expanding the 1/(g−) in powers of  we
see that only the first term contains 1/ with other terms being local.
We can now also compute the effective metric action. Substituting (43) into (37) and again
using (260) we get the following effective theory:
Seff [hµν ] =
∫
d4x
(
2R + 2
(
P+αβγδP+µνρσ − 1
3
P+µνγδP+αβρσ
)
Rγδµν
1
g −Rρσαβ
)
, (50)
where, as before, only the terms quadratic in the perturbation hµν should be kept. The de-
nominator g −  here should be interpreted as an expansion in powers of , so that the
effective action contains all powers of the derivatives. Note that the effective action does not
contain powers of the 1/ operator. Now using (46) we notice that the imaginary parts do not
contribute to the action. Indeed, the quantity∫
d4xR ρσµν ǫ
αβ
ρσ
1
g −R
µν
αβ (51)
can be seen to be zero (modulo a surface term) by integration by parts using the explicit form
(24) of the Riemann curvature to first order in perturbation. Thus, overall we obtain the
following real effective metric action:
Seff [hµν ] =
∫
d4x
(
2R + Cµνρσ
1
g −Cµνρσ
)
, (52)
where only the terms quadratic in the perturbation are to be retained. Note that we have
replaced the symbol S for the action by S, because the action is real and no extra step of
taking the real part is necessary.
The obtained effective action (52) looks non-trivial, but using (24) it can be shown to reduce
to the Einstein-Hilbert term plus a set of terms that vanish on-shell. This is well-known in the
19
case of the (Weyl)2 term, but can be checked by a similar integration by parts argument for the
full action (52). Another way to reach the same conclusion is to analyze the field redefinition
(45). Indeed, an elementary computation using (24) gives:
2∂ρ∂σCµρνσ = 
(
Rµν − 1
6
ηµν
)
− 1
3
∂µ∂νR, (53)
where only the linear in perturbation terms are to be kept. Thus, the only non-local term in (45)
is seen to be (1/)∂µ∂νR, which, however, is just an infinitesimal diffeomorphism corresponding
to the vector field ξµ = ∂µR. Thus, modulo a non-local diffeomorphism, the transformation
(45) that maps the effective linearized metric theory (52) into the linearized GR is local, and
so (52) is just GR in disguise. Thus, at the described linearized level the construction of an
effective metric theory via a degenerate Lagrangian does not produce anything new. But, as
we shall see below, things become much more interesting when we consider interactions.
The construction described above was, although not completely trivial, quite elementary.
The natural question that now arises if there exists a non-linear completion of the action (37),
still of the general form (11), so that the property of theory to have only two propagating
degrees of freedom is preserved at the full non-liear level. The answer to this is yes, and the
corresponding theory is the one that is obtained from (17) as explained in the Introduction.
We now turn to more details of these constructions.
3 The class of theories: Pure connection formulation
In the previous sections we have followed a down-up approach and attempted to construct a
degenerate Lagraingian with additional non-propagating fields. We have see how this works at
the linearized level, but we have also concluded that at this level one does not obtain anything
new - the theory is general relativity with a rather complicated (and local) field redefinition
applied to the metric variable. There is no guarantee that the same non-propagating fields idea
can be extended to an interacting theory, and there is no guarantee that the resulting field
redefinitions are non-local so that one gets something inequivalent to GR. We do not know how
to arrive at any such construction starting from the linearized considerations we have given so
far. Thus, we shall now switch gears completely and describe the class of theories in question
in the form it was discovered. Only after a detailed investigation of the properties of these
theories will we be able to see that they indeed extend to non-linear level the ideas we were
describing so far.
We start with the pure connection formulation in which our theories were first discovered
in [14], [16]. Our analysis is not going to be very detailed, for the formulation with additional
two-form fields is more convenient and will be paid much more attention to below. However,
some points, e.g. the fact that the theories describe just two propagating DOF, can be seen
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already at this level.
3.1 Action
We have defined our class of theories via the action (15) in the Introduction. This action
involves a function of a matrix-valued 4-form, which is quite unconventional and needs time to
get used to. So, some alternative definitions might be helpful.
Thus, consider the trace of the matrix F i ∧F j. If F i ∧F i 6= 0 we can define a 3× 3 matrix
Ωij : F i ∧ F j = ΩijF k ∧ F k, or, with the understanding that a common 4-form prefactor is
introduced and then cancelled:
Ωij =
F i ∧ F j
F k ∧ F k . (54)
The field Ωij is a function of the connection Ai, and has the mass dimension zero, where our
convention is that the mass dimension of the connection is equal to one [Ai] = 1. Note that by
definition Tr(Ω) = 1. Since the mass dimension [Ωij ] = 0 we can introduce in the Lagrangian
any possible power of this field (as long as a gauge-invariant combination is used). We are then
led to consider the following class of theories:
S[A] =
∫
M
F i ∧ F if(Ωij), (55)
where f(·) is an arbitrary dimensionless [f ] = 0 gauge-invariant function of its matrix argument.
When f = const we get back the topological theory. Since Tr(Ω) = 1 the function f(·) in (55)
needs only be defined on this surface. When it is extended off this surface as a homogeneous
function of degree one, one gets back the formulation (15) we are already familiar with.
An alternative convenient description of the function f(Ωij) in (55) is as follows. This
function being SO(3,C)-invariant, it can only depend on the invariants of the (symmetric)
matrix Ωij . There are in general 3 such independent invariants, but since TrΩ = 1 we are left
with only two independent invariants. These can be taken to be
TrΩ2, TrΩ3, (56)
and so the action can be written as
S[A] =
∫
M
F i ∧ F iρ(TrΩ2,TrΩ3), (57)
where ρ(·, ·) is now an arbitrary (holomorphic) function of its two arguments. In this form the
function that appears in the action is a simple complex-valued function of two complex-valued
arguments, and can be dealt with in the usual fashion.
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The question that the reader must now be asking is what (55), (57) has to do with general
relativity. An answer to this was given in [12], [13] where it is shown that (complex) GR can be
put into the form (55), (57) provided one chooses the defining function to be of a very special
form. Namely, the function that turns out to reproduce GR is the delta-function that imposes
the constraint:
TrΩ2 =
1
2
, (58)
or, equivalently TrΩ1/2 = 0, see [13] for more details. If one allows the number on the right-
hand-side of (58) to be different from 1/2 one obtains the class of ”neighbors of GR” studied in
[14] and still describing two DOF. Moreover, our effective Lagrangians analysis below establishes
that for a generic f(·) the low-energy limit of theory (55) is given by GR. Thus, theories (55)
with varying f(·) provide a particular family of UV completions of general relativity, and are
indistinguishable from GR at energies much smaller than the Planck energy. To put it stronger,
our real world gravity theory may be one of the theories (55) and we would not have noticed
this at low energies that we have access to.
Below we shall sketch the Hamiltonian analysis of a theory with general f(·) to see why it
still describes two (complex) DOF. But first, let us write down the field equations.
3.2 Field equations
First, we need to understand how to deal with the function f(·) of a 4-form when variations
are taken, e.g. for the purpose of deriving the field equations. It is easiest to work this out
if one puts f(F i ∧ F j) into the form F k ∧ F kf(Ωij) with Ωij given by (54). When extended
off the surface TrΩ = 1 as a homogenous function, the function f(Ωij) is a usual function of
a matrix, and can be differentiated with respect to its argument in the normal way. Then the
first variation of the Lagrangian is given by:
2F k ∧ δF kf(Ω) + F k ∧ F k ∂f
∂Ωij
(
2F i ∧ δF j
F k ∧ F k −
F i ∧ F j
F k ∧ F k
2F l ∧ δF l
Fm ∧ Fm
)
= 2
∂f
∂Ωij
F i ∧ δF j , (59)
where we have used f − (∂f/∂Ωij)Ωij = 0 that follows from the homogeneity of f(·). The
derivative (∂f/∂Ωij) is a matrix-valued homogeneous function of degree zero in its argument,
and so one can instead write (∂f/∂X ij), where X ij = F i ∧ F j. This derivative is then a
matrix-valued zero-form. The field equations take the following simple form:
DA
(
∂f(X)
∂X ij
F j
)
= 0. (60)
This is a set of 3 × 4 equations for 3 × 4 components of the connection Ai, so the number of
equations matches the number of unknowns. The combination that appears in (60) plays a
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very special role in this theory, so it deserves a separate name to be given to it. So, we define
a two-form:
Bi :=
∂f(X)
∂X ij
F j. (61)
The field equations (60) then simply state that the two-form Bi is covariantly constant with
respect to the connection Ai.
3.3 Hamiltonian analysis
Our treatment here is analogous to that in e.g. [16], with the main difference being that a
compact notation using a function of a matrix-valued 4-form is employed.
The two-form (61) plays a special role in the Hamiltonian analysis of the theory (15) as
giving the momentum conjugate to Ai. Indeed, introducing the time plus space split we can
write the action (15) in the following form (modulo unimportant at this stage numerical factors):
S =
∫
dtd3x f(F
(i
0aF
j)
bc ǫ˜
abc), (62)
where a, b, c are spatial indices and ǫ˜abc is the 3-dimensional Levi-Civita symbol, densitized so
that it does not need any spatial metric for its definition. It is now easy to determine the
momentum conjugate to Ai. Indeed, we have:
δS
δA˙ia
=
∂f(X)
∂X ij
ǫ˜abcF jbc ≡ ǫ˜abcBibc ≡ E˜ai, (63)
where we have introduced a new notation E˜ai for the the (spatial) dual of the pull-back of the
two-form Bi onto the spatial slice, which plays the role of the ”electric” field in this formulation.
Indeed, recall that in the usual Yang-Mills theory the quantity canonically conjugate to the
connection is precisely the electric field.
To write the action in the Hamiltonian form we now have to solve for the velocities A˙ia in
terms of the momenta E˜ai. We can however expect that not all the components of A˙ia can be
solved for. Indeed, the theory (15) is diffeomorphism and SO(3,C) invariant, so we should at
the very least to have constraints that generate these symmetries. Some constraints are very
easy to see. Indeed, the spatial projection of the field equations DAB
i = 0 do not contain time
derivatives of the basic variables and are thus constraints. Thus, we get:
DaE˜
ai = 0 (64)
as a set of constraints. These generate SO(3,C) rotations of the phase space variables Aia, E˜
ai,
as is not hard to check.
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Another set of constraints is that obtained from the identity:
∂f(X)
∂X ij
F iadǫ˜
abcF jbc = E˜
aiF iad = 0. (65)
Indeed, it is not hard to see that the matrix Y ij = F iadǫ˜
abcF jbc is anti-symmetric Y
ij = −Y ji,
while it is contracted with a symmetric matrix of first derivatives. It is not hard to check that
these constraints generate spatial diffeomorphisms.
In addition to (64), (65) there is also the Hamiltonian constraint, which we will refrain
from exhibiting here in view of some algebra needed for this. We will describe the Hamiltonian
constraint explicitly in an equivalent version of the theory that works with additional two-form
fields.
We shall ask the reader to believe us (for now) that the only constraints that arise are 3
Gauss constraint (64), 3 diffeomorphism constraints (65) and one Hamiltonian constraints, and
that these form a first-class algebra, i.e. the Poisson bracket of constraints is again a constraint.
All this can be verified explicitly, but involves some algebra, especially when one deals with
the Hamiltonian constraint. Thus, we shall refrain from giving the calculations here and send
the reader to references [16], [26] where the computations are done. These results immediately
allow us to count the number of propagating DOF described by the theory. The configurational
space is that of SO(3,C) connections on the spatial manifold, and is thus 9-dimensional. In
addition, we have 3+3+1 first class constraints that reduce one to a two-dimensional physical
configurational space. Thus, as promised, the theory describes two (complex) DOF. To get a
theory that describes two real DOF we will need to impose reality conditions, and these shall
be dealt with below.
3.4 Remarks about the pure connection formulation
Ideally, we would like to be able to work with the theory in its pure connection formulation
(15) and e.g. perform the quantization already at this level. Indeed, an important point about
this class of theories is that they do not contain any dimensionful parameters, and so one could
expect a reasonably nice perturbative behavior. However, this is not easy. The immediate
problem with the connection formulation is that its ”vacuum” solution is not obvious. Indeed,
we would e.g. like to see the two propagating DOF appearing as propagating modes of the
theory linearized around some good vacuum solution. What should be taken as such a vacuum?
To discuss this, it is convenient to introduce a notation:
∂f(X)
∂X ij
F j ≡ ∂f
∂F i
. (66)
Thus, we take a derivative of a function of a 4-form with respect to a 2-form to obtain a 2-form,
which is the one (61) that already played an important role above. Using this notation, the
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first variation of the action reads:
δS =
∫
∂f
∂F i
∧DAδAi, (67)
and the second variation is given by:
δ2S =
∫
1
2
∂f
∂F i
ǫijk ∧ δAj ∧ δAk + ∂
2f
∂F i∂F j
DAδA
i ∧DAδAj . (68)
The most natural ”vacuum” of the theory then seems to be
F i = 0,
∂f
∂F i
= 0,
∂2f
∂F i∂F j
6= 0. (69)
Indeed, this is indeed a ”vacuum” of the theory in the sense that the first derivative of our
”potential” function vanishes, which then automatically satisfies the field equation DAB
i = 0,
and only the second derivative is non-trivial. From (68) we see that the first ”mass” term is
absent, and there is only the ”kinetic” term for the connection. Thus, it seems like the perfect
vacuum to expand about. However, an immediate problem with this vacuum is that in the
absence of any background structure the second derivative in (69) can only be proportional to
δij , which gives a degenerate kinetic term. So, there does not seem to be any way to build a
meaningful perturbation theory around (69). What might be possible, however, is to keep the
background connection Ai general and simply perform the one-loop computation with the action
(68) using the background field method. This might shed light on the conjectured closeness of
this class of theories under the renormalization. We do not attempt this computation in the
present paper, but hope to return to it in a separate publication.
A conventional perturbative treatment for our theory is possible, but requires a rather
strange, at least from the pure connection point of view, choice of vacuum. Thus, as we shall
see in details in the following sections, the usual perturbative expansion around a flat metric
corresponds in the pure connection language to an expansion around the following point:
F i = 0,
∂f
∂F i
6= 0. (70)
This is a very strange point to expand the theory about, but the non-zero right-hand-side of the
first derivative of the potential receives the interpretation of essentially the Minkowski metric,
and a usual expansion results. It might seem that this choice introduces a ”mass” term for the
connection, but this is not so. In fact, the second ”kinetic” term is still a total derivative and
plays no role, and there is only the ”mass” term. However, as we shall see, the connection is
no longer a natural variable in this case, and one works with the two-form field Bi via which
the connection is expressed as Ai ∼ ∂Bi, so what appears as a mass term is in fact the usual
kinetic one but for the two-form field.
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The purpose of the above discussion was to motivate the need to rewrite the theory in terms
of some other variables using which e.g. a conventional perturbative treatment is possible.
These are also the variables in which the metric description of the theory becomes transparent.
We give such a formulation in the following sections. We first treat the complex theory, and
discuss the reality conditions once the complex case is understood.
4 Self-dual two-forms
Before we describe a formulation that is based on an su(2,C)-valued two-form field we need
to remind the reader how one can describe the usual general relativity in terms of self-dual
two-forms rather than the metric. This formulation of GR became known in the literature as
that due to Pleban´ski. [10]. We first describe how the self-dual two-forms are constructed once
the metric is given.
4.1 Metric self-dual two-forms
Let us start with a metric spacetime, and choose a tetrad θI corresponding to the metric, i.e.
represent the metric as gµν = θ
I ⊗ θJηIJ , where ηIJ is the Minkowski metric. Then, making an
arbitrary time-space split θI = (θ0, θa), a = 1, 2, 3, consider the following triple of two-forms:
Σa := i θ0 ∧ θa − 1
2
ǫabcθb ∧ θc. (71)
Here i =
√−1 is the imaginary unit. By construction, these two-forms are self-dual with respect
to gµν , and moreover
(1/4)ΣaµνΣ
b
ρσg
µρgνσ = δab, (1/4)ΣaµνΣ
a
ρσ = P
+
µν ρσ, (72)
where
P+µνρσ =
1
2
(
δ[µρ δ
ν]
σ +
1
2i
ǫµν ρσ
)
(73)
is the projector on the self-dual two-forms. Another important property of two-forms Σiµν is
their algebra:
Σa νµ Σ
b
νρ = −δabgµρ + ǫabcΣcµρ, (74)
where the spacetime index is raised using the metric. Note the similarity to the Pauli matrix
algebra. We also note that the two-forms Σaµν are “orthogonal”
Σaµν(Σ
b
ρσ)
∗gµρgνσ = 0 (75)
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to the complex conjugate (and anti-self-dual) two forms (Σaµν)
∗. It is a simple exercise to verify
all these properties. For convenience of the reader they are listen again in the Appendix, for
we shall use them quite often.
It is very convenient to think of the triple of two-forms Σa as being a two-form taking values
in a vector bundle with fibers su(2,C) over the spacetime M . Let us denote this bundle byM,
for “metric”, so we have: su(2,C)→M→ M . Note the the fibers su(2,C) are equipped with
a canonical metric δab. It turns out that, given Σa, there is a canonical SO(3,C) fibre metric
δab preserving connection γa in M with respect to which the two-forms Σa are covariantly
constant:
dΣa + ǫabcγb ∧ Σc = 0. (76)
An explicit formula for this connection (in terms of Σa) can be obtained as follows. Let us
apply the Hodge dual to the 3-forms present in equation (76). If we replace the operator
of exterior derivative d by the metric-compatible one ∇, we can interchange the operator of
Hodge dual with the covariant derivative one, and then use the self-duality of Σaµν to obtain:
∇µΣaµν + ǫabcγb µΣcµν = 0. We can now multiply this equation by ΣaαβΣd βν and use the identity:
ǫabcΣaµνΣ
b
ρσΣ
d νσ = −2δcdgµρ (77)
that follows from (74) to get:
γaµ =
1
2
Σa ρνΣbµν∇αΣbαρ. (78)
In this expression the metric-compatible covariant derivative ∇α acts only on the spacetime
indices of the two-form Σbαρ. We note that this expression has a structure analogous to that of
the well-known expression
ΓIJµ = θ
I
ν∇µθJν (79)
for the Ricci rotation coefficients in terms of the covariant derivative of the tetrad. It can
moreover be shown by an explicit computation, see more on this in the Appendix, that the
connection γa given by (78) is just the self-dual part iΓ0a−(1/2)ǫabcΓbc of the tetrad-compatible
SO(1, 3) connection ΓIJµ .
Let us discuss the issue of gauge transformations. In choosing the split I = (0, a) we had to
select a time direction. However, we can apply to the tetrad θI a Lorentz transformation, and
use the resulting new tetrad (corresponding to the same metric) to construct Σa via (71). It
is not hard to show that the new Σa are related to the old ones by a SO(3,C) transformation
which is just the self-dual part of the Lorentz transformation we have applied. Thus, similar
to the tetrads θI being defined only up to a Lorentz SO(1, 3) transformation, our metric two-
forms Σa are defined only modulo a SO(3,C) transformation. The infinitesimal SO(3,C) action
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on Σa is given by δωΣ
a = ǫabcωbΣc, where ωa are the gauge transformation parameters. The
corresponding action on the canonical Σ-compatible connection γ can be easily computed from
(78) using (77) and reads: δωγ
a = ǫabcωbγc − ∂µωa, exactly as is appropriate for an SO(3,C)
gauge transformation.
4.2 Plebanski formulation
The importance of the self-dual objects introduced lies in the fact that general relativity can
be described very simply in these terms. Thus, consider the curvature of the Σ-compatible
connection γa, i.e. F a = dγa + (1/2)ǫabcγb ∧ γc. It is not hard to show, see the Appendix, that
this coincides with the self-dual part of the curvature F IJ of the tetrad-compatible connection
ΓIJ . This, together with the fact that Einstein condition can be reformulated as the requirement
that the self-dual part of the Riemann curvature tensor with respect to one pair of indices must
also be self-dual with respect to the other pair, allows one to reformulate Einstein equations as:
F a = ΦabΣb, (80)
where Φab is an arbitrary 3 × 3 matrix. Indeed, (80) just states that the curvature of the
self-dual part of the spin connection is self-dual, which is equivalent to the Einstein condition.
Another way to obtain a reformulation of GR that uses self-dual two-forms instead of the
metric is at the action level. For this we note that the quantity ΣaµνF aµν coincides with the
Ricci scalar of the metric. This means that the action for general relativity can be rewritten
using the metric self-dual two-forms Σa, which is the formulation discovered by Pleban´ski [10].
4.3 Variations
In this subsection, to gain more intuition about how the self-dual two-form capture the familiar
from GR concepts, we develop the calculus of variations for these objects. We do not need
the technology developed here till section 9 where the non-local field redefinition mapping our
theory into GR is worked out, so it can be skipped on the first reading.
Let us first obtain a formula for variation of the metric two-forms Σa when the metric is
varied. A metric variation g˙µν can be described by a tetrad variation θ˙
I
µ, and this can always
be decomposed into the background tetrads: θ˙Iµ = M
IJθJµ for some matrix M
IJ . Without loss
of generality we can assume this matrix to be symmetric, for its anti-symmetic part represents
just a Lorentz rotation of the tetrad. With this assumption it can easily be related to the
metric variation M IJ = (1/2)θIµθJν g˙µν , where θ
Iµ is the inverse tetrad such that θIµθ
Jµ = ηIJ
and θIµθ
Iν = δνµ. Thus, we have:
θ˙Iµ =
1
2
θIν g˙µν . (81)
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Then, using the definition (71) of the metric two-forms we get:
Σ˙aµν = Σ
a ρ
[µ g˙ν]ρ, (82)
where the square brackets denote anti-symmetrization. Using this formula we can get a formula
for the mixed object with one of its spacetime indices raised, as well as for the quantity with
both indices raised:
Σ˙aµρ := (g
µνΣaνρ)
· = gµνΣa σ(ν g˙ρ)σ, Σ˙
a µρ := (gµνgρσΣaνσ)
· = gµνgρσΣa α[σ g˙ν]α . (83)
Note that these quantities are not equal to Σ˙aµν with its indices raised.
The inverse relation can also be found. Thus, we have, by an explicit computation:
Σa ρµΣ˙
a
ρν = g˙µν +
1
2
gµνg
αβ g˙αβ. (84)
Note that the quantity on the left-hand-side here is the one from (82). This remark is important
for, for a general Σ˙aρν on the left-hand-side the result would not be symmetric. From this we
get:
gαβg˙αβ =
1
3
ΣaµνΣ˙aµν , g˙µν = Σ
a ρ
µΣ˙
a
ρν −
1
6
gµνΣ
aαβΣ˙aαβ . (85)
Let us also discuss the meaning of this formula for a general quantity Σ˙aρν substituted on the
left-hand-side. Any two-form can be decomposed into the self- and anti-self-dual basic ones, so
we can write:
Σ˙aµν = M
abΣbµν +N
abΣ¯bµν . (86)
Let us now see what the projection in (85) does to such a general two-form variation. We have:
Σa ρµΣ˙
a
ρν = Tr(M)ηµν + Σ
a ρ
µΣ¯
b
ρνN
ab − ǫabcMabΣcµν . (87)
We note the the tensor Σa ρ µΣ¯
b
ρν in the second term is automatically symmetric, see (266)
and traceless. The trace-free property follows from the orthogonality of self- and anti-self-
dual forms. Thus, we see that the trace part of the result picks up the trace Tr(M) of the
matrix Mab of the self-dual coefficients. The tracefree symmetric part picks up the matrix Nab
of the anti-self-dual coefficients. Finally, the anti-symmetric part of this tensor picks up the
anti-symmetric part of Mab. The symmetric tracefree part of Mab has been projected out by
this operation. As we shall see below when we discuss a more general two-form geometry, the
trace part of Mab as well as the matrix of anti-self-dual coefficients Nab is the part of a general
two-form perturbation that describes the metric part of this perturbation. Thus, for future
reference, we shall rewrite the formula (85) in a form applicable to any two-form variation B˙aµν .
The ”metric” part of such a perturbation is given by:
g˙µν = Σ
a ρ
(µB˙
a
|ρ|ν) −
1
6
gµνΣ
aαβB˙aαβ. (88)
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Equipped with understanding of how the metric geometry can be described in the language
of self-dual two-forms, we are ready to study the two-form field formulation of our class of
theories.
5 Two-form field formulation
The action (55) contains derivatives of the basic connection field in the denominator of the
matrix Ωij . This is extremely inconvenient, for it makes e.g. the canonical analysis of the
theory difficult. As we have seen, in the connection formulation it is also difficult to choose the
right ”vacuum” for the theory to be expanded about. Moreover, the theory is very far from the
usual metric formulation of gravity, and, in particular, it is not clear how to impose the reality
conditions to make sure it describes two real degrees of freedom. All these problems are solved
by performing a Legendre transform and introducing a new basic variable Bi = ∂f/∂F i. The
action then takes the form (19), which, upon integrating Bi out gives back the original action
(15).
One immediate advantage of the formulation (19) is that it does not involve arbitrary powers
of the derivatives. Indeed, the formulation is explicitly first-order. As we shall soon see, the
two-form Bi now becomes our basic variable. In particular, it describes the metric which our
theory is about in a direct way. We start our description of the theory in this formulation by
deriving the field equations.
5.1 Field equations
We start from the action (19) which, for the convenience of the reader, is
S[B,A] =
∫
Bi ∧ F i(A)− 1
2
V (Bi ∧ Bj), (89)
where V is a homogeneous function of degree one in its 4-form arguments, and F i(A) is the
curvature of an SO(3,C) connection Ai.
Field equations that result from (89) are as follows. Varying the action with respect to the
connection Ai one gets the compatibility equation:
dAi + ǫijkAj ∧Bk = 0, (90)
which can be viewed as an algebraic equation for the components of the connection. This
equation can be explicitly solved by introducing a metric in the conformal class determined by
Biµν , as we shall explain in details below. Once this is done one obtains a second-order theory
for the two-form field, which will be our main object of study below.
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Varying the action with respect to Bi we get:
F i =
1
2
∂V
∂Bi
, (91)
where the meaning of the derivative on the right-hand-side was explained in the previous section.
After the connection Ai is solved for in terms of Bi, this is a second-order differential equation
for the components of the two-form field.
Already at this stage we can see how general relativity is contained in the class of theories
(89). Namely, one gets GR in its Plebanski formulation if one takes the two-form field Bi to
be given by the metric self-dual two-forms Σa introduced in the previous subsection. Indeed,
in this case, the Σa compatible connection is given by (78), and its curvature is can be written
in terms of the Riemann tensor as (279). Then, using (260) we have:
iΣa ∧ F a = RµνρσP+ µνρσ
√−g d4x = (1/2)R√−g d4x, (92)
and thus the first term in (89) is a multiple of the Einstein-Hilbert action. The second term is
obtained by noting that
i
2
Σa ∧ Σb = δab√−g d4x, (93)
and so the potential function V (·) is evaluated on the identity matrix δab, which produces a
constant – a multiple of the cosmological constant. As we shall see below, one can also obtain
GR from (89) by taking a limit when the potential V (·) becomes infinitely steep in the sense
explained below. This effectively constraints Bi to be of the metric form Σa and gives rise to
GR in the way we have just observed. Yet another way to obtain GR is to simply take the
low-energy limit of the theory. As we have already mentioned, for generic potentials V (·) the
low-energy limit is given precisely by GR.
5.2 Hamiltonian analysis
The material in this subsection is along the lines of the treatment given in [26], even though
the starting point is a slightly different (but equivalent) action. In this Hamiltonian analysis
section the lower case Latin letters from the beginning of the alphabet denote spatial indices,
not internal SO(3,C) indices. We hope this will not lead to any confusion.
The formulation in terms of two-forms allows to complete the Hamiltonian analysis that
was only sketched in the previous section. Thus, we introduce a space plus time split and write
the action as (modulo an overall numerical factor):
S =
∫
dtd3x
(
ǫ˜abc(Bi0aF
i
bc +B
i
abF
i
0c)− 2V (ǫ˜abcB(i0aBj)bc)
)
. (94)
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Noting that F i0a = A˙
i
a −DaAi0, where Da is the covariant derivative with respect to the spatial
connection Aia, we see that the momentum conjugate to A
i
a is:
∂S
∂A˙ia
= ǫ˜abcBibc ≡ E˜ai. (95)
This is exactly as we have observed in the pure connection formulation of the previous section.
Written in terms of the momentum variable E˜ai the action takes the following form:
S =
∫
dtd3x
(
E˜aiA˙ia + A
i
0DaE˜
ai + ǫ˜abcBi0aF
i
bc − 2V (B(i0aE˜j)a)
)
, (96)
where we have integrated by parts in the term containing the Ai0 component of the connection.
It is clear that Ai0 is a Lagrange multiplier that imposes the Gauss constraint DaE˜
ai = 0.
Let us now discuss other constraints. If not for the last potential term our action would be
that of the so-called BF theory, which is a topological theory without any degrees of freedom.
Indeed, if not for the last term, all quantities Bi0a would be Lagrange multipliers enforcing the
constraints F iab = 0. Thus, our theory would be about flat connections and thus void of any
interesting physics. The potential term changes this by making the action depend on most
of the would-be Lagrange multipliers Bi0a in a non-linear way and thus removing most of the
gauge symmetries present in BF theory.
To see this, let us use the momentum variables E˜ai to build a spatial metric det(q)qab :=
E˜aiE˜bi. This can then be used to raise and lower the spatial indices. For instance, we can
introduced a matrix Eia inverse to E˜
ai and having moreover density weight zero. This can then
be used to expand the quantities Bi0a as:
Bi0a = M
ijEja. (97)
Now the argument of the potential function in (96) can be written as
B
(i
0aE˜
j)a =
√
det(q)M (ij). (98)
Thus, the potential function only depends on the symmetric part of the matrix M ij . Moreover,
since V (·) is a homogeneous function of degree one it only depends non-linearly on the tracefree
part of M ij , for the trace part can be pulled out. In other words, we can always decompose:
M (ij) =
Tr(M)
3
(δij +H ij), (99)
where H ij is tracefree. Then defining the lapse and shift functions N,Na and a shifted potential
via:
Tr(M)
3
:= N, M [ij] =
1
2
ǫijkEkaN
a, V (δij +H ij) := 3U(H ij) (100)
32
we can write the last two terms in (96) as
1
2
ǫ˜abcǫijkEjaE
k
dN
dF ibc +N
(
ǫ˜abcEia(δ
ij +H ij)F jbc − 6
√
det(q)U(H)
)
. (101)
We can rewrite this in terms of the momentum variable E˜ai using the following simple identities:√
det(q)Eiaǫ˜
abc = ǫijkE˜jbE˜kc, ǫijkEjaE
k
b = ǫ˜abcE˜ci, 3!det(q) = ǫijkǫ˜abcE˜aiE˜bjE˜ck. (102)
In all these formulas the density weight is explicitly indicated. After some elementary trans-
formations we get for the following lapse and shift parts of the Hamiltonian:
NaE˜biF iab +N˜
(
ǫijkE˜ajE˜bk(δil +H il)F lab − ǫijkǫ˜abcE˜aiE˜bjE˜ckU(H)
)
. (103)
It is now clear that the quantity H ij, which is just the appropriate symmetric tracefree part of
the would-be Lagrange multipliers Bi0a, is non-dynamical. It is no longer a Lagrange multiplier
it used to be in BF theory, since the potential depends on it non-trivially. However, there is still
no time derivatives of this quantity in the action, so its conjugate momentum is zero πij = 0.
Commuting the Hamiltonian with this primary constraint we get a secondary constraint:(
F
(i
abǫ
j)klE˜akE˜bl
ǫpqrǫ˜abcE˜apE˜bqE˜cr
)
tf
=
∂U
∂H ij
, (104)
where tf stands for the tracefree part of the matrix. The Poisson bracket of this constraint
with πij = 0 gives ∂
2U/∂H ij∂Hkl and if this matrix is non-degenerate, which is the case for a
generic U(·) at a generic point H ij, then the H-sector constraints are second class. This means
that the field H ij is auxiliary and needs to be eliminated. At the level of the classical theory
this is done by simply solving for H ij from (104) and substituting the resulting H ij expressed
in terms of other phase space variables into the action. This results in a Hamiltonian system
with only first class constraints, with the Hamiltonian given by:
NaE˜biF iab +N˜
(
ǫijkE˜ajE˜bkF iab + ǫ
ijkǫ˜abcE˜aiE˜bjE˜ckΛ(Ψ)
)
, (105)
where we have introduced a notation:
Ψij =
(
F
(i
abǫ
j)klE˜akE˜bl
ǫpqrǫ˜abcE˜apE˜bqE˜cr
)
tf
(106)
and Λ(·) is the Legendre transform of U(H):
Λ(Ψ) = ΨijH ij − U(H(Ψ)). (107)
Thus, the final result is the following set of constraints:
DaE˜
ai ≈ 0, F iabE˜bi ≈ 0, ǫijkE˜ajE˜bkF iab + ǫijkǫ˜abcE˜aiE˜bjE˜ckΛ(Ψ) ≈ 0. (108)
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When Λ(Ψ) = const we recognize in this the Hamiltonian formulation of GR due to Ashtekar
[29], while a non-trivial function Λ(Ψ) corresponds to a theory distinct from GR. Thus, the
Hamiltonian formulation given allows to see how the described class of theories provide defor-
mations of GR in a particularly clean way. Indeed, one can recognize in the quantity Ψij as
given by (106) the self-dual part of the Weyl curvature. Thus, at the level of the Hamiltonian
formulation the deformation is obtained by making the cosmological constant of the theory
dependent on the Weyl curvature.
It can be verified explicitly that the algebra of the constraints (108) is first class. The only
non-trivial computation is that of the Poisson bracket of the Hamiltonian constraint with itself,
and this is performed in [26]. We will only state the result. Let us introduce the smeared
Hamiltonian constraint
CN˜ =
∫
d3xN˜ (Hamiltonian). (109)
Then we get:
{CN˜1, CN˜2} = 4
∫
d3x ˜˜Q
ab
N˜˜ bF iacE˜ci, (110)
where
N˜˜ a = (∂aN˜ 1)N˜ 2 − (∂aN˜ 2)N˜ 1 (111)
and
˜˜Q
ab
=
1
2
E˜aiE˜blǫijkǫlmnmjmmkn, mij = δij +H ij(Ψ) = M (ij), (112)
where the matrix M ij has been introduced above in (97). Note that the internal SO(3,C)
indices are tacitly assumed to be contracted using the canonical metric δij , so it does not
matter whether such an index is a subscript or a superscript. Thus, the result of the Poisson
bracket of two Hamiltonian constraints is a diffeomorphism constraint, and the algebra closes.
This immediately allows us a count of the number of propagating DOF of the theory. We
see that the phase space and the character of the algebra of the constraints are unmodified as
compared to GR, so the number of DOF is unmodified as well.
According to [9] it is the metric that appears in the result for the Poisson bracket of two
Hamiltonian constraints that must be interpreted as the spatial metric. Thus, the physical
spatial metric that the theory is about is Qab, not the auxiliary metric qab constructed from the
momentum variable E˜ai. It is thus important to understand this metric better. We can rewrite
it as
˜˜Q
ab
= E˜aiE˜bjdet(m)(m−1)ij. (113)
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Thus, an important difference with the case of GR is that the physical spatial metric does no
longer coincide with the ”naive” metric build from the momentum variable, and the matrix
(m−1)ij should be used to contract the indices instead. When Λ(Ψ) = const then H ij = 0
and we are back to the case of GR. We will soon see that the metric (113) coincides with the
conformal Urbantke metric that is defined by the two-form field Bi. Thus, the Hamiltonian
analysis gives one way to identify which physical metric the theory is about. A different
procedure that leads to the same conclusion is to consider a motion of a ”small body” in this
class of theories. This has been done in [27] with the result being again that the physical metric
in which bodies move along geodesics is in the conformal class of the Urbantke metric. The
issue of the conformal factor of the physical metric is subtle, and will be discussed below.
To summarize the results of this subsection, we have performed the Hamiltonian analysis
of our theory in its formulation that uses the two-form field Bi. We have found that there
are 5 second-class constraints, absent in the pure connection formulation, but these can be
easily dealt with and the auxiliary fields they describe eliminated. So, the price to pay for the
first-order formulation is presence of second-class constraints. However, these do not appear to
be problematic.
We have not considered the question of the arising determinant of the Dirac bracket that
would need to be included in the measure if one is to quantize the theory. This determinant
is quite easy to compute and the result is given by the square root of the determinant of the
matrix of second derivatives of the potential. But we shall not dwell of these points any longer
as they are only relevant for quantum theory and can be safely ignored in this purely classical
paper.
After the elimination of the auxiliary variables one obtains a pure first-class algebra that
deforms the algebra of constraints of general relativity in Ashtekar formulation [29] in the sense
that the canonical phase space variables (Aia, E˜
ai) are no longer related in an elementary way
to the physical spatial metric that appears in the result of a commutator of two Hamiltonian
constraints. Note that the algebra itself is unmodified, and, of course, it cannot be, for the
algebra in question is just that of diffeomorphisms. What is modified as compared to GR is a
realization of this algebra in terms of a pair of canonically conjugate variables (Aia, E˜
ai), see [35]
where the same conclusion has been reached in the (equivalent) pure connection formulation.
This is how the class of theories under consideration avoids the uniqueness theorem of [9], for
the starting point of the analysis in this paper is an assumption that the spatial metric is one
of the conjugate variables. This is clearly not the case in our realization of the diffeomorphisms
algebra, see [35] for further discussion of this point.
However, one might ask a question about what happens if one decides to use the variable
Qab on our phase space as one of the canonical variables. Then one has to find the canonically
conjugate variable and express all the constraints in terms of the new conjugate pair. It is at
this step that we expect that non-locality will enter, and the Hamiltonian will not be a local
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function of the momentum conjugate to Qab. This means that the analysis of [9], which makes
an assumption about locality, is inapplicable, which explains why a different realization of the
constraint algebra is possible. It would be interesting to see all this explicitly, but we shall not
attempt such a calculation in the present paper.
We now have two – modified for our theory and the standard one for GR – different real-
izations of the constraint algebra of diffeomorphisms on the same phase space manifold. There
must exist a (presumably non-canonical) transformation relating these realizations. In section
9 we will see that this is indeed the case by exhibiting this transformation as a non-local field
redefinition at the level of the action.
5.3 Metric plus self-dual forms formulation
Now that we have understood the canonical formulation of the theory and count of the DOF
that it describes, let us continue with its formal development and exhibit several different
reformulations of it, with the aim being to get closer to an explicitly metric formulation. Some
of the formulations below may appear not very suited for any practical computations, but
it is useful to have as many different perspectives on the same theory as possible, and this
motivates the analysis below. Note that we are still at the level of working with a theory
providing deformations of complex GR, for no reality conditions have been imposed yet. These
will be dealt with in a separate section.
The logic of the following developments is to first learn how the connection Ai can be
integrated out, and then learn how to have an explicitly metric parameterization of the resulting
theory of the two-form field Bi.
Let us start with the connection. We would like to solve the “compatibility” equation:
dBi+ ǫijkAj ∧Bk = 0 for the components of the connection Ai. To do this it is very convenient
to introduce a (conformal) metric defined by Bi. Indeed, as we have already discussed in the
Introduction, a triple of two-forms Bi defines a (conformal) metric via the condition that Bi
is self-dual with respect to this metric. This is the Urbantke metric (22). We will not need
an explicit expression for it in terms of Bi, but it is important that it exists and is unique, up
to a conformal factor. Using this metric we can raise and lower the spacetime indices of the
objects. Biµν . Then a set of identities analogous to those derived for the metric two-forms Σ
a
can be obtained. A particularly useful identity is given by:
− 1
2 det(B)
ǫijkBiµνB
j
ρσB
l νσ = δklgµρ, (114)
where gµν here is the Urbantke conformal metric, and
det(B) := − 1
24
ǫijkBi νµ B
j ρ
ν B
k µ
ρ . (115)
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It can be verified explicitly that (114) is invariant under conformal rescalings of the the metric,
as it should, since only a conformal class of gµν is well-defined.
Using the introduced conformal metric we can easily solve the equation for Ai. Indeed,
using the self-duality of Biµν one rewrites the compatibility equation as:
∇νBi µν + ǫijkAjνB µν = 0, (116)
where ∇µ is the metric-compatible derivative operator that acts only on the spacetime indices,
multiplies this equation by Bi αβBlαµ, and uses (114) to get
Aiµ(B) :=
1
2 det(B)
Bi ρσBjρµ∇νBjνσ. (117)
Note that this connection is conformally-invariant and has the correct transformation properties
of an SO(3) connection. That is, when the two-form field Biµν transforms as δB
i
µν = ǫ
ijkωjBkµν
the connection transforms as: δωA
i
µ = ǫ
ijkωjAkµ − ∂µωi. A demonstration of this is a simple
exercise involving (114). Note also that our expression (117) is essentially the same as the
expression (78) obtained earlier for the metric-compatible connection. The two coincide when
the two-forms Bi are taken to be the metric two-forms Σa. A linearized version of the formula
(117) was used in [3].
We can now substitute the expression (117) for the connection into the action (89) to
obtain a second-order theory for the two-form field. Thus, using the compatibility equation,
and switching from form to index notations, we can rewrite (89) evaluated on Ai(B) as:
S[B,A(B)] = 1
2i
∫
d4x
√−g
(
−1
2
Bi µνǫijkAjµ(B)A
k
ν(B)− 2V (m)
)
, (118)
where
mij =
1
4
Bi µνBjµν . (119)
We have used the self-duality of Biµν to simplify expressions. Our conventions for the self-
duality are (Bi)∗ = iBi, where i =
√−1 is the imaginary unit, and the Hodge operator defined
by the metric is: X∗µν := (1/2)ǫ
ρσ
µν Xρσ, where ǫµνρσ is the volume form of gµν and the indices
are raised-lowered with the metric.
We can now substitute (117) into (118) and apply the identity (114) to obtain the following
sigma-model-like action:
S[g, B] = 1
2i
∫
d4x
√−g
(
1
4 det(B)
(Bi µν∇αBi αρ)(Bjρµ∇βBjβν)− 2V (m)
)
. (120)
This formulation of the theory could be taken as its definition. However, it is not the most
useful one for practical computations, for the fields Biµν and gµν on which this action depends
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are not completely independent, for Biµν being self-dual with respect to gµν varies when the
metric varies. Below we will give some alternative formulations that are more convenient.
Properties of the theory in this formulation are as follows. First, it is conformally-invariant,
i.e. invariant under the transformation gµν → Ω2gµν , with the two-form field Biµν not trans-
formed. Indeed, this must be so because we have obtained (120) from a metric independent
theory (89), and the two-form field Bi present in our original formulation determines metric
only modulo conformal transformations. This invariance is interesting to verify explicitly. To
this end one observes that the quantity ∇νBi µν appearing in the action, in view of self-duality
of Biµν , can be written as a multiple of ǫ
µνρσ∇νBiρσ, which is essentially the Hodge dual of
the 3-form ∇Bi. When written this way it is obvious that it does not matter which deriva-
tive operator is used, and one can use the metric-independent derivative operator ∂µ instead
of ∇µ. It follows that the quantity ∇νBi µν transforms under conformal transformations as
∇νBi µν → Ω−4∇νBi µν . The other quantities transform as hij → Ω−4hij, det(B)→ Ω−6det(B)
and the invariance is obvious.
Second, the theory (120) is invariant under SO(3,C) rotations of the two-form field: Biµν →
M ijBjµν , where M
ij is an orthogonal matrix MMT = 1. This can be verified using (114).
Indeed, the variation of the action under an infinitesimal SO(3,C) transformation δBiµν =
ǫijkωjBkµν takes the following form:
δωS = 1
2i
∫
d4x
√−g (∇νωi)(∇βBiβν) =
1
i
∫
d4x
√−g ωiRµνBiµν = 0, (121)
where we have integrated by parts and used the anti-symmetry of Bjβν to convert ∇[ν∇β] into
Riemann curvature which then gives the equality with RµνBiµν . The later is zero, because the
Ricci tensor Rµν is symmetric while B
i
µν is anti-symmetric.
We now give a formulation in which the basic fields are the spacetime metric and a set of
scalar fields.
5.4 Sigma-model-like formulation
A particularly inconvenient feature of the formulation (120) is that we can not freely vary with
respect to its dynamical fields, as a variation of the conformal structure induces a variation
in the self-dual forms. A formulation that is quite similar in spirit to (120) but which works
with fields that can be varied independently is obtained as follows. The two-forms Biµν that are
required to be self-dual with respect to the metric gµν can always be decomposed into a basis
of metric self-dual two-forms Σa, whose construction and properties were explained above.
Thus, for any triple Biµν we can write:
Biµν = b
i
aΣ
a
µν , (122)
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where Σaµν are as in (71), and a new type of index (lower case latin letters from the beginning of
the alphabet) has been introduced in order to distinguish between the SO(3) indices originally
present in the action (latin letters from the middle of the alphabet) and the ones that appear
when (71) are introduced. The relation (122) can be understood in more abstract terms by
introducing two SO(3,C) bundles over the spacetime, both with fibers being the Lie algebra
su(2) (complexified). We shall denote the first of these bundles as I for “internal”. This is
where the original two-forms Bi take values. The other bundle will be referred to as M for
“metric”. This is where the “metric” two-forms Σa take values. Then the quantities bia is just
a map between these two bundles:
b :M→ I (123)
We also note, for future use, the behavior of bia under conformal rescalings. With the metric
gµν at this stage being defined only modulo conformal transformations, so are the metric two-
forms Σa, which transform as Σaµν → Ω2Σaµν when gµν → Ω2gµν . For Biµν to remain invariant
the scalars bia must transform as b
i
a → Ω−2bia.
The quantities bia are nine scalars, so, after the substitution (122), the theory (120) becomes
that of metrics plus the scalars bia, and is invariant under the simultaneous rescaling gµν →
Ω2gµν , b
i
a → Ω−2bia. The action is also invariant under two independent SO(3,C) rotations
bia → M ijbja and bia → bib(N−1)ba,Σa → Nab Σb where M,N ∈ SO(3). The second of these
transformations is just the SO(3,C) freedom in choosing the forms (71).
We would like to characterize the theory arising this way in more details. To this end,
let us recall that above we have introduced an SO(3,C) connection γa on the bundle M with
respect to which the metric two-forms Σa are covariantly constant: dΣa+ ǫabcγb ∧Σc = 0. This
connection, we recall, is just the self-dual part of the Levi-Civita connection. Then, using γa
we have:
dBi = (Dbia) ∧ Σa, (124)
where Dbia = dbia + ǫ cabγbbic is the covariant derivative that acts only on the bundle M index of
the matrix bia. Taking now the Hodge dual of the above three-form and using the self-duality
of Bi we get:
∇µBiµν = (Dµbia)Σaµν . (125)
Substituting this expression into (120) we get a new formulation of our theory:
S[g, b] = − 1
2i
∫
d4x
√−g
(
1
4 det(b)
(Σa µα Σ
b ν
µ Σ
c ρ
ν Σ
d
ρβ)(b
i
cDαbia)(bjbDβbjd) + 2V (m)
)
, (126)
where now det(b) = (1/3!)ǫijkǫ
abcbiab
j
bb
k
c is the determinant of the 3 × 3 matrix bia and mij =
biab
j
bδ
ab. The product of 4 Σ-matrices in the first term can be expanded using their algebra
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(258), but the arising expression is not elegant, so we decided to keep the action in the form
given.
A useful feature of the formulation (126) is that one can vary with respect to the metric and
the scalars bia independently. The theory is still conformally invariant, so we get 9 equations
by varying with respect to the conformal metric, and 9 equations when varying with respect
to the scalars. The resulting field equations are easiest to derive by going back to the original
formulation in terms of forms and then expressing (91) in terms of the metric and the scalars bia.
The same field equations can of course be derived directly from the action, using the calculus
of variations for the metric self-dual two-forms that was developed in the previous section. We
found this formulation of the theory most suited for practical computations with it for the
purpose e.g. of finding explicit solutions.
The formulation (126) is still not the most economical, as it turns out to be possible to
eliminate some of the gauge freedom present in this formulation and write the theory in terms
of only the internal metric mab = b
i
ab
i
b. This formulation of the theory that arises is not as
elegant as (126), but is more suited for our purposes in this paper because it shows the theory
to be general relativity plus other fields. It was obtained and studied in [28]. Here we will
rederive the results of this reference keeping, however, the choice of the conformal factor for
the metric arbitrary.
5.5 Metric plus internal metric formulation
We start by noting that the map (123) is not SO(3) equivariant. However, it is convenient to
extend it to an equivariant map between bundles. To this end, we introduce certain enlarged
internal and metric bundles, for which the structure groups are GL(3). We shall denote this
enlarged bundles by I ′ and M′ respectively. Then Ai, Bi become the connection and a Lie-
algebra valued two-form on I ′ correspondingly, with an explicit index description of these
objects being:
Aij = ǫ
i
kjA
k, DX i = dX i + AijX
j, DXi = dXi − AjiXj (127)
for the connection and
Bij = ǫ
i
kjB
k (128)
for the two-form field. In these GL(3) notations the compatibility equation takes the following
form:
dBij + A
i
k ∧Bkj − Akj ∧ Bik = 0. (129)
Of course, Aij and B
i
j take values in the SO(3) subbundle I ⊂ I ′ of the GL(3) bundle I ′. We
can perform a similar procedure on the connections Aa and the two-form field Σa in M to get
a GL(3) connection Aab and a gl(3)-valued two-form field Σ
a
b.
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Now, following [28], we note that the problem of finding the Bij-compatible GL(3) connec-
tion in I ′ is the same as the problem of finding a certain Σa-compatible GL(3) connection on
M′. Indeed, if one pulls the Bij-compatible connection Aij on I ′ to a connection on M′ using
the map (122) one gets:
ωab = (b
−1)aiA
i
jb
j
b + (b
−1)ai db
i
b. (130)
where we have introduced the inverse matrix (b−1)ai satisfying:
(b−1)ai b
ja = δji , (b
−1)ai b
i
b = δ
a
b . (131)
Now it is easy to check that, for any section Xa of the “metric” bundle, the A-covariant
derivative of its b-image in the original bundle is just the b-image of the ω-covariant derivative
in the “metric” bundle:
D(biaX
a) = biaDωXa, (132)
where
DωXa = dXa + ωabXb (133)
is the covariant derivative operator for the connection ωab. This immediately implies that the
connection ωab on M′ that arises as the pull-back (130) is Σab-compatible:
DωΣab = 0. (134)
However, unlike the connection Aij on I ′ that is an SO(3) connection preserving the “trivial”
metric δij :
Dδij = 0, (135)
the connection ωab preserves
Dωmab = 0 (136)
the metric
mab = b
i
ab
j
b δij , (137)
which is just the pull-back of δij on fibers of I ′ to a metric on fibers of M′. The GL(3)
connection ωab can be explicitly determined from the conditions (134) and (136) as was done
in [28]. Let us repeat this calculation.
To find ωab let us decompose it into a part that preserves δab and the remainder:
ωab = γ
a
b + ρ
a
b, (138)
41
where the metric-compatible connection γab is such that:
DγΣa = dΣa + γab ∧ Σb = 0, Dγηab = dηab − γcaηcb − γcbηac = 0. (139)
This connection is given by γab = ǫ
a
cbγ
c, with γa given by (78). In what follows we shall omit
the subscript γ next to the symbol D, with understanding that such a symbol always means
the Σa-compatible derivative operator. From the condition that Σa is covariantly constant with
respect to the derivative defined by ωab we obtain:
ρab ∧ Σb = 0. (140)
The condition that the ω-covariant derivative preserves mab gives:
Dmab − ρcamcb − ρcbmac = 0. (141)
If we now introduce
ρab := macρ
c
b (142)
the equation (141) gives:
ρ(ab) =
1
2
Dmab. (143)
It remains to find the anti-symmetric ρ[ab] part of ρab. To this end we use the equation (140)
and write:
(ρ[ab] +
1
2
Dmab) ∧ Σb = 0. (144)
Introducing ρ[ab] = (1/2)ǫabcρc, and rewriting the resulting equation in component notations
(using the self-duality of Σa) we get:
ǫabcΣ
b µνρcν + Σ
b µνDνmab = 0. (145)
We can solve this equation in exactly the same way as we solved the compatibility equation for
the connection previously. Thus, we multiply it by ΣaαβΣdαµ and use (262) to get:
ρaµ =
1
2
ΣaαβΣbαµΣ
c
βγDγmbc. (146)
Bringing the symmetric and anti-symmetric parts together, and using some algebra of the
Σ-matrices, we can write the answer for the ρ-part of the connection as:
ρµab =
1
2
Dµmab + 1
4
ǫabc(δ
ceΣfµν + δ
cfΣeµν − δefΣcµν)Dνmef , (147)
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which agrees with [28]. It can also be checked explicitly that the corresponding connection Ai
coincides with the one obtained earlier in (117) by a different method.
We can now compute the BF-part of the action in this formalism. We have:∫
Bi ∧ F i = −1
2
∫
biaΣ
a ∧ ǫkijF jk = −
1
2
∫
biaΣ
a ∧ ǫkijbjbF bc(b−1)ck (148)
= −1
2
∫
det(b)ǫabd(m
−1)dcΣa ∧ F bc
= −1
2
∫
det(b)ǫabd(m
−1)dcΣa ∧ (F bc(γ) +Dρbc + ρbe ∧ ρec).
Here det(b) = (1/3!)ǫabcǫijkb
i
ab
j
bb
k
c . Let us now simplify the resulting expression. To this end,
let us integrate by parts in the second term in brackets. We have:
D (det(b)(m−1)dc) = Dω (det(b)(m−1)dc)− det(b)ρde(m−1)ec − det(b)ρce(m−1)de. (149)
The first term on the right-hand-side is zero since the ω-derivative preserves bia. The other two
terms combine with the last term in the brackets in (148) to give:
− 1
2
∫
det(b)ǫabd(m
−1)dcΣa ∧ F bc(γ) +
1
2
∫
det(b)ǫabcΣ
a ∧ ρbe ∧ ρcf(m−1)ef . (150)
The two terms here can be further rewritten. Thus, let us rewrite the GL(3) curvature F bc(γ)
via the SO(3) curvature: F bc = ǫ
b
ecF
e and then expand the product of two ǫ-tensors. Let us
also rewrite the second term in terms of the quantities ρab. We get:
1
2
∫
det(b)
(
δab(m−1)cdδcd − (m−1)ab
)
Σa ∧ F b + 1
2
∫
det(b−1)Σamadǫ
dbc ∧ ρbe ∧ ρcf(m−1)ef .(151)
Writing everything in component notations, and adding the potential term, we get the full
action:
iS = 1
4
∫
d4x
√
g
√
det(m)
(
δab(m−1)cdδcd − (m−1)ab
)
Σa µνF bµν (152)
+
1
2
∫
d4x
√
g
√
det(m−1)Σa µνmadǫ
dbcρµ beρν cf(m
−1)ef −
∫
d4x
√
g V (m).
The merit of this formulation is that the action is explicitly a functional of the metric (via
the Σ-forms) and a symmetric internal tensor mab (as well as its inverse). It is considerably
more involved than the actions we have encountered before. Thus, it is not the best starting
point for, say, finding explicit solutions of the theory, as it is a pain to even write down the
arising field equations. The most compact original formulation in terms of forms appears to
be more suited for explicit calculation. However, the formulation just derived will be a useful
starting point for integrating the non-propagating modes out of the theory, which we will come
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to below. Indeed, the obtained theory is of the form (11), and so the logic outlined in the
Introduction is applicable. However, we first need to discuss reality conditions, as the theory is
still complex. Another important issue that we have not yet discussed is that of the conformal
factor of the physical metric. Indeed, at this stage the metric formulations we have presented
are all conformally-invariant (even if this is not obvious from e.g. (152)), so it is not clear what
is the physical metric among all the conformally-equivalent ones.
It is quite easy to see the usual GR arise from the action (152). Indeed, one should just take
mab = δab. Then ρab = 0 and the second term is absent. The first term then gives an integral
of (1/2)ΣaµνF aµν , which is equal to (1/2)R, where R is the Ricci scalar for the metric. We thus
get the Einstein-Hilbert action (in units 8πG = 1) with the cosmological constant Λ = V (δ).
6 The physical metric
As we have seen in the previous section, the theory (89) can be viewed as that of metrics
(modulo conformal transformations) plus either 9 or 6 scalars (modulo SO(3,C) rotations).
The metric in terms of which the action was written has been introduced in a natural way
(as the metric that makes the two-forms Bi of the original formulation self-dual). But we still
have not verified that this is the metric that the theory is about. Also, the theory is invariant
under a simultaneous rescaling if the metric and the scalars. We need to understand what is
the ”physical” conformal factor that determines e.g. the metric that matter couples to. We are
still at the stage of working with a complex theory, so the question of coupling to matter is not
completely physical, but it will come so when the reality conditions are imposed.
There are (at least) two ways to arrive to a conclusion about what the ”physical” metric
is. One is by looking at the constraint algebra, where the Poisson bracket of two Hamiltonian
constraints gives the physical spatial metric (up to rescalings). We have seen that this physical
spatial metric is given by (113). Now the metric mij that appears in this formula is just a
multiple of the matrix Bi ∧ Bj, see (98). Thus, it is the same matrix mij = biabja that we
introduced when we parameterized the two-form field by metric two-forms Σa and the scalars
bia. But this immediately shows that the physical spatial metric is that constructed from the
projection of the forms Σa on the spatial slice. Thus, if we define σ˜ap = ǫ˜abcΣpbc, where p is an
SO(3,C) index, then E˜ai = bipσ˜
ap, and
˜˜Q
ab
= E˜aiE˜bjdet(m)(m−1)ij = det(m)bipb
j
qσ˜
apσ˜bq(m−1)ij = det(m)σ˜apσ˜bqδpq. (153)
In other words, the physical spatial metric is the spatial projection of the metric used to
construct Σa. The same conclusion has also been reached in [15] for the one-parameter family
of deformations of GR [14].
Another way to get the physical metric is to look at the motion of a ”small body” in the
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theory under consideration. This gives more information, because one determines not just the
(conformal) spatial metric, but the complete information about how any type of matter may be
consistently coupled to our theory. Such an analysis was performed in [27]. The main results
of this analysis are as follows. While it can be confirmed that the physical conformal metric
is that defined by Bi two-forms, and thus the one in terms of which we have written down
the actions above, the conformal factor of the physical metric cannot be fixed by considering
the pure gravity theory. Thus, only after a specific coupling to matter is given, one obtains a
preferred physical metric (along geodesics of which matter moves) in the conformal class defined
by the two-forms. In principle, the theory is consistent with matter coupling to any physical
metric in this conformal class. The information about which metric is physical is supplied by
the matter part of the action, not the gravity part.
One way to understand this is to imagine that the material action couples to the gravity
theory in question solely via the two-forms Bi. After the parameterization (122) is introduced,
the coupling is that to the metric and scalars bia, and is invariant under conformal transfor-
mations since the original Bia is invariant. Such conformally-invariant couplings of matter to
gravity with extra scalars are easy to construct, and they have been considered in the literature
on conformal gravity, see e.g. [36]. Thus, in this reference, the authors have considered the
conformal gravity theory whose action is given by the square of the Weyl tensor coupled to
conformally-invariant matter described by the following action:
SM =
∫
d4x
√−g [∂µφ∂µφ+ λφ4 − φ2R/12 + iψ¯γµ(x)∇µψ − ζφψ¯ψ] . (154)
Here λ, ζ are dimensionless parameters, φ is a scalar field (Higgs field) that transforms as
φ→ Ω−1φ, and ψ is a fermionic field describing matter. In a solution of the theory in which φ
is nowhere zero one can use the conformal freedom to put it to a constant φ = 1. After this is
done the last term in (154) becomes the usual mass term for the fermion. Thus, when φ 6= 0 it
is always possible to go to a gauge in which all matter is described in a standard way as moving
along spacetime geodesics of a certain spacetime metric. When working in this gauge, the field
equation for φ obtained by varying (154) becomes an equation for the conformal factor of the
metric.
Our case is analogous, with the additional scalar fields mab playing the role of the Higgs
field φ. Indeed, our conformally invariant action (152) for the metric and the fields mab is an
analog of the Weyl-squared action plus the first three terms of (154). Thus, it remains to insert
a certain combination of the mab fields into the matter mass terms to make them conformally
invariant, as in the last term in (154). However, since we now have not one, but a multiplet
of scalar fields, there are many combinations with right transformation properties that can be
constructed. It is convenient to parametrize such combinations with an arbitrary function of
the matrix mab that is homogeneous of degree one in its components. Thus, we introduce yet
another potential function R(m) : R(αm) = αR(m), similar to the potential V (m) we already
have in the gravity sector. This potential should be thought of as supplied by the matter part
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of the action. It has transformation properties R(m) → Ω−4R(m), and so (R(m))1/4 has the
properties of the scalar field φ in (154). Therefore, it can be inserted in the fermionic mass
term(s) in place of the usual Higgs field φ in (154).
An alternative, and easier to deal with prescription, is to introduce a potential R(m), which
is an arbitrary gauge-invariant homogeneous of order one function of the ”internal” metric mab,
which should be thought of as supplied by the matter part of the Lagrnagian, and then ”fix
the gauge” in which
R(m) = 1. (155)
This makes all the material couplings to be the standard metric ones, and also fixes the physical
metric that the theory couples to. This is the prescription that we will use below, when we
derive an effective metric action. We note that the work [28] used the prescription (155) with
R(m) = (det(m))1/3. This is convenient, for it eliminates factors of det(m) from the formulas.
But, as the analysis of [27] shows, this is not the most general prescription allowed by the
consistency of the theory.
Thus, to summarize, the question of which physical metric all matter fields couples to cannot
be decided at the level of pure gravity. Any metric from the conformal class determined by
Bi can be such a metric. The input from the material sector that is necessary to settle this
question can be parameterized by the matter sector potential R(m). The the physical metric
is selected by (155). We shall see how this prescription works below.
7 Reality conditions
Now that we have obtained several equivalent formulations of the theory providing deformations
of complex GR we would like to explain how a consistent real section can be selected. The
idea is to impose reality conditions that guarantee that the dynamical variable of the theory
is a real Lorentzian signature metric. In addition, since one is working with holomorphic
Lagrangians, one needs to choose either a real or imaginary part of the Lagrangian as the
physical real Lagrangian of the theory. The main ideas can be explained using an example of
a usual finite-dimensional dynamical system, to which we now turn.
7.1 Holomorphic Hamiltonians
Let (p, q) be complex-valued momentum and position, and H(p, q) be a Hamiltonian that we
assume depends on p, q holomorphically: ∂q¯H = ∂p¯H = 0. The ”holomorphic” Lagrangian is:
L =
∫
dt(pq˙ −H(p, q)), (156)
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where the time variable is assumed to be usual real, and the Poisson brackets are given by:
{f, g} = ∂f
∂p
∂g
∂q
− ∂f
∂q
∂g
∂p
. (157)
We can then treat this system as that with real phase space variables (p1, p2, q1, q2), where
q = qi + iq2, p = p1 + ip2, and two real ”Hamiltonians” H1,2(p1,2, q1,2) arising as H = H1 + iH2.
Expanding the Lagrangian we get: L = L1 + iL2 where
L1 =
∫
dt(p1q˙1 − p2q˙2 −H1(p1,2, q1,2)), L2 =
∫
dt(p1q˙2 + p2q˙1 −H2(p1,2, q1,2)). (158)
Thus, the holomorphic system gives rise to two real Hamiltonian systems with two different
Hamiltonians H1,2 and with Poisson brackets:
{F,G}1 = ∂F
∂p1
∂G
∂q1
− ∂F
∂q1
∂G
∂p1
− ∂F
∂p2
∂G
∂q2
+
∂F
∂q2
∂G
∂p2
(159)
and
{F,G}2 = ∂F
∂p1
∂G
∂q2
− ∂F
∂q2
∂G
∂p1
+
∂F
∂p2
∂G
∂q1
− ∂F
∂q1
∂G
∂p2
(160)
respectively. Here F,G are assumed to be real functions of phase space variables.
We can now derive a set of relations between the evolution in these two systems using the
Cauchy-Riemann equations ∂q¯H = ∂p¯H = 0. These read:
∂H1
∂p1
=
∂H2
∂p2
,
∂H1
∂p2
= −∂H2
∂p1
,
∂H1
∂q1
=
∂H2
∂q2
,
∂H1
∂q2
= −∂H2
∂q1
. (161)
Consider now a (real) observable – function on the phase space Q(p1,2, q1,2). Using the Cauchy-
Riemann equations for H we have:
{H1, Q}1 = {H2, Q}2. (162)
Thus, the time derivative of this observable with respect to the first Hamiltonian (using the first
symplectic structure) is the same as the time derivative with respect to the second Hamiltonian
(using the second symplectic structure). This means that the real and imaginary parts of our
original holomorphic Hamiltonian system describe the same dynamics and are equivalent.
Let us now consider a question of how a real Hamiltonian system can be consistently con-
structed from a given holomorphic one. For this purpose, let us assume that we are given a
holomorphic function Q(p, q) on our phase space and we would like to select a section on which
this function is real. Our holomorphic observable gives rise to two real ones Q = Q1+ iQ2, and
we are thus interested in a surface in our (p1,2, q1,2) phase space on which
Q2(p1,2, q1,2) = 0. (163)
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Since the H1,2 Hamiltonians generate equivalent evolution (if taken with their respective sym-
plectic structures), we can work at the level of e.g. the real part of our Hamiltonian system with
H1 and the Poisson bracket {·, ·}1. Then the required half-dimensional surface in our phase
space is obtained by enforcing the condition that Q2 remains zero under evolution. Thus, we
need to require:
{H1, Q2}1 = 0. (164)
We can now restrict our system to the constraint surface (163), (164) to obtain a dynamical
system whose configuration space is one-dimensional.
Thus, the idea here is analogous to what happens in a system with second-class constraints,
where these constraints are used to eliminate some non-dynamical phase space variables and
arrive at a smaller phase space. As in the second-class constraints case it is thus important
that the symplectic structure reduced to the constraint surface (163), (164) is non-degenerate.
If this is the case then we get a usual Hamiltonian system with the Hamiltonian being the
restriction of H1 to the constraint surface and serving as a generator of evolution tangential to
the surface.
Let us illustrate this procedure on some simple examples. As the first example, let us take
a ”holomorphic” harmonic oscillator with the Hamiltonian H = (1/2)p2 + (1/2)q2, or
H1 =
1
2
(p21 − p22) +
1
2
(q21 − q22), H2 = p1p2 + q1q2. (165)
Let us assume that we would like the complex configurational variable q to be real, i.e. q2 = 0.
Taking the Poisson bracket of this constraint with the first Hamiltonian we get: {H1, q2}1 = p2.
Thus, both q2 and p2 need to be set to zero and we obtain the usual real harmonic oscillator.
Note that in this example H2 becomes zero on the constraint surface, even though the evolution
it generates is the same as the real part H1 of the holomorphic Hamiltonian H .
A bit more non-trivial example is that illustrating Ashtekar’s Hamiltonian formulation of
GR, see [37], section 8. In this example the holomorphic phase space is coordinatized by
pairs (q, z), with the symplectic structure being {z, q} = i. The holomorphic Hamiltonian is
H = zq − (1/2)z2, or
H1 = z1q1 − z2q2 − (1/2)(z21 − z22), H2 = z1q2 + z2q1 − z1z2. (166)
We now wish q to be real, or q2 = 0. However, our relevant symplectic structure is now
{·, ·}2 with the Hamiltonian H1, since there is an extra factor of i in the defining symplectic
structure. Thus, we get the secondary constraint to be: {H1, q2}2 = q1 − z1. The symplectic
structure induced on the corresponding constraint surface is that {z2, q1} = 1, and the induced
Hamiltonian is: H1 = (1/2)z
2
2 + (1/2)q
2
1, which is the usual real harmonic oscillator with
momentum p = z2.
We now turn to the more non-trivial example of gravity.
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7.2 Reality conditions for gravity: Hamiltonian treatment
The case of gravity will be treated along the lines of the previous subsection. However, there
are some complications. First, as we have seen above, our gravitational system has some non-
dynamical fields and the associated second-class constraints. Second, there are also first-class
constraints that generate symmetries.
We start by formulating the theory in terms of real variables. We get two real symplectic
structures as the real and imaginary parts of the original holomorphic one. The real and
imaginary parts of the constraints give twice the number of the constrains of the holomorphic
formulation.
It is convenient to deal with the second-class constraints from the outset, as we have done
it in the complex case. We get twice the number of the holomorphic second-class constraints
(as real and imaginary parts of the later). As we have already discussed, these real second-class
constraints can be obtained from either the real or imaginary parts of the action, so there is
no loss of information if one chooses to work with say only the real part. The non-dynamical
variables can then be eliminated in exactly the same way as they were in the complex theory,
for the real constraints are just the real and imaginary parts of the holomorphic equation (104)
we were solving in the complex case. Eliminating Hab1,2 we end up with a real phase space
coordinatized by E˜ia1,2, A
i
a 1,2 (with two different symplectic structures on it), and a set of real
first-class constraints on it.
The first-class constraints arising are twice in number as compared to the complex case.
Indeed, considering e.g. the Hamiltonian constraint H = H1 + iH2, and decomposing the
lapse function N = N1 + iN2 we get: N1H1 − N2H2 as a contribution to the real part of the
Lagrangian, and N1H2 +N2H1 as that to the imaginary part. Varying with respect to N1, N2
we get H1 = 0, H2 = 0 as the constraints. The algebra of the constraints evaluated using
either real or imaginary part of the symplectic structure closes so the real constraints are still
first-class. At this stage we have a theory with 4 real propagating DOF, even though the extra
pair of DOF has the wrong sign in front of its kinetic term and is thus an unphysical ghost.
We now wish to impose the reality conditions that eliminate the unphysical pair of DOF.
The most natural condition to impose is that the physical spatial metric Qab is real. This gives
us 6 constraints Qab2 = 0. To reduce the dimension of the phase space by two we also need the
conjugate constraints that arise by requiring that the time evolution preserves Qab2 = 0. The
time ”evolution” in our completely constrained case is given by commuting the constraints Qab2
with the first-class constraints. Let us first discuss the easy Gauss and (spatial) diffeomorphism
constraints. The Gauss constraint only acts on the internal indices and so leaves the metric
Qab invariant. It is convenient though to introduce a triad σ˜ai for the spatial metric, on which
gauge-transformations act by SO(3,C) rotations, and then require this triad to be real, as is the
case in Ashtekar Hamiltonian formulation of GR. This reduces the gauge group from SO(3,C)
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to SO(3). The holomorphic diffeomorphism constraint generates infinitesimal diffeos along a
complex-valued vector field Na. If we restrict the shift function to be real, this will remove the
”imaginary” diffeos. Thus, overall, restricting the Lagrange multipliers generating the Gauss
and diffeomorphism constraints to be real, we get a real first-class constraint algebra of gauge
transformations and spatial diffeomorphisms, which preserves the condition that Qab is real.
It remains to discuss the Hamiltonian constraint. As the first step we need to require the
lapse function to be real. One can then see that the Poisson bracket (computed using say the
real part of the symplectic structure) of two smeared constraints
∫
d3xN1H1 and
∫
d3xM1H1,
where N1,M1 are real lapse functions and H1 is the real part of the Hamiltonian constraint,
is given by Qab times N1∂aM1 − M1∂aN1, which are both real, times the real part of the
diffeomorphism constraint. Indeed, this can be deduced just by taking the real part of the
complex Poisson bracket of two Hamiltonians smeared with real lapse functions. Thus, the real
algebra still closes.
Computing the Poisson bracket of H1 with Q
ab
2 we get the secondary constraints that to-
gether with Qab2 eliminate half of the phase space variables. Alternatively, since our phase space
is extended by SO(3) gauge variables, we can compute the H1 time derivative of the condition
that σ˜ai are real, which gives 9 conjugate constraints. Reducing the symplectic structure on
the constraint surface we get a real 9 + 9 dimensional phase space with a set of 1 + 3 + 3 real
first-class constraints on it, which gives us 2 real propagating DOF as the result.
An alternative, but easier to work in practice prescription is to work with the holomorhic
constraints and holomorphic symplectic structure, and then require the triad of the physical
metric to be real, as well as the time derivative of this condition to be zero. This gives 9 + 9
constraints that half the dimension of the phase space. When using this prescription it is of
course important to keep the lapse and shift functions (as well as the functions that generate the
SO(3) rotations) real. The resulting description is exactly analogous to that discussed in [37],
section 8, with the only difference being that the reality conditions on the triad now become
more complicated – it is the physical triad σ˜ai, not the phase space variable E˜ai that is now
required to be real. The rest of the treatment is the same, in that the condition that the time
derivative of the primary constraints vanishes gives secondary constraints, and the whole set is
used to eliminate half of the phase space.
The above discussion shows that it is possible to impose reality conditions on our complex
theory in a consistent way with the result being a first-class constrained Hamiltonian system
with two real propagating DOF. What is missing in our case as compared to GR in Ashtekar
formulation is an explicitly real description, an analog of Aia = Γ
i
a + iK
i
a, where K
i
a is the
extrinsic curvature. It would be very interesting to develop such a description, but an attempt
to do it in this paper would take us too far.
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7.3 Reality conditions: Action
We would now like to translate the above Hamiltonian-level prescription into one for the La-
grangian of the theory. As we saw in the previous section, the physical spatial metric, on which
we imposed our reality conditions, is just the spatial restriction of the Urbantke metric con-
structed from the two-form field. Now having required the lapse and shift functions to be real,
as well as the time derivative of the spatial metric to be real, we have required the full space-
time metric to be real. Thus, all the above reality conditions can be encoded in the condition
that the physical metric described by our theory is real. These are exactly the 9 conditions
Bi ∧ (Bj)∗ = 0 plus a condition on the conformal factor. This last condition is essentially
the ”gauge-fixing” condition (155), which uses the available conformal freedom in choosing the
metric to make it real, and then fixes this conformal ambiguity.
Thus, once our complex theory is written for the real physical metric and the non-dynamical
fields are integrated out, we get two copies of a real theory (as real and imaginary parts). As we
have seen before, even though these two copies have different symplectic structure and different
Hamiltonians, they have the same content. It is then sufficient to restrict one’s attention to
say only the real part of the arising action. This is done in (17), where the imaginary part is
taken so that the usual Einstein-Hilbert action can arise when the non-propagating scalars are
set to zero. The reason why imaginary, not real part needs to be taken here is that the wedge
product of two-forms rewritten using the self-duality of Σaµν , gives rise to a factor of i, and it is
this extra imaginary unit that leads to Im part of the action being taken.
8 Effective action
In this section we compute the effective metric action by integrating out the non-propagating
scalars present in our theory. This computation can only be done perturbatively in powers
of what can be called ”non-metricity”, which is just a collection of fields that measure the
departure of our theory from GR. Thus, our starting point is to expand the action in powers
of ”non-metricity”.
We assume that the reality conditions on the (conformal) metric are imposed, that the full
physical metric is real, and that the ”gauge-fixing” condition R(m) = 1 is imposed. We then
write the resulting (complex) action for a real metric and (complex) fields mab. This action
depends on the complex fields mab holomorphically, and an appropriate real part will later have
to be taken to obtain a real action. We will continue to denote the holomorphic action by S so
that it is clear whether the final projection to a real theory has been taken or not.
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8.1 Expansion in ”non-metricity”
In this subsection we would like to use the formulation (152) to obtain an expansion of the
action around the ”metric” point with mab = δab. We have already seen that the zeroth-order
action one gets is just the Einstein-Hilbert one, so we would like to compute the higher-order
terms. We take:
mab = δab +Hab + κδabTr(H
2) +O(H3), (167)
where Hab is a symmetric, traceless matrix, and κ is a parameter that comes from the ”gauge-
fixing” condition R(m) = 1. To see how this comes about, we note that we can always param-
eterize
R(m) =
Tr(m)
3
Um(H), mab =
Tr(m)
3
(δab +Hab), (168)
where Hab is the tracefree part of mab and Um(·) is an arbitrary function that must be thought
of as being supplied by the matter sector action. The condition R(m) = 1 then means that the
trace part of mab is the function of the tracefree part Hab: Tr(m) = 3/Um(H). The function
Um(H) starts with the term proportional to TrH
2, and this is where the parameter κ in (167)
comes from.
We would like to expand the action up to order H2 terms. We work with the holomorphic
action, and the ”non-metricity” field Hab is complex. Let us first derive the linear terms. To
this end we note that the one-forms ρab are order H , and so the second term in (152) only
contributes at the second order. Thus, to first order we only need to work out the expansion of
the first term (below we shall see that there is no contribution at order H from the potential
either). We have:
det(b) =
√
det(m) = 1− 1
4
Tr(H2) +O(H3), (169)
(m−1)ab = δab −Hab +HacHcb − κδabTr(H2) +O(H3),
and thus
det(b)
(
δab(m−1)cdδcd − (m−1)ab
)
= 2δab +Hab −HacHcb + 1− 4κ
2
δabtr(H2) +O(H3). (170)
The potential can be expanded as follows:
V (m) =
g2
2l2
Tr(H2) +
g3
3l2
Tr(H3) +O(4), (171)
where g2, g3 are numerical coefficients that can, in principle, be complex, l
2 is a length scale
(real) required to give the potential the correct (1/L2) dimension, and the reason why we have
kept the cubic term will become clear below. Note that we have set the cosmological constant
to zero for simplicity.
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The formulas above allow to expand all but the second term in (152). The expansion of
this term to its first non-trivial – second – order in H2 is as follows. As we have already noted
each ρab is order H , and so each occurrence of the metric mab and its inverse (apart from that
in ρab) may be replaced by the zeroth-order metric δab. Thus, we need to compute
1
2
∫
d4x
√
gΣaµνǫabcρµ beρν cfδ
ef , (172)
with the ρab one forms given by:
ρµab =
1
2
DµHab + 1
4
ǫabcΣ
c αβΣeαµΣ
f
βγDγHef , (173)
where we have rewritten the answer in a form convenient for computations.
There are three terms to compute. The first one is:
1
8
∫
d4x
√
gΣa µνǫabcDµHbeDνHce. (174)
We integrate by parts and use the fact that DµΣa µν = 0 to write the result as:
− 1
8
∫
d4x
√
gΣaµνǫabcHbeDµDνHce = −1
8
∫
d4x
√
gΣa µνǫabcHbe(ǫcdfF
d
µνHfe + ǫedfF
d
µνHcf),(175)
where we have used the definition of the curvature. Simple algebra gives:
− 1
8
∫
d4x
√
gΣa µνF bµν(2δ
abTr(H2)− 3HacHcb). (176)
The second term to compute is:
1
8
∫
d4x
√
gΣa µνǫabcDµHbeǫcedΣdαβΣmανΣnβγDγHmn. (177)
Integrating by parts and expanding the product of two ǫ’s we get:
− 1
8
∫
d4x
√
gΣa µνHabDµΣb αβΣmανΣnβγDγHmn. (178)
We can further simplify this term by first expanding the three Σ’s under the first derivative
operator. The result is available in (147). The term proportional to δmn gets contracted with
a traceless Hmn and gives no contribution and we get:
− 1
4
∫
d4x
√
gΣaµνHabDµΣcνρDρHbc. (179)
We can now take the first Σ under the operator of covariant derivative and expand the product
of two Σ’s using their algebra. We get:
− 1
4
∫
d4x
√
g HabDµ(−δacgµρ + ǫacdΣdµρ)DρHbc. (180)
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The second term here can again be reduced to the curvature. Overall we get for this term:
− 1
4
∫
d4x
√
g
(
(DµHab)2 + ΣaµνF bµν(2δabTr(H2)− 3HacHcb)
)
. (181)
The third term is:
1
32
∫
d4x
√
gΣa µνǫabcǫbedΣ
d αβΣmαµΣ
n
βγDγHmnǫcefΣf ρσΣpρνΣqσδDδHpq. (182)
Expanding the product of two ǫ’s we get:
1
32
∫
d4x
√
gΣa µνǫabcΣb αβΣmαµΣ
n
βγDγHmnΣc ρσΣpρνΣqσδDδHpq. (183)
We can now use the identity (262) for instance for the first three Σ’s. Let us also integrate by
parts in the result. We get:
1
16
∫
d4x
√
gΣa µνHabDµΣb αβΣmανΣnβγDγHmn, (184)
which is precisely of the same form as (178), but with a different numerical coefficient. We have
already simplified this term in (181).
We can now combine everything together and write the result for the expansion of the action
in powers of H :
S =
1
4
∫
d4x
√
gΣaµνF bµν
(
2δab +Hab + 2HacHcb − 3 + 4κ
2
δabtr(H2)
)
(185)
−1
8
∫
d4x
√
g (DµHab)2 +O(H3)
−
∫
d4x
√
g
( g2
2l2
Tr(H2) +
g3
3l2
Tr(H3) +O(H4)
)
,
where we have kept different powers of H in the ”kinetic” and ”potential” terms. The quadratic
part of this action is the already familiar to us action (37). It can already be anticipated that
the limit to GR can be obtained by taking the length scale l → 0. This makes the potential
for the ”non-metricity” fields Hab infinitely steep, and thus effectively sets them to zero, giving
GR. We will see this explicitly when we compute the effective action. Alternatively, to get GR
one can simply pass to the low energy limit E ≪ (1/l), where E is the energy of a typical
field configuration. In this limit the fields Hab are infinitely massive, and should be set to zero,
which gives GR.
8.2 Effective action
Let us now write down the equation that one obtains by varying (185) with respect to Hab. It
is convenient to introduce:
F ab := Σa µνF bµν =
1
2
Σa µνRµνρσΣ
b ρσ, (186)
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where to write the second equality we have used (279). This, in particular, shows that F ab is
a symmetric matrix. Then the equation for Hab takes the following form:(
F ab + 2F acHcb + 2HacF cb
)
tf
− (3 + 4κ)Tr(F )Hab +DµDµHab (187)
=
4g2
l2
Hab +
4g3
l2
(
HacHcb
)
tf
,
plus higher-order terms. We can now solve for Hab in terms of F ab. To first order in curvature
we get:
Hab(1) =
l2
4g2
(F ab)tf . (188)
It is thus clear that we are solving for the ”non-metricity” Hab in terms of an expansion in
the small parameter, which is the product of the length scale l2 times the typical (sectional)
curvature of our metric. In the approximation when this dimensionless quantity is small the
terms l2F are first order, and so are the terms H . This is why it was consistent to keep only
the terms of order H2 in the ”kinetic” part of the action and terms H3 in the potential part,
for the kinetic part of the action contains an additional factor of the curvature that makes it
the same order as the H3 term in the potential part.
Solving to the second order in curvature we find:
Hab(2) =
l4
4g22
(
F acF cb
(
1− g3
4g2
)
− F abTr(F )
(
1
3
− g3
6g2
+
3 + 4κ
4
))
tf
+
l4
16g22
DµDµF ab
∣∣∣
tf
.(189)
We could now also solve for the order Hab(3), but we do not need it as our aim is to obtain the
action only to third order in curvature. The corresponding Lagrangian is:
1
4
Tr
(
F (2 Id +H(1) +H(2) + 2H
2
(1) −
3 + 4κ
2
IdTr(H(1))
2)
)
(190)
−1
8
Tr(DµH(1))2 − g2
2l2
Tr(H2(1) + 2H(1)H(2))−
g3
3l2
Tr(H(1))
3.
To first order in curvature this gives (1/2)Tr(F ), which, as we already discussed, is just the
Einstein-Hilbert Lagrangian. To second order (or ”one-loop”) in curvature we have:
L(1) = 1
4
Tr(FH(1))− g2
2l2
Tr(H(1))
2 =
l2
32g2
Tr(F |tf )2. (191)
The Lagrangian to third order in curvature (two-loop) is given by:
L(2) = 1
4
Tr(F (H(2) + 2H
2
(1)))−
3 + 4κ
8
Tr(F )Tr(H(1))
2 − 1
8
Tr(DµH(1))2 (192)
−g2
l2
Tr(H(1)H(2))− g3
3l2
Tr(H(1))
3
=
l4
32g22
[(
1− g3
6g2
)
Tr(F |tf)3 − 3 + 4κ
4
Tr(F )Tr(F |tf )2 − 1
4
Tr(DµF |tf)2
]
.
55
The effective metric Lagrangian obtained is still complex, as it depends on the complex
self-dual part of the Riemann curvture. Its real part needs to be taken to obtain a real metric
theory. We shall rewrite everything in explicitly metric terms below.
8.3 Curvature computations
In this subsection we will express the curvature invariants that appeared above in the usual
spacetime index notations.
Let us start with the invariant that appears at ”one-loop” level Tr(F |tf)2. Note that the
tracefree part of the matrix F ab given by (186) is just the self-dual part of the Weyl curvature
tensor that is unconstrained by the Einstein equations. We now use the relation (186) to the
usual Riemann curvature to compute the invariant of interest. We have:
Tr(F |tf)2 = Tr(F (F − (1/3)IdTr(F ))) = TrF 2 − 1
3
(TrF )2. (193)
Recall now, see (278), that Tr(F ) = R, the Ricci scalar. The other quantity can be computed
using (260). We have:
TrF 2 = 4P+γδµνRµνρσP
+ ρσαβRαβγδ = (194)
RµνρσRµνρσ +
1
i
Rµν ρσǫ
ρσαβRαβµν − 1
4
ǫγδµνRµνρσǫ
ρσαβRαβγδ.
Expanding the product of two ǫ’s we get:
ǫγδµνRµνρσǫ
ρσαβRαβγδ = −4RµνρσRµνρσ + 16RµνRµν − 4R2, (195)
and so overall
TrF 2 = 2RµνρσRµνρσ − 4RµνRµν +R2 + 1
i
Rµν ρσǫ
ρσαβRαβµν . (196)
We now note that the quantity Rαβγδǫ
γδµνRµνρσǫ
ρσαβ is a total derivative. So, modulo a
total derivative we can trade the invariant RµνρσRµνρσ for other curvature invariants. Thus,
from (195) it follows that modulo a topological term:
RµνρσRµνρσ ≈ 4RµνRµν − R2. (197)
The quantity Rµν ρσǫ
ρσαβRαβµν , which the imaginary part of TrF
2 is proportional to, is also a
total derivative. Using this, we can finally write our answer for the ”one-loop” term (modulo a
surface term):
Tr(F |tf)2 ≈ 4RµνRµν − 4
3
R2. (198)
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Thus, assuming that the length parameter l is real, we get for our effective metric action at
order l2:
L(1) = l
2
8Re(g2)
(RµνRµν − 1
3
R2). (199)
At ”two-loop” order we need to compute two terms. One of them is:
Tr(F |tf )3 = Tr((F − (1/3)IdTr(F ))(F − (1/3)IdTr(F ))(F − (1/3)IdTr(F ))) (200)
= TrF 3 − TrF 2Tr(F ) + 2
9
(Tr(F ))3.
We thus need to compute:
TrF 3 = 8P+ γδµνRµνρσP
+ ρσαβRαβηξP
+ ηξλτRλτγδ (201)
= Rγδ ρσR
ρσ
αβR
αβ
γδ +
3
2i
ǫγδ µνR
µν
ρσR
ρσ
αβR
αβ
γδ −
3
4
Rγδ ρσǫ
ρσαβRαβηξǫ
ηξλτRλτγδ
− 1
8i
ǫγδµνRµνρσǫ
ρσαβRαβηξǫ
ηξλτRλτγδ.
The product of two ǫ’s in the third and fourth terms can be expanded. We have:
ǫρσαβRαβηξǫ
ηξλτRλτγδ = −4
(
RρσαβRαβγδ + 4R
α[ρR
σ]
αγδ +RR
ρσ
γδ
)
. (202)
Thus, overall,
TrF 3 = 4Rγδ ρσR
ρσ
αβR
αβ
γδ − 12RγδρσR αρ Rασγδ + 3RRρσγδRρσγδ (203)
+2iǫγδ µνR
µν
ρσR
ρσ
αβR
αβ
γδ − 2iǫγδ µνRµν ρσR αρ Rασγδ +
1
2i
Rǫγδ µνR
µν
ρσR
ρσ
γδ,
and
Tr(F |tf)3 = 4Rγδ ρσRρσ αβRαβ γδ − 12RγδρσR αρ Rασγδ +RRρσγδRρσγδ + 4RRµνRµν −
7
9
R3 (204)
+2iǫγδ µνR
µν
ρσR
ρσ
αβR
αβ
γδ − 2iǫγδ µνRµν ρσR αρ Rασγδ −
1
2i
Rǫγδ µνR
µν
ρσR
ρσ
γδ,
This contains a non-trivial imaginary part, which is odd under orientation reversal.
We can also compute the other invariant. To this end we extend the Σa-compatible derivative
operator D into one D˜ that acts on both the internal and spacetime indices and such that
D˜µΣaρσ = 0. Since its action on quantities without spacetime indices is the same as that of D,
we can freely replace D by D˜ in Tr(DµF
∣∣∣
tf
)2. We can then rewrite F ab as in (186) and then
pull the Σa matrices out of the derivative operators. These then act only on spacetime indices,
where their action is that of the metric-compatible ones. Thus, we get:
Tr(DµF
∣∣∣
tf
)2 = 4P+ γδµν∇τRµνρσP+ ρσαβ∇τRαβγδ − 1
3
∇µR∇µR. (205)
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This has essentially been computed in (196), so the result is:
Tr(∇µF
∣∣∣
tf
)2 = 2∇τRµνρσ∇τRµνρσ − 4∇τRµν∇τRµν + 2
3
∇µR∇µR (206)
+
1
i
∇τRµν ρσǫρσαβ∇τRαβµν .
We can now use the Lichnorowicz identity that says that modulo a surface term
2∇τRµνρσ∇τRµνρσ ≈ −Rγδ ρσRρσ αβRαβγδ (207)
to put the quantity in question into the form (Riemann)3 plus terms that vanish on shell.
Ignoring the terms containing Rµν and R that vanish on-shell, taking the real part of the
action, and assuming for simplicity that g2, g3 are real, we get the following order l
4 effective
action:
L(2) = l
4
32g22
(
4(1− g3
6g2
) +
1
4
)
Rγδ ρσR
ρσ
αβR
αβ
γδ. (208)
If either of the constants g2, g3 is complex, then the action also picks up the parity-odd terms
containing the ǫ-tensor. This finishes our demonstration of the fact that the (Riemann)3 term
is contained in our effective metric theory. Note that, as we have expected, all the corrections
to GR come with an appropriate power of the length scale l in front. Thus, the limit to GR is
obtained by taking this length scale to zero, which corresponds to the original potential V (·)
being infinitely steep, or, equivalently, by considering the low-energy limit of the theory.
9 Field redefinitions
In this section we would like to show that the higher-derivative effective metric Lagrangian
obtained above can be brought into the standard EH form by a certain redefinition of the
metric field. We do this in two steps. First, recall that the higher-derivative metric action
was obtained from a BF-type theory with extra scalars by integrating out the scalars. So,
we go back to the formulation with extra scalars and study some available field redefinitions
at the BF-level. After the scalars are integrated out the BF-level transformation becomes a
field redefinition that acts on spacetime metrics, and we compute it using perturbation theory
around Minkowski background.
9.1 Topological shift symmetry
The availability of the field redefinition that makes a class of metric theories with two propagat-
ing DOF possible has its origins in the fact that GR in Pleban´ski formulation takes the form of
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BF theory, and the BF term has the ”topological” symmetry Bi → Bi+ dAηi. This underlying
reason for the field redefinition mapping our theory into GR has been identified already in [28].
However, this reference only treated the linearized theory. We extend this result to the full
non-linear theory. As before, we first deal with the complex theory, and later take the real
projection.
The topological symmetry of the BF term makes two different parameterizations of the
two-form field possible. One parameterization is the already discussed Bi = biaΣ
a, where Σa
are the metric two-forms in the conformal class defined by Bi, and bia are the non-propagating
scalars that we have learned how to integrate out. The other parameterization arises by looking
for ηi such that
Bi = Σ˜i + dγ˜η
i, (209)
where Σ˜i are some other metric two-forms, γ˜i are the associated metric-compatible SO(3,C)-
connection one-forms, and ηi is some one-form valued in the Lie algebra. As we shall see, the
representation (209) is possible for any Bi, but is not unique, for one can always perform a
diffeomorphism on Σ˜i and correct its effect by changing ηi without changing Bi. However,
modulo diffeomorphisms, the split is unique, at least in the Riemannian signature when the
associated differential equation is elliptic. Thus, at least in the Riemannian signature, given
any two-form field Bi, there exists a unique (modulo diffeomorphisms) metric g˜ such that the
corresponding metric two-forms Σ˜i can be obtained from Bi by shifting it with a derivative
of a Lie-algebra valued one-form. In the case of Lorentzian signature that is of more physical
significance we will be able to find a unique formal solution that involves a 1/ operator.
Before we discuss this statement further, let us note that, unlike the process that we have
used to deduce a conformal metric from Bi (looking at the subspace in the space of two-forms
spanned by Bi), the representation (209) allows us to deduce not just a conformal class, but a
full metric. Note also that the metric g˜ that appears via (209) from Bi is, in general, different
from the one whose conformal class is deduced directly from Bi. Thus, a general Bi can be said
to carry information about two different metrics, or rather about a natural conformal metric
arising via Bi = biaΣ
a and a natural metric arising via (209).
To convince oneself that there is enough parameters in ηi to achieve the decomposition
(209), let us recall that a general Bi is characterized by 18 parameters, of which, however,
only 15 are ”physical”, with 3 others being SO(3)-gauge. We would like to see how 5 of these
parameters can be ”killed” to obtain a metric two-form via a shift (209). Let us see how many
parameters are there at our disposal. We have a Lie-algebra-valued one-form field, which has
12 components. However, 3 of these correspond to a gauge freedom in choosing ηi. Indeed,
ηi → ηi+Dγ˜φi affects Dγ˜ηi only by shifting it with a two-form ǫijkF j(γ˜)φk proportional to the
curvature of γ˜. This is zero for a flat γ˜ and is thus invisible at least in the lowest order of a
perturbative expansion around a flat background. Thus, there is only 9 ”physical” parameters
in ηi. However, 4 more of them correspond to the possibility of performing diffeomorphisms on
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Σ˜i and shifting ηi at the same time (below we shall see how this is described in details). Thus,
only 5 parameters of ηi correspond to those that really change the two-form field, and this is
exactly enough to kill all 5 ”non-metric” components of a general two-form field Bi. Below we
shall see all this in details in perturbation theory.
Let us give a more detailed treatment of the problem of finding a decomposition (209) for
a given Bi. This is a problem of finding simultaneously a metric g˜µν as well as a Lie-algebra-
valued one-form ηi so that (209) holds. The fact that Σ˜i is metric implies that the following 5
differential equations on ηi:
(Bi −Dγ˜ηi) ∧ (Bj −Dγ˜ηj) ∼ δij . (210)
These must be supplemented with some gauge-fixing conditions on ηi. Convenient conditions
fixing the diffeomorphism freedom can be taken to be:
ǫijkΣ˜j µνDγ˜ µη
k
ν = 0, and Σ˜
i µνDγ˜ µη
i
ν = 0. (211)
A condition that fixes the ”gauge” freedom in choosing ηi can be taken to be:
∇˜µηiµ = 0. (212)
Here ∇˜µ is the covariant derivative operator Dµγ˜ extended to act not just on internal, but also
on the spacetime indices and preserve the metric g˜µν . Note that the conditions (211) can be
written using ∇˜µ instead of Dµγ˜ .
It is obvious that (212) fixes the ηi → ηi + Dγ˜φi freedom, while to convince oneself that
(211) are good gauge-fixing conditions for the diffeomorphisms it is enough to note that these
act on Σ˜i by shifting it with Dγ˜ιξΣ˜
i, where ιξ is the interior multiplication with a vector field
ξ. One can then see that the gauge (211) can indeed be achieved by finding a diffeomorphism
generated by a vector field with given Σ˜i µνDγ˜ µξν as well as Dγ˜ µξµ.
Equations (210), together with the gauge-fixing conditions (211), (212) give 5+4+3 equa-
tions for 12 unknowns ηi. To convince oneself that the can be solved let us describe a procedure
that works at least perturbatively. As the first step, let us multiply the relation (209) by Σ˜j µν
and use the fact that Σ˜i is metric and so Σ˜j µνΣ˜iµν = 4δ
ij. According to our gauge-fixing condi-
tions (211) the ij-matrix Σ˜j µνDγ˜ µη
i
ν is symmetric and traceless. According to (209) it is equal
to
2Σ˜j µνDγ˜ µη
i
ν = Σ˜
j µνBiµν +
1
2
ǫijkǫklmΣ˜l µνBmµν −
1
3
δijΣ˜k µνBkµν ≡ 2X ij. (213)
Let us multiply this equation by Σ˜j ρσ and then apply the operator Dγ˜ ρ to both parts. In order
to be able to raise and lower spacetime indices under the covariant derivative it is convenient
to extend the operator Dγ˜ to ∇˜. On the left we get:
8∇˜ρP˜+ ρσµν∇˜µηiν = 2∇˜ρ∇˜ρηiσ − 2∇˜ρ∇˜σηiρ + (2/i)ǫρσµν∇˜ρ∇˜µηiν . (214)
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Using (212) we can replace:
∇˜ρ∇˜σηiρ = (∇˜ρ∇˜σ − ∇˜σ∇˜ρ)ηiρ = −ǫijkF˜ j ρσ ηkρ + R˜ ρσ ηiρ, (215)
where F˜ i is the curvature of γ˜i and R˜µν is the Ricci tensor of g˜µν . Similarly,
ǫρσµν∇˜ρ∇˜µηiν =
1
2
ǫijkǫρσµν F˜ jρµη
k
ν . (216)
Combining things together we get the sought differential equation for ηi:
∆ηiµ = Σ˜
j
µρ∇˜ρX ij, (217)
where the ”Laplacian” ∆ is defined as:
∆ηiµ := −∇˜ρ∇˜ρηiµ − 2ǫijkP˜− ραβµ F˜ jαβηkρ + R˜ ρµ ηiρ, (218)
and the traceless, symmetric matrix X ij is as in (213). The first and last terms in this second-
order differential operator are exactly as in the Lichnerowicz Laplacian on one-forms, so it is an
extension of this Laplacian to Lie-algebra-valued one-forms. Note that for an Einstein metric
g˜ the curvature of γ˜ is self-dual, so the projection in the second term is zero. The Ricci tensor
is then proportional to the scalar curvature R˜µν = gµνR˜/4, and so the non-derivative terms in
the Riemannian signature Einstein case are positive on manifolds of positive scalar curvature.
Thus, there are no non-trivial solutions to ∆ηiµ = 0 on compact Riemannian signature Einstein
manifolds of non-negative scalar curvature. This implies that if a solution to (217) exists,
then it is unique in this case. For general metrics g˜µν the question of uniqueness has to be
investigated separately.
One now has to solve for ηia given B
i. The complication lies in the fact that the metric
g˜µν which is used to write the equation (217) is itself unknown, and is determined via (209)
only after ηiµ is found. This complicated prescription makes it not obvious that a solution to
this problem exists. However, below we shall see that at least a perturbative solution (when
all quantities are expanded around the Minkowski spacetime background) does exist. In the
Riemannian signature case the problem reduces to an elliptic equation of which there is a
unique solution, order by order in perturbation. In the Lorentzian case we will find a formal
solution that involves an inverse of the  operator. Let us now postpone the problem of finding
a solution to (209) and see what the availability of such a shift implies about our theory.
9.2 Effect on the action
Now with the representation (209) being available, we can see what it implies about the action
of our theory. Recall that this has two terms: One is just the usual BF-term, while the other is
the potential term for the B-field. Substituting (209) into the first term and using the fact that
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it is invariant under the shift symmetry, we get back the BF-term but this time for a metric
two-form Σ˜i. However, this is just the Einstein-Hilbert action for the corresponding metric, as
we have seen above.
It remains to see what happens with the other, potential term. Of course, the potential
term is not invariant under the shift symmetry, and this is why there are propagating degrees
of freedom in this theory. So, if we substitute (209) into the potential term, we get a very
complicated functional involving all powers of the derivatives of ηaµ, which is very hard to deal
with. Thus, it is probably not a very good idea to treat ηaµ as a fundamental field in the action.
However, there is another possibility. Indeed, as we shall explicitly see below, the field ηaµ in
(209) carries precisely the same information as the ”non-metric” part of the B-field. Thus,
we can keep describing this non-metric part as we did before, using the scalars bia, and only
change the variables for the metric part, describing it not with some metric in the conformal
class of Bi, but with the metric that appears in (209). In other words, the following mixed
parameterization of the B-field is possible:
Bi = (Σ˜i, bia), (219)
where Σ˜i is as introduced via (209) and bia is as before appears in:
Bi = biaΣ
a, (220)
where we in addition impose the condition that the volume forms of the metrics g, g˜ are the
same:
Σa ∧ Σa = Σ˜i ∧ Σ˜i. (221)
This is always possible using the conformal freedom in the choice of the metric g. Note that
(221) fixes a metric in the conformal class defined by Bi uniquely, and that this metric is, in
general, distinct from the one fixed by the condition (155).
It is then clear that in the mixed parameterization (219) the action of the theory as a
functional of the metric g˜ and the scalars bia has the following simple form:
S[g˜µν , b
i
a] =
∫
d4x
√
−g˜
(
1
2
R˜− V (mij)
)
, (222)
where g˜ is the determinant of the metric g˜µν , R˜ is its Ricci scalar, m
ij = biab
j
a, and V (·) is the
homogeneous order one potential function. The action (222) now has a form of the Einstein-
Hilbert action plus a potential term for the non-propagating scalars mij . Their field equations
set them to sit at the minimum of their potential, and the value of this minimum becomes the
cosmological constant of the usual Einstein general relativity for the metric g˜µν . This discussion
establishes that there exists a field parameterization in which our theory is the usual (complex)
general relativity. The only subtlety here is the fact that the gauge-fixing condition (155) that
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selects the ”physical” metric from a given conformal class is in general not the same as the
condition (221) used above. Thus, in general, before a transformation to the form (222) can be
applied, one first has to apply to the metric gµν a conformal transformation.
At the same time, as we have seen previously, in a different field parameterization, namely
that in terms of the metric gµν and the scalars b
i
a (or mab), the resulting metric theory is quite
non-trivial, containing an infinite number of higher curvature invariants of the type familiar
from the studies of renormalization in perturbative GR.We thus arrive at our central conclusion:
there exists a field redefinition gµν → g˜µν of the metric tensor that maps an infinite expansion
in curvature invariants of the metric gµν into the usual Einstein-Hilbert action for the metric
g˜µν . This field redefinition is the composition of a conformal transformation that makes (221)
satisfied, and then the topological shift symmetry discussed above. The central point is that
this field redefinition is, in general, non-local, for its determination involves, at the BF-level, a
solution of the differential equation (209) for the ηiµ field. It is now our goal to see how all this
works explicitly in first orders of the perturbation theory.
9.3 First-order treatment: BF-level
To first order in perturbations, a two-form field Bi can be described as the Minkowski spacetime
two-form field background δiaΣa0 µν plus a perturbation that can be decomposed into a metric
and a non-metric part:
δiaδ(1)Biµν =M
(1) abΣb0µν + Σ
a ρ
0 [µ g˙ν]ρ. (223)
Here g˙µν is a perturbation of the metric described by the two-form field, and M
(1) ab is a per-
turbation of the non-metric part. Since the anti-symmetric part of the matrix M (1) ab describes
a perturbation that is a pure gauge, it is convenient to gauge-fix this SO(3) freedom from the
beginning by setting M (1) ab = M (1) (ab). There is also the conformal freedom ambiguity in (223)
for the change in the conformal factor of the metric is described by the trace part g˙µν ∼ ηµν ,
and this has the same form as the first non-metric term in (223). We can gauge-fix this freedom
by choosing the trace part baµν ∼ Σa0µν , where we have denoted δiaδ(1)Biµν ≡ baµν , to correspond
to a conformal transformation of the metric and not to a change in the non-metric part. In
other words, we gauge-fix this freedom by setting the trace part of M (1) ab to zero. With these
choices we have parametrized a perturbation baµν by 5 scalars M
(1) ab,Tr(M (1)) = 0, as well as
10 components of the metric perturbation g˙µν , which overall gives us 15 scalars, as it should.
We would now like to solve the equation (217) for ηaµ to first order in perturbations. To
first order the relevant Laplacian is simply −, and all the terms apart from the first on the
right-hand-side of (217) are zero. We immediately get:
η(1) aµ =
2

∂ρM (1) abΣb0 ρµ, (224)
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where  = ∂µ∂µ. It is easy to verify that (224) satisfies all gauge-fixing conditions (211), (212)
to first order.
Let us now find the corresponding relation between the two metric perturbations ˙˜gµν and
g˙µν . Extracting the metric part of the two-form dη
a (and taking into account that there is no
trace part), we have:
Σa ρ0 µ(∂ρη
(1) a
ν − ∂νη(1) aρ ) = g˙µν − ˙˜gµν , (225)
Substituting (224), and using the fact that M (1) ab is symmetric and traceless we get:
g˙µν − ˙˜gµν =
2

Σa ρ0 µ∂ρΣ
b σ
0 ν∂σM
(1) ab ≡ 2

∂aµ∂
b
νM
(1) ab, (226)
where we have introduced a notation:
∂aµ = Σ
a ν
0 µ∂ν . (227)
This solves the problem of finding a relation between the metric perturbations in two different
parameterizations of the two-form field perturbation. The relation (226) has already been noted
in [28]. In this reference it was shown that this is the field redefinition that maps the quadratic
part of the action into the usual EH form (plus a potential for the M (1) ab-matrix), and was
noted that this field redefinition is related to the topological shift symmetry Bi → Bi +DAηi
of the BF part of the action, but no explicit derivation was given. The above discussion fills
this gap. Note that the formula (226) we have obtained is precisely the one we have previously
encountered in the section on degenerate Lagrangians, see (40).
9.4 First-order treatment: Metric level
We would now like to see what the transformation (226) becomes at the metric level, after the
scalars Mab have been solved for in terms of the metric. We have done it to a large extent in
section 2, but here we repeat the derivative in the current notations.
We have obtained a solution for Mab to first order in curvature in (188). At this order the
matrix 2M (1) ab = H(1) ab = (l2/4g2)(F
ab)tf . We then have:
ΣaµνΣb ρσ2Mab =
l2
g2
(
2P+µναβRαβγδP
+ γδρσ − R
3
P+µνρσ
)
, (228)
where we have used (186) and (260). Expanding the projectors we get:
Σa µνΣb ρσ2Mab =
l2
g2
(
Cµνρσ +
1
4i
ǫµναβR ρσαβ +
1
4i
Rµναβǫ ρσαβ −
R
12i
ǫµνρσ
)
, (229)
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where
Cµνρσ = Rµνρσ − gµ[ρRσ]ν + gν[ρRσ]µ + R
3
gµ[ρgσ]ν (230)
is the Weyl tensor. Applying ∂ρ∂σ to (229) we see that the imaginary terms drop out due to
the Bianchi identity ǫµναβ∇νRαβρσ = 0 and we have:
g˙µν − ˙˜gµν =
l2
g2
1

∂ρ∂σC(1)µρνσ. (231)
Here C
(1)
µνρσ is the Weul tensor to first order in the metric perturbation g˙µν . We have already
computed the quantity on the right-hand-side in section 2, see formula (53). Thus, we get:
g˙µν − ˙˜gµν =
l2
2g2
(
R(1)µν −
1
6
ηµνR
(1)
)
− l
2
6g2
∂µ∂ν
1

R(1). (232)
Thus, the  operator has cancelled in all but the last term. However, it is clear that the last
term is a diffeomorphism, even though non-local, and is of no importance. The interesting part
at this first order is given by the first term, which we see to be local. However, this is not at all
surprising, for it is well-known that the counterterms at one-loop level are removable by a local
redefinition of the metric variable. It is also easy to see that what we have found for this local
field redefinition is precisely what we would obtain for the one-loop action (191) with (198) via
the usual argument. Indeed, we have:
L(1) = l
2
8g2
(
RµνRµν − 1
3
R2
)
=
1
2
(
Rµν − 1
2
gµνR
)
l2
4g2
(
Rµν − 1
6
ηµνR
)
. (233)
The first quantity on the right-hand-side is the variation of the Einstein-Hilbert action, while
the second is precisely the local part of (232). Thus, we get full agreement at the one-loop level,
with the standard local field redefinition that is used in this context to remove the one-loop
counterterms being interpreted as a particular case of the field redefinition (209) that has its
origin in the topological shift symmetry of BF theory.
9.5 Second-order treatment: BF-level
Here we would like to extend the above analysis to the next order in perturbation theory. To
this end we have to expand the equation (217) to second order in the perturbations. Recall
that we are trying to relate two different parameterizations of a general two-form field. In one
of them one is representing the field Bi as a metric two-form field Σ˜i for some metric g˜µν plus
the covariant derivative (with respect to the Σ˜-compatible connection) of a Lie-algebra-valued
one-form. In another Bi is represented as a set of metric two-forms Σa for a metric gµν in the
conformal class defined by Bi ”twisted” by a GL(3) matrix bia. Now each of these quantities
must be expanded till second order in perturbations.
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Let us first describe an expansion for the metric two-forms. We have seen that to first
order the perturbation of a metric two-form is given by Σa ρ0 [µ g˙ν]ρ, where g˙µν is the metric
perturbation. The trace part of the metric perturbation gives rise to a self-dual two-form
perturbation proportional to Σa0µν , while the tracefree part of g˙µν gives rise to an anti-self-dual
two-form perturbation. Let us describe what happens to second order in g˙µν . In order for
Σaµν = Σ
a
0µν + Σ
a ρ
0 [µ g˙ν]ρ + δ
(2)Σaµν + . . . , (234)
where δ(2)Σaµν is the second-order perturbation, to remain a metric two-form it must satisfy the
metricity equation:
ǫµνρσ(Σa0 µν + Σ
a α
0 [µ g˙ν]α + δ
(2)Σaµν)(Σ
b
0 ρσ + Σ
b β
0 [ρ g˙σ]β + δ
(2)Σbρσ) ∼ δab. (235)
To first order, using the self-duality of the background we have on the left-hand-side:
4iΣ
(a µν
0 Σ
b) α
0 µ g˙να = 4iδ
abηαβ g˙αβ, (236)
so the metricity holds. To second order the left-hand-side of (235) gives:
4iΣ
(a µν
0 δ
(2)Σb)µν + ǫ
µνρσΣa α0µ g˙ναΣ
b β
0 ρ g˙σβ . (237)
We can now rewrite the second term as ǫµνρσΣ
a [α
0 [µ Σ
b β]
0 ρ] g˙ναg˙σβ and use (263) to rewrite (237) as
4iΣ
(a µν
0 δ
(2)Σb)µν − i
(
Σ
(a νσ
0 Σ
b)αβ
0 + 2δ
abηα[νησ]β
)
g˙ναg˙σβ . (238)
The last term is proportional to δab, so overall we get the following equation:
4Σ
(a µν
0 δ
(2)Σb)µν
∣∣∣
tf
= Σ
(a νσ
0 Σ
b)αβ
0 g˙ναg˙σβ
∣∣∣
tf
, (239)
where, as before, tf stands for the tracefree parts. This is an equation for the tracefree sym-
metric part of the matrix X(2) ab of coefficients in the decomposition δ(2)Σaµν = X
(2) abΣb0 µν +
Y (2) abΣ¯b0 µν . The equation we obtained leaves unconstrained the anti-symmetric and trace parts
of X(2) ab, as well as the matrix Y (2) ab of anti-self-dual coefficients. This is as expected, for the
anti-symmetric part of the self-dual matrix X(2) ab is pure gauge, while the trace part and the
anti-self-dual matrix Y (2) ab describe the metric part of the perturbation and cannot be con-
strained by the requirement of metricity. Allowing for a convenient trace part, which at second
order of the perturbation is at our disposal, and fixing the anti-symmetric self-dual and anti-
self-dual parts to be absent, we can finally write a convenient expression for the second-order
perturbation of the metric two-forms:
δ(2)Σaµν =
1
4
Σa ρσ0 g˙ραg˙σβP
+αβ
µν . (240)
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We will also need an expression for the metric two-forms with both indices raised. This can
be computed using Σaµν = gµαgνβΣαβ and expanding g
µν = ηµν − g˙µν + g˙µρg˙ρν. After some
algebra we get an expression to second order:
Σaµν = Σa µν0 − Σa [µ|ρ|0 g˙ν]ρ +
1
4
Σaαβ0 P
+µνρσg˙αρg˙βσ + Σ
a [µ
0 αg˙
αβg˙
ν]
β + . . . . (241)
Let us now discuss the second-order perturbation of the GL(3) matrix bia. We have:
bia = δ
ib(δab +M
(1)
ab +M
(2)
ab + . . .), (242)
where at first order we have fixed the matrixM
(1)
ab to be symmetric and tracefree. A convenient
choice of the second-order perturbation is:
M
(2)
ab = M˜
(2)
ab −
1
2
M (1)ac M
(1)
cb + 2κδabTr(M
(1))2, (243)
where M˜ (2) ab is symmetric and tracefree, κ is a parameter that determines which precisely
metric in the conformal class of Bi one is using in the representation Bi = biaΣ
a. Note that
at this stage we have not yet imposed the condition (221). We will take care of it later by an
appropriate conformal transformation. The choice of the second term in (243) is motivated by
the fact that the internal metric mab in this case has the expansion:
mab = b
i
ab
i
b = δab + 2M
(1)
ab + 2M˜
(2)
ab + 4κδabTr(M
(1))2, (244)
and so its tracefree part on which the potential function depends is just Hab = H
(1)
ab +H
(2)
ab + . . .,
with H
(1)
ab = 2M
(1)
ab and H
(2)
ab = 2M˜
(2)
ab . The expansion is then the same as we have used above,
see (167).
Collecting (234) with (240) and (242) with (243) we can write an expression for Bi = biaΣ
a
to second order:
δiaBi = Σa0µν +M
(1) abΣb0µν + Σ
a ρ
0 [µ g˙ν]ρ (245)
+M (2) abΣb0µν +
1
4
Σa ρσ0 g˙ραg˙σβP
+αβ
µν +M
(1) abΣb ρ0 [µ g˙ν]ρ.
The second line here contains terms of the second order in the perturbations. We note that the
first two terms in the second line are self-dual (with respect to the background metric), while
only the last term is anti-self-dual.
We can now expand the equation (217) to second order. Let us first work out the right-
hand-side. To this end, we need to expand 2Xab = Σ˜a µνBbµν to second order and extract the
symmetric tracefree part of this matrix. The first of the quantities is given in (241), where one
has to put ˙˜gµν everywhere. The second is given in (245). To second order the result is:
Xab = 2M (1) ab + 2M (2) ab
∣∣∣
tf
+
1
2
M (1) ab(g˙ − ˙˜g) + 1
8
Σaµν0 Σ
b ρσ
0 (g˙µρ − ˙˜gµρ)(g˙νσ − ˙˜gνσ)
∣∣∣
tf
. (246)
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We can now express this in terms of M (1),M (2) only since we have, to first order
g˙µν − ˙˜gµν =
2

∂aµ∂
b
νM
(1) ab. (247)
The trace part of this expression vanishes, so there is no third term in (246). Thus, we get:
Xab = 2M (1) ab + 2M˜ (2) ab +
1
2
(
Σa µν0 Σ
b ρσ
0
1

∂cµ∂
d
ρM
(1) cd 1

∂eν∂
f
σM
(1) ef − 2M (1) acM (1) cb
)
tf
(248)
We should now also expand (217) to second order in perturbations. Equating the second-
order terms we get:
η(2) aµ =
2

∂ρ
(
M (2) ab − 1
2
M (1) acM (1) cb
)
tf
Σb0 ρµ + . . . , (249)
where the dots denote contributions involving other first-order terms. However, we do not need
to compute these. Indeed, the contribution from Xab that contains f˙µν − ˙˜gµν , as we already
know, see (232), depends only on Rµν and R that vanish on shell. Thus, we are not interested
in this contribution. The second-order contributions that come by expanding the Laplacian
in (217) are all proportional to l2, and are not interesting since our aim is to find terms that
cancel the l4 terms (192).
We can now repeat the same steps as in the one-loop case to find that the metric redefinition
is given by:
g˙(2)µν − ˙˜g
(2)
µν =
2

∂aµ∂
b
ν
(
M (2) ab − 1
2
M (1) acM (1) cb
)
tf
+ . . . , (250)
where the dots again stand for either on-shell vanishing or l2 order terms. Note that g˙
(2)
µν is in
fact zero at the second order considered, but we kept it in the formula to make it look similar
to (226).
9.6 Second-order treatment: Metric level
We can now substitute into (250) the solution (189) and compute the field redefinition at the
metric level. Since F 2 and D2F terms have independent coefficients in front of them, they can
be treated separately. The corresponding field redefinitions separately cancel their own terms
in the effective metric Lagrangian. We shall only consider the F 2 term. Expanding
1

ΣaαµΣ
b
βν∂
α∂β(F acF cb)tf , (251)
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taking the real part of the result, and dropping all on-shell vanishing, terms of the type ∂(µξν)
that describe a diffeomorphism, as well as terms proportional to ηµν that describe a conformal
transformation that we shall not attempt to reproduce, we get a multiple of
1

∂α∂βR γδµα Rνβγδ, (252)
which is exactly the quantity that appears in the field redefinition (7). This completes the
circle and shows how the field redefinition that removes the (Riemann)3 term has its origin in
the (non-local) topological shift symmetry that maps our theory to GR.
10 Discussion
We have considered an infinite-parametric class of effective metric Lagrangians that arise from
an underlying theory with two propagating DOF. In its simplest formulation (15) the underlying
theory is given by just the most general gauge-invariant Lagrangian for an SO(3,C) connection
that can be written without any background structure such as a metric. We have seen that
the low energy limit of any of the theories (15), i.e. for any generic choice of the defining
potential, is general relativity. Thus, the theories (15) provide particular UV completions of
GR with rather appealing ”minimal” property of no new propagating DOF being introduced.
Moreover, the class (15) consisting of all generally-covariant theories of connection, it may be
closed under the renormalization. If this is the case, then the class (15), after it is quantized
(e.g. perturbatively), could be seriously considered as a candidate quantum theory of (pure)
gravity.
We have also described the two-form field formulation that makes the spacetime metric of
the theory (almost) explicit. In this formulation the theory is (19) the topological BF theory
with a potential for the two-form field. However, in addition to the metric the BF-formulation
introduces certain non-propagating auxiliary fields that have to be integrated out to arrive at
a purely metric description.
A certain complicated non-local field redefinition that has its origin in the topological sym-
metry of BF theory can map any one of the effective metric Lagrangians to any other. In
particular, any of our effective Lagrangians can be mapped to the Einstein-Hilbert one, which
gives another explanation for why the theories we have studied have just two propagating DOF.
The Lagrangian that is required to renormalize divergences of perturbative quantum GR up to
two loops lies within our class, which suggests that the theory underlying the effective metric
Lagrangians of gravity may be the one studied in this paper.
Importantly, we have seen that, if one enlarges the class of allowable field redefinitions to
those that are non-local but map local theory to a local one (non-trivial assumption), then all
our effective metric theories are equivalent. In particular, as we have shown in this paper, the
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two-loop divergence of quantum gravity [5] is removable by a field redefinition of this new type.
The most intriguing question that arises is what all this means for the problem of quantum
gravity. We will not attempt to provide an answer in this purely classical paper. However,
some suggestive remarks can be made.
In general, non-local field redefinitions (unlike the local ones) do change the S-matrix of the
theory, see [38], section 2, as well as [39], section 10 for good discussions of this point. The reason
for this is that the determinant of the arising Jacobian contains factors of 1/ operator, which
makes the corresponding ghost action non-trivial. However, our non-local field redefinitions are
certainly of a very special type and the conclusion about S-matrix being changed needs to be
re-examined.
One intriguing possibility can then be as follows. It is clear that what makes our non-local
field redefinitions possible is the topological symmetry of the BF part of the action of our theory.
An interesting, and potential deep way to understand this is to view our class of theories as the
topological BF theory in which the topological symmetry has been gauge-fixed by the potential
term. Then different gauge-fixings lead to different effective metric theories. It is then not
surprising that non-local field redefinitions of the type described are possible. Indeed, it is
known that one can change the gauge-fixing term by a non-local gauge transformation, see
the example in section 11.3 of [39]. Since our different metric theories correspond to different
gauge-fixings of the same underlying theory (topological BF), it is possible that they give rise
to equivalent S-matrices. As the cited example in [39] shows, the way this must happen is that
the ghost action that arises from the Jacobian of the field redefinition is precisely cancelled by
the Faddeev-Popov ghost action correcting the integration measure for the fact that the second-
class constraints are present. Here we will not attempt to demonstrate that this mechanism is
indeed at play in our class of theories, leaving it to future research. But the arguments given do
suggest that the theories described may be quantum-equivalent. If so, and if the class of theories
described is closed under renormalization, then quantum gravity would be a finite theory, for
all its divergences would be removable by field redefinitions of the new type described in this
paper. This is certainly an exciting prospect, but certainly much more work is needed before
these ideas can be made concrete.
It is important to emphasize that the fact that all our effective metric theories are related
in the sense explained above does not mean that they are in any natural way equivalent as
classical theories, for a non-local field redefinition is involved. One way to see it is to note that
while solutions of GR are Einstein metrics, solutions of any of our modified theories are not.
An important question that we have not touched upon in this paper is how much of what
we have described survives when we couple gravity to matter. It is clear that if the above
field redefinition ideas are to work the coupling cannot be arbitrary – one needs to continue to
have the same underlying topological symmetry of BF theory at play. One way to introduce
matter in a way that satisfies this requirement is to simply enlarge the gauge group in question,
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and consider the theories of the type (15) for a different gauge group. This is the unification
proposal first put forward in [40], further studied in [41] and [42], and recently revisited in
[43] and [3]. It seems likely that Yang-Mills fields coupled to gravity (and Higgs fields) can
be described via this proposal. If so, then much of what we have said above about quantum
gravity applies to gravity plus Yang-Mills-Higgs system. It is not impossible that fermions can
also be introduced in a similar fashion by an appropriate Grassmann-valued extension of the
connection, but this is much more speculative. Overall, we feel that there is reasonable hope
that at least some types of matter can be coupled to gravity in a way that keeps the non-local
field redefinitions acting on effective Lagrangians intact. Then, whatever the story is for the
pure gravity case, it will extend with very little changes to gravity coupled to matter.
Let us conclude this paper with a list of open problems on the set of ideas described. First
and foremost, it is important to quantize our class of theories to see whether our hopes of
closeness under renormalization and possibly even finiteness have any chance of being realized.
Work on the perturbative quantization is in progress, with the theory linearized about the
Minkowski background having been worked out in [3]. It would also be important to try to find
an explicitly real formulation of this class of theories, as the prospect of having to work with
holomorphic Lagrangians is bound to make some uneasy. It is also very important to continue
the work [43], [3] on unification by enlarging the gauge group to see what types of matter can
be realistically coupled to gravity in this form.
We close with expressing a feeling/hope that the class of theories envisaged already two
decades ago in [12], [13], [14], [16], [40] contains still many more surprises waiting to be uncov-
ered.
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Appendix
Conventions
Our conventions are as follows. We work in the signature (−,+,+,+) that is standard in the
GR literature. We define the volume form so that the object ǫ˜µνρσ of density plus one has in
any coordinate system components ǫ˜0123 = −1. Then we have:
dxµ ∧ dxν ∧ dxρ ∧ dxσ = (−1)ǫ˜µνρσd4x. (253)
A similar formula in terms of the tetrads reads:
θI ∧ θJ ∧ θK ∧ θL = (−1) ǫIJKL√−g d4x, (254)
where ǫIJKL is the “internal” completely anti-symmetric tensor for which our convention is that
ǫ0123 = −1, and √−g is the square root of (minus) the determinant of the metric
gµν = θ
I
µθ
J
ν ηIJ , (255)
with ηIJ being the Minkowski metric. Here and everywhere the capital Latin letters are “in-
ternal” indices I = 0, 1, 2, 3. Our conventions on forms are:
X(n) =
1
n!
Xµ1...µndx
µ1 ∧ dxµn . (256)
Algebra of Σ-matrices
Introducing:
Σa = idt ∧ dxa − 1
2
ǫabcdxb ∧ dxc, (257)
the following relation can be verified:
ΣaµρΣ
b ρ
ν = −δabηµν + ǫabcΣcµν . (258)
Using these it is not hard to get:
Σa µνΣbµν = 4δ
ab, (259)
ΣaµνΣ
a
ρσ = 4P
+
µνρσ := ηµρηνσ − ηµσηνρ + (1/i)ǫµνρσ, (260)
ǫabcΣa νµ Σ
b ρ
ν Σ
c µ
ρ = −4!, (261)
ǫabcΣaµνΣ
b
ρσΣ
d µρ = −2δcdηνσ. (262)
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In (260) the tensor P+ is the projector on self-dual two-forms. Sometimes we shall also use the
following more involved relation:
Σ
a [ρ
[µ Σ
b σ]
ν] =
1
2
Σ(aµνΣ
b) ρσ +
1
2i
δabǫ ρσµν . (263)
One can also introduce the anti-self-dual matrices
Σ¯ = idt ∧ dxa + 1
2
ǫabcdxb ∧ dxc. (264)
Their algebra is similar to that of self-dual quantities (258):
Σ¯aµρΣ¯
b ρ
ν = −δabηµν − ǫabcΣ¯cµν . (265)
Thus, the only difference is the sign in the last term. Correspondingly, there will be a different
sign on the right-hand-side of analogs of relations (261) and (262).
It is more non-trivial to compute the algebra between the self-dual and anti-self-dual ma-
trices. It can be computed case by case, but we were not able to find a simple closed formula.
However, the result of a product of a self- and anti-self-dual matrix is always a symmetric
tensor. Thus, the following identity holds:
Σa ρ[µ Σ¯
b
|ρ|ν] = 0. (266)
Curvature
According to the definition of the rotation coefficients:
∇µθIν = −ΓIJµ θν J . (267)
Here ∇µ is the metric-compatible ∇µgρσ = 0 derivative operator that acts only on the spacetime
indices. We can use this equation to compute the SO(3)-connection γaµ in terms of the rotation
coefficients ΓIJµ . Thus, it is not hard to check that the expression:
γa = iΓ0a − 1
2
ǫabcΓbc (268)
solves the compatibility equation:
∇Σa + ǫabcγb ∧ Σc = 0, (269)
where
Σa = iθ0 ∧ θa − 1
2
ǫabcθb ∧ θc. (270)
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It is similarly not hard to check that the expression:
F 0a − 1
2
ǫabcF bc, (271)
where
F IJ = dΓIJ + ΓIK ∧ Γ JK , (272)
coincides with the curvature
F a = dγa +
1
2
ǫabcγb ∧ γc (273)
of the SO(3) connection (268).
The Riemann curvature tensor can be expressed in terms of F IJ . We have:
Rµνρσ = F
IJ
µν θρ Iθσ J , (274)
where our conventions for forms are F IJ = (1/2)F IJµν dx
µdxν . Indeed, the usual definition of the
Riemann curvature is: 2∇[µ∇ν]Xρ = −R ρµνσXσ. We can now introduce a derivative operator
DΓ that acts on spacetime as well as on the internal indices, with the action on spacetime
indices being that of ∇, and DΓXI = dXI + ΓIJXJ . Then, from the definition (267) of ΓIJ
it follows that DΓθ
I
µ = 0. Let us now replace the metric-compatible derivative operator ∇ in
the commutator of the Riemann curvature by the operator DΓ. This is legitimate, as it acts
on an object without internal indices. We can compute the same commutator in a different
way by decomposing Xµ = θµIX
I . Since θµI is preserved by DΓ, it can be taken outside of the
derivatives and we have:
2∇[µ∇ν]Xρ = θρI2DΓ [µDΓ ν]XI = θρIF IJµνXJ , (275)
where we have used the definition of the curvature F IJ . Now writing XJ = θσ JX
σ we get
(274).
It is now easy to see that (274) can be rewritten as:
Rµνρσ = (iF
0a
µν −
1
2
ǫabcF bcµν)(iθ
0
[ρθ
a
σ] −
1
2
ǫaefθe[ρθ
f
σ]) + (iF
0a
µν +
1
2
ǫabcF bcµν)(iθ
0
[ρθ
a
σ] +
1
2
ǫaefθe[ρθ
f
σ])
=
1
2
F aµνΣ
a
ρσ +
1
2
F¯ aµνΣ¯
a
ρσ, (276)
where F¯ a is the curvature of the anti-self-dual connection γ¯a = iΓ0a + (1/2)ǫabcΓbc.
Some consequences of (276) are easy to derive. First, we have the first Bianchi identity
Rµνρσǫ
µνρσ = 0. Since Σaµν is self- and Σ¯
a
µν anti-self-dual this gives:
ΣaµνF aµν − Σ¯aµνF¯ aµν = 0, (277)
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or, in other words, the quantity Σa µνF aµν is real. The relation (276) then shows that it is equal
to the Ricci scalar:
R = ΣaµνF aµν . (278)
Let us also write down the inverse relation that allows to find F a from the Riemann curva-
ture. We have:
F aµν =
1
2
RµνρσΣ
a ρσ, (279)
where we have used (259).
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