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The vibrational spectroscopy and relaxation of an anharmonic oscillator coupled to a harmonic bath
are examined to assess the applicability of the time correlation function (TCF), the response function,
and the semiclassical frequency modulation (SFM) model to the calculation of infrared (IR) spectra.
These three approaches are often used in connection with the molecular dynamics simulations but
have not been compared in detail. We also analyze the vibrational energy relaxation (VER), which
determines the line shape and is itself a pivotal process in energy transport. The IR spectra and VER
are calculated using the generalized Langevin equation (GLE), the Gaussian wavepacket (GWP)
method, and the quantum master equation (QME). By calculating the vibrational frequency TCF, a
detailed analysis of the frequency fluctuation and correlation time of the model is provided. The peak
amplitude and width in the IR spectra calculated by the GLE with the harmonic quantum correction
are shown to agree well with those by the QME though the vibrational frequency is generally overes-
timated. The GWP method improves the peak position by considering the zero-point energy and the
anharmonicity although the red-shift slightly overshoots the QME reference. The GWP also yields an
extra peak in the higher-frequency region than the fundamental transition arising from the difference
frequency of the center and width oscillations of a wavepacket. The SFM approach underestimates
the peak amplitude of the IR spectra but well reproduces the peak width. Further, the dependence
of the VER rate on the strength of an excitation pulse is discussed. © 2011 American Institute of
Physics. [doi:10.1063/1.3594093]
I. INTRODUCTION
Vibrational relaxation (VR) plays an essential role in
many chemical processes in liquids, and the interpretation
of the coherence relaxation (dephasing) and vibrational en-
ergy relaxation (VER)1, 2 is vital to reveal the dynamic mech-
anisms of proton transfer,3–5 energy transport,6, 7 and other
chemical processes. Especially, recent advances in ultra-
fast spectroscopy have clarified dynamical aspects of VR in
liquids.8–10 Here, the hydrogen bond among molecules or be-
tween molecules and ions is so strong that the potential of
a local oscillator (e.g., OH stretch) is strongly anharmonic.
In particular, infrared (IR) spectroscopy is one of the ideal
techniques to probe their dynamics, because the instantaneous
frequency of the light-absorbing local oscillator (e.g., an OH
stretch of an HOD molecule) is closely correlated to its local
environment (e.g., the strength of the hydrogen bond). Com-
parison of molecular simulation results with experimental IR
spectra can elucidate a molecular-level VR mechanism.
In comparing simulation results with experimental IR
spectra, it is sometimes difficult to analyze the IR spectra on
the basis of the normal mode11 analysis owing to strong an-
harmonicity as encountered in liquids, especially in aqueous
solutions. To overcome the difficulty, three major approaches
are often employed:12 1. time correlation function (TCF), 2.
response function (RF), and 3. semiclassical frequency mod-
ulation (SFM) model.10, 13–18 The first approach is based on
a)Author to whom correspondence should be addressed. Electronic mail:
joutsuka@kuchem.kyoto-u.ac.jp.
the linear response theory and usually utilizes the quantum
correction factor (QCF) to approximate the quantum TCF by
the classical TCF. One advantage of this approach is that the
classical TCF can be computed straightforwardly via classical
molecular dynamics (MD) simulation. With this method, one
commonly compares the simulated IR spectra with the exper-
imental ones in liquids (e.g., liquid water19). The second ap-
proach has the advantage that the linear response theory need
not be assumed and the non-linear responses are effectively
included. The third approach approximates the dipole TCF in
the IR absorption coefficient semiclassically in terms of the
excitation frequency modulation. Here, the Condon approx-
imation and cumulant expansion are commonly used. This
approach works well for molecular systems where the dom-
inant relaxation processes are bath-induced vibrational de-
phasing and reorientational dynamics.8 The validity of this
approach has been examined for an anharmonic diatomic
molecule imbedded in Lennard-Jones fluid.20 In comparison,
much less has been studied about the validity of the TCF
and SFM approaches for liquids, especially for aqueous so-
lutions. This validation is essential to compare simulation and
experiment. Another advantage of the third approach is that
the dipole TCF can be rewritten in the form of the frequency
TCF (FTCF). Therefore, it has been adapted for discussing
(in)homogeneous line broadening,21 which offers deep under-
standing of spectroscopy through FTCFs and for comparing
simulated and experimental IR spectra.
Accordingly, the purpose of this paper is to assess the
applicability of the above-mentioned three approaches to
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calculate IR spectra. We also evaluate the VER rate, which in-
fluences the IR line shape and is an essential process itself in
energy transport. We employ the Morse potential for an anhar-
monic potential of molecular vibrations. The parameters are
chosen to have relevance to the aqueous solution systems such
as CN−/H2O,17, 22 HOD/D2O,10, 23 OD−/HOD/D2O,9 and so
on; however, our primary aim is to gain insight into various
theoretical approaches rather than to make detailed compari-
son with specific systems.
In modeling VR, we employ the system-bath Hamilto-
nian, which involves separating the Hamiltonian into a system
part (the vibrational mode of interest), a bath (reservoir) part,
and the system-bath interaction. Because of the simplicity of
this model, the quantum-mechanical density matrix formal-
ism, such as the quantum master equation (QME),24, 25 can be
employed. Finding the FTCF starting from the system-bath
model will offer an insight into whether the line shape is ho-
mogeneous or inhomogeneous in the theoretical bath model
through FTCFs. In the course of the analysis, we also vali-
date the adequacy of the QCF and the Gaussian wavepacket
(GWP) method. Furthermore, to analyze the effect of anhar-
monicity of molecular vibrations, the excitation energy de-
pendence of the VER rate is examined.
The outline of the remainder of this paper is as follows.
In Sec. II, we will begin by summarizing the backgrounds of
TCF (Sec. II A), RF (Sec. II B), and SFM (Sec. II C) ap-
proaches. In Sec. II C, the perturbational calculation of fre-
quency shift is also described in connection with the SFM.
We summarize the simulation techniques in Sec. III. The gen-
eralized Langevin equation (GLE), the GWP method, and the
QME are described in Secs. III A, III B, and III C, respec-
tively. In Secs. IV and V, the computational details and re-
sults are described. The FTCF, IR spectra, and anharmonicity
of our model are discussed in Secs. V A, V B, and V C. An
extra peak in the GWP method and motional narrowing from
the SFM are analyzed in Secs. V D and V E. The energy re-
laxation time is detailed in Sec. V F. In Sec. VI, we conclude.
II. THEORETICAL BACKGROUND
A. Time-correlation function
The IR absorption coefficient per unit length is given by
the Fourier transform of the dipole TCF (Ref. 26)
α(ω) = 4π
2ω
3V¯cn(ω) (1 − e
−β¯ω)I (ω), (1)
where V is the volume of the system with the refractive index
n(ω) at frequency ω, c is the speed of light, and β = 1/kBT,
where kB is the Boltzmann constant and T is the temperature.
I (ω) is defined by





in which M is the dipole moment operator. Usually, α(ω) is
decomposed with the QCF QQC(ω)
α(ω) = 4π
2ω
3V¯cn(ω) (1 − e
−β¯ω)QQC(ω)Icl(ω), (3)
in which Icl(ω) is the classical mechanical analogue of I (ω)
in Eq. (2) that can be computed from the classical TCF of M .
In this paper, we use only the harmonic QCF:27, 28
QQC(ω) = β¯ω1 − e−β¯ω , (4)
which is usually better than the other QCFs to calculate IR
spectra.26 If the bath is harmonic and the force is linear in
the bath coordinates, then the harmonic QCF is exact. Oth-
erwise, the harmonic QCF sometimes leads to the underesti-
mation of the amplitudes of IR spectra, and, therefore, other
QCFs have been proposed.10, 27, 28 For instance, the Schofield
QCF eβ¯ω/2 is much larger than the harmonic one for the high-
frequency oscillation (β¯ω  1) and suitable when the har-
monic one is too small. On the other hand, the standard QCF
2/{1 + exp(−β¯ω)} is much smaller than the harmonic one
for β¯ω  1.
B. Response function









with the linear RF
S(t) = i¯θ (t)〈[M(t), M(0)]ρeq〉. (6)
Here, we have applied the perturbation −E(t)M at t = 0 to
the equilibrium density operator ρeq with the electric field
E(t) and θ (t) is the Heavyside step function.
C. Semiclassical frequency modulation model
We now approximate Eq. (2) to calculate IR spectra for
a fundamental 0–1 transition of a vibrational mode. Through-
out this paper, we assume that the transition dipole operator is
independent of the bath coordinates (the Condon approxima-
tion). Moreover, if we consider vibrational anharmonicity in
dephasing time calculations by the SFM, then I (ω) is rewrit-
ten by10, 12–18, 20, 29
















where ω10(t) is the instantaneous transition frequency be-
tween the ground and excited states. δω10(t) = ω10(t) − 〈ω10〉
is the instantaneous frequency shift from the mean value 〈ω10〉
induced by the coupling to the bath. This can approximately
be calculated by
¯δω10(t) = (Q11 − Q00)F1. (8)
F1 is (minus) the force exerted by the solvent on the fixed
oscillator coordinate at Q = 0, and Q00 and Q11 are the ma-
trix elements of the position operator. This is the first-order
perturbational approximation and the higher-order terms van-
ish if the higher-order derivatives of the system-bath coupling
with respect to the oscillator coordinate are absent. One of the
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advantages of this method is a direct mapping of a bath con-
figuration to the instantaneous frequency shift. Given a bath
configuration, F1 is calculated, and then δω10(t) can unam-
biguously be determined by Eq. (8). This property enables us
to focus on the estimation of the error in the SFM approach in
Eq. (7).
In this approach, we assume that the molecular vibra-
tion of interest is adiabatic. In other words, the oscillation pe-
riod is short compared to time scales of bath motions. This
corresponds to ignoring population relaxation. If the popula-
tion lifetime is comparable to the dephasing time, the popula-
tion relaxation should be considered in some way. Therefore,
the effects of population relaxation are included with a phe-
nomenological exponential damping constant T1. For a har-
monic potential, the frequency fluctuation vanishes and the
line shape is determined only by the lifetime broadening. For
an anharmonic potential, on the other hand, the line shape
is broadened also by the frequency fluctuation. Equation (8)
works well if the bath correlation time is much shorter than
the population relaxation time, but otherwise the correlation
between phase and population relaxations would become non-
negligible. Therefore, we evaluate the applicability of Eq. (8)
in this paper.
Moreover, by combining Eq. (7) with the cumulant ex-
pansion, I (ω) can be rewritten as










dτ (t − τ )C(τ ), (10)
and C(t) is the (complex) quantum FTCF C(t) ≡
〈δω(t)δω(0)〉. In this paper, this is approximated by the
classical FTCF. The cumulant expansion is accurate when the
bath fluctuation can be considered as a Gaussian process.
III. SIMULATION TECHNIQUES





















where Q, P , μ, and V (Q) are the coordinate, conjugate mo-
mentum, effective mass, and potential of the system oscillator,
respectively. qi , pi , mi , and ωi are the coordinate, conjugate
momentum, mass, and frequency of the i th bath oscillator, re-
spectively. In addition, VS is assumed to be a linear operator
of the system, VS = Q in this paper. ci denotes the coupling
constant to the i th bath oscillator. One of the advantages of
this Hamiltonian is that the higher-order terms in Eq. (8) van-
ish because the higher-order derivatives of the system-bath
coupling with respect to the oscillator coordinate are absent.
Thus, the expression of the instantaneous frequency shift in
Eq. (8) is simple. Connection of the model to more realis-
tic systems can be made by combining with MD simulations,
where the bath parameters are evaluated from the Fourier
transform of a certain force-force TCF. This methodology has
been applied previously to several systems.30, 31 In this work,
however, we employ simple spectral density [Eq. (15) below]
to compare various theoretical strategies.
A. Generalized Langevin equation
From Eq. (11), the generalized Langevin equation is de-
rived as24
μ ¨Q = −dV (Q)
d Q − μ
∫ t
0
Z (t − τ ) ˙Q(τ )dτ + R(t), (12)
where Z (t) is the friction kernel








and J (ω) is the spectral density






δ(ω − ω j ). (14)
and R(t) is the random force. In this paper, we assume the
Drude spectral density
J (ω) = μζωγ
2
ω2 + γ 2 , (15)
giving Z (t) = ζγ e−γ t . The Landau-Teller (LT) formula for
the energy relaxation time T1 is given by20
1
T1
= Z ′(ω) = ζγ
2
ω2 + γ 2 , (16)
in which Z ′(ω) is the real part of the Fourier-Laplace trans-
form of Z (t). Since this formula is accurate for a harmonic
potential with a bilinear system-bath coupling,20, 32 we exam-
ine the accuracy for an anharmonic potential with a moderate
coupling to the bath in this paper.
For the spectral density in Eq. (15), it is possible to
rewrite Eq. (12) in an equivalent Markovian form by intro-
ducing an auxiliary momentum of the bath s33, 34







ζγ P − γ s + r (t). (18)
Here, r is a white noise, with 〈r (t)r (0)〉 = 2γμkBT δ(t). The
second term in Eq. (17) can be considered as the force act-
ing onto the system oscillator by the auxiliary momentum.
Equations (17) and (18) are used because of the computational
efficiency, which arises from the absence of the convolution
and the generation of the colored random force in Eq. (12).
B. Gaussian wavepacket method
In this section, we summarize the GWP method.19, 35, 36
This method is similar to the thawed GWP method37, 38 and
the single-configuration version of Gaussian-based multicon-
figuration time-dependent Hartree (G-MCTDH) method.39, 40
A particular feature is the extended Hamiltonian formalism
(Eqs. (21)–(24)) that enables straightforward derivation of the
semiquantal GLE (Ref. 35) (Eqs. (25) and (26)). This aspect
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is also shared by the expectation-value approaches such as
the second-order quantum Hamilton dynamics41, 42 and quan-
tal cumulant dynamics.43, 44
For simplicity of notation, we work in this section with
¯ = 1 and assume that the coordinates are mass scaled. Here,
we invoke the time-dependent Hartree approximation with the




Nα exp{Aα(t)[qα − Qα(t)]2
+ i Pα(t)[qα − Qα(t)]}, (19)
where f is the degrees of freedom, Nα = (2πρα(t)2)−1/4 is
the normalization factor, and
Aα(t) = −1 + 2iρα(t)πα(t)4ρα(t)2 , (20)
which is specified by the time-dependent parameters
{Qα(t), Pα(t), ρα(t), πα(t)} to be determined from the time-
dependent variational principle (TDVP). The time-dependent
parameters Qα(t) and ρα(t) describe the centers and widths
of wavepackets. The parameters Pα(t) and πα(t) are the con-
jugate momenta of Qα(t) and ρα(t), respectively. A set of
equations of motion for these parameters are obtained by the
TDVP for the parameters in Eq. (19). The resulting equations
of motions of the classical Hamilton form
˙Qα = ∂ Hext/∂ Pα, ˙Pα = −∂ Hext/∂ Qα, (21)
ρ˙α = ∂ Hext/∂πα, π˙α = −∂ Hext/∂ρα (22)
























+ V ( Q, ρ). (24)
Here, V ( Q) is averaged by the GWP in Eq. (19) to yield
V ( Q, ρ). This extended potential can be derived exactly
for the Morse potential and, therefore, no approximation is
needed in its calculation. The GWP method can be directly
applied to the GLE,35 yielding
μ ¨Q = −dVext(Q, ρ)
d Q − μ
∫ t
0
Z (t − τ ) ˙Q(τ )dτ + R(t),
(25)
μρ¨ = −dVext(Q, ρ)
dρ
. (26)
Here, the mass μ and ¯ have been retrieved. It is noted that
there is no friction term in Eq. (26). This is a particular conse-
quence of the bilinear coupling model (VS = Q in Eq. (11)).
It has been shown35 that inclusion of higher-order couplings
yields the friction term in the equation of motion for ρ.
C. Time-local quantum master equation
The time-local (convolution-less) QME in the energy rep-
resentation is expressed as25, 45–50
∂
∂t
ρab(t) = −iωabρab(t) − i¯
∑
c




Rab,cd (t)ρcd (t), (27)
where








∗be,ed (ωde; t), (28)
and




Here, a, b, c, and d are the vibrational eigenstates of the sys-
tem potential V (Q), and Vab = 〈a|VS|b〉. The second term
in Eq. (27) describes the renormalization term and V =





dω J (ω)[(nB(ω)+1)e−iωt + nB(ω)eiωt ],
(30)
with nB(ω) = 1/(eβ¯ω − 1). Rab,cd (t) can be evaluated ana-
lytically for the spectral density in Eq. (15) and, therefore,
Eq. (27) can be solved quite effectively.
The QME is exact when the system Hamiltonian com-
mutes with the system-bath coupling Hamiltonian (pure
dephasing).47, 49, 50 For other cases including ours, it involves
standard approximations such as the time-local deconvolution
and the second-order perturbative truncation for the system-
bath coupling, so that it is well expected to provide reliable
reference for dynamics near equilibrium. Indeed, the valid-
ity was demonstrated by a similar model for linear IR spectra
by comparing to the exact simulation result47 (whereas a pos-
sible cancellation of errors was also suggested49). Moreover,
the VERs calculated by the GLE and QME for a harmonic po-
tential agree well with each other as shown in Fig. S1.51 This
agreement is justified by the analytical result by Bader et al.,27
which states that the VER rate for a harmonic quantum me-
chanical system coupled to a harmonic bath is the same as that
for a classical one.
IV. COMPUTATIONAL DETAILS
In this section, we describe the computational details on
the calculation of IR spectra and VER rates. To focus on the
adequacy of the approximations, we employ the Condon ap-
proximation (the transition dipole moment independent of the
bath coordinates), although the non-Condon effect is often
important to interpret the IR spectra of molecules.29 To be
more precise, the dipole moment operator is approximated as
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M = eQ, where e(>0) is the unit charge. The effects of rota-
tions to the spectra are also neglected in this study, which was
discussed elsewhere.52
Throughout this paper, the Morse potential V (Q) =
D(1 − e−αQ)2 is chosen as an anharmonic model potential to
represent the potential energy of molecules in liquids. Since
aqueous solutions at ambient conditions are of our particular
interest, the simulations were performed for a particle with
the mass of a hydrogen atom at a temperature of 300 K under
V (Q) corresponding to the typical OH stretching vibrations.
The Morse parameters were thus chosen to give the same cur-
vature at the well bottom of the Lippincott-Schroeder model
potential: D = 110.6 kcal/mol and α = 2.247 Å−1,36, 53, 54
yielding the frequency at the well bottom ω0 = 3617 cm−1,
and the lowest two frequencies ω10 = 3447 cm−1 and ω21 =
3278 cm−1.
To solve the GLE with and without the GWP method the
velocity-Verlet algorithm was used. The Runge-Kutta algo-
rithm was used to solve the QME. The time step was 0.1 fs
in all simulations. The Gaussian white noise was generated
for r (t) in Eq. (18) and, therefore, the cumulant expansion
in Eq. (9) is expected to be accurate. To calculate IR spec-
tra, the volume V in Eq. (1) was set to 15.0 Å3, which is on
the order of the molecular volume of water. In the TCF ap-
proach, the equilibrium simulation was carried out for 10 000
ensembles of 10 ps trajectories. The TCFs were calculated
with a time step of 0.5 fs. In the RF approach, the non-
equilibrium simulation was conducted. Here, in the calcula-
tion of the time-dependent dipole moment 〈M(t) − M(0)〉 =
〈δM(t)〉 = ∫ t−∞ dt ′S(t − t ′)E(t ′), the electric field was ap-
proximated as the impulsive limit: 〈δM(t)〉 = t S(t)E with
E = 0.2 a.u. (for weak excitation) or 1 a.u. (for strong ex-
citation in Secs. V C, V D, and V E) and t = 0.1 fs. The
electric field was equally applied in positive and negative di-
rections along the stretching coordinate Q, which generates
the responses S+ and S− by Eq. (6), respectively. Then, the
overall response was calculated to be S+ − S− to counteract
the even-order responses which do not change the sign re-
gardless of the direction of the electric field. The number of
ensembles was 5 × 106 for each direction. The nonequilib-
rium simulations were initiated with the equilibrium config-
urations sampled at the interval of 10 ps. The VER time was
calculated by fitting the expectation value of Hamiltonian (to-
tal energy) to a single-exponential function for the GLE and
by the memory time defined by
∫∞
0 dt〈H (t)〉/〈H (0)〉 for the
QME. The total energy is defined as P2/(2μ) + V (Q) for the
GLE, (P2 + π2)/(2μ) + ¯2/(8μρ2) + V (Q, ρ) for the GLE
with the GWP method, and 〈H〉 = Tr[ρH ] for the QME. Sim-
ilarly, in the simulation by the QME, the electric field is ap-
plied by adding the perturbation term to the Hamiltonian at
the first time step. Then, the expectation value of coordinate
Tr[ρ(t)Q] and the RF were calculated. The number of energy
levels in the QME was set to 4 to which the convergence was
achieved.
In calculating the frequency shift from the equilibrium
trajectory, the matrix elements in Eqs. (7)–(9) were obtained
by numerically solving the Schrödinger equation using the
discrete variable representation55 for the Morse potential (see
also Sec. V A). In the SFM approach, the VER time T1 is
necessary as an input, for which we adopt the value from the
Landau-Teller formula in Eq. (16).
V. RESULTS
A. Frequency time correlation function
Before addressing the FTCF, we first check the accuracy
of the perturbation theory in Eq. (8) by directly calculating the
frequency shift by the GLE.17, 18 Here, we use the adiabatic
(Born-Oppenheimer) approximation as in the assumptions of
the SFM approach described in Sec. II C. At each time step
in the equilibrium simulation, the potential along the system
coordinate Q is computed while keeping the auxiliary mo-
mentum at its instantaneous value. The potential in our case is
directly given by V (Q) − Q√ζγ s from Eq. (17). The result-
ing vibrational Schrödinger equation is then solved numeri-
cally using the discrete variable representation.55 The results
are shown in Fig. S2 (Ref. 51) and in good agreement be-
tween the instantaneous frequency shifts by the adiabatic ap-
proximation and the perturbation theory in Eq. (8). The maxi-
mum and average of the absolute value of error were 9.31 and
0.828 cm−1, respectively. The high-frequency oscillation can
be seen in Fig. S2, which reflects the oscillation of the system
via the system-bath coupling.
We now compute the FTCF from the instantaneous fre-
quency shift and other sets of parameters. To investigate the
relation between the bath parameters and the FTCF, we fit the
resulting FTCF by the single-exponential function
C(t) = 2 exp(−t/τ ). (31)
It is characterized by the root mean square (RMS) frequency
fluctuation  and the correlation time τ . Their dimension-
less product τ determines whether the line shape is in either
of the homogeneous (τ  1) or inhomogeneous (τ 
 1)
limits. The single-exponential function is a good approxima-
tion for our system-bath model because the bath contains only
one effective mode and the Gaussian white noise r (t) was
generated in Eq. (18). In contrast, another functional form is
sometimes appropriate for the FTCF of molecular liquids be-
cause several kinds of (sometimes non-Gaussian) bath modes
are involved. In our model spectral density in Eq. (15), ζ and
γ play a similar role as  and 1/τ , respectively.
We note that the fast oscillation of the system oscilla-
tor appear in the FTCFs as in the trajectory of the instanta-
neous frequency shift. This kind of fast oscillation is usually
not observed in the FTCF from MD simulations. The differ-
ence could arise from the following mechanism: The real bath
oscillators have wider range of coupling modes, e.g., transla-
tion, libration, and other intramolecular vibrations, which are,
however, treated as one effective mode in our model. Never-
theless, the overall decay of the FTCFs is dominated by the
slow (low frequency) component and, therefore, the obtained
 and 1/τ characterize the system-bath coupling.
The FTCFs for ζ/γ = 0.5 (γ˜ = γ /ω0), 80 (γ˜ = 0.05),
400 (γ˜ = 0.008) by the GLE are shown in Fig. 1. The reason
of these choices of ζ/γ and γ˜ will become clear later in this
section where comparison with previous studies in aqueous
solutions is made. Those calculated with the GWP method
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FIG. 1. Frequency time correlation functions (FTCFs) for (a) ζ/γ = 0.5
(γ˜ = γ /ω0), (b) ζ/γ = 80 (γ˜ = 0.05), (c) ζ/γ = 400 (γ˜ = 0.008).
are also shown in Fig. 1. The FTCFs with the GWP method
and the classical ones agree well at short times and the overall
decays are always quite similar. Only the frequency of the
fast oscillation with the GWP method is different from that
by the classical GLE, which becomes clearer at long times.
This difference comes from inclusion of the zero-point effect
in the former, which is also seen in the difference in the IR
peak position in Figs. 3 and 5.
These FTCFs are fitted by Eq. (31) and the resulting pa-
rameters  and τ plotted as a function of γ˜ on a logarith-
mic scale in Fig. 2. The width parameter  increases as γ˜
increases and strongly depends on ζ/γ . Conversely, τ de-
creases as a function of γ˜ . The results in Fig. 2 and Table I
indicate that ζ/γ is the major factor that determines whether
the line shape is homogeneous or inhomogeneous, which is


























Inverse of correlation time γ / ω0
FIG. 2. Fitted bath parameters  and τ in Eq. (31) for the frequency mapping
as a function of γ˜ on a logarithmic scale. The parameters are summarized in
Table I. Note the difference in the values of ζ/γ : the points for the same ζ/γ
are connected by lines.
Table I that τ depends mostly on ζ/γ, which implies that
they play a similar role. Furthermore, 1/τ plays a similar role
as γ˜ . From these considerations, we choose ζ/γ and γ˜ as
variable parameters. The purpose of changing the bath param-
eters in this paper is to elucidate a general (and qualitative)
trend with variation of the bath conditions, such as tempera-
ture, pressure, density, and polarity, which will be reflected in
the resulting correlation time τ , frequency fluctuation , IR
spectra, and VER.
From the values of τ summarized in Table I, we cate-
gorize the bath parameters into the following three types:
 Homogeneous (τ ∼ 0.1): ζ/γ = 0.5, γ˜ = 0.1 or
0.3.
 Intermediate (τ ∼ 1): ζ/γ = 80, γ˜ = 0.025 or 0.05.
 Inhomogeneous (τ ∼ 3): ζ/γ = 400, γ˜ = 0.008 or
0.01.
The typical examples of aqueous solutions which belong
to the three types are CN−/H2O (homogeneous), HOD/D2O
(intermediate), and OD−/HOD/D2O (inhomogeneous), re-
spectively. In CN−/H2O, τ = 0.19 ( = 〈(ω)2〉1/2 ∼
15 cm−1, τ = 43 fs),17 although another experimental group
reported the different values closer to the second type by
the double-exponential fitting: τ = 0.4, 2.7 ( = 11, 2,
5.3 cm−1and τ = 0.2, 2.9 ps, respectively).22 The fast com-
ponent of the FTCF decay in HOD/D2O gives τ ∼ 1
( = 141 cm−1 and τ = 40 fs).10, 23 In OD−/HOD/D2O,
τ ∼ 2.5 ( ∼ 65 cm−1, τ ∼ 200 fs).9
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TABLE I. Bath parameters and fitted parameters of the FTCFs in Eq. (31).
τ, which determines the line shape. The pure dephasing width 1/T ∗2 in
Eq. (32) are also listed. 1/T ∗2 is in cm−1.
γ˜ ζ/γ Line shape τ 1/T ∗2
0.1 0.5 homogeneous 0.115 2.421
0.3 0.5 homogeneous 0.117 7.280
0.025 80 intermediate 1.43 93.11
0.05 80 intermediate 1.63 196.4
0.008 400 inhomogeneous 2.92 136.1
0.01 400 inhomogeneous 3.20 273.3





are listed in Table I. This will be also discussed later in
Fig. 8.
B. Infrared spectra
The IR spectra for (a) ζ/γ = 0.5, γ˜ = 0.3, (b) ζ/γ
= 80, γ˜ = 0.05, and (c) ζ/γ = 400, γ˜ = 0.01 are shown in
Fig. 3. The position, amplitude, and full width at half max-
imum (FWHM) of the peaks in IR spectra as a function of
γ˜ on a logarithmic scale are shown in Figs. 4(a), 4(b), and
4(c), respectively. The peak position and amplitude are mea-
sured at which the spectrum has its maximum. The results
from the TCF approach were used for the GLE and GWP
in Fig. 4 because the convergence of the spectra was bet-
ter and the spectra were very close to the RF approach (see
Fig. 3). The similarity between the two approaches indicates
that the applied electric pulse is weak enough, that the sys-
tem oscillator is perturbed weakly, and the linear response
theory holds. However, they are not exactly the same: the
TCF intensity is smaller in the higher frequency tail whereas
the RF intensity is smaller in the lower frequency tail. This
presumably reflects different characteristics of the two ap-
proaches in describing short and long time behaviors; for in-
stance, the RF approach incorporates the short-time transient
dynamics.
The dependencies of the peak position on γ˜ are very sim-
ilar among all methods. On the other hand, the different de-
pendencies of the amplitude and width on γ˜ are seen in Fig. 4.
The IR spectra are further analyzed in terms of position, am-
plitude (height), and width (line shape) of peaks.
1. Peak position
As the coupling to the bath becomes strong (γ˜ increases
for a fixed ζ/γ ), the peak position increases. The increase of
peak position is due to the renormalization term in Eq. (11),
which always gives a blue shift of frequency16 (see the dis-
cussion below). The difference between the positions calcu-
lated by the GLE and the QME ranges from 100 to 160 cm−1
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FIG. 3. IR spectra for (a) ζ/γ = 0.5, γ˜ = 0.3, (b) ζ/γ = 80, γ˜ = 0.05, and
(c) ζ/γ = 400, γ˜ = 0.01. RF in the legend denotes the response function
approach. HA represents harmonic approximation to the quantum correction
factor in the TCF approach. Condon and cumulant denote that the spectra
were calculated by Eqs. (7) and (9), respectively. Also shown is the density-
of-states histogram for the frequency shift.
significant red shift from the classical GLE, yielding notable
improvement but slight overshooting toward the QME refer-
ence. The red shift comes from the inclusion of zero-point
effect and anharmonicity. The peak position for the SFM ap-
proach is not the computational outcome but an input param-
eter: it was set here to {ω201 + Z (0)/μ}1/2 which can be de-
rived from the Hamiltonian in Eq. (11).16 (In contrast, most
of the previous studies on molecular systems have employed
the peak position calculated by ab initio electronic structure
methods.23)
The blue shift along the bath coupling strength stems
from the term that renormalizes the Morse potential. This
was needed to maintain the translational invariance of the
theory,56 but at the cost of losing correspondence with the
general experimental trend of red shift along the solvent polar-
ity. Indeed, a previous study by Georgievskii et al.57 revealed
that, without the renormalization term, the frequency of a cu-
bic vibrational mode exhibits a blue or red shift depending
on the system and bath parameters. On the other hand, with
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FIG. 4. IR (a) peak position, (b) amplitude, and (c) full width at half maxi-
mum as a function of γ˜ on a logarithmic scale. Note the peak amplitude in
(b) is plotted on a logarithmic scale.
the renormalization term, the frequency was demonstrated to
yield blue shift with the increasing system-bath coupling, in
agreement with our results and others.58
2. Peak amplitude
As the coupling to the bath becomes strong, the IR ampli-
tude decreases due to the increasing width. The IR amplitudes
calculated by the TCF with the harmonic QCF agree well
with those by the QME except the case with γ˜ = 0.1 and ζ/γ
= 0.5. This case represents large mismatch between the bath
spectral peak (at ω = γ in J (ω)) and the system frequency
ω0 and weak system-bath coupling. It thus corresponds to the
case of nonpolar liquids in which the longest lifetime of co-
herence is anticipated. Therefore, for the strong system-bath
coupling as encountered in aqueous solutions, the harmonic
QCF is expected to be accurate. For example, at the funda-
mental transition frequency ω10 = 3447 cm−1 of our model
system in the gas phase, β¯ω10 = 16.53, which indicates the
QCF can be significant. In this case, the standard, harmonic,
and Schofield QCFs yield 2/{1 + exp(−β¯ω10)} = 2.000,
β¯ω10/{1 − exp(−β¯ω10)} = 16.53, and exp(β¯ω10/2)
= 3887, respectively. Hence, the harmonic QCF is the most
accurate by orders of magnitude for the model. The adequacy
of the harmonic QCF also carries over for the GWP method.
Indeed, the harmonic QCF was previously used for the
simulation of liquid water with the GWP method.19 The
amplitude by the SFM is smaller than that by the QME by
a factor of 1.7–2.1. This would arise from the treatment of
the population and coherence relaxations as described in
Sec. II C. Except this difference which is almost constant,
the SFM can qualitatively reproduce the trends in the QME
results.
3. Peak width
As the coupling to the bath becomes strong, the peak
width increases. For large γ˜ , the widths by the GLE are
slightly larger than those by the QME. Conversely, for small
γ˜ , the formers are slightly smaller than the latters. The GWP
method always broadens the IR spectra compared to the clas-
sical GLE. This is mainly due to the faster dephasing coming
from the better inclusion of the anharmonicity as was also
noted in the discussion of the peak position. The widths by
the SFM are the closest to those by the QME both in number
and dependence on γ˜ .
C. Anharmonicity
For a sufficiently weak pulse, the 1–2 transition is neg-
ligible because the population of the excited state is quite
small. On the other hand, if the system is excited by a strong
impulsive pulse, the 1–2 transition cannot be ignored. Also
when anharmonicity is quite strong, the higher excited states
of vibration becomes important mainly due to the nonadia-
batic transition between the vibrational states. This is relevant,
for instance, to the IR-induced proton transfer, in which after
the excitation the proton transfer occurs and the proton poten-
tial becomes quite anharmonic.3–5, 59 Therefore, we investi-
gate the vibrational dynamics induced by a strong pulse. The
IR spectra by a strong pulse excitation are shown in Fig. 5.
The results from the TCF method (same as in Fig. 3) are also
shown for comparison.
The convergence of the IR spectra is better than by a
weak pulse because the response is larger. The peak posi-
tions calculated by the RF are slightly red-shifted compared
to those by the TCF. In addition, the line shapes are more dis-
torted towards the low-frequency side. This is because the RF
approach includes the nonlinear interactions caused by the an-
harmonicity along the vibrational coordinate, especially when
the vibrational coordinate is stretched largely. The peak at ω12
(∼3400 cm−1 for Fig. 5(a)) appears only by the QME. This
suggests that the 1–2 transition can only be reproduced by
the quantum mechanical treatment of the system oscillator.60
On the other hand, the spectrum by the GWP is significantly
broadened and have notable amplitude in the region corre-
sponding to ω12, but fails to show the separate peaks structure.
This can possibly be remedied via inclusion of the quantum
phase in the semiquantal formalism.61 As expected and seen
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FIG. 5. IR spectra for the same parameters in Fig. 3. In the RF approach, the
strong pulse was used.
in the figure, the 1–2 transition is out of the applicability of
the classical GLE approach.
D. Extra peak in the Gaussian wavepacket method
The IR spectra calculated by the GWP method exhibit
a small extra peak at the higher frequency than that of the
fundamental transition. Especially, the peak manifests itself
when the system oscillator is excited by a strong pulse. There-
fore, we show the blowup of the extra peaks, which are calcu-
lated by the RF approach with the GWP method in Fig. 6(a).
Here, for γ˜ = 0.05 (corresponding to Fig. 3(b)) the extra peak
merges with the peak of the fundamental transition centered at
3779 cm−1. These peaks are reminiscent of the previously ob-
served in liquid water.19 In liquid water, the higher-frequency
peak around 4400 cm−1 was attributed to the energy exchange
between the wavepacket width dynamics and the coupling of
the symmetric OH stretching mode at 3596 cm−1 and the ro-
tational motion at 808 cm−1.
The positions of the peaks in Fig. 6(a) are almost inde-
pendent of γ˜ , which ranges from 0.08 to 0.3. Thus, the peaks
cannot be attributed to the low-frequency bath mode. Instead,
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FIG. 6. (a) Blowup of the extra peaks excited by the strong pulse in Fig. 5.
These spectra are calculated by the RF approach with the GWP method.
Fourier transforms of the wavepacket width TCFs in the frequency ranges
(b) 3200–4000 cm−1 and (c) 7000–7800 cm−1.
of the center Q and width ρ coordinates. The (quenched) nor-
mal mode analysis43 on V (Q, ρ) yields the frequencies of
3642 and 7668 cm−1 whose difference is 4026 cm−1. Tak-
ing account of the blue shift of ω01 from the gas-phase value
3447 cm−1 to 3583 cm−1 when γ˜ = 0.015, the difference fre-
quency may red shift to 3890 cm−1 given that the frequency
of the width remains the same. The difference corresponds to
the observed higher-frequency peaks in Fig. 6(a) ranging from
3800 to 3878 cm−1.
To confirm the anharmonic shift of frequency from that
calculated by the normal mode analysis, the Fourier trans-
form of the wavepacket width TCF is shown in Figs. 6(b),
and 6(c) with different frequency ranges. These spectra were
calculated by simply replacing the dipole TCF in Eq. (1) by
the wavepacket width TCF. The peak positions in Fig. 6(b)
are similar to those in Figs. 5 and 6(a). In contrast, the
positions of the extra peaks do not depend much on the
bath parameters and range from 7330 to 7360 cm−1. This
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FIG. 7. Time evolution of normalized energy after excitation for the same parameters in Fig. 3. The results calculated by the Landau-Teller formula in Eq. (16)
and the QME with a strong excitation pulse are also shown.
independence is because the bath is only attached to the
center of the wavepacket as seen in Eq. (26). Moreover, a
small shoulder at approximately 3600 cm−1 in Fig. 6(b) for
γ˜ = 0.05 can be seen, which corresponds to the extra peak be-
cause the peak of the fundamental transition is blue-shifted to
approximately 3800 cm−1. This confirms that the extra peaks
appear at the difference frequency of the two modes in the
space of the center and width of a wavepacket.
Unfortunately, the approximations involved implies that
the present QME simulation is insufficient to describe the
nonequilibrium wave packet breathing dynamics induced by
the strong pulse excitation. This issue is thus left open to fu-
ture investigations.
E. Motional narrowing from the semiclassical
frequency modulation model
The coincidence of the IR spectra by the cumulant ap-
proximation with those by the Condon approximation is due
to the Gaussian property of an auxiliary momentum by our
simulation method. Actually, in producing the white noise
r (t) in Eq. (18) we have generated the Gaussian noise. To
reproduce experimental or calculated IR spectra, the non-
Condon effect should be considered, which manifests itself in,
for example, HOD/D2O.29 Although the amplitude is clearly
underestimated, the correct behavior along the bath parame-
ters observed in Fig. 4 would encourage the use of this method
for studying dependence of IR spectra on external parameters
such as pressure or isotope substitution.
To see the effect of the motional narrowing on IR
spectra, we also show the density-of-states (DOS) histogram
for the frequency shift in Fig. 3. This was calculated by
the time series of the instantaneous frequency shift in the
equilibrium simulation. The amplitude is normalized to be
the same as that by the SFM. As is well known, the motional
narrowing is the most significant in Fig. 3(a) by the homo-
geneous broadening. The degree of the motional narrowing
can be estimated by the ratio of FWHM of the IR spectra
to that of the DOS histogram: (56.7 cm−1)/(148.0 cm-1)
= 38.3%, (196.8 cm−1)/(311.6 cm−1) = 63.2%, and
(160.1 cm−1)/(209.6 cm−1) = 76.1% for Figs. 3(a), 3(b), and
3(c), respectively.
For example, the SFM approach was applied to
HOD/D2O and the motional narrowing affects the simulated
line shape compared to the experimental spectra.18 In this
case, the ratio was (130 cm−1)/(240 cm−1) = 54.2%. If the
T1 relaxation is included, the FWHM would increase ap-
proximately by 1/(2T1) = 22.7 cm−1 given the experimen-
tal T1 = 750 fs for the OH stretch of HOD in D2O.23, 62 Then,
the ratio would become (152.7 cm−1)/(262.7 cm−1) = 58.1%.
Considering that the IR line shape of the OH stretch of HOD
in D2O is intermediate or inhomogeneous,52 this value is
still smaller than the corresponding values in our calculations
(63.2 or 76.1%, respectively). One of the origins of this dif-
ference would be the simplicity of our model that tends to
underestimate motional narrowing.
F. Energy relaxation time
The time evolution of normalized energy after excita-
tion is shown in Fig. 7 for the same parameters in Fig. 3.
The results calculated by the Landau-Teller formula in
Eq. (16) and the QME with a strong excitation pulse are
also shown. These results were fitted by a single-exponential
function for the GLE and by the memory time defined by∫∞
0 dt〈H (t)〉/〈H (0)〉 for the QME because the decay of en-
ergy contains a non-exponential decay. The resulting VER
time T1 as a function of γ˜ on a logarithmic scale is shown
in Fig. 8(a). The dephasing time T ∗2 by Eq. (32) in Sec. V
A is also shown for comparison. As γ˜ increases with ζ/γ
fixed, T1 decreases since the coupling to the bath becomes
stronger. When γ˜ is large, all T1’s from the different meth-
ods agree well with each other. On the other hand, the LT,
GLE, GWP, and QME results differ from each other when
γ˜ is intermediate or small. One notable distinction is seen in
the long time behavior in the GWP method; it slows down
the VER since the energy is deposited in the width vari-
able as seen in Eq. (26). This is because no bath oscillator
is directly attached to the width variable, which is a partic-
ular feature of the bilinear coupling model as noted around
Eq. (26). Further, T1’s calculated by the QME are differ-
ent from others due to the non-Markovian effect.1, 63 For ex-
ample, if the energy relaxation curve is fitted for γ˜ = 0.05
by two exponential functions w1 exp(−t/t1) + w2 exp(−t/t2)
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FIG. 8. (a) Energy relaxation time as a function of γ˜ on a logarithmic scale.
Also shown is the dephasing time T ∗2 by Eq. (32) in Sec. V A for comparison.
(b) Ratio of T1 between by the weak pulse excitation and by the strong one
in percentage.
where w1, w2, t1, and t2 are the fitting parameters, then we
find t1, t2 = 29.9, 173.6 fs. Because Rab,cd (t) in Eq. (28) ap-
proaches its Markovian limit for t  1/γ , the slower decay
constant is more related to the Markovian value. Actually,
the slower decay constant t2 is comparable to that by the LT
formula, 147.2 fs. It is noted that T ∗2 is smaller than T1 for
small γ˜ and comparable or larger than T1 for large γ˜ . Despite
this, the SFM model was shown to work well for all the bath
parameters.
One of the interesting problems in VR is the dependence
of the VER rate on the strength of an excitation pulse. For in-
stance, the VER rate of a Morse oscillator was reported to be
an increasing function of the excitation energy for the Drude
bath whereas it is a decreasing function for the Ohmic bath.32
This indicates that the non-Markovian effect by the colored
bath plays an important role in VER. Hence, we examine the
dependence of the VER rate on the pulse strength by the ra-
tio of T1 between the weak and strong pulse excitation cases.
The result (in percentage) is shown in Fig. 8(b). Most of the
results by the GLE are less than 100% especially for small γ˜
(the correlation time is long). The value for large γ˜ is close to
100% because the non-Markovian effect is less than that for
small γ˜ . The results by the GWP method are usually larger
than 100%. This is because as the excitation energy becomes
large the energy deposited in the width variable increases and
the VER rate slows down. The results by the QME for γ˜
= 0.015 and 0.05 are much larger than 100% because the
short-time decays are reduced as seen in Figs. 7(b) and 7(c).
Although the quantum and classical T1s are identical for
a harmonic oscillator,27 the derivation assumed the Markov
approximation that the bath relaxes much faster than the time
scale of transitions between quantum states of the system os-
cillator. When the line shape is inhomogeneous (γ˜ = 0.3), the
ratio (T GLE1 /T QME1 ) of T1 calculated by the GLE (T GLE1 ) to
that by the QME (T QME1 ) is 1.19 by the weak pulse excita-
tion in Fig. 7(a). Otherwise, the ratios are much greater than 1
(2.66 and 3.00 for γ˜ = 0.05 and 0.008 in Figs. 7(b) and 7(c),
respectively). This suggests that the quantum effect for T1 is
larger when the line shape is inhomogeneous than when it is
homogeneous. In the Appendix, we also compare the energy
of our pulse excitation with that by Bader, Berne, Pollak, and
Hänggi (BBPH),32 which employs the same model as ours in
different conditions.
VI. CONCLUDING REMARKS
In summary, we have investigated the vibrational spec-
troscopy and relaxation of an anharmonic oscillator in liq-
uids by the GLE, the GWP method, and the QME. IR spec-
tra have been calculated and analyzed by the TCF, the RF,
and the SFM. Molecular vibrations have been modeled by
a Morse oscillator coupled linearly to a harmonic oscillator
bath. The FTCFs are calculated by the perturbation theory,
which is shown to yield the accurate instantaneous frequency
shift. Fitting the FTCF yields the RMS frequency fluctuation
 and correlation time τ of the model. Then, we have cate-
gorized the bath parameters based on the criteria whether the
line shape is homogeneous or inhomogeneous and calculated
the pure dephasing width. The harmonic approximation to the
QCF in the TCF approach is shown to work well to simulate
IR spectra. The peak amplitude and width in the IR spectra
calculated by the GLE are shown to agree well with those
by the QME. However, the vibrational frequency is overesti-
mated. It is found that the GWP method improves the peak
position by taking account of the zero-point energy and the
anharmonicity, yet the red-shift slightly overshoots the QME
reference. Moreover, the GWP method yields an extra peak
especially when a strong pulse is used, which arises from the
difference frequency of the motions of the center and width
of the wavepacket. The SFM approach is shown to underesti-
mate the peak amplitude of IR spectra but reproduce the cor-
rect width of the peak and its dependence on the bath parame-
ters. When the system is excited by a strong pulse, the peak in
the lower frequency region due to the 1–2 transition appears
only by the QME. The motional narrowing has been slightly
underestimated compared to other simulations of molecular
vibrations due to the simplicity of our model. Moreover, it is
found that the strong pulse excitation accelerates the VER cal-
culated by the GLE. A non-exponential decay at short times
is found in the energy of the oscillator by the QME after exci-
tation with a weak pulse when the correlation time of the bath
is long.
For the simulation of IR spectra, using the QME as a ref-
erence, the GWP and SFM approaches yield a qualitatively
correct fundamental transition frequency. The classical GLE
predicts the higher frequency than other methods for an anhar-
monic oscillator studied. Conversely, for the simulation of the
VER rate and its excitation energy dependence, the classical
GLE gives a qualitatively reasonable description.
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APPENDIX A: EXCITATION ENERGY
In this appendix, we compare our results with those of
Bader, Berne, Pollak, and Hänggi.32 First, the Morse param-
eters are different from ours: DBBPH = 49.2 kcal/mol and
ωBBPH0 = 296 cm−1. Second, the excitation energy is far be-
yond ours: the ratios of the excitation energy to ¯ω0 of BBPH
was 10, 40, 80kBT/¯ωBBPH0 = 7.0, 28.2, 56.4. On the other
hand, ours were {P2/(2μ)}/¯ω0 = 2.8 × 10−3, 7.1 × 10−2.
Here, we assumed that the excitation energy approximately
given by the increased moment P as P ∼ teE/2. Our
values are far less than those of BBPH. In addition, the exci-
tation energy of BBPH is close to the dissociation limit of the
oscillator and significantly large because experiments are usu-
ally conducted near equilibrium. Thus, our smaller excitation
energy corresponds to experimental situations better. There-
fore, our simulation methodology has shown the increase of
the VER rate with increasing excitation energy in a more re-
alistic situation.
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