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Abstract
Data from e
+
e
 
annihilation into hadrons, taken with the ALEPH detector at the Z pole,
are analyzed. The four-jet rate is studied as a function of the resolution parameter and
compared to next-to-leading order calculations combined with a resummation of large logarithms.
Angular correlations in four-jet events are measured and compared to next-to-leading order QCD
predictions. With this method, a simultaneous measurement of the strong coupling constant and
the QCD colour factors is obtained.
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1 Introduction
Electron-positron annihilation into hadrons at high energies is a good process to test Quantum
Chromodynamics (QCD), the theory of strong interactions, since the initial state is known very
well and long-distance (non-perturbative) eects are typically small. Therefore many QCD studies
have been carried out at LEP, in particular precise measurements of the strong coupling constant

s
(M
Z
) [1] and tests of the structure of the underlying gauge group [2][3], which is SU(3) in the
case of QCD. For the former measurements jet rates and so called event-shape variables have
been used as they are very sensitive to the eects of gluon radiation, and usually dened such
that the dierential cross sections are directly proportional to the strong coupling constant. The
dierential matrix elements in leading (LO) and next-to-leading order (NLO) for these three-
jet type quantities have been known for a long time [4], and for some of the variables even the
resummation of large logarithms to all orders in perturbation theory has been carried out [5]. For
the tests of the underlying gauge group, in order to get sensitivity to the gauge structure of the
theory, the angular distributions of jets in four-jet events were employed. The rst tests of the
structure of the underlying gauge group were done using LO predictions which start at O(
2
s
) [2].
Since 1997 NLO corrections to four-jet observables have been computed [6]-[14], which allow
rened studies such as improved tests of the gauge structure or measurements of the strong
coupling constant with variables for which the perturbative predictions start atO(
2
s
). Preliminary
results on a rst measurement of the strong coupling constant from the four-jet rate were presented
last year [15], showing good agreement with previous measurements. Recently, also rst results
on a combined measurement of the strong coupling constant and the colour factors have been
published [3].
In this note a new combined measurement of the strong coupling constant and the colour factors
using NLO calculations is presented, by tting the resummed next-to-leading order predictions for
the four-jet rate and the normalized next-to-leading order predictions for the angular correlations
in the four-jet events to corrected ALEPH data. A new treatment of the backgrounds and
hadronization corrections is used, showing good agreement with previous results.
In the following section the theoretical input is summarized, after which the ALEPH detector
and the data analysis are described. Then follows a discussion on the measurement results, and
nally the conclusions are given.
2 Observables and Theoretical Predictions
The NLO dierential cross section for a four-jet observable, O
4
, can be written as,
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and where 
0
is the Born cross section for e
+
e
 
annihilation into hadrons,  is the renormalization
scale, x

the ratio of  with respect to the Z boson mass, and B
O
4
and C
O
4
are scale-independent
functions. They are obtained from the integration of the fully dierential massless matrix elements
for e
+
e
 
annihilation into four-parton nal states. In the analysis, the integration has been carried
out with the Monte Carlo (MC) program DEBRECEN [16].
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x =
C
A
C
F
and y =
T
R
C
F
are the QCD colour factor ratios, and N
f
= 5 is the number of active avours.
Using the expected values from SU(3) for the colour factors, C
A
= 3 and C
F
= 4=3, together with
the normalization T
R
=1/2, the theoretical prediction for the ratios is x = 2:25 and y = 0:375.
The measurement of the colour factors using four-jet observables is possible thanks to the
linear and quadratic dependence of the B and C functions, as seen in the following expressions,
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where z =
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N
c
C
3
F
(C
3
is the square of a cubic Casimir operator). The C
z
functions have been found
to be very small and are not taken into account in the present study.
The four-jet rate is used in this analysis as it is very sensitive to . Following expression (1),
the NLO prediction for the four-jet rate -dened as the ratio of the four-jet cross section to the
total hadronic cross section- is given by:
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where y
cut
is the clustering resolution parameter and the relation 
tot
= 
0
(1 +
3
2
) is used to
obtain the proper normalization. In this study the jets are dened by the Durham clustering
algorithm with the E-recombination scheme (Durham-E clustering) [17].
Four-jet fractions decrease very rapidly when increasing the resolution parameter, so most of
the data is found at small y
cut
. However, the xed order perturbative prediction is not reliable
for small values of y
cut
, due to the terms 
s
n
ln
m
y
cut
that enhance the higher order corrections.
The all order resummation of the leading and next-to-leading logarithmic (NLL) contributions
has to be performed. This resummation is possible with the Durham clustering algorithm using
the coherent branching formalism. The expression for the four-jet rate in the next-to-leading
logarithmic approximation is given in [14].
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As the Durham four-jet rate can be resummed but does not satisfy a simple exponentiation,
the only viable matching schemes are the R matching or the modied R matching [18],[19]. The
one used in this study is the R matching following again reference [14].
Apart from the four-jet rate, four other observables have been used for the combined
measurement which are expected to be very sensitive to the colour factor ratios. These are
the four-jet angular correlations calculated for selected four-jet events, again with the Durham-E
clustering algorithm, at y
cut
=0.008:
 the Bengtsson-Zerwas angle [20];
j cos (
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2
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)]) j
 the Korner-Schierholtz-Willrodt angle [21];
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 the modied Nachtmann-Reiter angle [22];
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 the angle between the two lowest energy jets [23];
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3
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where p
i
are the energy-ordered four-momenta (E
1
> E
2
> E
3
> E
4
).
As the NLO contribution for these observables is large and there is no resummation available,
the normalized distributions are used in this analysis. Normalized observables are expected to have
smaller higher order contributions and they are still sensitive to the colour factors and the strong
coupling constant. Then, the theoretical NLO expression for each of the angular observables will
look like
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where B and C are obtained by integrating the functions B and C over the t range.
3 Data Analysis
3.1 The ALEPH Detector
The ALEPH detector is described in detail elsewhere [24]. Briey, at the core of the tracking
system is a silicon strip vertex detector (VDET). This has two layers, at average radii of 6.5
and 11.3 cm, each providing measurements in both the r- and r-z projections. The spatial
resolution for r- coordinates is 12 m for normal incidence and varies between 12 and 22 m
for z coordinates, depending on the track polar angle. The angular coverage of the VDET is
j cos j < 0:85 for the inner layer and j cos j < 0:69 for the outer layer. The VDET lies within
a cylindrical drift chamber (ITC), which measures up to eight coordinates per track in the r-
projection, with a resolution of 150 m. The ITC is in turn enclosed in a large time projection
4
chamber (TPC), lying between radii of 30 and 180 cm. This provides up to 21 three-dimensional
coordinates per track, with resolutions in the r- and r-z projections of 180 m and 500 m,
respectively. The three tracking detectors are surrounded by a superconducting solenoid producing
a magnetic eld of 1.5 T.
For charged tracks with two VDET coordinates, a transverse momentum resolution of
p
T
=p
T
= 6  10
 4
p
T
 0:005 (p
T
in GeV/c) is achieved. The impact parameter resolution
is (25 + 95=p) m (p in GeV/c).
An electromagnetic calorimeter (ECAL) and a hadron calorimeter (HCAL) are used to measure
the energies of neutral and charged particles over almost the full 4 solid angle. The ECAL is a
lead/wire-chamber sandwich operated in proportional mode and is read out via projective towers
subtending typically 0:9
Æ
 0:9
Æ
. A relative energy resolution of 0:18=
p
E (E in GeV) is obtained.
The HCAL uses the iron return yoke as absorber and has an average depth of 1.2 m. Hadronic
showers are sampled by 23 planes of streamer tubes, which induce an analog signal on pads
arranged in projective towers of approximately 3:7
Æ
 3:7
Æ
. In association with the ECAL, the
HCAL also provides a measurement of the energy of charged and neutral hadrons with a relative
resolution of 0:8=
p
E (E in GeV).
Muon chambers consisting of two double layers of streamer tubes surround the HCAL.
Electrons and photons can be identied using the ECAL, whilst muons are seen as tracks giving
a series of hits on digital readout strips in the HCAL and muon chamber streamer tubes.
Combining the information of all subdetectors, while avoiding double counting, an energy-
ow algorithm [25] provides a measurement of the total energy and a list of charged and
neutral reconstructed objects, called energy-ow objects, with measured momentum vectors and
information on particle type.
3.2 Event Selection
In this analysis data from 1994 and 1995 are used, taken at and around the Z peak by the ALEPH
detector. First a hadronic selection is applied. Charged particle tracks are selected that have at
least four measured space coordinates from the TPC, a polar angle in the range 18
Æ
<  < 162
Æ
,
and a transverse momentum with respect to the beam direction of p
?
> 0:2 GeV/c. In addition,
the closest radial distance of approach of the extrapolated track to the beam axis, d
0
, is required to
be less than 2 cm, and the z-coordinate of the point of closest radial approach, z
0
, is required to be
less than 10 cm. Using these selected charged tracks, the total charged energy E
ch
=
P
i
p
p
2
i
+m
2

is computed. Neutral energy-ow objects are kept if their polar angle with respect to the beam
axis is in the range 18
Æ
<  < 162
Æ
.
Events are selected that have at least ve selected charged particle tracks and E
ch
> 15 GeV.
Only events with j cos
Sph
j < 0:9 are kept, where 
Sph
is the polar angle of the sphericity axis,
computed from all charged and neutral particles as obtained from the energy-ow algorithm.
Finally, the fraction of electromagnetic energy in each jet is required to be smaller than 90% to
avoid high energy photons.
According to the MC simulation, this basic hadronic event selection is about 90.2% eÆcient.
Non-hadronic background, which is dominated by 
+

 
events, represents about 0.3% of this
5
sample. After the selection, a sample of 2.5 million hadronic events remains for further analysis,
from which about 163,000 are selected as 4-jet events at y
cut
=0.008. The normalized binned
distributions of the angular correlations and the four-jet rate for dierent values of the resolution
parameter are computed taking all selected charged and neutral energy-ow objects. Twenty
equally sized bins are used for each angular observable, and the four-jet rate is measured at 60
equidistant points in the range  12  ln(y
cut
)   0:2. For the angular correlations only the bins
within the t range are used for normalization.
The analysis also uses 5.3 million simulated hadronic events produced with a generator based
on the JETSET 7.4 parton shower model [26]. The production rates, decay modes and lifetimes of
heavy hadrons are adjusted to agree with recent measurements, while heavy quarks are fragmented
using the Peterson et al. model [27]. Detector eects are simulated using the model of Peterson
et al (GEANT package) [28].
3.3 Hadronization Corrections
The theoretical predictions have to be corrected to take into account hadronization as well
as detector eects before being compared to data. The hadronization corrections have been
implemented separately for the four-jet rate and the angular corrections as detailed below.
3.3.1 Corrections for R
4
For the four-jet rate, for which the resummation of large logarithms exist, the hadronization
corrections have been computed using R
4
measurements in MC events at parton and at hadron
level. Here, the parton level refers to the set of partons present after the showering process. Then
the correction factors for each y
cut
are computed according to
C
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(y
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R
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(y
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)
R
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4
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)
: (10)
The superscript \had" (\part") refers to the hadron (parton) level. The prediction corrected to
hadron level (HL), R
corrHL
4
(y
cut
), is obained from the theoretical prediction, R
TH
4
(y
cut
), according
to
R
corrHL
4
(y
cut
) = C
had
(y
cut
)R
TH
4
(y
cut
) : (11)
The JETSET parton shower model together with the Lund string fragmentation scheme
(PYTHIA 6.1) is employed for the calculation of the hadronization corrections. The model
parameters have been taken from [29], with the exception that nal state radiation is not included
in the simulation.
A similar approach for the description of the parton level is taken by the HERWIG 6.1 [30]
program. However, there the fragmentation is modelled according to the cluster fragmentation
scheme.
Two similar approaches, which in some sense go to opposite extremes, can be tested by using
the matrix element (ME) option in the PYTHIA program, or a special PYTHIA production
6
which has on average 4 partons after the parton shower. In order to achieve this the parton
shower cut-o parameter, Q
0
, has been increased to 4 GeV, and afterwards the fragmentation
parameters have been retuned so that the hadron level describes the data (this approach will
be called PYTHIA,Q
0
from now on). In the ME option (namely PYTHIA,ME) at the parton
level two-, three- and four-parton nal states are generated according to the exact NLO matrix
elements, and then the hadronization step is performed via the string fragmentation scheme. This
model should give a better description of four-jet related quantities. However, it is known not to
describe well the energy evolution of basic quantities such as the charged multiplicity [31].
3.3.2 Corrections for the angular observables
For the angular correlations a dierent MC simulation is used. Still with PYTHIA 6.1, the option
to start a parton shower from a four-parton conguration is chosen [32]. This simulation should
better describe our data provided that two- and three-jet backgrounds are negligible, and that the
showering and hadronization processes are well modelled. The parameters for the showering and
hadronization are identical to the simulation used for the four-jet rate.
An important parameter in this four-parton MC simulation is the so called intrinsic y
cut
(y
int
).
The rejection of four-parton congurations with a y
34
(jet resolution parameter when going from
four to three jets) smaller than y
int
is used to avoid soft and collinear divergences. The parameter
y
int
has to be smaller than y
cut
, but going to very small values is not possible for technical
reasons. Therefore, it is not a suitable MCfor the four-jet rate, which is calculated at dierent
y
cut
values over a large range. The value used for the simulation to correct angular distributions
was y
int
=0.004.
Using this four-parton option 15 million events were generated with about 8 million four-jet
events selected at y
cut
=0.008. The angular distributions are calculated at three levels: parton
level before showering (i.e. using massless LO matrix elements for 4 partons), parton level after
showering and hadron level. In order to correct not only for the hadronization eects, but also for
the missing higher orders, the bin-by-bin ratios of the distribution at hadron level over the one at
parton level are calculated,
C
bck+had
(i
bin
) =
cosX
had
(i
bin
)
cosX
part
(i
bin
)
; (12)
where now \part" refers to parton level before showering. The predictions corrected to hadron
level are then obtained as
cosX
corrHL
(i
bin
) = C
bck+had
(i
bin
) cosX
TH
(i
bin
) : (13)
The simulation of massless four-parton congurations is also possible using the HERWIG
6.1 MC program. About 6 million events were produced, with about 2.5 million selected as
four-jet events. The background + hadronization corrections from the HERWIG simulation
show large discrepancies with respect to the ones coming from PYTHIA as can be seen in
Fig. 1. The HERWIG simulation from four-parton MEhas been shown not to describe correctly
the experimental angular distributions, as will be further seen in the study of the systematic
uncertainties. The showering and hadronization parameters used, both in HERWIG and PYTHIA,
are the standard ones, which were obtained by tuning MC simulations which start from qq
7
congurations. Therefore, this may be an indication of the non-universality of these parameters.
If a better tuning cannot be found, then the reason for the discrepancies could be due to the
implementation of the showering and hadronization processes in the MC programs. In any case
the disagreement between both MCs should be investigated further.
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Figure 1: Background and hadronization corrections for the angular correlations.
As a cross-check, the ME option in PYTHIA, described in section 3.3.1, is also used for the
computation of hadronization corrections for the angular correlation distributions.
Finally, a forth MC set was produced in order to check for mass eects. For this, the 4JPHACT
MC program is used [33], where the massive LO four-parton ME are employed for generating
the initial state. The showering and hadronization processes are modelled using PYTHIA 6.1
(standard parameters).
3.4 Detector Corrections
The theoretical predictions, which are corrected to hadron level, have to be corrected further for
detector eects such as acceptance, eÆciency and resolution before being tted to data. This is
done by computing these observables from a MC before and after the detector simulation and
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imposing the same track and event selection cuts as for the data. Then the correction factors are
computed,
C
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O
det
4
(i
bin
=y
cut
)
O
had
4
(i
bin
=y
cut
)
; (14)
where O
det
4
(i
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=y
cut
) denotes the value of the observable at the detector level. The hadron level
distributions are obtained by switching o any photon radiation in the initial and nal state (ISR,
FSR), both present at the detector level, with all particles having mean lifetimes less than 10
 9
s
required to decay, and all other particles being treated as stable. The detector level distributions
come from the full MC simulation described in section 3.2. Starting from the distributions at HL,
O
corrHL
4
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=y
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), the detector-corrected distribution, O
corrDL
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), is obtained according to
O
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=y
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)O
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4
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) : (15)
The detector correction factors are typically found within the 5% range, except at the edges
of the phase space where corrections up to 10-20% are observed.
Another approach is tested for the correction of the angular correlations. A detector level
distribution is obtained by passing through the detector simulation events simulated with the
PYTHIA four-parton option, including ISR and FSR. This MC simulation was expected to
describe the data better. This was indeed found for most of the angular observables, especially
for cos
34
, but surprisingly not for cos 
NR
as shown in Fig. 2. This may again be a hint of some
problems in the tuning or in the showering and hadronization processes implemented in PYTHIA.
In this analysis, this new MC simulation has been used to calculate again C
det
factors, but only
for cos
34
, where an important improvement has been observed.
3.5 Total correction
Taking into account the hadron and detector corrections as explained in the previous sections, the
total corrections for each four-jet observable can be constructed as:
C
tot
(i
bin
=y
cut
) = C
(bck+had)
(i
bin
=y
cut
)  C
det
(i
bin
=y
cut
) (16)
Figure 3 shows the bin-by-bin total corrections for each observable. Typically such corrections
are found within the 5-10% range for the angles. They are also small in the central region of the
four-jet rate, but quickly increasing to around 20% or higher when moving to small or large y
cut
values.
4 The Combined t of 
s
and the Colour Factors
4.1 Fit Procedure and Results
An experimental covariance matrix is calculated to take into account the statistical error of the
data, the statistical errors of the detector and hadronization corrections, and the bin-by-bin
9
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Figure 2: Comparison of the two sets of full MC simulations with respect to ALEPH data.
statistical correlations among the dierent observables as well as the correlations between the
bins of a single observable.
Then a 
2
minimization is performed with respect to  , x and y, using statistical errors only.
The t range is selected by requiring the total corrections for each observable to be smaller than
10%, and 10
 3
< y
cut
< 10
 2
for the four-jet rate.
The results are given in Table 1, and show good agreement with both QCD expectations and
previous results [2] [3], however, with an important reduction of the statistical error.
The tted distributions can be seen in Figs. 4 and 5. In the case of cos
34
a signicant
discrepancy in the central region of the distributions is observed. This disagreement was already
seen in [3]. Its origin is not understood.
4.2 Systematic Uncertainties
Systematic uncertainties can arise from imperfections in the implementation of the physics
processes in the MC as well as from deciencies in the description of the detector performance,
from theoretical uncertainties or missing higher orders in the perturbative series, from the model
10
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Figure 3: Total corrections for the observables used in the analysis. The dashed lines show the maximum allowed
corrections used for the t.
used to calculate the hadronization corrections, and from the specic analysis procedure. Tables 2-
6 show the systematic sources that have been studied. A brief description of each one can be found
in the following paragraphs. In general a bayesian method is used [2] to obtain the systematic
error for each source, except for the variation of the t range, where the number of tted bins is
dierent.
4.2.1 Fit Range
The sensitivity of the measurement to the t range is checked by repeating the analysis with the
requirement of a total correction per bin smaller than 20% (10% in the standard analysis). The
small variations (Table 2) indicate that the range chosen for the nominal t does not introduce
any important bias in the measurement.
4.2.2 Selection Criteria
All cuts imposed in the hadronic selection have been moved in order to evaluate the eect on the
measurement. The new values for the selection cuts on track parameters are found by changing
11
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0:0255 0:0003 2:17 0:06 0:37 0:02 76:8=80
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-0.45 0.85
Table 1: Results for the combined t using 1994 and 1995 ALEPH data.
(M
Z
) x y 
2
=dof
tot.corr. < 20% 0:02565 0:00021 2:191 0:056 0:387 0:019 89:0=88
Range sys.  = 0:0001 x = 0:02 y = 0:02
(
y
)
sys
(
xy
)
sys
1. 1.
Table 2: Results when changing the t range. The total corrections are chosen to be smaller than 20% instead of
10%.
them until the number of selected events per unit luminosity is the same in data and MC [34].
The analysis has been repeated by introducing the following changes (only one at a time): at
least six measured space coordinates from the TPC; a polar angle at the origin in the range
20
Æ
<  < 160
Æ
both for charged and neutral tracks; transverse momentum p
?
> 0:205 GeV/c;
d
0
= 1:867cm; z
0
= 6:64cm; at least 8 selected charged tracks; minimum charged energy 22 GeV;
j cos
Sph
j < 0:85; and fraction of e.m. energy < 20%.
The observed changes when modifying the selection cuts are in general small and in many
cases even negligible. The largest are at the 1% level for x and 2% for y (always below 1% for ).
The total experimental systematic uncertainty is the quadratic sum of all contributions in
Table 3, where individual contributions are calculated in the bayesian approach. It results in
0.0002 for , as well as 0.02 and 0.01 for the color factor ratios, x and y.
4.2.3 Hadronization and Background Corrections
The hadronization uncertainty is taken as the change in the tted parameters when the corrections
are calculated with HERWIG. The values can be found in Table 4 and show large systematic
uncertainties, up to 8.5% for y. The strong increase in the 
2
when using HERWIG corrections
for the angular observables is an indication for unresolved issues in this new four-parton option.
4.2.4 Detector Corrections
An estimation of the systematic uncertainty due to the detector corrections has been obtained by
repeating the analysis using charged tracks only. This constitutes a strong test of the simulation
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Figure 5: Plot for the distribution of the four-jet rate, corrected to detector level and tted to ALEPH data. As
in Fig. 4, full dots correspond to ALEPH data and the solid line to the tted distribution. The dashed lines are
also plotted, however they are indistinguishable from the solid t line. Again, the ratio of data with respect to
tted distributions is shown in the small inserts.
and the largest dierence to the value found for x

=1 is taken as systematic uncertainty. As the
theoretical predictions for R
4
and for the angular correlations are known at dierent accuracy, the
scale uncertainty is estimated by varying x

separately for each of the two kind of observables.
The resulting uncertainty is 4% for , 2% for x and 13% for y. It is the dominant one for the rst
and third parameters.
An evaluation of mass eects, which are not included in the theoretical predictions, is
attempted by using the 4JPHACT MC program [33]. As the parameters for PYTHIA were
optimized for massless partons, the massive hadronization and background corrections for the
angular observables are calculated as follows,
C
bck+had
(i
bin
) =
cosX
part 4j
(i
bin
)
cosX
part py
(i
bin
)
cosX
had py
(i
bin
)
cosX
part py
(i
bin
)
; (17)
where the index \part-4j" indicates the parton level coming from 4JPHACT, and \part-py" (\had-
py") the parton (hadron) level from PYTHIA. The rst ratio corrects for mass eects in the LO
prediction, and the second ratio assumes that the showering and hadronization corrections do not
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(M
Z
) x y 
2
=dof
Sphericity cut 0:02559 0:00031 2:172 0:064 0:373 0:020 71:9=80
TPC cut 0:02540 0:00030 2:166 0:062 0:362 0:020 76:3=80
Num.ch.tracks cut 0:02562 0:00031 2:151 0:062 0:363 0:020 84:6=80
E
ch
cut 0:02551 0:00031 2:179 0:063 0:373 0:020 75:9=80

ch
cut 0:02568 0:00031 2:167 0:062 0:376 0:020 75:8=80

nt
cut 0:02556 0:00031 2:155 0:062 0:366 0:020 81:1=80
Fraction of e.m. energy cut 0:02553 0:00031 2:163 0:062 0:366 0:020 77:3=80
z
0
cut 0:02553 0:00031 2:168 0:062 0:369 0:020 78:0=80
d
0
cut 0:02553 0:00031 2:168 0:062 0:369 0:020 76:9=80
p
?
cut 0:02549 0:00031 2:169 0:062 0:368 0:020 79:1=80
Experimental sys.  = 0:0002 x = 0:02 y = 0:01
(
y
)
sys
(
xy
)
sys
0.77 0.53
Table 3: Systematic uncertainties due to the selection cuts used in the analysis.
depend strongly on the quark masses. This estimation shows that mass eects might be large, up
to 0.07 for x.
The total theoretical uncertainty is obtained adding quadratically the contribution of the two
sources described above and results in the dominant systematic uncertainty for all parameters.
4.3 Further Checks
4.3.1 Hadronization and Background Corrections
As a cross-check, the more extreme models presented in Sect. 3.3 were used to t  and the color
factor ratios. The systematic changes in the tted parameters (Table 7) would be of about 2-3%,
which is covered by the total uncertainty.
4.3.2 Two- and Three-Parton Backgrounds for the Angular Correlations
The background and hadronization corrections used for the angular correlations are valid
provided that the number of two- and three-parton events that are clustered into four jets after
hadronization is negligible. To check this the following study was done.
Using the PYTHIA ME option as described in section 3.3.1, 1 million events were generated.
The hadronization parameters were the standard ones. The fraction of the number of four-jet
events at HL which came from two- and three-parton events with respect to the total number
of four-jet events was found to be much smaller than 1%. Therefore, no two- and three-parton
background treatment was implemented in the analysis.
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(M
Z
) x y 
2
=dof
HERWIG - all 0:02572 0:00031 2:257 0:065 0:442 0:021 570:=80
HERWIG - angles, PYTHIA - R4 0:02489 0:00029 2:275 0:063 0:384 0:021 546:=80
PYTHIA - angles, HERWIG - R4 0:02639 0:00033 2:135 0:064 0:417 0:020 79:1=80
Background & Hadronization Sys.  = 0:0006 x = 0:02 y = 0:03
(
y
)
sys
(
xy
)
sys
0.47 0.53
Table 4: Systematic uncertainties due to the background and hadronization corrections.
(M
Z
) x y 
2
=dof
Charged Only 0:02577 0:00031 2:143 0:062 0:359 0:020 82:5=80
4-partons full MC 0:02583 0:00031 2:089 0:061 0:346 0:020 101:1=80
Detector sys.  = 0:0001 x = 0:02 y = 0:01
(
y
)
sys
(
xy
)
sys
-0.90 0.99
Table 5: Systematic uncertainties due to detector eects.
4.3.3 Sensitivity Checks
The sensitivity of the analysis to each of the observables is studied. The t results when taking
out one observable at a time can be seen in Table 8. As expected,  is mainly xed by the R4
distribution, and the color factor ratios by the angular correlations. The sensitivity to colour
factors is quite similar for the various variables.
4.3.4 y
cut
Dependence
A check was done in order to see if the present measurement depends on the chosen y
cut
value.
The analysis is repeated with the four-jet events calculated for y
cut
= 0.01. The results are given
in Table 9 and are in good agreement with the standard analysis.
4.4 Final Results
Putting together all systematic uncertainties considered above, the nal result of the combined
measurement of  and the colour factor ratios is:
(M
z
) = 0:0255 0:0003(stat) 0:0012(sys)
x = 2:17 0:06(stat) 0:07(sys)
y = 0:37 0:02(stat) 0:06(sys)
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(M
Z
) x y 
2
=dof
x

=0.5 for the angles 0:02545 0:00032 2:193 0:067 0:377 0:021 64:8=80
x

=2. for the angles 0:02558 0:00030 2:148 0:059 0:361 0:019 87:9=80
x

=0.5 for R4 0:02352 0:00030 2:265 0:062 0:266 0:018 72:6=80
x

=2. for R4 0:02712 0:00031 2:096 0:063 0:439 0:021 86:8=80
Scale sys.  = 0:0010 x = 0:051 y = 0:05
mass 0:02568 0:00031 2:122 0:064 0:354 0:020 75:6=80
Mass sys.  = 0:0001 x = 0:04 y = 0:01
Theoretical sys.  = 0:0010 x = 0:06 y = 0:05
(
y
)
sys
(
xy
)
sys
0.92 -0.53
Table 6: Systematic uncertainties due to variations in the theoretical predictions.
(M
Z
) x y 
2
=dof
ME - all 0:02787 0:00036 1:967 0:066 0:343 0:020 96:1=80
ME - angles, PYTHIA - R4 0:02632 0:00034 1:979 0:065 0:317 0:020 98:3=80
PYTHIA - angles, ME - R4 0:02702 0:00032 2:154 0:063 0:394 0:020 76:9=80
PYTHIA,Q
0
- R4 0:02749 0:00034 2:111 0:063 0:423 0:020 90:0=80
Table 7: Check for hadronization and background corrections. Deviations from the standard analysis are covered
by the systematic uncertainties already described.
(
y
)
stat
=  0:45 (
y
)
sys
= 0:77
(
xy
)
stat
= 0:85 (
xy
)
sys
=  0:14
which can also be expressed in terms of the strong coupling constant and the colour factors,

s
(M
Z
) = 0:119 0:006(stat) 0:022(sys)
C
A
= 2:93 0:14(stat) 0:49(sys)
C
F
= 1:35 0:07(stat) 0:22(sys)
These results are in excellent agreement with previous measurements. The dominant source of
systematic uncertainty is obtained by variation in the theory, where both the scale and the mass
eects result in large deviations from the standard measurement.
Figure 6 shows that the measurement of the colour factor ratios is in agreement with the
expectations from QCD (x=2.25 and y=0.375). The agreement with previous measurements by
ALEPH using data from 1992 to 1995 [2] and by OPAL [3] is also observed.
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(M
Z
) x y 
2
=dof
No cos
BZ
0:0253 0:0003 2:21 0:08 0:38 0:02 58:5=60
No cos
KSW
0:0256 0:0003 2:12 0:07 0:35 0:02 52:6=60
No cos
NR
0:0255 0:0003 2:19 0:06 0:38 0:02 59:1=60
No cos
34
0:0255 0:0003 2:16 0:06 0:37 0:02 66:1=60
No R4 0:0900 0:00000 2:27 0:09 0:37 0:05 44:2=74
Table 8: Results from the sensitivity check. The analysis is repeated taking out one of the observables at a time.
(M
Z
) x y 
2
=dof
y
cut
=0.01 0:0259 0:0004 2:15 0:08 0:34 0:02 99:5=81
Table 9: Fit results for y
cut
=0.01 instead of y
cut
=0.008.
5 Massless Gluino Hypothesis
A nal study was done in order to test the hypothesis of the existence of a massless gluino.
As in the measurement described above, DEBRECEN is used to obtain the NLO perturbative
prediction. This MC program provides not only the B and C functions for pure QCD, but also for
QCD+massless gluino. Only the four-jet angular correlations have been used, since there is not a
consistent prediction for R4, for which gluino contributions are not available in the resummation
terms.
The simultaneous measurement of the strong coupling constant and the colour factors has been
repeated using as perturbative predictions for the four-jet angular correlations those coming from
eq. 9. Two cases have been considered. First, the B and C functions were taking into account only
pure QCD congurations. Then the gluino contributions were also included in these functions,
and the QCD beta function coeÆcients in eq. 5 where changed to [35] [36],

0
=
11
3
x 
4
3

yN
f
+ x
N
g
2

; 
1
=
17
3
x
2
  2

y N
f
+ x
2
N
g
2

 
10
3

x yN
f
+ x
2
N
g
2

: (18)
where N
g
is the number of gluinos, set to 1 in this analysis.
Hadronization and detector corrections were taken from the standard analysis under the
assumption that they are not strongly dependent on the gluino contribution. All the studies
of systematic uncertainties described in section 4.2 have been repeated.
The results of the t together with the estimation of the systematic uncertainties are
x = 2:27 0:09(stat) 0:08(sys)
y = 0:38 0:05(stat) 0:07(sys)
(
xy
)
total
=  0:145
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Figure 6: 68% condence level contour in the (x,y) plane, calculated from statistical plus systematic errors (shaded
region). For comparison also the results from previous measurements are given, as well as predictions for simple
Lie groups.
for the pure QCD case, and
x = 2:26 0:08(stat) 0:07(sys)
y = 0:15 0:06(stat) 0:06(sys)
(
xy
)
total
=  0:187
for the QCD+gluino hypothesis.
Figure 7 shows that these results exclude the existence of a massless gluino at more than 95%
condence level, since the measured colour factor ratios do not agree with SU(3) anymore. The
assumption that hadronization corrections are not aected (at rst approximation) by the gluino
contributions should be checked as soon as there is some MC program that allows to include them.
It is worth noting that eects of a massive gluino have not been studied yet.
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Figure 7: 68% and 95% condence level contours in the (x,y) plane, based on four-jet angular correlations. The
uncertainties include statistical as well as systematic errors.
6 Conclusions
A combined measurement of the strong coupling constant and the colour factors from angular
correlations in four-jet events and the four-jet rate has been presented. For the jet nding the
Durham clustering algorithm (E-scheme) was used with y
cut
=0.008 for the angular correlations.
The results are

s
(M
Z
) = 0:119 0:006(stat) 0:022(sys)
C
A
= 2:93 0:14(stat) 0:49(sys)
C
F
= 1:35 0:07(stat) 0:22(sys)
These results are in excellent agreement with previous measurements, with similar systematic
uncertainties, but with an important reduction in the statistical error.
Large discrepancies have been found between PYTHIA and HERWIG predictions for the
angular correlations, indicating some problem either in the tuning or in the showering and
hadronization implementation in these MC programs. The problems in the description of the
shape for cos
34
are further hints together with the worsening of the cos
NR
shape when using
a full simulation starting from four-parton massless matrix elements.
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Finally, the existence of a massless gluino has been ruled out, at more than 95% condence
level, by tting corrected perturbative QCD+massless gluino predictions to ALEPH data.
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