D I. INTRODUCTION ESPITE recent interest in (and development of) the time domain modeling
of random signals, spectral analysis is still of fundamental importance in the study of stationary, linear processes. This is true for several reasons, mainly [ l] , the immediate physical interpretation of the spectrum is a power frequency distribution, the spectrum is the basis for (and starting point of) time domain modeling, the spectrum plays a central role in linear prediction and filtering, the spectrum can be calculated rather efficiently by adequate FFT techniques.
But, in many applications, the assumption of stationarity fails to be true: the physical character of random signals demands a nonstationary approach such as in acoustics, speech, geophysics, biology, biomedicine fields, etc. However, a spectrum of nonstationary processes cannot be defined by simply generalizing the ordinary stationary spectrum. Loynes [2] has discussed desired properties of a spectrum of nonstationary processes: these properties are known to be a set of contradicting properties. In particular, having a spectrum with nonnegative values ex- cludes compatibility with linear filtering and modulation Nevertheless, one has tried to estimate a kind of "timevarying" spectrum by performing a locally stationary spectral analysis. The most popular technique to do so is the short-time periodogram analysis [4] .
The approach by short-time periodograms brings up the difficulty that the estimated time-varying spectra depend on the choice of the used data window. Priestley [5] tried to overcome this problem by his evolutionary spectra of oscillatory processes. Evolutionary spectra retain the nonnegativity property of the ordinary spectrum and they can be defined for time-varying linear models like time-dependent autoregressive models
[6], [ 7 ] , but for a given nonstationary process, there is no unique evolutionary spectrum and, in general, the "frequency variable" cannot be interpreted as frequency defined by the time-frequency duality of stationary processes [8]. Recently, a new theoretical concept of a conjoint time-frequency representation has been developed for deterministic signals
[9], [lo] which could be carried over to harmonizable random signals, a quite wide class of nonstationary processes [ 111. Sacrifying the nonnegativity property of a time-varying spectrum, it could even be shown that the resulting Wigner-Ville spectrum is the unique solution which can be obtained in generalizing the classical ordinary spectrum under "natural conditions" [12] . The new theoretical approach to spectral analysis of nonstationary processes implies the construction of new estimators called pseudo- Wigner estimators [13] , [14] . We shall now develop their statistical properties and consider competing estimators like short-time periodograms. Practical design rules and applications will also be included.
[31.
CONJOINT TIME-FREQUENCY REPRESENTATIONS OF HARMONIZABLE PROCESSES

A. Harmonizable Processes
Harmonizable processes have been shown to be candidates for a time-varying spectral analysis [15] . This concept is not only necessary from a theoretical point of view, but also most of the measured random signals enter this large subclass of nonstationary processes. Actually, the only requirement relies on the existence of a bidimen- NO. 6, DECEMBER 1985 7r -7r In (l), X ( t ) , t = * , -1, 0, 1, -is a centered complex-valued random process with existing second moments. By E , we denote the expectation operator and the star indicates complex conjugation.
We can interpret in (1) the autocovariance function K as a time versus time representation of the second-order properties of X ( t ) and the "spectral density function"fas a frequency versus frequency representation which are linearly connected by the Fourier transformation. We may then very intuitively postulate an intermediate time-frequency spectrum W. In [ 111, it has been shown that an adequate choice of W is given by the Wigner-Ville spectrum:
which leads to If we can invert ( 3 ) , an equivalent definition of the Wigner-Ville spectrum is given by
These are the discrete-time relations analogous to the discrete Wigner representation of deterministic signals introduced by Claasen and Mecklenbrauker [9] since (4) can be written in the form 1111
The introduction of this distribution goes back to Wigner [17] in quantum mechanics and the pioneering work of Ville [ 181 in signal theory. It should be mentioned that this approach has empirically been used by other authors too in order to define a time-varying spectral analysis (cf. [ 191 and [201) , but one noticed neither the connection to the general time-frequency dualism of nonstationary linear processes nor the attracting properties of this approach, nor the possibility to prove its unicity under appropriate conditions. This is followed up in the next section.
B. Properties of the Wigner-Ville ( W V ) Spectrum
In the case of deterministic signals with finite energy, a list of the properties of the Wigner-Ville representation is given in [9] , for instance. These properties carry over to the case of harmonizable processes [ll] . Here, we therefore list only properties which are needed in the following.
1) Transformation properties: See (2) and ( 3 ) .
Equation (7) shows one difficulty of the discrete version of the Wigner representation: in the frequency variable, it is periodic with period n instead of 2n. This may be avoided if we oversample the signal by a factor of at least two or if we use analytic signals instead of real-valued signals.
3) Translation properties:
if
(9) 4) Local moment properties:
supposing the expressions on the left-hand side exist.
Properties (10) and (11) can be used to define the instantaneous frequency and group delay for nonstationary, but harmonizable processes [ 111.
5 ) Negativity: The WV spectrum is always real-valued, but can very well take on negative values. Therefore, it does not give a "true" density. 6) Interference: There exist interference effects between structures in the time-frequency plane due to the bilinearity of the definition (4). Such interference phenomena can be removed by using a pseudo-WV spectrum which is an appropriately smoothed version of the WV spectrum (cf. 1211). 7) Unicity: The WV spectrum is the only time-varying spectrum which reduces to the ordinary spectral density if the process is stationary and satisfies the concepts of linear time-frequency dualism, 0 linear filtering and modulations together with a proper interpretation of local moments [cf. 4)1 [121.
These properties show that the WV spectrum suffers only from the disadvantage of attaining negative values. All the other properties favor the WV spectrum and, furthermore, the condition of nonnegativity contradicts the other desirable properties [3] which seem more important than the mere interpretation as a true density.
However, the consequence of such a choice is twofold. First, the use of the WV spectrum requires a careful interpretation which naturally excludes any local energy signification (see, e.g., the discussion in [29]). Second, it will appear in the next section that the smoothing out of negative values by appropriate averaging procedures is closely related to a practical estimation of the WV spectrum.
This problem of estimation will now be addressed, keeping in mind that the quantity to estimate is precisely and uniquely defined. This was the necessary prerequisite for any estimation procedure since some of the possible coming up estimators have yet been considered, but aimed at different time-varying spectra (e.g., Priestley's evolutionary spectra).
ESTIMATION OF THE WIGNER-VILLE SPECTRUM
A. Quasi-Stationary, Analytic, Gaussian Processes
A common problem in analyzing random signals consists of the unavailability of ensemble averages. By assuming ergodicity, ensemble averages can be replaced by time averages, but for nonstationary processes, this seems impossible since constructing a time average would smooth out any time-varying property of the signal.
To overcome this difficulty, we shall therefore use a concept of quasi-stationarity. We shall suppose that the autocovariance function K undergoes a "slow evolution," i.e., given a time instant t , there exists a stationary autocovariance function Kt and an interval Ton which we have
and where E(T) is a measure of the approximation. As time of stationarity T, we call the smallest T for which (12) holds. A nonstationary process is called quasi-stationary if T, > 0 for a given E > 0.
In order to derive the moments of the estimators to be discussed here, we shall assume that X ( t ) is a Gaussian process. Furthermore, we will only consider real-valued signals, but complexify them by choosing their Hilbert transform as the imaginary part: this is analogous to passing to the analytic signal in the case of deterministic signals [ 161. Therefore, we shall call these processes analytic processes. There are several advantages in dealing only with analytic processes.
Instantaneous frequency of real-valued signals [cf. Information on negative frequencies of any spectrum of a real-valued signal is redundant.
Aliasing in the discrete version of the Wigner distribution is avoided [9] , as well as interference terms between positive and negative frequencies.
Calculations of moments of the estimators are more straightforward. Now, if we want to realize the estimators, one usually will use digital signa1 processing. Therefore, we shall only treat the discrete-time case. 
B. A General Class of Spectral Estimators
In discrete time, the Wigner-Ville spectrum is the discrete Fourier transform of the autocovariance function as given by (4). The 
In (13), 9 (m, 2k) is an arbitrary data window determining the kind of averaging to be performed on the products X ( t
ing that CP has a discrete Fourier inverse 4, i.e.,
and inserting (14) in (13) and (13) in (4), a class of estimators of the Wigner-Ville spectrum is given by
. / e dn .
(15) Equation (15) However, new normalizations of 4 are required since we have to carry over the finite energy case to the finite power case.
In the following, we first calculate the moments of general spectral estimators, and we then evaluate special cases.
C. Moments of General Spectral Estimators
spectral estimator can be derived from (15):
A general expression of the first moment of the general 1 a'2 a; 4 ) ) = -
Generally, this estimator is doubly biased in both time and frequency. The amount of bias in both directions depends on the weighting data window 4: hence, bias can be controlled by an appropriate design of 4. For a proper normalization, however, i.e.,
we get the condition 4(0, 0) = 1.
(19)
The second moments of the general spectral estimator will be calculated by first using our assumption that X ( t ) is a Gaussian and analytic random signal (Section 111-A) . This avoids the appearance of higher order cumulants in the expressions to be derived. We get 
(20)
We now use our hypothesis of quasi-stationarity (12) and, as a final result, we get exp [-i2(k1(wl -u) In (21), we have
a n d 5 is the spectral density of the stationary process approximating X ( t ) at t. W+fi,,,+fib(~, u ) , 7 : = t l -t2 is the cross-Wigner distribution of the windowed spectral densities at t, and tb, i.e.,
.
P7r
W+A,,+&,
The sign " -" in (21) stems from the approximation of quasi-stationarity (12). Whereas (21) gives the general expression for the second moments of the general spectral estimator, it seems to be not very useful in practical applications. We can simplify (21) if we consider T to be small enough such that
holds. Here, the cross-Wigner distribution reduces to the simple Wigner distribution, to is no longer dependent on the summation of k l and k2, and we get, starting with (21), -7r 
Equation ( 27) shows that the correlation between adjacent estimates only vanishes when the time-frequency windows 11 are nonoverlapping. Using (27), we finally get for the variance of the general estimator the expression * f :<w>.
(2 8)
From (28), it clearly appears that the approximated variance is ensured to be nonnegative.
D. Short-Time Periodograms
The most popular estimators of "time-varying spectra" are certainly short-time periodograms (cf.
[4]). They are defined by
One also considers smoothed short-time periodograms, 1.e., In (29) and (30), hN and g, are windows with 2 N -1, Under the reasonable assumption that the length of the respectively 2 M -1, nonzero values. Smoothed and un-window hN is large enough to ensure HN to be a peaked smoothed short-time periodograms are special cases of the function, we obtain the final result: general spectral estimator: if one chooses
then (15) we have
where wh denotes the Wigner distribution of the data win- The second moments will only be stated if the approximation (24) holds, i.e., if T = t l -t2 is small enough.
We can then start with (25); denoting 
Then setting (37) in (25), we get Hence, short-time periodograms give doubly biased estimates of the Wigner-Ville spectrum due to the weighting function c $~~~ which is an ambiguity function. This allows us to get rather smooth estimates, but refined signal structure is smoothed out. The variance of short-time periodograms decreases with the order of additional smoothing applied to the signal by the window gM(m). This induces a further decrease of resolution power for detection of refined structures.
E. Pseudo-Wigner Estimators
Recently, smoothed and unsmoothed pseudo-Wigner estimators have been introduced [13] , [14] . They are defined by Comparing c$spw and qhSSTP, it appears that 4spw offers the (38) advantage of being a separable weighting function, ACOUSTICS. SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-33, NO. 6, DECEMBER 1985 whereas &STP is governed by "uncertainty relations": +SSTP is defined via an ambiguity function. This results in a combined time-frequency smoothing, and therefore the performance in one direction can only be altered at the expense of an alteration of the performance in the other direction. The weighting function of the smoothed pseudoWigner estimator overcomes this difficulty: it allows an independent smoothing in both directions, time and frequency. The moments of the smoothed pseudo-Wigner estimator can again be calculated by using the general expressions (16), (25) Due to the separability of the weighting function 4spw, the bias in (44) is now split up into two contributions which can be controlled separately.
In particular, the unsmoothed pseudo-Wigner estimator ( M = 1) has no bias in the time direction. A second advantage of the smoothed pseudo-'Nigner estimators consists of their noncorrelation in the frequency direction for an appropriate spacing: this is given by (45).
According to the marginal distribution (7), we have as an approximation of (46) (valid if M is sufficiently large) Hence, the variance decreases with the order of U ( 2 M -1) as in the case of the smoothed short-time periodograms. Nevertheless, pseudo-Wigner estimators allow us look at the data giving a lot of detailed structures: this smoothing brings up only the same amount of loss of resolution as in the case of the smoothed short-time periodograms [cf. (41)], but the unsmoothed pseudo-Wigner estimator is superior to the unsmoothed short-time periodograms as shown by (34) and (44). By their flexibility due to the separable weighting function $spw, they offer an interesting alternative to smoothed short-time periodograms when refined structures of the data are to be evaluated.
The major problem of nonstationary spectral analysis is then not the choice of an observation window as in the case of short-time periodograms, but only the estimation of the amount of smoothing over neighboring estimates where we have a tradeoff between variance reduction and loss of nonstationary properties. We have proposed elsewhere [13] an Akaike-type criterion as a solution, which works especially well in mixtures of signals and noise [30] .
F. Examples
As a first example, we consider nonstationary white noise. This is a random signal X ( t ) with autocovariance function
According to (4), its Wigner-Ville spectrum is given by
Equation (50) depicts the Wigner-Ville spectrum of nonstationary white noise as the ordinary spectral density of a stationary white noise if t is fixed. If 0 : is a sufficiently smooth function, X ( t ) is a quasistationary signal. Then we can evaluate the variance of special spectral estimators. Let the spectral density J ( w ) of the tangential stationary (analytic) process be given by J(w) = 20:, 0 < w < P.
( 5 1) We have then from (23) with $ = 1 0 < w < PI2 and, from (41) and (46),
Equations (53) and (54) show that the variance of the pseudo-Wigner estimator depends on the frequency variable. It is always lower than that of the short-time periodograms other than at the frequency w = 7r/2 where both variances are equal. As a second example, a multiplicative MA model of the form 
and a Wigner-Ville spectrum (based on the real signal only 1
Note that both spectra reduce to the ordinary stationary spectrum if g(t) = 1, but clearly, both spectra differ. This causes problems if one wants to compare the numerical performances of general spectral estimators to estimates based on time-varying models: the theoretical spectra to be estimated by these two different classes of estimators are different if the signals are nonstationary.
IV. NUMERICAL IMPLEMENTATION AND APPLICATION OF PSEUDO-WIGNER ESTIMATORS
A . Numerical Implementation
It has been shown in Section I11 that pseudo-Wigner estimators form a very attractive special class of general spectral estimators recommending its practical application. We shall therefore indicate the implementation of an adequate algorithm for its numerical realization.
We start with (42) and set at first M = 1. When having in mind to apply FFT techniques, we set w, : = a ( n / N ) and we get N -1
(59)
In (59), x ( t ) denotes the analytical signal of the sampled realization of the random signal X(t). We can split up the sum going from -N + 1 to N -1 into two sums running from 0 to N -1. This results in PW2~-l(t, W,) = 2 2 Re e-i2kr(n'N)
( gr a lhN(k>I2
(60) Hence, if N is a power of two, we can calculate the pseudoWigner estimator over 2 N -1 data points by one ordinary FFT over N data points. This reduces the computational burden and allows an efficient evaluation of pseudoWigner estimates.
If the smoothed pseudo-Wigner ( M > 1) is to be calculated, we only have to add a smoothing over neighbored pseudo-Wigner estimates just like in the case of smoothed short-time periodograms.
In many applications, one wants to perform a real-time analysis or at least a quasi-real-time one. This can also be done by the pseudo-Wigner estimator. In order to evaluate (60), we have first to calculate the analytic signal of a realvalued realization of X ( t ) : this costs two FFT's, each over 2 N points in order to calculate the Hilbert transform. Then, we calculate (60) by one FFT over N points. The time necessary to perform all these operations now dictates the temporal resolution we may obtain in a real-time application. Thus, the required frequency resolution and the rapidity of the device performing the FFT gives us the best temporal resolution we can obtain.
B. Examples
We shall where p ( t ) is a parabola taking its maximum at t = 488; u ( t ) is the unit step function. To get a noisy signal, we have blurred S,(t) with a Gaussian centered white noise such that the maximal SNR at t = 488 is 5 dB. Signals like this can be found in bioacoustical problems [26] . The observation window hN is a rectangular window with N = 64 and a 12s-point zero padding has been applied. Frequency and time increments are, respectively, Au = T / 128 and A t = 12. The time origin and the degree of smoothing of the pseudo-Wigner estimator are specified on each figure as t , and M .
As a second example, Fig. 3 gives a fourth-order AR model modulated by a Gaussian amplitude:
(b) Fig. 3 . Pseudo-Wigner estimates of the Wigner-Ville spectrum 01 X ( t ) (a) and &(t) (b) defined by (65). In both cases, M = 25.
where ~( t ) is a centered normed Gaussian white noise. The same window and the same parameters as for Figs. 1 and 2 have been chosen (but without zero padding). It can be observed that the pseudo-Wigner estimators are sensible to refined signal structures, but this sensibility is not always adequate when analyzing time-varying models. Having inspected various examples, it seems that pseudoWigner estimators are a good device for pilot studies and for deciding whether an analysis by time-varying models is adequate for a given signal.
For further examples and numerical comparisons between smoothed short time periodograms and pseudoWigner estimators, we confer to [14] , [21] , [30], and [31] .
C. Application
When studying the dynamics of biological oscillators, input-output experiments are often used. The interest mainly consists of the estimation of the ranges of synchronization of the biological oscillator to an external periodic cue [27] . In this kind of experiment, nonstationary phenomena occur if the external cue is switched on. Fig. 4 gives an example: the input signal is temperature [ Fig.  4(a) ]; the output signal is motility of a culture of unicellular green algae [ Fig. 4(b) ]. The smoothed pseudo-Wigner spectrum (Fig. 4(c) , M = 13) depicts the time-varying structure of the output signal. Motility gets slowly phase locked to the forcing temperature signal with frequency ho = 0.125 h-I. This is indicated by the increasing amplitude of the Xo-frequency component. At the same time, higher harmonics of X. show a decreasing amplitude [cf. the 2X0 component in Fig. 4(c) ]. Higher harmonics are due to nonlinearities of the transfer system. The Wigner-Ville spectrum now shows the disappearance of these nonlinear properties of this system. When stopping the temperature periodicity [part ( C ) ] , there is no reappearance of the biological oscillator controlling motility under constant light and temperature conditions. According to the Wigner-Ville spectrum of part (C), the output signal can be considered as white noise. Thus, the forcing periodic cue has altered the structure of biological system responsible for the generation of the oscillations. The biological interpretation of results like this will be published elsewhere [28] .
V. CONCLUSION Using the Wigner-Ville theory of conjoint time-frequency representations, we have defined a general class of spectral estimators of the Wigner-Ville spectrum of nonstationary random signals. As special cases, the class includes short-time periodograms and pseudo-Wigner estimators. The unifying framework allows the calculation of general expressions for the first and second moments of general spectral estimates. The results emphasize the ver-satility of pseudo-Wigner estimators: they are defined via a separable weighting function and, in contrast to shorttime periodograms, this permits more flexibility in a practical design. Pseudo-Wigner estimators are especially well equipped to visualize refined nonstationary structures, but if the spectral properties of the underlying process are more smooth, short-time periodograms are preferable, whereas their variance is often higher than that of comparable pseudo-Wigner estimators.
Furthermore, the separability of the weighting function defining the pseudo-Wigner estimator avoids the tradeoff between a required frequency resolution and the bias. The only critical quantity rests with the appropriate degree of smoothing between neighbored pseudo-Wigner estimates: this knowledge is necessary for deciding between the necessary reduction of variance and the smoothing out of nonstationary phenomena. As a solution, we have proposed elsewhere [13] an Akaike-type criterion for estimating the time of stationarity; numerical results have shown that our procedure works well, especially when signal plus noise mixtures are present [30] . 
