Abstract. We study the complexity of the max word problem for matrices, a variation of the well-known word problem for matrices. We show that the problem is NP-complete, and cannot be approximated within any constant factor, unless P = NP. We describe applications of this result to probabilistic finite state automata, rational series and k-regular sequences. Our proof is novel in that it employs the theory of interactive proof systems, rather than a standard reduction argument. As another consequence of our results, we characterize NP exactly in terms of one-way interactive proof systems.
Introduction
We study the max word problem for matrices, defined as follows. Given a finite set of m • m matrices, two m-vectors, v and w, a bound c and an integer k, is there a way to select a sequence of k matrices M1,.., Mk (not necessarily distinct) from the set in such a way that the product vM1 ... Mkw T > c? We assume that all entries of the matrices and the vectors, as well as the bound c, are rational numbers expressed in binary and that k is an integer, expressed in unary notation. We describe applications of the max word problem in the theory of probabilistic finite state automata, rational series and k-regular sequences. We show that the max word problem for matrices is NP-complete and furthermore, that the corresponding optimization problem cannot be approximated within any constant factor, unless P = NP.
The max word problem is easily seen to be in NP. Our proof that it is NPcomplete is based on properties of a special class of interactive proof systems that we call one-way interactive proof systems. These are protocols between comput complexity 3 (I993)
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a prover and a probabilistic verifier, in which all communication is in one direction, from the prover to the verifier. The verifier is computationally limited and the prover's goal is to convince the verifier that a common input is in some language. We denote by oneway-IP(log,poly) the class of languages accepted by one-way interactive proof systems where the verifier uses only log space and polynomial time.
We prove that the max word problem for matrices is NP-complete by showing that (i) any language in NP is in the class oneway-IP(log,poly) and (ii) any language in the class oneway-IP(log,poly) is polynomial time many-one reducible to the max word problem. An additional consequence of these results is that NP = oneway-IP(log,poly), giving a nice characterization of the class NP in terms of interactive proof systems.
In the rest of this section, we describe applications of the max word problem and outline the necessary background on interactive proof systems needed for the proof of the main result. We prove that the max word problem is NPcomplete in Section 2 and also that NP = oneway-IP(log,poly). In Section 3 we show that an optimization version of the max word problem cannot be approximated within any constant factor, unless P = NP.
We note that this paper provides the first (and simplest!) application of interactive proof systems to obtain non-approximability results for NP-complete problems. More recent work of Feige et al. (1991) , Arora and Safra (1992) , Arora et al. (1992) and others have shown that there is a fundamental connection between characterizations of NP and non-approximability results. -We compare our approach and the approach of these papers in Section 1.2.
Applications and Related
Work. An instance of the max word problem for matrices is a tuple (S, v, w, k, c) , where S is a set of m x m matrices, v and w are m-vectors (m not necessarily a constant), k is an integer and c is a rational number. We assume that all entries of the matrices and the vectors, as well as the bound c, are rational numbers expressed in binary and that k is an integer, expressed in unary notation. The instance is a "yes-instance" if there a way to select a sequence of k matrices M1,..., Mk (not necessarily distinct) from S in such a way that the product vM1 ... MkW ~ is greater than e. Note that in our definition, m is not a constant. We do not know whether the problem is NP-complete for a fixed constant m.
The max word problem for matrices is a variation of the well-studied word problem for matrices, which is to determine if the product of a given list of matrices equals the identity matrix. Lipton and Zalcstein (1977) showed that the word problem for matrices is in log space. They point out that the word corn.put complexity 3 (1993) problem for groups -the problem of deciding whether or not a product of group elements equals the identity element is undecidable, a result proved by Novikov and Boone (see Rotman 1973, Chapter 12) . The max word problem is also a restriction of the following problem: given a finite set of matrices, two vectors, v and w and a bound e, is there some number k and matrices M1 .... , Mk in the set, so that the product vM~... Mkw r is greater than c? This problem is actually undecidable; see Salomaa and Soittola (1978, Theorem II.12 .1), for one proof.
We describe three applications of the NP-completeness of the max word problem for matrices in the theory of probabilistic finite state automata, rational series and k-regular sequences.
We consider probabilistic finite state automata (pfa's) with rational transition probabilities, as defined in Paz (1971) -we describe the model in detail in Section 2. We define the k-emptiness problem for pfa's as follows. Given a pfa and a number k, expressed in unary notation, does the pfa reject every string of length _< k? By a simple reduction from the max word problem, we prove that the k-emptiness problem for pfa's is co-NP-complete.
This result also has implications for the complexity of the emptiness problem for pfa's with bounded error. Bounded error pfa's are those for which the probability that any string is accepted is bounded away from 1/2 by some constant. Rabin (1963) showed that bounded error pfa's accep~ exactly the regular languages. He proved this by showing that for any bounded error pfa with q states, there is an equivalent deterministic finite state automaton with k = 2 ~ states. 'Thus the pfa accepts some input if and only if it accepts an input of length at most k, and hence the emptiness problem for pfa's with bounded error can be decided by reduction, to the k-emptiness problem for pfa's. We know of no more efficient decision procedure for the emptiness problem for pfa's with bounded error.
The second area in which the max word problem arises is in the study of re-
tionaI ser~es, a special class of formal power series, oalomaa and ~oltto a (1978) develop the theory and describe many applications to problems in automata theory, such as finding the density of regular languages or closure properties of pfa's. For an alphabet E and a semi-ring A, a formal power series is a map a from E* into A. It is written as cr = ~e~* ~r(x)x. For concreteness, in this paper we suppose that A is the set of integers. The family of rational power series over the integers is a subclass of the class of formal power series and can be characterized in a number of ways, one in terms of matrices. The power series ~ is rational, or equivalently, admits a matrix, representation if there is an integer m _> I and a map a from E into the family of m x m matrices with comput complexity 3 (1993)
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integer entries, such that for all non-empty strings x = xl...Xn where each xi e ~, a(x) is the (1, n)th entry of the matrix product #(xl)...#(x~).
There is a close relationship between rational series and regular languages. In fact, a language n is regular if and only if n = {x e G* I c~(x) ~ 0}, where is a rational power series that admits a matrix representation where the matrix entries are non-negative integers. Rational series generalize regular languages in a natural way: a language assigns a 0-1 value to each string in G*, depending on whether the string is in L, whereas a rational series r assigns a number, or multiplicity, or(x) to a string x. Thus rational series can be thought of as regular languages with multiplicities. Again it follows easily from the NP-completeness of the max word problem that the problem of finding strings of a rational series with high multiplicities is NP-complete. That is, it is NP-complete to decide, given the matrix representation of a rational series r for alphabet G, and integers k and c, if there is a string in E* of length __< k with multiplicity >_c.
Allouche and Shallit (1990) studied sequences closely related to rational series, which they call k-regular sequences. Think of the base k representation of a number n as a string over alphabet {x0, xl,... ,xk-,}, with no leading zeroes and denote it by basek(n). Then a sequence S(n) is k-regular if and only if s is a rational series. Allouche and Shallit (1990) list many natural examples of k-regular sequences. For example, the numerators of the left endpoints of the Cantor set is 2-regular, as is the sequence of numbers represented by the binary Gray code.
Consider the problem of finding local maxima of a k-regular sequence, that is, given a k-regular sequence S(n), an integer j and an integer c, is max S(n) > c? Again, using the max word problem, we can show that 2J _n<2J +1 the problem of finding local maxima of k-regular sequences, given their matrix representation, is NP-complete.
1.2. Background on one-way interactive proof systems. In this section we introduce some background on interactive proof systems that we will need in the proofs of Section 2. The model of an interactive proof system (IPS) was introduced by Babai (1985) and independently by Goldwasser et al. (1985) . In this paper, we describe a restricted class, called one-way interactive proof systems.
A one-way IPS consists of a verifier and a prover. The verifier is a probabilistic Turing machine with a 2-way, read-only input tape, a read-write work tape and a source of random bits (a coin). The states of the verifier are partitioned into reading and communication states. In addition, the Turing machine is augmented with a special communication cell that allows the Drover to send information to the verifier. A transition function describes the one-step transitions of the verifier in the usual way when the verifier is in a reading state: there are two possible transitions each equally likely. Whenever the verifier is in a communication state, the nex~ configuration is determined as follows. The prover writes a symbol in the communication cell, and, based on the state and the symbol written by the prover, the verifier's transition function defines the next state of the verifier.
The prover P is specified by a prover transition function, which is a function from inputs to strings over the prover's alphabet. For a fixed input x. the ith symbol in the string is the symbol written by the prover the ith time the verifier enters a communication state on input x. Informally, we say that the prover sends this string to the verifier and we refer to this string as the proof. This definition guarantees that the ith symbol the prover writes in the communication cell does not depend on the verifier's computation, but only on.
the input and i. The IPS is one-way because the verifier never writes in the communication cell, and so never communicates with the prover.
The pair (P, V) is a one-way interactive proof system for L with error probability e < 1/2 if o for all z E L~ the probability that (P, V) accepts z is > 1 -~, o for all x ~ L, and all provers P*, the probability that (P*, V) rejects x is >l-c.
An interactive proof system (P, V) is s(n) space bounded if for all provers P*, the number of work tape cells read or written by the verifier is O(s(n)), on any input of length n. Similarly, (P, V) is t(n) time bounded if for all provers P*, the number of transitions of the verifier is O(t(n)), on any input of length n. We denote by oneway-IP(log,poly) the class of languages accepted by oneway interactive proof systems that are simultaneously log n space bounded and poly(n) time bounded, for some polynomial poly. If a language L is in the class oneway-IP(log,poly), then for any constant ~, 0 < ~ < 1/2, there is a one-way IPS that accepts L with error probability c, which is log n space bounded and poIy(n) time bounded, Since this paper first appeared (Condon 199Ia) , other fundamental con, nections between interactive proof systems and non=approximabitity of NPcomplete problems have been found. Feige et ai, (1991) showed that the size of the maximum clique of a graph cannot be approximated within some constant factor unless NP C_ DTIME(2~176176 Briefly, their approach is to show that comput complexity 3 (1993)
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(i) any !anguage in NP has an IPS in which the verifier uses only O(logn) random bits and examines only O(log n log log n) bits of the proof, and (ii) any language accepted by such an IPS is reducible to the problem of approximating the size of the largest clique in a graph. Their proof of (i) is based on techniques of Lund et al. (1990) , Shamir (1990) , Babai et al. (1991a Babai et al. ( ) (1991b , which were developed to prove other results on the power of interactive proof systems. Very recently, Arora and Safra (1992) and Arora et al. (1992) have significantly extended these results, to show that any language in NP has an IPS in which the verifier uses only O(logn) random bits and examines only O(1) bits of the proof. As a consequence, they improve the previous results of Feige et al., showing that, unless NP=P, the size of the largest clique in a graph cannot be approximated within a factor of n ~, for some e. They also show that there are no polynomial time approximation schemes for other problems in NP, such as approximating the number of satisfiable clauses of a Boolean formula in 3-conjunctive normal form. Thus, it is now clear that characterizations of NP in terms of interactive proof systems provide a powerful tool in proving non-approximability results for NP-hard problems. The techniques of this paper and those of the papers mentioned in the last paragraph differ in the way that NP is characterized by interactive proof systems: we restrict the space of the verifier, whereas in those papers, the number of random bits and queries of the verifier are restricted. We expect that all of these techniques will yield other non-approximability results in the future.
The max word problem and one-way interactive proof systems
In this section we show that any language in oneway-IP(log,poly) is polynomial time many-one reducible to the max word problem for matrices. We also show that NP C_ oneway-IP(log,poly). The NP-completeness of the max word problem follows from these two results. 
PROOF.
Suppose L is accepted by (P, V) that is log n space bounded and polynomial time bounded and has error probability e. We use the following notation and assumptions in the proof. Let t(n) be a polynomial bounding the running time of (P, V). Let the prover's alphabet be {a, b}. Just as for Turing comput complexity 3 (1993) machines, a configuration of an interactive proof system for a fixed input is a tuple containing an encoding of the state, the work tape, the positions of the tape heads on the input and work tapes, and the contents of the communication cell (which is just a single symbol from the set {a, b}). We call a configuration of (P, V) that contains a communication state or reading state a communication configuration or reading configuration, respectively. Since the verifier is logarithmically space bounded, we can assume without loss of generality that the number of configurations of (P, V) on x is 2rn for some m which is polynomial in n, where m are communication configurations and m are reading configurations. Assume that the initial, configuration and all accepting configurations are communication configurations.
Given any input x, we construct an instance ({A, B}, v, w, k, c) of the max word problem as follows. We first define the two rn x m matrices A and B. For 1 _< i. j _< m: let P~a be the probability of reaching communication configuration j from communication configuration i of V when the symbol a has just been written by a prover in the communication cell. Note that this probability is completely determined by x, i, j, a and the transition function of V. Let A = [Pi~a] . Define B = [P~jb] similarly, replacing a everywhere by b~ The vector v has all 0 entries except for the entry corresponding to the initial configuration, which is 1, and the vector w has all 0 entries except for the positions corresponding to accepting configurations, which have the entry 1. Finally: let k = t(lxl) and let c = 1 -e. This reduction can be computed in polynomial time; in particular, all entries in A and B can be written as rational numbers of the form p/q where p _< q < 2 m+l. The proof of this is very similar to a proof of Gill (1977, Theorem 6.4) on the transition probabilities of logn space bounded probabilistic Turing machines. The entry Pica can be computed in the following way. Let C be an ordered set. consisting of the reading configurations, plus the/th communication configuration, and let Q be the (m+ 1) x (m+ 1) probability transition matrix between these configurations, defined as follows. The transition probabilities between reading configurations are given by the transition function of V. The transition probabilities from i to the reading configurations are given by the transition function of V from configuration i, when the prover writes an a in the communication cell. Define the transition probabilities from reading configurations to i and from i to i to be 0.
Let ~ be the (m + 1)-vector whose entries are the probabilities that j is the first communication configuration reached from the configurations in C. In particular, the entry of 0 for configuration i is Pija. We now show that (I -Q) (and hence 2(I -Q)) is invertible. To do this, we show that lim Q1 = 0. From this, it follows that I cannot be an eigenvalue 1---*~ of Q, and thus I -(2 is invertible. To see that lim Q ~ = 0, note that entry l--*oe pq of (21 is the probability that in exactly 1 steps, configuration q is reached from configuration p. Since from any reading configuration p, a communication configuration is reached eventually with probability 1, the probability that a reading configuration q is reached in exactly l steps approaches 0 as I goes to infinity. Furthermore, if q is the communication configuration i, entry pq of (2z is 0 for any l, by definition of (2. Finally ifp is the communication configuration i, then entry pq of (2z is 0 for I > 2, since since by definition of (2, the transition probability from all configurations to i is 0.
Since 2(I - (2) is invertible, by Cramer's rule, each entry e of ~ can be expressed as the quotient of two integers N~/D where D is the determinant of 2(I-(2) and Ne _< D. Also, it is straightforward to see from the definition of (2 that each row of 2(I -(2) has a constant number of non-zero entries, which are integers whose absolute values sum to at most 4. Using this fact and expansion by minors, it can be shown by induction that the determinant of 2(I -(2) is at most 2 m+~. Thus Pij~ can be written in the form p/q where p _< q _< 2 re+l, and these entries can be computed from Q and b in polynomial time.
To complete the proof, we show that ({A, B}, v, w, k, c) is a yes-instance of the max word problem if and only if (P, V) accepts x. Fix any prover P*, and suppose P*(x) = c~1.., c~k ~ {a, b}*. Let Xi = A or B ifai = a or b respectively, for 1 < i < t. Then the probability that the/th communication configuration entered by (P*, V) is j is the (!,j)th entry of the product X~...XI. This can be proved by induction on l. Hence the probability that (P*, V) accepts x is vX~... Xkw. If x E L, then (P, V) accepts x with probability > 1 -e. Hence ({A, B}, v, w, k, c) is a yes-instance of the max word problem. However, if x ~ L, then for all provers P*, the probability that (P*, V) accepts z is < e. Hence ({A, B}, v, w, k, c) is not a yes-instance of the max word problem, as required. [] In the. next theorem, we show that NP __ oneway-IP(log,poly). The proof refines a proof of Condon (1991b, Theorem 2) that IP(poly) C IP(log,poly). Here IP(poly) and IP(log,poly) are the classes of languages accepted by interactive proof systems, not necessarily one-way, that are polynomiatly time bounded, and simultaneously polynomially time bounded and logarithmically space bounded, respectively. We note that in our construction here, the verifier uses polynomially many random bits. A more recent result of Condon and Ladner (1992, Theorem 3) reduces the number of random bits to O(logn).
Theorem 2.2. NP C oneway-IP(log, poly) PROOF. Let L be in NP, and suppose that L is accepted by a nondeterministic Turing machine M, with one worktape, which runs in time t(n). We construct a one-way IPS (P, V) that accepts L. The idea of the construction is that on a fixed input x, the prover P repeatedly sends to V a computation of M on x. I/-checks that on every repetition, the computation sent by the prover is a valid, accepting computation, and in that case accepts x. Using only O(log n) space, the verifier cannot store the complete computation in order to check that it is valid, but instead randomly chooses symbols to check.
Let z be an input of length n. A computation of M on x is a string moalml.., aimi.., mr(n), where each mi is a configuration and m0 is the ini- It is easy to see that if M accepts x, then there is a prover P such that (P, V) accepts x with probability I. Suppose that x is not accepted by M, and let P* be any prover. We show that (P*, V) accepts x with probability at most I/4. If the string P* sends to V is not syntactically correct, then (P*, V) rejects x with probability I. Otherwise, on each of the dr(n) computations, some configuration contains an invalid symbol. The probability that V detects it is at least i/(t(n) + i). Hence the probability that V accepts x is at most (i -i/(t(n) + I)) ~t(n). Choose d so that this quantity is at most 1/4. [] Corollaries 2.3 and 2.4 below follow immediately from the last two theorems.
Corollary 2.3. NP= oneway-IP(log, poly).
PROOF. The direction NP _C oneway-IP(log,poly) is proved in Theorem 2.2. To see that the other direction holds, note that for any pair of languages L1 and L2, if L1 is many-one reducible to L2 and L2 E NP, then L1 E NP. From Theorem 2.1 every language in oneway-IP(log,poly) is many-one reducible to the max word problem, which is in NP. [] Corollary 2.4. The max word problem is NP-complete.
In fact, the theorems show that the max word problem is NP-complete even when the set of matrices is restricted to 2 stochastic matrices, that is, the entries in each row of the matrices are nonnegative and sum to 1.
To illustrate one application of the NP-completeness of the max word problem for matrices, we include the proof that the k-emptiness problem for probabilistic finite state automata (pfa's) is co-NP-complete.
Corollary 2.5. The k-emptiness problem for probabilistic finite automata is co-NP-eomplete.
PROOF.
We first describe our model of a probabilistic finite state automaton (pfa). A pfa is a finite state automaton with a 1-way input tape with probabilistic transitions between states. That is, each letter of the alphabet of the pfa corresponds to a probabilistic transition matrix of dimension q x q, where q is the number of states of the pfa. The probability that a string x = xl . 9 x~ is accepted is vMx~... M~w T, where M~, is a matrix corresponding t,o the symbol x~, v is the vector with a 1 in the position corresponding to the start vertex and O's everywhere else, and w is the vector with a 1 in each position corresponding ~o a final s~ate and O's everywhere else. Associated with a pfa is a cut point, which is a rational number between 0 and I, that determines the language accepted by the pfa as follows. A string is in the language if and only if the probability that the pfa accepr~s that string is greater than the cut point of the pfa. To prove our result, we show how the max word problem can be reduced to the complement of the k-emptiness problem. Let an instance of the max word problem be given by a finite set S of m x m matrices, m-vectors v and w, an integer k expressed in unary notation and a bound c. From the proof of Theorem 2.1, we can assume that the set S consists of two stochastic mamces {A, B}, that 0 < c < 1 and that v has only one non-zero entry. Then the states of the corresponding pfa are {1,..., m}, the alphabet is {a, b} and the matrices A and B define the probability transitions of the pfa on a and b, respectively. The cut point of the pfa is c. For any i, 1 _< i _< m. i is the initial state if the ith entry of v is non-zero and i is a final state if the ith entry of w is non-zero. The resulting pfa accepts a string of length _< k if and only if the instance is a yes-instance of the max word problem. [] 
Approximation
The optimization (maximization) version of the max word problem for matrices is: given a finite set S of m x m matrices, two m-vectors, v and w, and an integer k, output the maximum of vM1... Mkw T, for all choices of Mi from S.
We call this maximuml for an instance I of the max word optimization prob- In the following theorem, we show that, unless P = NP, the max word optimization problem is not approximable to within "subexponential" factors, even when all entries of the matrices and vectors are from the set (0, 1/2, 1}. For our purposes, we say that a function f(n) is subezponential if for any polynomial function p(n), f(p(n)) < 2 ~ for sufficiently large n. Thus, for example, any comput complexity 3 (1993) Max Word Problem 303 polynomial function is subexponential, as are functions of the form 2 l~176 n. However, the function 2 n' is not considered to be subexponential.
Theorem 3.1. The max word optimization problem for matrices cannot be approximated within any subexponential factor in polynomial time, unless P = NP, even when restricted to instances over {0, 1/2, 1}.
PROOF.
Suppose that for some subexponential f(n) there is a polynomial time algorithm A for the max word optimization problem that approximates soln(I) within factor f(n). To prove the theorem, we show that under this assumption, if L is any language in NP then L C P. Let M be a one-way IPS for L with exponentially small error probability, say e(n) = 1/22n+1. From Theorem 2.1, given any instance x of L, there is a polynomial time computable reduction (constructed using M) that maps x to an instance Is of the max word optimization problem. This reduction has These intervals do not intersect if f(iI l)' < (1 -41xl))/41xl). This is true for sufficiently large n, since by our choice of e(n) and our definition of subexponential functions, f(II=l) 2 < 221< = 1/(241xl) ) < (1 -e(Iod))/e(ixI).
Hence the output of the approximation algorithm determines whether x E L. Also the algorithm runs in polynomial time. Hence L E P. []
