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Chapter 1
Introduction
1.1 Molecular Electronics
The general framework in which this thesis is embedded is called Molecular
Electronics [1]. In this field the dream is to be able to produce stable junctions
in which a given molecule is in contact with a certain number of electrodes.
Those allow to apply voltages and to perform specific tasks, exploiting the
functionality of the molecule itself.
Different kinds of molecules have specific electronic, structural and vibra-
tional properties, but there is something that can be thought as a general
property: the typical dimension of a molecule is in general very small (of the
order of nanometers or smaller). Molecules can undergo structural changes
when additional charges are inserted through electron-tunneling in transport
setups. Because of that, the electronic and the vibrational degrees of free-
dom are strongly related in molecules and their mutual interaction plays a
fundamental role in the investigation of a molecular junction and in view of
possible applications.
In general we can consider a molecule as a very tiny object that is flexible
and has localized vibrations. This property is peculiar of molecules and is
absent in semiconductor devices like quantum-dots, two dimensional electron
gases and bulk materials. In those systems the vibrational properties are
associated to the phonon structure, i.e. to the lattice structure of the material
one considers. The flexibility of the molecules make them interesting and
different from semiconductors devices, opening new perspectives and bringing
new effects into the game.
The idea of using single molecule junctions in order to obtain functional
devices like switches, rectifiers and memory elements, dates back to 1974. In
[2] Aviram and Ratner proposed to use a single organic molecule as a rectifier.
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Figure 1.1: (Top) Original schematic representation of a molecular junction
from [2]. The scheme represents the energetics of a molecular junction made
of two metallic leads and a molecule placed between them. (Bottom) Current
rectification calculated with the original proposed model [2] (left) and the
measured current from [3] (right).
Only recently the corresponding experimental realization has been achieved
by employing two weakly coupled π-systems with mutually shifted energy
levels [3]. A scheme of the molecular rectifier from the original proposal is
shown in Fig. 1.1, together with the calculated current and the experimental
measurement from [3]. The Aviram-Ratner rectifier is based on a acceptor-
donor sites system . If the acceptor and the donor are well isolated among
each other, a current can flow only in one direction resulting in a rectification
effect.
Though the Aviram-Ratner theoretical proposal has been experimentally
observed, it has to be mentioned that the first measurement on a single
molecule junction has been achieved by Reed et al. [4]. The molecule was a
benzene-1,4-dithiol.
In the following we will review the experimental and theoretical methods
used to investigate molecular junctions.
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1.1.1 Experiments on single molecule junctions
The most challenging part of the experiments with single molecule junctions
is to have a controllable method to contact the molecule and the reservoirs.
Making a stable junction with a single molecule as a bridge and active part
of the system is a very delicate task to accomplish for experimentalists. In
general it is possible to realize single molecule junctions in two different ways:
• attaching a single molecule to the external leads through a single atomic
contact using the molecule as a bridge;
• using a Scanning Tunneling Microscopy (STM) technique where the
molecule is deposited on a given substrate and investigated through
the tip of the apparatus.
The first setup (we call it bridge setup) can be realized with the Mechanically
Controllable Break-Junction (MCBJ) technique (see for example chapter 9
in [1] and references therein) and also with the electromigration technique
[5]. In both methods the final task is to obtain a gap into a metallic wire.
The two metallic segments are then used as electrodes. The desired molecule
is placed between the two electrodes and probed through a bias voltage (and
possibly a gate voltage).
The STM setup is realized placing an ultrathin insulating layer on a
metallic surface. The molecule (or the atom) of interest is deposited on top
of the insulating layer. The tip of the STM is placed on top of the molecule
in order to probe it with a voltage between the tip and the metallic surface
[6, 7, 8].
In Fig. 1.2 we show the breaking resulting from the electromigration tech-
nique and an image taken with the STM setup.
In the bridge setup one has to be very careful in order to attribute the
measurement to a very single molecule, because more than one molecule
could be attached between the electrodes. In order to avoid this difficulty
statistical approaches can be used to analyze the data, as for example in [9].
The STM setup gives instead the possibility to manipulate single molecules
in a very precise way and to image molecular orbitals with high resolution
producing beautiful images: it is really possible to look at the molecular
orbitals. Thinking about possible realistic electronic applications, the bridge
setup is more suitable because a single molecule clamped between electrodes
can be a very small system and a chip-integration can be envisaged. On the
other hand, an STM setup is usually a big experimental apparatus, more
oriented to fundamental aspects.
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Figure 1.2: (Left) Field-emission scanning electron micrographs of a rep-
resentative gold nanowire (a) before and (b) after the breaking procedure
by electromigration. The nanowire consists of thin 10 nm and thick 90 nm
gold regions. In the images, diffuse white lines separate these two regions[5].
(Right) STM image of an individual Cl vacancy in the top layer of a bilayer
of NaCl on Cu(111) [6].
1.1.2 Theoretical approaches for transport
From a theoretical point of view, the transport across a system made of a sin-
gle molecule in contact with external electronic reservoirs, is a very complex
problem to treat. Fig. 1.3 shows a sketch of a molecule in contact with two
reservoirs. The contact of the molecule with external reservoirs introduces
the task of treating the tunneling of electrons through the molecule. The
change of the electronic charge in the molecule due to tunneling processes
deform the structure of the molecule itself. This is taken into account in-
troducing interactions between electronic and vibrational degrees of freedom
of the molecule. The combination of strong interactions and tunneling pro-
cesses make the problem very interesting and also very challenging from a
theoretical point of view. Interesting transport regimes can be investigated
and different tools are suitable in different situations.
The theoretical methods used to deal with this problem can be grouped
in general in two categories: ab initio and model-based approaches.
With Ab initio methods it is possible to numerically simulate the struc-
ture of the molecule in contact with the electronic reservoirs at atomic level.
The physical quantities obtained in this way are then used in combination
with other theoretical schemes in order to calculate the transport properties
of the molecular bridge. An example of this method is the combination of
DFT calculations with Green functions techniques [10, 11, 12, 13, 14, 15]:
with DFT one calculates the properties of the junction and then Green func-
tion techniques are used to calculate the transport across the bridge. With
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Figure 1.3: Image of a molecule in contact with two electronic reservoirs.
this method it is possible to treat the case of relatively strong molecule-to-
electrodes coupling while the case of weak coupling and strongly localized
interactions is not accessible. Additionally DFT calculations does not give
the correct HOMO-LUMO gap and thereby transport calculations give wrong
results.
In the model-based methods a simplified model is introduced in order
to describe the considered physical system. Starting from a given model,
different approaches are then used to calculate the transport properties of the
junction. For example Density Matrix (DM) [16, 17, 18] and Green Function
(GF) [19, 20, 21] techniques can be used to investigate the transport through
the junction.
The choice of the technique depends on the molecule-to-lead coupling
and on the interactions present in the system. With model-based methods
the molecule-to-lead coupling and the interaction strengths are treated as pa-
rameters. The power of this approach is that if the models are well describing
the physical systems, then it is possible to get a good physical insight into
the problem with a reasonable amount of computational time.
1.2 Switching and bistability in nature
This work deals with a particular effect that can be achieved in molecular
junctions: the switching between different states of the molecule and the
10 CHAPTER 1. INTRODUCTION
Figure 1.4: Energy profile of a bistable system. The X indicate a generic
coordinate that can jumps from one value to another corresponding to two
degenerate minima of the energy E.
associated bistability and hysteretic phenomena. Such effects are quite gen-
eral in nature and they are also very important for applications. They are
present in different areas like biology (decision-making in cell cycles [22], cel-
lular differentiation [23] and apoptosis [24]), chemistry (relaxation kinetics
[25]) and physics (ferromagnetism, ferroelectricity). They all have a common
aspect: the energy profile of a bistable system has two meta-stable minima
separated by an energy barrier between them, as shown in Fig. 1.4. The way
the system can switch between those two minima depends on the specific
case. Usually there is an energy source that allows the system to jump from
one state to the other one. This energy can be available from a thermal en-
vironment, electronic sources and chemical reactions but there is a common
process: absorb energy to overcome a given barrier. In some cases a bistable
system is associated with a phase-transition, as for example in the case of
ferroelectricity and ferromagnetism.
A good example is given by the phase diagram of the water: the line that
separates the liquid from the gas phase describes a first order phase transi-
tion, and it can be seen as an energy barrier between states with the same
symmetry. The other transitions (solid-liquid and solid-gas) are also associ-
ated with a spatial symmetry breaking and they are second order transitions.
In Molecular Electronics switching processes are related to various physi-
cal mechanisms, for example conformational changes of the molecule, charge
rearrangement and molecular deformations. There are both experimental
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Figure 1.5: (Left) Images from [7]. The Au atom addressed with the tip of
the STM is visualized before the application of a voltage pulse (A, neutral
ad-atom), after the application of a voltage pulse (C, charged ad-atom) and
when it returns to neutral state (D). The current profile shows steps corre-
sponding to the transition from neutral-to-charged state and viceversa (B).
The scattering of surface states from neutral and charged state are reported
in E and F respectively. (Right) Current-voltage characteristic from [28].
Applying a time-dependent voltage with a chosen sweeping-velocity, a hys-
teretic region is clearly observed. It is possible to identify on and off states
for logic operations and a switching-voltage region.
and theoretical works in which such interesting effects have been addressed.
Experiments showing switching effects have been made both with STM [7, 8]
and bridge [26, 27, 28, 29] setups. In Fig. 1.5 we show results from those
experiment. In the STM experiment it was demonstrated that charged and
neutral states of Au ad-adatoms on ultrathin NaCl films are both long-living.
The multistability has been explained in terms of polaronic coupling, due to
the rearrangement of the charges in the insulating film. In the other experi-
ment (right panel) a BPDN-DT molecule between gold leads shows hystere-
sis depending on the sweeping velocity of the applied voltage. In this case
the effect is attributed to conformational reorientation of the molecule [30]
. Theoretical investigations have been performed on switching and charge-
memory effects using different methods and techniques to treat electron-
vibron models [31, 32, 33, 34, 35, 36]. In the present work we investigate
memory effects in electron-vibron systems, going from single site molecular
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junctions to arrays.
1.3 Thesis overview
The thesis is organized in the following way: in chapter 2 we introduce the
theoretical methods we have used for our research.
The third chapter is dedicated to the investigation of charge-memory
effects in single-site molecular junctions [37, 38].
In the fourth chapter we extend the charge-memory to the spin-memory
effect introducing ferromagnetic electronic reservoirs, still for the single electron-
vibron molecular junction case [39].
We extend the investigation of memory-effects to chains of electron-vibron
elements in the fifth chapter, having in mind bridge setups.
The sixth chapter is devoted to a further extension, namely an array of
electron-vibron elements. In this case the array is thought to be deposited
on an STM substrate and it is investigated through the tip of the apparatus.
In the last chapter we draw the conclusions of the present work and we
suggest further research directions in order to extend the obtained results.
Chapter 2
Model and Methods
In this chapter we introduce our model Hamiltonian and the theoretical meth-
ods we use to calculate observables. The Hamiltonian we introduce here is
expressed in the second quantization language and describes a system con-
tacted to external reservoirs. The Hamiltonian of the system is general at
this level, and it will be then reduced and adapted case by case in the next
chapters for different physical situations. The Green Function (GF) and the
Density Matrix (DM) approaches are also formulated in a general way and
we will then apply them to particular cases and models in the next chapters.
The GF and the DM approaches are commonly used to describe transport
phenomena in nanosystems. The two approaches approximate the system
in a reasonable way for different physical situations. We are dealing with
nanosystems in contact with external reservoirs and the coupling between the
system and the reservoirs is a key parameter for the description of the system
itself. In the case of intermediate-to-strong coupling between the system and
the external reservoirs the Green function method is appropriate. In another
limiting case, namely the case of weak system-to-reservoirs coupling, the
density matrix is more suitable. The meaning of strong and weak coupling
depends on the system and will be clarified when we treat specific models for
our systems. The message is that in the strong-coupling case the system has
to be seen more as a whole together with the reservoirs, while in the weak
coupling case the system can be seen as a almost isolated part perturbed by
tunneling to the reservoirs.
2.1 Model Hamiltonian
We construct the Hamiltonian step by step. The first part of the full Hamil-
tonian describes the system we want to investigate; we call this part HS.
13
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Our work focuses on molecular junctions and then the physical systems we
are addressing are molecules. A simple model of a molecule encorporates its
electronic and vibrational degrees of freedom in the following way [21]:
HS =
∑
i,j
ǫijd
†
idj +
∑
i 6=j
Uijnˆinˆj (2.1)
+
∑
q
ωqa
†
qaq +
∑
q;ij
λqij(a
†
q + aq)d
†
idj.
The d operators refers to the electronic degrees of freedom (labeled with
indices i and j) and the a operators to the vibrational ones (labeled with
the indice q). The first row of the Hamiltonian (2.1) contains the electronic
free part and the electron-electron interaction respectively. The second row
describes the free vibrons and the electron-vibration interaction.
The system is then connected to external electronic reservoirs. We in-
troduce here the Hamiltonian for two reservoirs, the left and the right one.
Those reservoirs are assumed to be Fermi gas and they are described in the
following:
HRes =
∑
i=L,R;k
ǫikc
†
ikcik = HRes,L +HRes,R, (2.2)
where the ci operators refer to electronic states in the two reservoirs (labeled
with the indice k). The connection between the system and the reservoirs is
given in terms of a tunneling Hamiltonian:
HT =
∑
k,i=L,R;j
Vik,jc
†
ikdj + h.c. = HT,L +HT,R, (2.3)
where V gives the strength of the coupling between the electronic states on
the system and the states on the reservoirs. The full Hamiltonian is then
given by the sum of the three parts (2.1, 2.2, 2.3):
H = HS +HRes +HT . (2.4)
In Fig. 2.1 we show a schematic representation of the Hamiltonian (2.4).
Starting from the Hamiltonian (2.4), we are interested in extracting phys-
ical informations from it. For example we want to know the density of states,
how the electrons are energetically distributed and what are the effects of the
reservoirs on the system. In the next two sections we introduce the theoret-
ical methods we use to handle the Hamiltonian (2.4).
2.2. GREEN FUNCTIONS 15
L R
Gate
Figure 2.1: Schematic representation of the model Hamiltonian (2.4). A
system coupled via tunneling Hamiltonians to two reservoirs. A possible
gate is also sketched. The gate can act changing the energy of the electronic
levels of the system.
2.2 Green functions
The Green function method is a general method for solving various kind
of differential equations. In quantum mechanics it is a very useful tool
to solve the Schro¨dinger equation in time-dependent and time-independent
cases. The solution of the Schro¨dinger equation for a generic Hamiltonian, in
both time-dependent and independent cases can be found for example in the
book [40]. Before introducing explicitly the Green functions for the Hamilto-
nian (2.4), we briefly resume the Heisenberg representation of the operators.
Given an operator O, the Heisenberg time-dependent expression is:
O(t) = eiHtOe−iHt. (2.5)
We want to calculate density operators (both for the fermionic and for the
bosonic sector of the system), distribution functions and currents. Their
dependence on the interactions present in the system and on the reservoirs
is essential. As we will see, those quantities are usually expressed in terms of
products of operators and we are then interested in such products. Suppose
for example that A and B are two generic operators of the problem. With
the time-dependent operators defined in (2.5) we can treat combinations of
operators containing two different times like A(t)B(t
′
).
We concentrate now on the fermionic terms of the system Hamiltonian, d†i
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and di. The index i represents the fermionic level that we are looking to, and
the quantities that we will calculate (density of states, currents) are expressed
as products of operators like d†idj. After this intuitive discussion we can
formally introduce the Green functions. First we should mention that there
are different kinds of Green functions, namely the retarded, the advanced,
the lesser and the greater. There are formal relations that connect those
different functions and the meaning of those names will be clear after on. We
start with the retarded Green function. The definition is the following:
Gri,j(t, t
′
) = −iΘ(t− t′)
〈{
di(t), d
†
j(t
′
)
}〉
, (2.6)
where r stands for retarded and Θ is the step function. The brackets {}
represent the anticommutator and the brackets 〈〉 denote thermal averaging.
As we can see from the definition (2.6), the Green function is in fact a matrix
of functions, and its dimension depends on the number of states present in
the system. The definition given in Eq. (2.6) refers to two electronic states,
but the same expression can be applied to any couple of operators of the
problem. One has to take care of the different commutation relations for
bosons and fermions. The advanced Green function has the following similar
structure to the retarded one:
Gai,j(t, t
′
) = iΘ(t
′ − t)
〈{
di(t), d
†
j(t
′
)
}〉
, (2.7)
where we can see that the difference is in the order of the time argument of
the step function. This is also the motivation for the names retarded and
advanced: the first describes the physical process of creating an electron in
the state i at time t having destroyed an electron at time t
′
< t in the state
j, while the second describes the same process but the time order is inverted,
t < t
′
. The other two Green functions (lesser and greater) have the following
expressions:
G<i,j(t, t
′
) = −i
〈
d†i (t
′
)dj(t)
〉
(2.8)
G>i,j(t, t
′
) = −i
〈
di(t)d
†
j(t
′
)
〉
.
The Green functions are usually expressed in the frequency (or energy) do-
main performing a Fourier transform. This operation is usually done after
the assumption of stationary limit, i.e. assuming that the time appears as
the time difference and not the two times separately (the Fourier transform is
introduced explicitly in the next section 2.2.1). We introduce now important
relations that connect the Fourier transform of the Green functions (2.6, 2.7,
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2.8) with physical quantities like the spectral function and density of states.
The details can be found in reference [40]. The spectral function is defined
as
Ai,j(ω) = −2iGri,j(ω), (2.9)
and the density as
ni,j = −i
∫ ∞
−∞
dω
2π
G<(ω). (2.10)
In the study of nanosystems the electric current flowing across the system is
one of the most used quantities in order to characterize the junction under
investigation. The differential conductance can then be calculated taking a
derivative of the electric current with respect to the applied voltage. Within
the Green function formalism the current through the system can be ex-
pressed in an elegant way in terms of the Green functions. The analytical
formulation of the current has been introduced by Meir and Wingreen in
their original work [19]:
J =
ie
2h¯
∫
dǫ
2π
Tr
{[
ΓL − ΓR]G< + [fLΓL − fRΓR] [Gr −Ga]} , (2.11)
where L and R stands for right and left external reservoirs described by the
Fermi functions fL and fR. The Green functions refer to the central system
of the structure (the HS of the full Hamiltonian in Eq. (2.4)) considered. The
gamma matrices describe the coupling between the system and the reservoirs
(leads) in terms of the tunneling Hamiltonian HT . They are given by the
following expression:
Γin,m = 2π
∑
k
Vik,nV
∗
ik,mδ(ǫ− ǫk), (2.12)
where i labels the reservoirs, k the electronic states of the reservoirs and n,m
the electronic states of the system. We have formally introduced the Green
functions and the relationships that they have with the physical measurable
quantities. We need now a method to explicitly calculate the Green functions.
There are different calculation schemes used in order to obtain an expression
for the different Green functions. For example Dyson equation, Path Integral,
Diagrammatic, Equation of Motion. Every method has of course advantages
and disadvantages and one has to make a choice. Our derivations are mainly
based on the equation of motion (EOM) method. In the following section we
introduce the basics of this tool that we will then use in the next chapters.
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2.2.1 Equation of Motion method
As the name says this method relies on the time evolution of the Green func-
tion we want to calculate. The dynamics of the Green function is related to
the time-evolution of the operators in the Heisenberg picture. The starting
point of the method is to take a time derivative of the Green function under
investigation. The first step is to write the time evolution of operators ex-
pressed in the Heisenberg picture. Starting from the Eq. (2.5) and taking a
time derivative we obtain the following expression:
i
∂O(t)
∂t
= [O,H ] , (2.13)
where O(t) is a generic operator in the Hamiltonian H . As we can see from
(2.13), the time derivative correspond to commutators. We take now the time
derivative of the retarded Green function (2.6), assuming the stationary limit
and setting t
′
= 0 (the Green function is then a function of t only). Using
the above Eq. (2.13) the equation of motion then reads
i
∂Gri,j(t)
∂t
= δ(t)
〈{
di(t), d
†
j
}〉
− iΘ (t)
〈{
[di, H ] (t), d
†
j
}〉
, (2.14)
where we use d†j ≡ d†j(0). The next step is to rewrite Eq. (2.14) in the
frequency (or energy) domain. We want an equation for the Fourier transform
of the Green function (2.6). To this end we briefly rewrite here the principal
properties of the Fourier transform (FT). First of all the definition: the FT
of Gr(t) is:
Gr(ω) =
∫ +∞
−∞
eiωtGr(t)dt ≡ F [Gr(t)] . (2.15)
The FT has its inverse, F−1 and also the following useful properties:
F
[
i
∂Gr(t)
∂t
]
= (ω + iη)Gr(ω), (2.16)
F [δ(t)G(t)] = G(0). (2.17)
A small imaginary parameter iη is introduced to ensure the proper con-
vergence of the FT. Before writing the EOM in the frequency domain we
introduce the usual way to express the FT of a Green function:
F
[
Gri,j(t)
]
=
〈〈
di, d
†
j
〉〉
. (2.18)
With this instruments we can rewrite Eq. (2.14) in the frequency domain:
(ω + iη)
〈〈
di, d
†
j
〉〉
=
〈{
di, d
†
j
}〉
+
〈〈
[di, H ] , d
†
j
〉〉
. (2.19)
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We see from Eq. (2.19) that the commutators [di, H ] has to be calculated.
The commutators will give rise to other Green functions, that are usually
called higher order Green functions. It is possible to write additional EOM
for those new functions using the general expression (2.19). We end up then
with a set of equations that has to be solved. This is a crucial point of the
method and we show here an example taking the Hamiltonian (2.4) as a
reference. The first step is to remind the commutation relations. For the
fermionic operators they are given by:
{di, d†j} = δi,j (2.20)
{d†i , d†j} = 0
{di, dj} = 0.
For operators A,B and C , an important property of the commutator is the
following:
[A,BC] = {A,B}C − B{C,A}. (2.21)
The commutator [di, H ] contains three parts:
[di, H ] = [di, HS] + [di, HRes] + [di, HT ] .
The Hamiltonian HRes does not contain d operators, then the corresponding
commutator is zero. We are then left with the following equation:
[di, H ] = [di, HS] + [di, HT ] .
In order to illustrate how the higher order Green functions appear and how
the method works we analyse the commutator [di, HS]. The Hamiltonian
(2.1) contains four parts. Let us focus on the last term
∑
q;jk λ
q
jk(a
†
q+aq)d
†
jdk.
Using the relations (2.20, 2.21), we can calculate the commutator and obtain:[
di,
∑
q;jk
λqjk(a
†
q + aq)d
†
jdk
]
=
∑
q;k
(a†q + aq)dk.
This gives the following new Green function in Eq. (2.19) (we omit the sum)〈〈
(a†q + aq)dk, d
†
j
〉〉
. This is a higher order Green function. At this point we
can for example factorize the function
〈〈
(a†q + aq)dk, d
†
j
〉〉
as
〈
a†q + aq
〉〈〈
dk, d
†
j
〉〉
.
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With this factorization we obtain a term that is of the same order of the
initial Green function. This term can then be recollected with the other
terms of the left side of Eq. (2.19). Instead of factorizing the new function
we can write an EOM for it. Using again the Eq. (2.19) for this new function
we obtain:
(ω + iη)
〈〈
(a†q + aq)dk, d
†
j
〉〉
=
〈
a†q + aq
〉 〈{
dk, d
†
j
}〉
+
〈〈[
(a†q + aq)dk, H
]
, d†j
〉〉
. (2.22)
We have obtained a new equation that contains other Green functions. We
can then factorize them or apply the EOM to them. This procedure has to
be applied to every Green function appearing on the right part of the initial
equation (2.19). For example the Green functions coming from the other
terms of HS are an energy term (single particle component of HS) that is
already of the same order of the initial Green function
〈〈
di, d
†
j
〉〉
, and a
term coming from the electron-electron interaction (that can be factorized
using the same technique described above for the electron-vibron term). The
tunneling Hamiltonian HT gives rise to the so called lead self-energy in the
Green function (awe will see in chapter 3). The idea is to obtain a set of
equations like (2.19) and to calculate the initial Green function
〈〈
di, d
†
j
〉〉
.
2.3 Density Matrix approach
The other theoretical method we use in our investigations is based on the
Density Matrix (DM) formulation. In this context the system is assumed
to be almost isolated from the reservoirs. The attention is focused on the
evolution of the system perturbated by the reservoirs. To this end, the full
density matrix of the system coupled to the reservoirs is reduced tracing
out the reservoirs degrees of freedom. The tracing procedure produces the
so called Reduced Density Matrix (RDM). The diagonal entries are called
populations and the off-diagonal coherences. The time-dependence of them
describes how the system evolves in time under the influence of the reservoirs.
In general all the entries of the Reduced Density Matrix have to be taken
into account, and this is usually done by the Generalized Master Equation
(GME). A simpler description of the system evolution is achieved by taking
into account only the populations. This is usually done by using the Master
Equation (ME) for the populations, that is the method we use for the thesis.
In this chapter we also introduce the GME approach for sake of completeness
and in view of possible extensions of the work. We start with the GME and
then we introduce the ME.
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2.3.1 Generalized Master Equation
The time evolution of the full DM ρ describing the system plus reservoirs is
governed by the full Hamiltonian (2.4) and is given by the so-called Liouville-
von Neumann equation:
ih¯
∂ρ
∂t
= [H, ρ] . (2.23)
This equation describes in principle the correct dynamics of the system plus
reservoirs but it is in practice impossible to use it directly. This is because the
number of degrees of freedom of the reservoirs is in general infinite. Treating
the system as almost isolated from the reservoirs, it is possible to introduce
the RDM by the following tracing procedure:
σ = TrRes {ρ} ≡
∑
eˆ∈Res
< eˆ|ρ|eˆ >, (2.24)
that is a trace of the total density matrix over the degrees of freedom of the
reservoirs. The tracing operation reduces the dimension of the problem to
the dimension of the system. In this way the problem becomes more simple
to handle. Given the RDM (2.24) we need an equation of motion for it. The
starting point is the Liouville-von Neumann equation (2.23). The first step is
to introduce the interaction picture of the full density matrix in the following
way:
ρ˜(t) = exp
(
i
h¯
(HS +HRest
)
ρ(t) exp
(
− i
h¯
(HS +HRes)t
)
. (2.25)
The time evolution of ρ˜(t) is given by:
ih¯
∂ρ˜
∂t
=
[
H˜T , ρ˜
]
, (2.26)
where H˜T is the interaction picture version of the tunneling Hamiltonian.
Using the definition of the RDM (2.24) and the interaction picture version
of the full density matrix (2.25) we obtain the following expression for the
RDM:
σ = exp
(
i
h¯
(HS)t
)
σ˜ exp
(
− i
h¯
(HS)t
)
, (2.27)
where the interaction-picture version for the RDM is σ˜ = TrRes {ρ˜}.
The time evolution given by Eq. (2.26) can be integrated from time 0 to
time t obtaining the following formal solution:
ρ˜(t) = ρ˜(0)− i
h¯
∫ t
0
dt
′
[
H˜T (t
′
), ρ˜(t
′
)
]
. (2.28)
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Inserting it back into Eq. (2.26) we obtain the following equation for the
evolution of the density matrix:
∂ρ˜(t)
∂t
= − i
h¯
[
H˜T (t), ρ˜(0)
]
− 1
h¯2
∫ t
0
dt
′
[
H˜T (t),
[
H˜T (t), ρ˜(t
′
)
]]
. (2.29)
To proceed further in the derivation, the following standard assumptions are
made:
• The external reservoirs are in equilibrium and then the full density
matrix can be factorized like ρ˜(t) ≈ σ˜(t)⊗ ρRes
• The system-reservoirs coupling is weak and it is treated as a perturba-
tion at the lowest non-vanishing order
• The dynamics is Markovian, meaning that time-locality is assumed.
Tracing both sides of Eq. (2.29) over the reservoirs degrees of freedom we
obtain
∂σ˜(t)
∂t
= − 1
h¯2
∫ ∞
0
dt
′
TrRes
{[
H˜T (t),
[
H˜T (t− t′), σ˜(t)⊗ ρRes
]]}
. (2.30)
To obtain the Eq. (2.30) we have to assume further that the quantity
TrRes
[
H˜T , ρ˜(0)
]
is zero, that is equivalent to say that TrRes
[
H˜T , ρ˜Res
]
= 0 thanks to the
factorization of the total density matrix. This condition means physically
that the average of the system-to-reservoirs part of the Hamiltonian over the
reservoirs degrees of freedom is zero.
Eq. (2.30) is the starting point for calculating physical quantities. In the
following section we introduce ME for the populations.
2.3.2 Master Equation for the populations
The ME is a simpler version of the GME described in the previous section.
It does not take into account the off-diagonal entries of the RDM but only
the diagonal ones (populations). It has been historically introduced by Pauli.
We outline here the essential ingredients. Suppose we are able to diagonalize
the Hamiltonian of an isolated system, like for example the one given in
(2.1), and to find its eigenstates |λ〉. Introduce the distribution function pλ,
i.e. the probability to find the system in the state |λ〉. Note, that these
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states are many-particle states, for example for a two-level quantum dot the
possible states are |λ〉 = |00〉, |10〉, 01|〉, and |11〉. The first state is empty
dot, the second and the third with one electron, and the last one is the double
occupied state. The other non-electronic degrees of freedom can be introduce
on the same ground in this approach. The only restriction is that some full
set of eigenstates should be used∑
λ
pλ = 1. (2.31)
The next step is to treat tunneling as a perturbation. Following this idea,
the transition rates Γλλ
′
from the state λ′ to the state λ are calculated using
the Fermi golden rule
Γfi =
2π
h¯
∣∣∣〈f |HˆT |i〉∣∣∣2 δ(Ef −Ei). (2.32)
Then, the master equation can be written as
dpλ
dt
=
∑
λ′
Γλλ
′
pλ′ −
∑
λ′
Γλ
′λpλ, (2.33)
where the first term describes tunneling transition into the state |λ〉, and the
second term – tunneling transition out of the state |λ〉.
In the stationary case the probabilities are determined from∑
λ′
Γλλ
′
pλ′ =
∑
λ′
Γλ
′λpλ. (2.34)
For noninteracting electrons the transition rates are determined by the
single-electron tunneling rates, and are nonzero only for the transitions be-
tween the states with the number of electrons different by one. For example,
transition from the state |λ′〉 with empty electron level α into the state |λ〉
with filled state α is described by
Γnα=1 nα=0 = ΓLαf
0
L(Eα) + ΓRαf
0
R(Eα), (2.35)
where ΓLα and ΓRα are left and right level-width functions
Γiα =
2π
h¯
∑
k
|Vαk|2δ(Eα − Ek). (2.36)
For interacting electrons the calculation is a little bit more complicated.
One should establish the relation between many-particle eigenstates of the
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system and single-particle tunneling. To do this, let us note, that the states
|λ〉 and |λ′〉 in the golden rule formula (2.32) are actually the states of the
whole system, including the leads. We denote the initial and final states as
|i〉 = |kˆi, λ′〉 = |kˆi〉|λ′〉, (2.37)
|f〉 = |kˆf , λ〉 = |kˆf〉|λ〉, (2.38)
where kˆ is the occupation of the single-particle states in the lead. The pa-
rameterization is possible, because we apply the perturbation theory, and
isolated lead and nanosystem are independent.
The important point is, that the leads are actually in the equilibrium
mixed state, the single electron states are populated with probabilities, given
by the Fermi-Dirac distribution function. Taking into account all possible
single-electron tunneling processes, we obtain the incoming tunneling rate
Γλλ
′
in =
2π
h¯
∑
ikσ
f 0i (Eikσ)
∣∣〈ik¯, λ ∣∣H¯T ∣∣ ik, λ′〉∣∣2 δ(Eλ′ + Eikσ − Eλ), (2.39)
where we use the short-hand notations: |ik, λ′〉 is the state with occupied
k-state in the i−th lead, while |ik¯, λ〉 is the state with unoccupied k-state in
the i−th lead, and all other states are assumed to be unchanged, Eλ is the
energy of the state λ .
To proceed, we introduce the following Hamiltonian, describing single
electron tunneling in a more general way with respect to (2.3)
H˜T =
∑
kλλ′
[
Vλλ′kckX
λλ′ + V ∗λλ′kc
†
kX
λ′λ
]
, (2.40)
the Hubbard operators Xλλ
′
= |λ〉〈λ′| describe transitions between eigen-
states of the nanosystem.
Substituting this Hamiltonian one obtains
Γλλ
′
in =
2π
h¯
∑
ikσ
f 0i (Eikσ) |Vikσ|2 |Vλλ′k|2 δ(Eλ′ + Eikσ − Eλ). (2.41)
In the important limiting case, when the matrix element Vλλ′k is k-
independent, the sum over k can be performed, and finally
Γλλ
′
in =
∑
i=L,R
Γi(Eλ − Eλ′) |Vλλ′ |2 f 0i (Eλ − Eλ′). (2.42)
Similarly, the outgoing rate is
Γλλ
′
out =
∑
i=L,R
Γi(Eλ′ − Eλ) |Vλλ′|2
(
1− f 0i (Eλ′ −Eλ)
)
. (2.43)
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The current (from the left or right lead to the system) is
Ji=L,R(t) = e
∑
λλ′
(
Γλλ
′
i inPλ′ − Γλλ
′
i outPλ′
)
. (2.44)
This system of equations solves the transport problem in the sequential
tunneling regime. The expression (2.44) takes into account single-electron
tunneling processes. Possible higher order processes are neglected in this
expression. In the next chapter we address the so called charge-memory
effect, using both the EOM and the ME method introduced in the present
chapter.
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Chapter 3
Single-site junctions: charge
memory effects
3.1 Introduction
Within the field of single-molecule electronics [41, 42, 43, 1], beside experi-
mental progress with regard to vibrational properties and their signatures in
transport [44, 45, 46, 47, 48], related phenomena such as switching, memory
effects and hysteretic behavior in molecular junctions have gained increas-
ing importance and attention. Random and controlled switching of single
molecules [9, 28, 35], as well as conformational memory effects [26, 29, 27]
have been recently explored. Related to these effects, there is the so-called
charge-memory effect, that is basically a hysteretic behavior of the charge-
voltage, respectively, current-voltage characteristics arising from the inter-
play between the polaron shift and Franck-Condon blockade [16] in the pres-
ence of electron-vibron interaction. Recent STM experiments [7, 8] show
multi-stability of neutral and charged states of single metallic atoms coupled
to a metallic substrate through a thin insulating ionic film. The switching
was performed by the application of a finite voltage to the STM tip and was
explained by the large ionic polarizability of the film [7].
The coupling of a charge to the displacement of ions in the film can be
treated as an electron-vibron interaction [31, 32, 33, 34, 21].
We consider a three-terminal device with the central part given by a
single level interacting with a vibronic mode (see Fig. 3.1) following essen-
tially our papers [38, 37]. Possible experimental implementations include
metal-molecule-metal junctions or STM spectroscopy of a single molecule
on a conducting substrate. To describe such a system we use the standard
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Figure 3.1: Schematic representation of a single-level model system interact-
ing with a vibronic mode and coupled to left and right leads.
electron-vibron Hamiltonian
H = (ǫ0 + eϕ0)d
†d+ ω0a†a+ λ(a† + a)d†d+
+
∑
i,k
[
(ǫi,k + eϕi)c
†
i,kci,k + (Vi,kc
†
i,kd+ h.c.)
]
. (3.1)
The terms in the first line describe the central system including one electronic
state with energy ǫ0, one vibronic state with frequency ω0 and their mutual
interaction with a coupling strength λ. The second line in Eq. (3.1) contains
the Hamiltonian of the two leads with independent-particle states and the
tunneling between the leads and the central region via the couplings Vi,k.
The index i denotes the left and right leads, while k labels the electronic
states of electrons in the leads. It is convenient to introduce the vibronic
”position” and ”momentum” operators
x = a† + a ; p = a† − a . (3.2)
Starting from the Hamiltonian (3.1), we investigate the charge-memory effect.
The energy of the unoccupied electron level without electron-vibron interac-
tion is ǫ0 and the occupied (charged) state of the interacting system will have
the energy ǫ1 = ǫ0 − ǫp. The additional term ǫp is the so-called polaron shift
(or recombination energy). Neutral and charged (polaron) states correspond
to local minima of the potential energy surface and they get meta-stable
when the electron-vibron interaction is strong enough. Upon applying an
external voltage, one can change the state of this bistable system, an effect
3.2. INTERMEDIATE COUPLING TO THE LEADS 29
that is accompanied by hysteretic charge-voltage and current-voltage curves.
In this model we do not include Coulomb interaction.
The energy level ǫ0 in Eq. (3.1) can be shifted through the gate voltage
VG. We choose ǫ0 = 0 as reference energy for VG = 0 and assume a linear
capacitive coupling, ǫ0 = αeVG setting α = 1. The presence of a bias voltage
VB = ϕL − ϕR can also change the energy of the electronic level via ϕ0 =
ϕR + ηVB. The parameter 0 < η < 1 describes the symmetry of the voltage
drop across the junction: η = 0 corresponds to the completely asymmetric
case, while η = 0.5 stands for the symmetric case. As a result the bias and
the gate voltages are taken into account through the potentials of the leads,
which can be chosen for example as ϕL = VB/2, ϕR = −VB/2, and through
the effective energy of the level, which is correspondingly ǫ˜0 = ǫ0 + eϕ0 =
eVG + e(η − 0.5)VB. From the expression for ǫ˜0 it follows that in the case
of asymmetric bias-voltage drop across the junction, η = 0, the energy of
the unoccupied electron level will be centered around the electro-chemical
potential of the right lead and moved away from this value through the gate
voltage.
This ingredient will be crucial for the effect addressed in this chapter
because the additional presence of the polaron shift will then fix the energy
of the occupied (charged) state below the electro-chemical potential of the
right lead resulting in a blocked charged state under appropriate parameter
conditions. In the case of symmetric voltage drop, η = 0.5, the energy of
the unoccupied electron level will be centered around the zero of the energy
resulting in a different scenario for what concerns the memory effect. In this
chapter we consider the case of an asymmetric junction for which we show
that the memory effect occurs for small bias voltage in a wide range of the
parameters entering the model Hamiltonian (3.1). The symmetric situation
can give rise to a hysteretic behavior as well but only at finite bias voltages,
making this case less interesting for the memory effect addressed here.
We show that applying a gate or a bias voltage, it is possible to observe
charge-bistability and hysteretic behavior which can be the basis of a charge-
memory element. We further perform a systematic analysis of the bistability
behavior of the system for different internal parameters such as the electron-
vibron and the lead-molecule coupling strength.
3.2 Intermediate coupling to the leads
In this section we consider the polaron problem in the case ω0 ≪ Γ < ǫp, cor-
responding to the regime where the dynamics of internal vibration is slower
than the tunneling process. In this situation of intermediate molecule-to-
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lead coupling we address the case of time-independent applied voltages, con-
sidering then the stationary problem and focusing on the properties of the
two charge-states of interest. We consider the parameter ranges for which
the fluctuations between the two charge states of interest are negligible. It
should be noted that the mean-field solutions we find are meta-stable, but
they are physical in the case of very long switching time between them. We
call this time τ . The exact equilibrium solution is a superposition of these
two states. We assume that all possible relaxation processes are much faster
than τ .
3.2.1 Spectral function, average charge and current
We investigate the Hamiltonian (3.1) within the framework of non-equilibrium
Green functions [19, 20, 51, 40, 21] in the equation-of-motion (EOM) ap-
proach. This allows to study the appearance of the charge-memory effect
at different levels of approximation, starting form the self-consistent Hartree
level. The analysis is partly built on and further develops ideas introduced
in Refs. [49, 50, 32].
This method is an alternative to the Green function techniques earlier
applied to the considered problem in Refs. [32, 21, 49, 50]. For a single-level
system with Hamiltonian (3.1) the retarded Green function reads
Gr(t) = −iΘ (t) 〈{d(t), d†}〉 . (3.3)
From Eq. (3.3) we can obtain the spectral function A(ǫ) of the system from
the expression (2.9). The spectral function is the basic ingredient for ob-
taining the transport properties of the system such as average current and
charge on the molecule. The expression for the current through the molecule
is given by [38]
I =
eΓLΓR
ΓL + ΓR
∫ +∞
−∞
A(ǫ)[f 0L(ǫ− eϕL)− f 0R(ǫ− eϕR)]
dǫ
2π
, (3.4)
where f 0i is the equilibrium Fermi function in the i-th lead. The tunneling
couplings to the right (ΓR) and left (ΓL) leads are
Γi(ǫ) = 2π
∑
k
|Vi,k|2δ(ǫ− ǫi,k) , (3.5)
where the matrix elements Vi,k are assumed to be energy-independent (wide-
band limit). The full level broadening is given by the sum Γ = ΓL + ΓR.
Below ΓR and ΓL are assumed to be the same.
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The average charge (number of electrons), n =
〈
d†d
〉
, is obtained from
the following equation
n =
∫ +∞
−∞
A(ǫ)f(ǫ)
dǫ
2π
, (3.6)
where f(ǫ) is the distribution function of electrons inside the molecule and
we have used the the Eq.(2.10) expressing the lesser Green function as G< =
−iA(ǫ)f(ǫ). For the approximations we will use, we employ the same distri-
bution function as in the non-interacting case,
f(ǫ) =
ΓLf
0
L(ǫ− eϕL) + ΓRf 0R(ǫ− eϕR)
ΓL + ΓR
, (3.7)
because we are focusing on the case of intermediate molecule-lead coupling.
Fast tunneling into and out of the molecule makes plausible the assumption
that the electrons are in a strong non-equilibrium situation and can then
be described via Eq. (3.7) that is obtained assuming only elastic processes.
Moreover, within the first approximation we will do , it is possible to obtain
the distribution function (3.7) analytically by calculating the lesser Green
function of the problem or applying the Hartree approximation directly to
the Hamiltonian as in Ref. [32].
3.2.2 Equation of Motion method for the single-level
electron-vibron Hamiltonian
Using the EOM method for the Green function introduced in the previous
chapter, we perform now two different approximation starting from Hamil-
tonian (3.1). We apply the Eq. (2.19) Green functions given in Eq.(3.7)
obtaining the following set of equations:
(ǫ+ iη)
〈〈
d, d†
〉〉
= 1 + ǫ˜0
〈〈
d, d†
〉〉
+ λ
〈〈
xd, d†
〉〉
+
∑
i,k
V ∗i,k
〈〈
ci,k, d
†〉〉 , (3.8)
(ǫ+ iη − ǫi,k)
〈〈
ci,k, d
†〉〉 = Vi,k 〈〈d, d†〉〉 . (3.9)
The equation for
〈〈
ci,k, d
†〉〉 is closed (including only the function 〈〈d, d†〉〉).
By substituting Eq. (3.9) into Eq. (3.8) and introducing the self-energy Σ of
the leads through
Σ =
∑
i,k
|Vi,k|2
ǫ+ iη − ǫi,k , (3.10)
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we obtain eventually
(ǫ+ iη − ǫ˜0 − Σ)
〈〈
d, d†
〉〉
= 1 + λ
〈〈
xd, d†
〉〉
. (3.11)
The last term, describing the interaction between electron and vibron, has
to be truncated at this level or found from higher-order equations and then
truncated at a higher level of approximation. The lead self-energy will be
used below in the wide-band approximation Σ(ǫ) = −iΓ.
3.2.3 Self-consistent Hartree approximation
The simplest way to close Eq. (3.11) is to perform the truncation by approx-
imating 〈〈
xd, d†
〉〉 ≈ 〈x〉 〈〈d, d†〉〉 . (3.12)
Then we obtain immediately for the Green function
GrH(ǫ) =
〈〈
d, d†
〉〉
=
1
ǫ− ǫ˜0 − λ 〈x〉+ iΓ . (3.13)
Here the quantity 〈x〉 remains to be calculated. To this end we compute,
respectively, the time derivatives of the x-operator,
i
∂x
∂t
= [x,H ] = ω0p , (3.14)
and the p-operator,
i
∂p
∂t
= ω0x+ 2λd
†d . (3.15)
Upon combining Eqs. (3.14) and (3.15) we get
−∂
2x
∂t2
= ω20x+ 2λω0d
†d . (3.16)
In the stationary case addressed, Eq. (3.16) yields a direct connection be-
tween the ”position” of the vibron and the particle number in the dot:
〈x〉 = −2 λ
ω0
〈
d†d
〉
= −2 λ
ω0
n . (3.17)
In view of Eq. (3.13), we finally obtain for the spectral function (2.9) the
following self-consistent expression ,
A(ǫ) =
2Γ(
ǫ− ǫ˜0 + 2λ2ω0n
)2
+ Γ2
. (3.18)
This result is equivalent to the one obtained earlier in Refs. [49, 50, 32] using
alternative approaches. The same spectral function can be found if one takes
the self-energy in Hartree approximation.
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3.2.4 Second approximation
In the first approximation above, the self-consistent Hartree treatment, fluc-
tuations of the particle number n and the vibron coordinate x are completely
neglected. In order to go one step further and estimate possible corrections,
we start from the generated equations for the second-order Green functions,〈〈
xd, d†
〉〉
and
〈〈
pd, d†
〉〉
,
(ǫ+ iη − ǫ˜0)
〈〈
xd, d†
〉〉
= 〈x〉+ ω0
〈〈
pd, d†
〉〉
+ λ
〈〈
x2d, d†
〉〉
+
∑
i,k
V ∗i,k
〈〈
xci,k, d
†〉〉 , (3.19)
(ǫ+ iη − ǫ˜0)
〈〈
pd, d†
〉〉
= ω0
〈〈
xd, d†
〉〉
+ λ
〈〈
pxd, d†
〉〉
+
∑
i,k
V ∗i,k
〈〈
pci,k, d
†〉〉 . (3.20)
The second approximation that we consider here is based on the factorization〈〈
x2d, d†
〉〉 ≈ 〈x〉 〈〈xd, d†〉〉 ,〈〈
pxd, d†
〉〉 ≈ 〈x〉 〈〈pd, d†〉〉 + 2 〈〈d, d†〉〉 ,〈〈
xci,k, d
†〉〉 ≈ 〈x〉 〈〈ci,k, d†〉〉 ,〈〈
pci,k, d
†〉〉 ≈ 0 . (3.21)
The corresponding set of equations reads
(ǫ+ iη − ǫ˜0 − Σ)
〈〈
d, d†
〉〉
= 1 + λ
〈〈
xd, d†
〉〉
,
(ǫ+ iη − ǫ˜0 − λ 〈x〉)
〈〈
xd, d†
〉〉
= 〈x〉 + ω0
〈〈
pd, d†
〉〉
+ 〈x〉Σ 〈〈d, d†〉〉 ,
(ǫ+ iη − ǫ˜0 − λ 〈x〉)
〈〈
pd, d†
〉〉
= ω0
〈〈
xd, d†
〉〉
+ 2λ
〈〈
d, d†
〉〉
, (3.22)
from which we obtain the second approximation for the Green function,
[Gr(ǫ)]−1 = [GrH(ǫ)]
−1 −
(
λ 〈x〉 + λ
2
ω0
)
Ω
∆− Ω , (3.23)
where we introduced ∆ = ǫ + iη − ǫ˜0, Ω = ω
2
0
∆−λ〈x〉 , and G
r
H is given by the
Green function obtained in the Hartree approximation, Eq. (3.13). After
inserting the expression (3.17) for the level population 〈x〉, Eq. (3.23) reads
[Gr(ǫ)]−1 = [GrH(ǫ)]
−1 − (1− 2n) λ
2
ω0
Ω
∆− Ω . (3.24)
We then calculate the spectral function (2.9) and the average number of
electrons, Eq. (3.6). The self-consistent calculation is performed following
the chain Gr(ǫ)→ A(ǫ)→ n→ Gr(ǫ).
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Figure 3.2: Bistable behavior of the level population n in the self-consistent
Hartree approximation (left) and second approximation (right) as a function
of gate voltage for different electron-vibron interaction strength λ = 3ω0
(black), λ = 4ω0 (red), λ = 5ω0 (green), the other parameters are Γ = 5ω0,
T = 0.25ω0, η = 0 and VB = 0.
Before entering into the discussion of the calculated quantities, we con-
sider the structure of the Green functions obtained in the two different ap-
proximations:
• In the limit Ω → 0 the second approximation reduces to the first one.
Although the EOM method is not a systematic expansion, it tells us
that the second approximation consistently extends the first one and
reproduces it in a limiting case.
• The second term on the right site of Eq. (3.24) represents an additional
shift with respect to Eq. (3.13). In the case of very small frequencies
ω0, Eq. (3.24) reduces to [G
r
H(ǫ)]
−1 − (1− 2n)λ2 ω0
∆(∆−λ〈x〉) , involving
the first term of a series expansion in ω0.
3.2.5 Results and discussion for the intermediate case
Starting from the expressions derived above within the first (self-consistent
Hartree) and second approximation we have performed numerical simulations
for the average population and current in the molecular junction as a function
of gate and bias voltage for the different parameters λ,Γ and T entering the
model Hamiltonian. Furthermore we compare the two approximations. The
underlying nonlinear equations give rise to bistability in the level population
thereby enabling memory effects and affecting the current. Below we analyze
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in detail the parameter ranges and conditions for memory effects to occur.
We focus here on the case of an asymmetric junction, η = 0, while keeping
the coupling to the leads symmetric, ΓL = ΓR = Γ, to reduce the parameter
space.
First we investigate the gate-voltage dependence of the level population.
In Fig. 3.2 it is clearly seen that bistability takes place only at larger values of
the electron-vibron coupling λ. The critical values at which bistability occurs
and disappears depend on the coupling Γ to the leads and on temperature
T ; we discuss this parameter dependence below. Note that at large values of
λ the level population of the stable states is close to 0 and 1; thus these two
memory states are well distinguishable in charge.
Left and right panel of Fig. 3.2, represent the two different levels of ap-
proximations in the EOM method. A comparison between them shows that
the self-consistent Hartree treatment underestimates the parameter range
where bistability occurs: the critical value of λ for the occurrence of bistable
behavior is close to 3ω0 (see left panel). At this value a bistable regime
has already developed for the second approximation. This can be partially
understood taking into account the additional term appearing in the Green
function for the second approximation, Eq. (3.24). This term increases the
polaron shift thereby enhancing the bistable behavior in the second approx-
imation. Fig. 3.3 shows the bias-voltage dependence of the level population.
In this case a qualitative difference arises between electrostatically symmet-
ric (η = 0.5) and asymmetric (η = 0) junctions. For asymmetric junctions
both states are stable at zero voltage, and both charge states are easily acces-
sible. Asymmetric junctions are thus favorable, since they exhibit memory
effects and hysteretic behavior at zero bias, enabling controlled switching
upon ramping the bias voltage. For symmetric junctions hysteresis is ex-
pected only at finite bias voltage (nonequilibrium bistability [32]), and hence
only a single stable state exists at zero bias. Furthermore, at finite voltage
the level is only partially occupied by tunneling electrons. These two features
render the symmetric system less suited for a memory setup.
We display in Fig. 3.4 the current-voltage characteristics, which reflects
the switching behavior of the system. The characteristic feature is a current
jump at the bias voltage value where recharging sets in. This behavior can
be used to test the state of the system and as readout.
Finally, we depict in Fig. 3.5 ”phase diagrams” showing the boundaries
between the parameter regions where bistable memory states (below the
boundaries in the two panels of Fig. 3.5) and single-valued states exist. The
left panel of Fig. 3.5 shows the Γ−T parameter plane. The curve separating
single-valued and bistable states can be roughly approximated by the con-
dition Γ + T = c(λ), where c(λ) is extracted to be c(λ) ≈ λ1.7. This means
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Figure 3.3: Level population n in the self-consistent Hartree approximation
(left) and the second approximation (right) as a function of normalized bias
voltage for different electron-vibron interaction strength λ = 3ω0 (black),
λ = 4ω0 (red), λ = 5ω0 (green), the other parameters are Γ = 5ω0, T =
0.25ω0, η = 0 and VG =
λ2
ω0
.
that either thermal or quantum tunneling broadening suppresses the hystere-
sis. The disappearance of the memory effect at high temperature is due to
enhanced electron tunneling into the higher-energy state. We note that in
the analysis of the temperature dependence the effect of vibronic coordinate
fluctuations is neglected that can be relevant close to the threshold between
single-valued and bistable regime. The right panel in Fig. 3.5 displays the
λ2 − Γ parameter plane and shows (on the one hand) that bistable behav-
ior requires increasing electron-vibron coupling λ as long as Γ grows. The
boundary between the two regimes is approximately a straight line in the
λ2 − Γ plane. Hence the condition for finding the memory effect is given by
Γ ≤ 0.63λ2/ω0. This clearly shows that, for the appearance of the memory
effect at low temperature, the level broadening Γ and the polaron shift λ2/ω0
are the two energy scales to be compared. A further important conclusion is
that the memory effect is suppressed for large coupling to the leads. On the
other hand, since larger coupling favors fast information writing and reading
and also can additionally suppress effects from quantum tunneling between
states, the problem arises to find optimal parameters for utilizing the memory
effect. This will be the subject of future work.
To conclude, we considered a charge-memory effect and switching phe-
nomena within a single-level polaron model of a molecular junction in the
framework of the equation-of-motion approach to the nonequilibrium Green
function theory at different levels of approximation. Electrostatically sym-
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Figure 3.4: Current normalized to I0 = Γe/4 versus bias voltage for the self-
consistent Hartree approximation (left) and the second approximation (right)
for different electron-vibron interaction strength λ = 3ω0 (black), λ = 4ω0
(red), λ = 5ω0 (green), for the same parameters as in Fig. 3.3.
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Figure 3.5: ”Phase diagram” depicting the boundaries between parameter
regimes of bistable memory (below the threshold lines) and single-valued
states (above threshold). Left panel: Γ − T parameter plane at different
electron-vibron interaction strength λ = 3ω0 (black), λ = 4ω0 (red), λ = 5ω0
(green); right panel: λ− Γ parameter plane for T = 0.25ω0.
metric and asymmetric junctions show qualitatively different bistability be-
havior. In the latter case, controlled switching of the molecule is achieved by
applying finite voltage pulses. We showed that bistability takes place for suf-
ficiently large electron-vibron coupling for a wide range of further parameters
such as molecule-lead coupling and temperature and performed a systematic
analysis of this parameter dependence by computing phase diagrams for the
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memory effect. In this section we focussed on the investigation of bistability
for stationary states. We continue now considering time-dependent phenom-
ena for the charge-memory effect.
3.3 Weak system-to-leads coupling
In the previous section we have investigated the charge-memory effect con-
sidering the internal dynamics of the vibration slower than the tunneling
events. Now we address time-dependent scenarios. It was shown that quan-
tum switching between the charged and neutral states can limit their life-
time and even result in telegraph noise at finite voltage rather than in a
controlled switching [33, 34]. We want to investigate the crossover between
these two pictures, depending on the relation between the time-scales of
quantum switching and voltage sweep. More precisely, the switching time
τ between the two charge states should be compared with the characteristic
time of the external voltage sweeping, τs ∼ V (t)/(dV (t)/dt). For τ ≫ τs,
quantum switching can be neglected and hysteresis can be observed, while
in the opposite limit, τ ≪ τs, the averaging removes the hysteresis. We
calculate the charge-voltage curves and describe the crossover between two
regimes.
This problem can be solved clearly and transparently in the limit of weak
coupling to the leads. For this case the master equation for sequential tun-
neling can be used.
3.3.1 Eigenstates and Master Equation
The reference model is given in Eq. (3.1). We first introduce explicitly the
quantities and the formulas for the master equation, and then we present the
results and discuss it. The coupling to the leads is characterized by the level-
width function given in Eq. (3.5) In the wide-band limit considered below,
the density of states in the leads ρ(ǫ) is constant and the coupling matrix
elements Vik are assumed to be energy-independent, so that ΓL and ΓR are
constants. The full level broadening is given by the sum Γ = ΓL + ΓR.
Using the polaron (Lang-Firsov) canonical transformation [56, 49, 65],
the eigenstates of the isolated system (Γ = 0) can be calculated exactly
|ψnm〉 = e−
λ
ω0
(a†−a)d†d(d†)n
(a†)m√
m!
|0〉 (3.25)
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Figure 3.6: (a) The energy diagram of the single-level electron-vibron model,
coupled to left and right lead (or tip and substrate in the case of STM). (b)
Franck-Condon matrix elements M0m for weak (g = 0.1, squares), interme-
diate (g = 1, triangles), and strong (g = 10, circles) interaction.
with the eigen-energies
Enm = ǫ1n + ω0m, ǫ1 = ǫ0 − λ
2
ω0
, ǫp =
λ2
ω0
, (3.26)
where n denotes the number of electrons, while the quantum number m
characterizes vibronic eigenstates, which are superpositions of states with
different number of bare vibrons.
When the system is weakly coupled to the leads,
Γ≪ ω0, ǫp, (3.27)
the polaron representation, Eqs. (3.25,3.26), is a convenient starting point.
The qualitative picture of the sequential tunneling through a polaronic state
is given in Fig. 3.6(a). Here the potential energies of the neutral and charged
states are sketched as a function of the vibronic coordinate x. When an
external voltage is applied, the energy levels are shifted depending on the
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asymmetry parameter η. It should be noted that this type of energy diagram
is quite general for charge-controlled bistable systems.
In the sequential tunneling regime, the master equation for the probability
pnm(t) to find the system in one of the polaron eigenstates (3.25) can be
written as [57, 58, 16, 59]
dpnm
dt
=
∑
n′m′
Γnn
′
mm′pn′m′ −
∑
n′m′
Γn
′n
m′mpnm + I
V [p]. (3.28)
Here the first term describes the tunneling transition into the state |n,m〉
and the second term the transition out of the state |n,m〉. IV [p] is the vibron
scattering integral describing the relaxation of vibrons to equilibrium. The
transition rates Γnn
′
mm′ are found from the tunneling Hamiltonian (the last
term in Eq. (3.1)). Taking into account all possible single-electron tunneling
processes, we obtain the incoming and outgoing tunneling rates at zero bias
voltage as
Γ10mm′ =
∑
i=L,R
Γi(E1m − E0m′) |Mmm′ |2 f 0i (E1m − E0m′), (3.29)
Γ01mm′ =
∑
i=L,R
Γi(E1m′ −E0m) |Mmm′ |2
× (1− f 0i (E1m′ − E0m)) . (3.30)
Here f 0(ǫ) is the equilibrium Fermi function, and
Mmm′ =
〈
0
∣∣∣∣ am√m! exp
[
λ
ω0
(
a† − a)] (a†)m′√
m′!
∣∣∣∣ 0
〉
(3.31)
is the Franck-Condon matrix element, that is symmetric in m−m′ and can
be calculated analytically. For m < m′ it reads
Mm<m′ =
m∑
l=0
(−g)l√m!m′!e−g/2g(m′−m)/2
l!(m− l)!(l +m′ −m)! , (3.32)
where g = (λ/ω0)
2 is the Huang-Rhys factor [67].
One characteristic feature of these matrix elements in transport is the
Franck-Condon blockade [16, 59, 66]: in the case of strong electron-vibron
interaction the tunneling with small changes inm is suppressed exponentially,
as illustrated in Fig. 3.6(b) for the matrix element M0m = e
−g/2 gm/2√
m!
. Hence
only tunneling through high-energy states is possible, that is also suppressed
at low bias voltage and low temperature.
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3.3.2 Charge, current and life-times
The expression for the average charge is
〈n〉(t) =
∑
m
p1m, (3.33)
and the average current (from the left or right lead) reads
Ii=L,R(t) = e
∑
mm′
(
Γ10imm′p0m′ − Γ01imm′p1m′
)
, (3.34)
where Γ10imm′ and Γ
01
imm′ are given by the right terms of Eqs. (3.29).
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Figure 3.7: Inverse life-time (τΓ)−1 of the neutral state (thin solid line) and
the charged state (thick gray solid line) as a function of λ/ω0 at ǫ0 = λ
2/2ω0;
and the same at ǫ0 = 0.9λ
2/ω0 (dashed lines), kT = 0.1ω0.
To proceed further, we calculate the characteristic life times of the neutral
and charged ground states. The life time τnm of the generic state |n,m〉 is
given by the sum of the rates of all possible processes which change this state,
τ−1nm =
∑
n′m′
Γn
′n
m′m. (3.35)
As an example, calculating the life time of the neutral state |0, 0〉, with an
energy higher than the charged ground state |1, 0〉, we find
τ−100 =
∑
m
∑
i=L,R
Γi(E1m − E00) |Mm0|2 f 0i (E1m − E00). (3.36)
42CHAPTER 3. SINGLE-SITE JUNCTIONS: CHARGEMEMORY EFFECTS
For energy-independent Γi (the wide-band limit) we obtain the simple ana-
lytical expression
τ−100 = Γ
∑
m
e−g
gm
m!
f 0
(
ǫ0 − λ
2
ω0
+ ω0m
)
. (3.37)
The corresponding expression for the life time of the charged state is (assum-
ing that the equilibrium electro-chemical potential in the leads is zero)
τ−110 = Γ
∑
m
e−g
gm
m!
f 0
(
−ǫ0 + λ
2
ω0
+ ω0m
)
. (3.38)
The dependence of the tunneling rates (3.37,3.38) on the scaled electron-
vibron interaction constant λ/ω0 is shown in Fig. 3.7. It is clearly seen that at
large values of λ the tunneling from the neutral state to the charged state and
vice versa is exponentially suppressed in comparison with the bare tunneling
rate Γ. Hence both states are (meta)stable at low temperatures and zero
voltage.
Based on the experimental parameters of Ref. [7], the charged ground
state is assumed to be below the equilibrium Fermi energy of the leads, while
the neutral ground state is above it. In the experiments [7] the observed
relaxation energy ǫp ≈ 2.4 eV leads to the parameter λ/ω0 of the order 5 to
10. Thus the system is in the blockade regime at zero voltage, see Fig. 3.7.
Next we consider whether a fast switching between the two states is pos-
sible. At finite voltage the switching rates are
τ−100 =
∑
m
e−ggm
m!
[
ΓLf
0 (ǫ1 + ω0m− (1− η)eV )
+ ΓRf
0 (ǫ1 + ω0m+ ηeV )
]
, (3.39)
τ−110 =
∑
m
e−ggm
m!
[
ΓLf
0 (−ǫ1 + ω0m+ (1− η)eV )
+ ΓRf
0 (−ǫ1 + ω0m− ηeV )
]
. (3.40)
The voltage dependence of the inverse life time (τΓ)−1 is shown in Fig. 3.8
for a junction with the same tunneling coupling, ΓL = ΓR, but asymmet-
ric voltage drop (η = 0), as well as for the completely symmetric junction
(η = 0.5). The results in Fig. 3.8 imply that in both cases one can tune
(τΓ)−1 upon sweeping the bias voltage and thereby control the timescales for
switching between charged and neutral states. For the symmetric junction
both switching rates, τ−100 and τ
−1
10 , (dashed lines) are simultaneously nonzero
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Figure 3.8: Inverse life-time (τΓ)−1 as a function of normalized voltage eV/ω0
for the asymmetric junction (η = 0) at λ/ω0 = 5 and ǫ0 = λ
2/2ω0 for the
neutral state (thin solid line), the charged state (thick gray solid line) and
the same for the symmetric junction (η = 0.5, dashed lines). Inset: random
switching between bistable states (dashed line) and single switching into the
stable state (full line) after a sudden change of the voltage.
at finite voltage (eV/ω0 ≥ 40 for the parameters of Fig. 3.8) leading to ran-
dom switching (noise) sketched as dashed line in the inset. On the contrary,
for the asymmetric junction controlled switching into the neutral (black solid
line) and charged (grey line) state can be achieved at large enough negative
and positive voltage, respectively. This qualitatively different behavior is a
result of the distinct voltage asymmetry of the two inverse lifetimes which
are never both finite. The further peculiar feature of the asymmetric case,
namely that the switching rates of the neutral and charged states interchange
their role as a function of the bias, i.e., the neutral (charged) state is long-
lived at negative (positive) bias, implies hysteretic behavior and a memory
effect.
To this end we consider what happens by sweeping the voltage with dif-
ferent velocities. At this point an assumption about the relaxation of vibrons
without change of the charge-state should be made. For simplicity we assume
that the relaxation of vibrons is fast, τV ≪ τ, τs, so that after an electron tun-
neling event the system relaxes immediately into the vibronic ground state
|1, 0〉 or |0, 0〉. In this case the probabilities p1 of the charged state and p0 of
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Figure 3.9: Population of the neutral state as a function of normalized voltage
eV/ω0 in the asymmetrical junction (η = 0) at λ/ω0 = 5 and ǫ0 = λ
2/2ω0 for
fast voltage sweep (thin solid line), slower sweep (thick gray solid line), and in
the adiabatic limit (dashed line). Inset: sketch of voltage time-dependence.
the neutral state are determined by the equations
dp0
dt
= τ−110 p1 − τ−100 p0, (3.41)
dp1
dt
= τ−100 p0 − τ−110 p1, (3.42)
with the life times τ00 and τ10 defined in Eqs. (3.39,3.40).
Now let us consider the results for the asymmetric case η = 0 (Fig. 3.9).
If the voltage is changed fast enough, i.e. faster than the life time of charged
and neutral states (τ ≫ τs as discussed in the introduction), then both states
are stable at zero voltage (hysteresis). In the opposite (adiabatic) limit the
voltage change is so slow that the system relaxes into the equilibrium state,
and the population-voltage curve is single-valued. Note that this controlled
switching is possible only for asymmetric junctions for the reason given above.
3.3.3 Conclusion for weak coupling case
To conclude, we considered a charge-memory effect and switching phenom-
ena in taking into account non-stationary effects, in particular the interplay
between timescales of voltage sweeping and quantum switching rates from
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meta-stable states. We showed that the bistability arises if the quantum
switching between neutral and charged states involved are suppressed, e.g.
due to Franck-Condon blockade. In the quasi-classical language this means
that there are two local minima of the energy and the barrier height between
these two states is large enough.
In view of possible experimental realizations and applications of the mem-
ory effect, the life time of the memory states should be large compared with
the other important time scale of the problem, namely the voltage sweep-
ing time. In this section, employing the time-dependent master equation
method, different regimes, characterized by random mutual transitions and
by single switching events into a stable configuration are identified. In the
latter case, controlled switching of the molecule is achieved by applying finite
voltage pulses.
Special attention is paid to the role of the junction asymmetry and its
influence on the memory effect. Electrostatically symmetric and asymmetric
junctions show qualitatively different bistability behavior. We found that in
the case of asymmetric bias-voltage drop across the junction, η = 0, both
neutral and charged states can be unstable at one polarity of bias voltage and
stable at the opposite polarity. Under an appropriate choice of parameters,
the instability regions for the two memory states do not overlap, thus a defi-
nite memory state can be obtained. Moreover both states are (meta)stable at
zero bias voltage. Finally, the finite thresholds in bias voltage prevent acci-
dental switching by noise or a weak external signal. These properties enable
in principle a memory functionality of the system including writing of two
states and readout by a small bias voltage. Note that such an asymmetric
case is typically achieved in STM experiments.
In the case of symmetric voltage drop, η = 0.5, the situation is differ-
ent. At finite bias voltage the energy level is inside the transport window,
between the left and right electro-chemical potential. Consequently, the sys-
tem is permanently switching between two states, and it is not possible to
fix one definite memory state. The symmetric situation can also give rise to
a hysteretic behavior but only at finite bias voltages, making this case less
interesting for the memory effect addressed here.
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Chapter 4
Single-site junctions: spin
memory effects
One of the most promising directions in the fields of molecular electronics
and spintronics is the experimental and theoretical investigation of spin ma-
nipulation in quantum dots and single molecules. In particular, new meth-
ods have been recently developed to investigate spin states of single atoms
and molecules on substrates using spin-polarized scanning tunneling spec-
troscopy [53, 52]. Motivated by such achievements the promising question
arises whether a single-spin memory effect (namely the controlled switching
of the spin state of a single electron using an external voltage applied to a
system) is possible. The main challenge is to combine long spin lifetimes and
fast switching.
One of the ways for single spin manipulation is based on the interplay of
charge, spin, and vibron degrees of freedom in molecular junctions.
In order to investigate those effects, in this chapter we study molecular
junctions with ferromagnetic leads essentially following our paper [39]. They
give different coupling strength for the two electronic spin species giving
the possibility to address spin dependent phenomena. The interplay of spin
dependent and switching effects, bring to the idea of spin-memory. This
appears as a natural extension of the charge-memory effects addressed in
the previous chapter. From a fundamental point of view, such systems are
interesting because of the combination of tunneling effects with spin and
vibrational effects. From an applied point of view, the effects investigated
could bring new possibilities for spin sources based on molecular junctions.
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4.1 Model Hamiltonian
In this section we introduce the model we use for our investigation. The
system is made of molecule tunnel-coupled to two ferromagnetic leads. The
molecule is described with a single spin-degenerate electronic level coupled to
a vibronic mode. The leads have have two different magnetization directions,
forming an angle θ between each other. The system is sketched in Fig. 4.1
Figure 4.1: Schematization of the Hamiltonian given in Eq. (4.1). The thick
dashed (dotted) line represents the on site vibronic (electronic) interaction.
The two arrows on top of the leads indicates the magnetization axes in the
magnetic leads, with a relative angle θ in the direction of the magnetization
.
and is described by the following Hamiltonian
H =
∑
σ
(ǫσ + eϕ0) d
†
σdσ + ω0a
†a + Unˆ↑nˆ↓ + λxˆ
∑
σ
nˆσ +HT +HL, (4.1)
where ǫσ is the electronic spin-dependent energy, ϕ0 = VR+ηVb is the shift of
the energy levels depending on the asymmetry parameter η, ω0 is the vibra-
tional frequency and λ and U are the electron-vibron and electron-electron
coupling strength respectively. We will consider in the next sections the
limit of very large electron-electron interaction. In this which case the dou-
ble occupancy is negletcted, but the presence of ferromagnetic leads give
rise to spin-selective tunneling. This situation is different from the one in-
vestigated in the previous chapter. The Hamiltonian (3.1) can be thought
as a reduction of a single-degenerate level Hamiltonian in the case of large
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electron-electron interaction. Because of the normal metal leads, the tunnel-
ing is spin-indipendent in this case and we started directly from the spin-
dependent formulation. The leads Hamiltonian in the case of ferromagnetic
leadsis
HL =
∑
ik,α
ǫik,αc
†
ik,αcik,α, (4.2)
where i labels the lead, k the energy state in the lead and α indicate the spin
according to the relative magnetic field in the considered leads.
We take the orientation of the magnetic field in the left lead as the quan-
tization axes. The magnetic field in the right lead form an angle θ with the
left one as showed in Fig. 4.1. We label the electrons in the left lead with ↑
and ↓ and the electronic states in the right lead with different indices, + and
−. The relationship between the spin states of the left and the right lead is
given by following rotation matrix
Rθ =
(
cos θ
2
sin θ
2
− sin θ
2
cos θ
2
)
. (4.3)
Using (4.3) the tunneling Hamiltonians have the following form:
HT,L =
∑
σ=↑,↓;k
VLkσc
†
Lkσdσ + h.c, (4.4)
for the left lead, and
HT,R =
∑
k
VRk↑
(
cos
θ
2
c†Rk↑ + sin
θ
2
c†Rk↓
)
d↑ + h.c (4.5)
+
∑
k
VRk↓
(
cos
θ
2
c†Rk↓ − sin
θ
2
c†Rk↑
)
d↓ + h.c
(4.6)
for the right lead. The presence of tunneling processes that mixes the two
spin-species imposes the introduction of the off-diagonal terms in the Master
Equation and in the Green Function. The description is simplified in the case
of collinear magnetic fields: in this case we need only the diagonal terms.
4.2 Weak lead-to-molecule coupling
In this section we investigate a spin memory effect in the case of weak lead-to-
molecule coupling. To this end the master equation for sequential tunneling
can be used. The controlled switching of the spin state is achieved due
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to the interplay between Franck-Condon blockade of electron transport at
low voltages and spin-dependent tunneling at high voltages. Spin lifetime,
current and spin polarization are calculated as a function of the bias voltage.
We also propose to use a third ferromagnetic tunneling contact to probe and
readout the spin state.
We study the case of a symmetric junction with anti-parallel magnetiza-
tions of left and right leads as in Fig. 4.2; besides the third electrode can be
used as a gate or to probe the spin state.
L R0εLΓ RΓ
0ω
L
GVGate
Lϕ Rϕ
Figure 4.2: Schematic picture of the considered system: a gated single-level
quantum dot interacting with a vibron and coupled to ferromagnetic leads.
4.2.1 Model, states and energies
Starting from the general expression of Eq. (4.1), we rewrite it here adapted
to the case of anti-parallel magnetizations
H =
∑
σ
ǫ˜σd
†
σdσ + ω0a
†a+ λ
(
a† + a
)
nˆ+ Unˆ↑nˆ↓
+
∑
ikσ
[
(ǫikσ + eϕi)c
†
ikσcikσ +
(
Vikσc
†
ikσdσ + h.c.
)]
. (4.7)
Here the first line describes the free electron states with energies ǫ˜σ, the free
vibron of frequency ω0, and the electron-vibron and Coulomb interactions
with coupling strength λ and U , respectively; σ is the spin index and nˆσ =
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d†σdσ, nˆ = nˆ↑ + nˆ↓. The other terms in Eq. (4.7) are the Hamiltonians of
the leads and the tunneling coupling (i = L,R is the lead index, k labels
the electronic states). The bias voltage V is introduced through the left and
right electrical potentials, V = ϕL − ϕR. The energy ǫ˜σ = ǫσ + eϕ0 includes
the bare level energies (ǫ↑ = ǫ↓ = ǫ0 below) and the electrical potential ϕ0
describing the shift of the central level by the gate voltage VG and by the bias
voltage drop between the left and right lead: ϕ0 = ϕR + η(ϕL − ϕR) + αVG,
where 0 < η < 1 describes the symmetry of the voltage drop across the
junction, η = 0.5 stands for the symmetric case considered below.
The coupling to the leads is characterized by the level-width function
Γiσ(ǫ) = 2π
∑
k
|Vikσ|2δ(ǫ− ǫikσ), (4.8)
that is similar to Eq. (3.5) with a spin index σ. In the wide-band limit
considered below, the spin-dependent densities of states in the leads and the
tunneling matrix elements are assumed to be energy-independent, so that
ΓLσ and ΓRσ are constants. The full level broadening for a certain spin-
species is given by the sum Γσ = ΓLσ + ΓRσ. Below we consider a symmetric
junction with anti-parallel magnetization of the leads and use the notation
ΓL↓ = ΓR↑ = Γ for majority spins and ΓL↑ = ΓR↓ = κΓ for minority spins,
κ≪ 1.
The spin effects addressed are particularly pronounced in the limit of large
U , i.e. we neglect the doubly occupied state, so that only three states in the
charge sector should be considered: neutral |0〉, charged spin-up | ↑〉 and
charged spin-down |↓〉. Employing the polaron canonical transformation [56,
49], the corresponding eigenstates of the isolated system (Γ = 0) read
|ψ0q〉 = (a
†)q√
q!
|0〉, (4.9)
|ψσq〉 = e−
λ
ω0
(a†−a)d†σdσd†σ
(a†)q√
q!
|0〉, (4.10)
with the eigenenergies
E0q = ω0q, Eσq = ǫ˜
′
σ + ω0q, ǫ˜
′
σ = ǫ˜σ −
λ2
ω0
, (4.11)
where the quantum number q characterizes vibronic eigenstates, which are
superpositions of states with different number of bare vibrons.
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4.2.2 Rates and Master Equation
Taking into account all possible single-electron tunneling processes for both
leads, we obtain the incoming and outgoing tunneling rates
Γσ0qq′ =
∑
i=L,R
Γσ0iqq′ =
∑
i=L,R
Γiσ |Mqq′|2 f 0i (Eσq − E0q′)
=
∑
i=L,R
Γiσ |Mqq′ |2 f 0i (ǫ˜′σ + ω0(q − q′)), (4.12)
Γ0σqq′ =
∑
i=L,R
Γ0σiqq′ =
∑
i=L,R
Γiσ |Mqq′|2
(
1− f 0i (Eσq′ −E0q)
)
=
∑
i=L,R
Γiσ |Mqq′ |2
(
1− f 0i (ǫ˜′σ − ω0(q − q′))
)
. (4.13)
Here f 0i (ǫ) is the equilibrium Fermi function in the lead shifted by the external
potential, f 0i (ǫ) = f
0(ǫ−eϕi), andMqq′ is the Franck-Condon matrix element
that can be calculated analytically (see Refs. [57, 58, 16, 59, 60] for details
of the master equation method and calculation of the tunneling rates). The
incoming rate Γσ0qq′ describes tunneling of one electron with spin σ from the
lead to the dot changing the state of the dot from |0q′〉 to |σq〉. The outgoing
rate Γ0σqq′ corresponds to the transition from |σq′〉 to |0q〉.
In the sequential tunneling regime the master equation for the probability
P nq (t), n = 0, ↑, ↓ to find the system in one of the polaron eigenstates (4.9),
(4.10) can be written as [57, 58, 16, 59, 60]
dP nq
dt
=
∑
n′q′
Γnn
′
qq′ P
n′
q′ −
∑
n′q′
Γn
′n
q′q P
n
q + I
V [P ]. (4.14)
Here the first term describes the tunneling transition into the state |nq〉 and
the second term the transition out of the state |nq〉. IV [P ] is the vibron
scattering integral describing the relaxation of the vibrons to the thermal
equilibrium.
4.2.3 Charge, spin polarization and lifetimes
The average charge and the spin polarization are
Q = e
∑
q
(
P ↑q + P
↓
q
)
, S =
∑
q
(
P ↑q − P ↓q
)
, (4.15)
respectively, and the average currents (from the left or right lead) read
Ii=L,R = e
∑
σqq′
(
Γσ0iqq′P
0
q′ − Γ0σiqq′P σq′
)
, (4.16)
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Figure 4.3: Inverse lifetime γσ0/Γ of the neutral state (thin solid line) and
the inverse spin lifetime (τσΓ)
−1 (thick gray solid line) as a function of the
scaled electron-vibron coupling λ/ω0 at ǫ0 = λ
2/2ω0 and at ǫ0 = 0.1λ
2/ω0
(corresponding dashed lines), T = 0.1ω0.
with Γσ0iqq′ and Γ
0σ
iqq′ defined in Eqs. (4.12,4.13).
To proceed further, we calculate the characteristic lifetimes of the neutral,
spin-up, and spin-down ground states (q = 0). We define the switching rates
γσ0 from the neutral to the charged state with spin σ and vice-versa as the
sum of the rates of all possible processes which change these states:
γσ0 =
∑
q
Γσ0q0 , γ
0σ =
∑
q
Γ0σq0 . (4.17)
In the sequential tunneling approximation the spin lifetime τσ is deter-
mined by the switching rate from the charged state γ0σ through Eqs. (4.13,4.17).
It reads (taken zero energy at Fermi level [37], g = (λ/ω0)
2)
τ−1σ = γ
0σ = (1 + κ)Γ
∑
q
e−ggq
q!
f 0 (−ǫ˜′σ + ω0q) . (4.18)
At large g the sequential tunneling rates are exponentially suppressed (Franck-
Condon blockade) and the cotunneling contribution to τ−1σ becomes domi-
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nant. It can be estimated as [60]
τ−1(ct)σ ≈
κΓ2Tω20
λ4
. (4.19)
Although the cotunneling contribution is not suppressed exponentially, it is
of second order in the tunneling coupling and suppressed additionally by the
small polarization parameter κ and large λ. At typical parameters, consid-
ered in this analysis, the cotunneling contribution can be neglected, but it
can be essential at larger tunneling couplings and larger temperatures.
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Figure 4.4: Inverse spin lifetime τ−1σ = γ
0σ as a function of normalized bias
voltage eV/ω0 at λ/ω0 = 3, κ = 0.01, ǫ0 = λ
2/2ω0 for the spin-up state (thin
red solid line) and the spin-down state (thick blue solid line) and the same
for a less polarized junction (κ = 0.1, dashed lines).
Fig. (4.3) shows the dependence of τ−1σ and γ
σ0 on the scaled electron-
vibron interaction constant
√
g = λ/ω0. The transition rates from the neutral
state to the charged states and vice versa are suppressed compared to the
bare tunneling rate Γ if g is large. Thus all states are meta-stable at low
temperatures and zero voltage. Moreover, the lifetime of the charged states
can be much larger than that of the neutral state.
In the following we analyze whether fast switching between the two spin
states is feasible. To this end we consider voltage sweeps with different
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velocities, τexp being the characteristic time of the voltage change. At this
point an assumption about the relaxation time τV of the vibrons without
change of the charge state is due. We assume that the relaxation is fast, τV ≪
τσ, τexp, so that after an electron tunneling event the system relaxes rapidly
into the vibronic ground state |σ0〉 or |00〉. In this case the probabilities
P σ =
∑
q P
σ
q of the charged states and P
0 =
∑
q P
0
q of the neutral state are
determined from the equations
dP 0
dt
=
∑
σ
(
γ0σP σ − γσ0P 0) , (4.20)
dP σ
dt
= γσ0P 0 − γ0σP σ, (4.21)
where the switching rates γσ0, γ0σ at finite voltage are calculated from
Eqs. (4.12,4.13,4.17):
γσ0(V ) =
∑
q
e−ggq
q!
[
ΓLσf
0 (ǫ˜′σ + ω0q − (1− η)eV )
+ ΓRσf
0 (ǫ˜′σ + ω0q + ηeV )
]
, (4.22)
γ0σ(V ) =
∑
q
e−ggq
q!
[
ΓLσf
0 (−ǫ˜′σ + ω0q + (1− η)eV )
+ ΓRσf
0 (−ǫ˜′σ + ω0q − ηeV )
]
. (4.23)
The voltage dependence of the inverse spin lifetimes is depicted in Fig. 4.4.
If the voltage is large enough, the Franck-Condon blockade is overcome and
the system is switched into the spin-up (spin-down) state at positive (neg-
ative) voltage. If the bias voltage is swept fast enough, i.e. faster than the
long spin lifetime at zero voltage, τexp ≪ τσ(0), both spin states can be
considered as stable at zero voltage (spin memory effect) and hysteresis can
take place. This is shown in Fig. 4.5 where the solid (dashed) lines mark
the spin population for increasing (decreasing) bias voltage. In the oppo-
site (adiabatic) limit the voltage change is so slow that the system relaxes
into the equilibrium state, and the population-voltage curve is single-valued
(Fig. 4.6).
Finally, we study the signatures of the spin polarization in the charge
current which is most easily accessible to experiments. In Fig. 4.7 we sketch
the bias current and a test current to the additional ferromagnetic electrode,
very weakly coupled to the system, so that it does not perturb the state. At
large negative voltage applied to the electrode the current is sensitive to the
orientation of the magnetization in the test electrode, thus the spin state can
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Figure 4.5: Voltage dependence of the populations of the spin-up state (red),
spin-down state (blue), and spin polarization (green) for λ/ω0 = 3, ǫ0 =
λ2/2ω0, κ = 0.01, solid (dashed) for increasing (decreasing) voltage.
be monitored during the experiment. Also such a small current can be used
to readout the memory element.
We have demonstrated that thanks to the Franck-Condon blockade, the
quantum switching between the two spin states of the central system is
strongly suppressed at small bias, but applying a finite bias, the population
of spin-up and spin-down states can be controlled. By taking into account
non-stationary effects, in particular the interplay between the timescales of
bias sweeping and spin switching, we show hysteretic behavior and bistability
in the spin polarization.
4.3 Intermediate lead-to-molecule coupling
We investigate now the system for non vanishing lead-to-molecule coupling.
In this case the Master Equation method is not suitable and we use the
EOM technique for the Green functions method. We do not address time-
dependent scenarios as before, but we include the electron-electron interac-
tion into account. This is made within the Hartree-Fock approximation, that
means we use mean field approximations to treat both electron-vibron and
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Figure 4.6: Voltage dependence of the spin polarization for λ/ω0 = 3, ǫ0 =
λ2/2ω0, κ = 0.01, for three different sweep velocities τexpω0 = 10
2 (black),
τexpω0 = 10
3 (green), τexpω0 = 10
5 (blue) and in the adiabatic limit τexp →∞
(red dashed line).
electron-electron interaction. In order to do that we introduce the following
factorizations of the higher order Green functions:
〈〈
nσ′′dσ, d
†
σ
′
〉〉
≈ 〈nσ′′ 〉
〈〈
dσ, d
†
σ
′
〉〉
(4.24)〈〈
xˆdσ, d
†
σ′
〉〉
≈ 〈xˆ〉
〈〈
dσ, d
†
σ′
〉〉
.
(4.25)
Based on the results obtained for the charge memory effects, we are con-
fident that the mean-field truncations of the Green function gives physical
results for the electron-vibron terms. The Coulomb repulsion is then included
here in order to see how it modifies the hysteresis given by the vibronic cou-
pling. We are then left with an expression of the Green function that contains
both electron-vibron and electron-electron interactions at a mean field level.
As for the weak coupling case, we assume collinear magnetizations in the
leads. In this case the Green function of the problem does not contains off
diagonal terms because the two spin species are not mixed in the tunnel-
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Figure 4.7: Bias current (top black) and test current for spin-up (middle red)
and spin-down (bottom blue) test electrode magnetization as a function of
normalized voltage eV/ω0; all other parameters are the same as in Fig. (4.5).
The curves are displayed with vertical offset. The magnitude of the test
current being much smaller than the bias current, is plotted enhanced.
ing processes. The expression for the spin-dependent Green function is the
following one:
Grσ = [ǫ− ǫ0 − λ 〈xˆ〉 − U 〈nˆσ¯〉+ i(ΓL,σ + ΓR,±)]−1 , (4.26)
where σ¯ represents the other spin with respect to σ and ± stands for ↑, ↓.
This is because an electron with spin σ in the molecule can be coupled with
the ↑ or ↓ electrons on the right leads depending on the configuration of the
magnetizations (parallel or anti-parallel respectively). The mean value of the
vibronic position 〈xˆ〉 in the stationary case is
〈xˆ〉 = −2 λ
ω0
〈nˆ↑ + nˆ↓〉 .= −2 λ
ω0
〈nˆ〉 , (4.27)
where 〈nσ〉 are the mean values of the electronic spin-population in the
molecule, and 〈nˆ〉 indicates the total charge in the molecule. The lesser
Green function of the electrons inside the molecule in the collinear case is
given by following equation
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G<σ = −iAσ(fL + fR), (4.28)
where the leads electrons are taken at thermal equilibrium and distributed
according to the Fermi-Dirac distribution. We then calculate the level oc-
cupation, the spin-dependent currents and the current-polarization given by
the following expression:
P =
I↑ − I↓
I↑ + I↓
,
where
Iσ =
eΓLΓR
ΓL + ΓR
∫ +∞
−∞
Aσ(ǫ)[f
0
L(ǫ− eϕL)− f 0R(ǫ− eϕR)]
dǫ
2π
.
Results analysis
The plots in Figs. 4.8-4.11 show that the current and the charge inside the
molecule assume different values for different spin species. Because of dif-
ferent tunneling couplings for the different spins, we can observe that the
bistable behavior is more pronounced for the spin up population. Corre-
spondingly, the spin-polarization of the current oscillates from positive to
negative values. The physical mechanism behind the hysteretic behavior is
the polaron shift due to the vibronic coupling as in the case of the charge-
effects of the previous chapter. The electron-electron interaction shifts the
center of the bistable region away from the zero bias voltage, because of the
shift introduced in (4.26) by the term U 〈nˆσ¯〉.
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Figure 4.8: a) Spin populations, b) current for the two spin species and c)
spin-polarization. In a) and b) the blue curves refer to spin-up and the red
curves to spin-up. The full lines refer to increasing values of the voltage and
the dashed one to decreasing values. The parameters are ΓL,↑ = 1,ΓL,↓ =
0.1,ΓR,↑ = 5,ΓR,↓ = 0.5, λ = 0.7, ω0 = 0.2, η = 0.2, ǫσ = 5, U = 0.
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Figure 4.9: a) Spin populations, b) current for the two spin species and c)
spin-polarization. In a) and b) the blue curves refer to spin-up and the red
curves to spin-up. The full lines refer to increasing values of the voltage and
the dashed one to decreasing values. The parameters are ΓL,↑ = 1,ΓL,↓ =
0.1,ΓR,↑ = 5,ΓR,↓ = 0.5, λ = 0.7, ω0 = 0.2, η = 0.2, ǫσ = 5, U = 0.3.
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Figure 4.10: a) Spin populations, b) current for the two spin species and c)
spin-polarization. In a) and b) the blue curves refer to spin-up and the red
curves to spin-up. The full lines refer to increasing values of the voltage and
the dashed one to decreasing values. The parameters are ΓL,↑ = 1,ΓL,↓ =
0.1,ΓR,↑ = 5,ΓR,↓ = 0.5, λ = 0.7, ω0 = 0.2, η = 0.2, ǫσ = 5, U = 0.7.
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Figure 4.11: a) Spin populations, b) current for the two spin species and c)
current-polarization. In a) and b) the blue curves refer to spin-up and the red
curves to spin-up. The full lines refer to increasing values of the voltage and
the dashed one to decreasing values. The parameters are ΓL,↑ = 1,ΓL,↓ =
0.1,ΓR,↑ = 5,ΓR,↓ = 0.5, λ = 0.7, ω0 = 0.2, η = 0.2, ǫσ = 5, U = 1.
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Chapter 5
Chains of electron-vibron
systems
In this chapter we investigate a natural generalization of the single site junc-
tions discussed in the previous chapters. Instead of having only one electronic
level as a bridge between the electrodes, we want now to describe a chain of
electronic sites coupled among each other and in presence of electron-vibron
interaction. Electron-electron interaction can in principle be present as intra-
site and also as inter-site interaction. With a chain of sites it is possible to
consider two different kinds of electron-vibron interactions. The general term
describing such interaction has the form λxˆd†idj + h.c, where λ is the inter-
action strength, xˆ is the vibron position and the d are electronic operators.
If the operators refer to the same electronic level, then we have the same
interaction we had in the single site case Λyˆnˆi. We call this term diagonal
electron-vibron interaction because it has a diagonal structure for what con-
cerns the electronic degrees of freedom of the system. If the operators refer
to different electronic sites (i 6= j), then we refer to this case as off-diagonal
electron-vibron interaction. Having in mind this distinction, we write the
general Hamiltonian for a chain as follows:
H =
∑
i,σ
(ǫi,σ + Λiyˆi)nˆi,σ +
∑
<i,j>,σ
(ti,j + λi,jxˆi,j)d
†
i,σdj,σ (5.1)
+
∑
γ
ωγa
†
γaγ +
∑
<i,j>
ωi,ja
†
i,jai,j +
∑
i
Uinˆi,↑nˆi,↓ +
∑
<i,j>
Vi,jNˆiNˆj
+ HT +HL.
The terms yˆi = b
†
i + bi and xˆi,j = a
†
i,j + ai,j are the position of the diagonal
and off-diagonal vibronic operators. The terms Λi and λi,j represent the
diagonal and off-diagonal electron-vibron interaction strength. Ui and Vi,j
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are the intra and inter-site Coulomb repulsion. ωγ are the frequencies of the
diagonal vibrons and ωi,j the off-diagonal ones. The notation < i, j > stands
for nearest neighbor and Nˆi = nˆi,↑+ nˆi,↓. The tunneling between the system
and the leads is obtained coupling the first electronic level to the left lead
and the last one (N-th level) to the right lead
HT =
∑
k
VL,kc
†
L,kd1 + VR,kc
†
L,kdN + h.c.. (5.2)
As usual we assume that the leads are Fermi-seas at thermodynamical equi-
librium described by the Fermi-Dirac distribution. The model can be used
in principle to describe various physical systems. For example one could
think of having a chain of small molecules or building blocks being con-
nected in series and having on-site (diagonal) electron-vibron interaction;
or oligophenyl-like systems where the different orientation of the rings may
oscillate around equilibrium positions, describing the inter-level tunneling
through off-diagonal (nearest neighbor) vibronic coupling. In the next sec-
tions we will analyze a two sites and a three sites chains. The idea is to
generalize the discussion of the memory effects studied in the single site case.
Figure 5.1: The scheme shows a generic chain-like system. The system con-
tains N electronic levels, every level can be occupied by two electrons (the
two spin-arrows). The diagonal electron-vibron interaction is represented by
the wavy line inside the circle, while the off-diagonal vibrational coupling
connects two neighbor circles (also wavy line). The standard inter-dot tun-
neling is represented by the straight line. The chain is connected to the leads
through two tunneling couplings. The electron-electron interaction is not
schematically represent because in the following we will focus mainly on the
electron-vibron interaction.
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5.1 Two-level-systems: intermediate coupling
As already introduced in the previous section, we start the discussion ana-
lyzing a two electronic level system, as a natural generalization of the single
site junctions. The problem of two levels in presence of vibrational cou-
pling has been studied in different works in the literature addressing aspects
like transport in flexible junctions [61], dynamical symmetry breaking [17],
nonequilibrium vibrations [81] and rectification [62]. We concentrate on the
case of off-diagonal vibrational coupling, where the inter-level electronic tun-
neling is modulated by the presence of the vibron. The general Hamiltonian
for such a system is obtained reducing Eq. (5.1) to two sites:
H =
∑
σ=↑,↓
ǫ1nˆ1,σ + ǫ2nˆ2,σ +
[
t+ λ(a† + a)
] ∑
σ=↑,↓
(d†1,σd2,σ + h.c)
+
∑
i=1,2
Uinˆi,↑nˆi,↓ + V Nˆ1Nˆ2 + ω0a†a +HT +HL, (5.3)
The Hamiltonian (5.3) can mimic a biphenyl in which each ring has been
modeled as a single level dot with spin degeneracy. The torsional vibration
between the two rings is modeled via one vibron that couples the two dots.
Considering the case of very large Coulomb interaction, we can neglect double
occupancy of the electronic levels and reduce the Hamiltonian (5.3) to the
following form:
H =
∑
i=1,2
ǫinˆi +
[
t+ λ(a† + a)
]
(d†1d2 + h.c.) + ω0a
†a+HT +HL, (5.4)
where HL describes the leads as Fermi-Dirac reservoirs and the tunneling
Hamiltonian is obtained from Eq. (5.2) and is given by
HT =
∑
k
VL,kc
†
L,kd1 + VR,kc
†
L,kd2 + h.c.
The Hamiltonian describes a system sketched in Fig. 5.2.
In the case of intermediate leads-to-molecule coupling we handle the
Hamiltonian (5.4) with the EOM method for the NEGF. We perform trun-
cation for the electron-vibron interaction as already done in the single-level
case. The retarded green function matrix-elements
〈〈
di, d
†
j
〉〉
are obtained
with the EOM technique discussed in the second chapter (see Eq. (2.19)).
We express the result in matrix form:(
ǫ+ iη − ǫ1 − ΣL −(t + λ 〈xˆ〉)
−(t + λ 〈xˆ〉) ǫ+ iη − ǫ2 − ΣR
)
·Gr = 1. (5.5)
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Figure 5.2: Schematic representation of the Hamiltonian given in Eq. (5.4).
The lines between the 2 dots represent the tunneling coupling between them
(straight line) and the vibronic coupling (wawy line).
The self-energies at this level are considered in the wide-band limit, i.e. they
are constant and purely imaginary Σi ≡ −iΓi. In the Eq. (5.5) it remains to
have an expression for the mean value of the vibronic operator 〈xˆ〉. The mean
value 〈xˆ〉 can be obtained through the equation of motion for the operator xˆ
in the Heisenberg representation:
i
dxˆ
dt
= [xˆ, H ] = ω0pˆ. (5.6)
The pˆ operator is given by a− a† and the EOM for it reads:
i
dpˆ
dt
= [pˆ, H ] = ω0xˆ+ 2λ
(
d†1d2 + d
†
2d1
)
. (5.7)
Assuming to be in the stationary limit where the mean values of the operators
are time-independent, from the Eq. (5.7), we obtain the following expression:
〈xˆ〉 = −2 λ
ω0
(〈
d†1d2
〉
+
〈
d†2d1
〉)
= −2 λ
ω0
(〈n12〉+ 〈n21〉) . (5.8)
With the equation (5.8) the Eq. (5.5) reads(
ǫ+ iη − ǫ1 − ΣL −t + 2λ2ω0 (〈n12〉+ 〈n21〉)
−t + 2λ2
ω0
(〈n12〉+ 〈n21〉) ǫ+ iη − ǫ2 − ΣR
)
·Gr = 1. (5.9)
The elements 〈nij〉 can be expressed in term of the spectral density nij(ǫ) =
−2ℑ [Gi,j] and the distribution function f(ǫ) = ΓLfL(ǫ)+ΓRfR(ǫ)ΓL+ΓR with the fol-
lowing equation (see Eqs. (2.9, 2.10)):
nij =
∫
Aij(ǫ)f(ǫ)
dǫ
2π
. (5.10)
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Considering the expression given in Eq. (5.10), we get a self-consistent prob-
lem for the retarded Green function Gr. The equation (5.9) can be written
in a more compact way introducing the energy matrix and the self-energy
matrix, namely
E =
(
ǫ1 t
t ǫ2
)
, (5.11)
and
Σ =
(
ΣL −2λ2ω0 (〈n12〉+ 〈n21〉)
−2λ2
ω0
(〈n12〉+ 〈n21〉) ΣR
)
. (5.12)
Using the expressions (5.11, 5.12), the equation for the Green function (5.9)
can be written in the following form:
Gr = [(ǫ+ iη)1− E−Σ]−1 , (5.13)
that is the usual way to express it. All the informations concerning interac-
tions and tunneling phenomena, are contained in the self-energy Σ. Using
the formulas derived above, we can describe the system at intermediate leads-
to-molecule coupling, meaning that the tunneling coupling is finite. In the
following we show the plots of the relevant physical quantities (electronic
populations, currents and oscillator position) as a function of the different
parameters. We show normal plots and contour-plots, exploring a large range
of parameters in order to have a more complete and systematic understand-
ing of the system. The system is studied in two different regimes, namely the
case of bias-independent and bias-dependent energy levels. More precisely,
for the bias-dependent case, we use two parameters to describe the shift of
the position of the levels ǫi = ǫ0 + ϕiV where ϕi = ϕR + ηi(ϕL − ϕR).
5.1.1 Bias-independent and bias-dependent energy lev-
els
In Fig. 5.3 we show the results in the bias-independent case. We observe a
characteristic jump of the current at a given value of the bias voltage(twice
the value of the energy of the electronic levels) , corresponding to a maximum
displacement of the vibronic position. After the jump, the current shows a
plateau, that correspond to a return toward the equilibrium position of the
oscillator. In addition to that, we can see that the electronic populations
of the two levels are switched between each other going from almost zero to
almost one and vice-versa. Basically we observe that there is a transfer of the
charge from one dot to another in correspondence of the jump of the current
(and also the maxima of the vibronic position).
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Figure 5.3: Mean number of electrons, mean position and current of a double
dot with vibrational coupling as discussed in the model. The parameter here
are the following: t = λ = 0.3, T = 0.03, ǫi = 9. The different curves
correspond to differer values of the coupling to the leads Γ. The values are
Γ = 1, 2, 3, 4, 5, 6 from green to black. The system is in the bias-independent
case, ie. the bias voltage does not affect the energy levels.
In the bias dependent-case, showed in Fig. 5.4, we obtain a different
behavior. The current reach first a maximum and then decays to zero, in
contrast with the bias-independent case. Corresponding to the maxima there
is a transfer of the charge from one electronic level to the other one, similarly
to the previous case. Increasing the bias the two populations reach the same
value. In this case the position of the vibron has a maximum at zero bias
voltage and then decreases to zero for higher voltages.
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Figure 5.4: Mean number of electrons, mean position and current of a double
dot with vibrational coupling as discussed in the model. The parameter here
are the following: t = λ = 0.3, T = 0.03, ǫi = 9. The different curves
correspond to different values of the coupling to the leads Γ. The values
are Γ = 1, 2, 3, 4 from brown to black. In this case we consider the bias-
dependent case, i.e. the energy levels of the two dots are shifted when a bias
voltage is applied as discussed and η1 = 1, η2 = 0.
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5.1.2 Extended analysis for the bias-dependent case
In the previous section we showed and analyzed two sets of plots describing
the bias-independent and the bias-dependent situation. In this section we
introduce and comment contour-plots obtained for the bias-dependent case.
As in the previous section we calculate current, vibronic position and right-
left electronic populations. All the sets of plots show on the first row the
electronic populations and on the second row the current (left) and the vi-
bronic position (right). Those contour-plots are introduced in order to give
a better and wide description of the physics of the system, that contains a
rich parameter space.
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Figure 5.5: Contour plots of the electronic densities (first row), current and
vibronic position (second row). The horizontal axes is the voltage VB and
the vertical axes is the lead-to-molecule tunneling coupling Γ. The colors go
from blue (low values) to white (high values).
The first set of plots given in Fig. 5.5 extend and generalizes the results
given in Fig. 5.4. The current shows the characteristic peaks and then the
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return towards zero. We can observe that those peaks disappears when Γ
increases, going in a regime where the current changes from negative to
positive values when the bias crosses the zero. The vibronic position has
a maximum at zero bias and increasing Γ the peak at zero becomes lowest
and wider. The two electronic populations are symmetric and for large Γ
they reach the same value. The most the system is coupled to the external
reservoirs, the most the charge will be distributed through the two levels in
the same way.
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Figure 5.6: Contour plots of the electronic densities (first row), current and
vibronic position (second row). The horizontal axes is the voltage VB and
the vertical axes is the electron-vibron interaction strength λ. The colors go
from blue (low values) to white (high values).
The set of plots in Fig. 5.6 are on the VB − λ plane. The current and
the vibronic position show features similar to the one of Fig. 5.5. There is
a region in which the current has two peaks (one negative and one positive)
that disappear increasing λ. There is also a region in which the vibronic
position has a maximum at zero bias. Of course this similarity is a generic
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characteristic and the shapes of the interested regions are different. They
occupy a different spot of the parameter-space. For what concerns the elec-
tronic population we can observe that they are symmetric and increasing λ
they are equilibrated.
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Figure 5.7: Contour plots of the electronic densities (first row), current and
vibronic position (second row). The horizontal axes is the inter-dot tunneling
coupling t and the vertical axes is the electron-vibron interaction strength λ.
The colors go from blue (low values) to white (high values).
The last set of color plots in Fig. 5.7 are given on the λ-t plane. Those
plots are showed with the idea of making a comparison on the two inter-
dot tunneling coupling, namely the standard one and the vibron-mediated
tunneling. As we can observe, there is a value on the t axes over which the
quantities are not λ-dependent any more. It should be noticed that those
plots are bias-independent, because in this case the bias-voltage is fixed at
zero and it is not changed.
5.1. TWO-LEVEL-SYSTEMS: INTERMEDIATE COUPLING 75
5.1.3 Memory effects
Although they are interesting for the understanding of the double-site system,
the results of the previous sections do not show hysteretic behavior. This
arises at different values of the parameters in the case of bias-independent
position of the energy levels. Here we show two representative current-plots
for this case. The plot in Fig. 5.8 shows the current for different values of the
tunneling parameter t. As we can observe the hysteresis shows up for all the
curves. This suggests that the responsible for the hysteresis is the electron-
vibron coupling. In fact in Fig. 5.9 we show that increasing the value of λ
the hysteresis take place.
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Figure 5.8: Current-voltage curves for different values of the tunneling t
calculated with Γ = 5, λ = 5, ǫi = 0, T = 0.03.
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Figure 5.9: Current-voltage curves for different values of the electron-vibron
coupling λ, calculated with Γ = t = 5, ǫi = 0, T = 0.03..
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5.2 Two-level-system: analytical considera-
tions for weak coupling
In this section we derive analytical expressions for the two-level-system in
the case of weak coupling to the leads. The starting point is Eq. (5.4) that
we rewrite here for convenience:
H =
∑
i=1,2
ǫinˆi +
[
t+ λ(a† + a)
]
(d†1d2 + h.c.) + ω0a
†a+HT +HL
≡ HS +HT +HL (5.14)
In the weak coupling regime (Γ ≪ ω0) the two level system can be treated
as almost isolated from the leads. If we are able to diagonalize the part that
represents the isolated system
∑
i=1,2 ǫinˆi +
[
t + λ(a† + a)
]
(d†1d2 + h.c.) +
ω0a
†a, then we can treat the coupling to the leads with a master equation
approach considering single-electron transitions processes. To this end we
consider, along the line of Lang and Firsov[56], a canonical transformation
O
′
= eSOe−S (5.15)
= O + [S,O] +
1
2!
[S, [S,O]] + ...,
where the transformation operator is given by S = λ
ω0
(a† − a)(d†1d2 + h.c.).
In order to apply this transformation to the original Hamiltonian we need to
express the transformed operators. To this end we have to calculate the com-
mutators of the original operators with S. The electronic creation operators
commutes with S as follows
[
S, d†i
]
= − λ
ω0
(a† − a)dj (5.16)
while for the annihilation ones we obtain
[S, di] =
λ
ω0
(a† − a)dj . (5.17)
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With those commutators at hand we use Eq. (5.15) to obtain the transformed
operators:
d
′
i = di −
λ
ω0
(a† − a)dj + 1
2!
(
λ
ω0
)2(a† − a)2di − ... (5.18)
=
∑
n
1
2n!
(
λ
ω0
)2n
p2ndi −
∑
n
1
(2n+ 1)!
(
λ
ω0
)2n+1
p2n+1dj
= cosh(X)di − sinh(X)dj
d†i
′
= d†i +
λ
ω0
(a† − a)d†j +
1
2!
(
λ
ω0
)2(a† − a)2d†i + ...
=
∑
n
1
2n!
(
λ
ω0
)2n
p2nd†i +
∑
n
1
(2n+ 1)!
(
λ
ω0
)2n+1
p2n+1d†j
= cosh(X)d†i + sinh(X)d
†
j,
where we have introduced X = λ
ω0
(a†−a). The vibronic operators transform
in a more simple way:
a
′
= a− λ
ω0
(d†1d2 + h.c.) (5.19)
a†
′
= a† − λ
ω0
(d†1d2 + h.c.).
Using the transformed operators, the initial Hamiltonian for the isolated
system reads (in the case of degenerate levels: ǫ1 = ǫ2 = ǫ)
HS = ǫ
∑
i=1,2
nˆi +
[
t− λ
2
ω0
]
(d†1d2 + d
†
2d1) + ω0a
†a. (5.20)
Going in the even-odd basis, i.e. applying the following further transforma-
tion
de(o) =
d1 ± d2√
2
(5.21)
and the equivalent one for the creation operators, the Hamiltonian for the
isolated system has the final form:
HS = ǫ
∑
i=e,o
nˆi + ω0a
†a. (5.22)
where
ǫe(o) = ǫ±
(
t− λ
2
ω0
)
. (5.23)
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The spectrum of the isolated system has then the following structure:
Enmq = nǫe +mǫo + qω0, (5.24)
where the corresponding states are given by:
|ψnmq〉 = e−X(d
†
ede+d
†
odo)
(
d†e
)n (
d†o
)m (a†)q√
q!
|vacuum〉. (5.25)
The modified tunneling after the two transformations are given by:
HT,L(R) =
∑
k
VkL(R)c
†
kL(R)
[
dee
−X ± doeX
2
+ h.c.
]
. (5.26)
Thanks to the transformation (5.15) we are basically able to rewrite the in-
teracting problem in a non-interacting one exactly. Starting from this result
we discuss in the following two possible directions of investigation: switch-
ing (memory) investigation where only the vibrational ground state is taken
into account and a more general approach where the numbers of possible
vibrational excitations is in principle a free parameter.
Assuming that every time a tunneling process occurs the system relaxes
very fast (compared to the other time-scales) to the vibrational ground states,
then we only have to consider the following four states
|0, 0, 0〉, |0, 1, 0〉, |1, 0, 0〉, |1, 1, 0〉.
The life times of those states are given by the following formula
τ−1000 = Γ
∑
m,i
|Mm,0|2 (fi(E10m − E000) + fi(E01m − E000)) (5.27)
τ−1100 = Γ
∑
m,i
|Mm,0|2 (fi(E11m − E100) + fi(E00m − E100))
τ−1010 = Γ
∑
m,i
|Mm,0|2 (fi(E11m − E010) + fi(E00m − E010))
τ−1110 = Γ
∑
m,i
|Mm,0|2 (fi(E10m − E110) + fi(E01m −E110)) ,
where the Mm,0 are the so called Franck-Condon matrix elements as in
Eq.(3.31). With the lifetimes of Eqs. (5.27) for the vibrational ground states,
we can set a master equation for the occupation probabilities in the single
electron tunneling regime. Introducing a time-dependent bias voltage, we
can then look at the evolution of the occupations (as for the single-level
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cases analyzed in the third and fourth chapters). This discussion is made in
order to generalize the ideas introduced in the single level case to memory
effects also in the case of double dot with inter-dot vibrational coupling.
Considering the problem from a more general point of view, i.e. looking
at the evolution of all the states of the system, one can use the Generalized
Master Equation approach for the reduced density matrix in order to de-
scribe the properties of our system in the stationary limit. This approach, as
discussed in the introductory chapter, takes into account also the evolution of
the coherences among different energy-degenerate states. Coherences among
states with different number of electrons are not taken into account. In our
case this means that we can look at the subspaces of 0, 1 and 2 electrons
inside the system in a block-diagonal form. The coherences are only present
among states with 1 electron and different number of vibrational excitations.
From the spectrum in Eq. (5.24), we see that degeneracies are present among
states with a difference in the number of vibrational excitations given by:
∆q =
|ǫe − ǫo|
ω0
=
2|t− λ2
ω0
|
ω0
. (5.28)
In the case of strong electron-vibron interaction, for example λ = 5ω0, and
with inter-dot tunneling coupling of the same order t = 5, we can calculate
that the condition to obtain 2 single electron states degenerate is ∆q = 40.
This means that one should consider states with 40 vibrational excitations
in order to get coherences in the problem. One could then think to start
describing the system taking into account only the evolution of the diagonal
part of the density matrix, i.e. only the populations. Nevertheless it has to be
noticed that possible corrections could arise when coherences of the density
matrix are included. Labeling the states as |n,m, q〉, the rate equation for
the population of a given state read:
∂pn,m,q
∂t
=
∑
i,j,p
Γn,m,qi,j,p pi,j,p − pn,m,q
∑
i,j,p
Γi,j,pn,m,q. (5.29)
The condition of stationary limit is obtained requiring that ∂pn,m,q
∂t
= 0. The
Eq. (5.29) can be written in the following compact form:
∂~p
∂t
= L · ~p, (5.30)
and then the stationary limit condition become L · ~p = 0. The introduction
of a relaxation mechanism toward equilibrium vibrational states, gives rise to
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a new term in the rate equation that modifies the stationary limit condition
in the following way:
L · ~p− ~peq
τrel
= 0, (5.31)
where ~peq is the equilibrium occupation probability vector and τrel is the
relaxation time, i.e. the time that the system needs to reach the equilibrium
state. Combining Eq. (5.30) and (5.29) we obtain the relation between the
tunneling matrix elements Γn,m,qi,j,p and the matrix elements L
n,m,q
i,j,p :
L0,0,q0,0,q = −
∑
p
Γ1,0,p1,0,p + Γ
0,1,p
0,1,p (5.32)
L1,0,q1,0,q = −
∑
p
Γ0,0,p0,0,p + Γ
1,1,p
1,1,p
L0,1,q0,1,q = −
∑
p
Γ0,0,p0,0,p + Γ
1,1,p
1,1,p
L1,1,q1,1,q = −
∑
p
Γ0,0,p1,0,p + Γ
1,1,p
0,1,p
Li,j,pn,m,q = Γ
i,j,p
n,m,q.
The tunneling matrix elements are given by the following relations:
Γb,pa,q =
Γ
2
∑
i=L,R
|Mq,p|2f 0i (Eb,p − Ea,q) (5.33)
Γb,pa,q =
Γ
2
∑
i=L,R
|Mq,p|2(2− f 0i (Eb,p − Ea,q)),
where we have use the following notation,
|0, 0, q〉 = |0, q〉 (5.34)
|0, 1, q〉 = |1, q〉
|1, 0, q〉 = |2, q〉
|1, 1, q〉 = |3, q〉.
In Eq. (5.33) the first row refers to tunneling into the system, and the second
one to tunneling outside the system. With those formulas the current across
the system can be expressed in the following way:
I =
∑
q,p
p0,q
(
Γ1,p0,q + Γ
2,p
0,q
)
+ p1,q
(
Γ3,p1,q − Γo,p1,q
)
(5.35)
+p2,q
(
Γ3,p2,q + Γ
3,p
2,q
)− p3,q (Γ1,p3,q + Γ2,p3,q) .
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5.3 Three-level system in the intermediate
lead-to-molecule coupling
The next step we do is the analysis of a 3-dots system, going in the direction
of a chain of electron-vibron system. Starting with the double-site system
analyzed in the previous chapter, another level is inserted into the system
with an additional off-diagonal vibronic term. The Hamiltonian describing
the system is given by:
H =
∑
i
ǫinˆi +
[
t1 + λ1(a
†
1 + a1)
]
(d†1d2 + h.c.) + ω0,1a
†
1a1 (5.36)
+
[
t2 + λ2(a
†
2 + a2)
]
(d†2d3 + h.c.) + ω0,2a
†
2a2 +HT +HL,
where the lead-Hamiltonian HL describes the usual equilibrium electronic
system, and the tunneling Hamiltonian HT couples the first level to the left
lead and the third level to the right lead in the following way:
HT =
∑
k
(
Vk,Lc
†
k,Ld1 + Vk,Rc
†
k,Rd3 + h.c.
)
(5.37)
Figure 5.10: The scheme represents a system made of three sites represented
by energy levels ǫ1, ǫ2 and ǫ3 tunnel coupled in a tight binding fashion with
coupling strength t1 and t2 and in presence of off-diagonal vibronic coupling
λ1 and λ2. The junction is then coupled to two external leads attaching the
first energy level to the left lead and the third energy level to the right lead.
A bias voltage and a gate voltage are also sketched in the scheme.
The system is schematically represented in Fig. 5.10. We consider the
situation of non-vanishing lead-to-molecule coupling, employing the EOM
formalism for the Green functions. We perform the same kind of truncation
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we have used for the previous systems in the EOM approach, called usually
Hartree approximation for the electron-vibron interaction. For the system of
Fig. 5.10 the inverse of the retarded Green function matrix has the following
structure:
 ǫ+ iη − ǫ1 − ΣL α 0α ǫ+ iη − ǫ2 β
0 β ǫ+ iη − ǫ3 − ΣR

 ·Gr = 1, (5.38)
where
α = −t1 + 2 λ
2
1
ω0,1
(〈n12〉+ 〈n21〉)
β = −t2 + 2 λ
2
2
ω0,2
(〈n23〉+ 〈n32〉) .
With a similar procedure used for the two-level system, we obtain a self-
consistent problem ni,j → Gri,j → Ai,j → ni,j · · · . The following results are
obtained in the case of bias-independent energy levels. The results refer to
different values of the electronic energy levels, as indicated in the captions.
For simplicity we have reduced the parameter space assuming equal the two
inter-dot tunneling and the electron-vibron interaction parameters: λ1 =
λ2 ≡ λ, t1 = t2 ≡ t, and ω0,1 = ω0,2 ≡ ω0. We also fix the energy levels at
the same value: ǫ1 = ǫ2 = ǫ3 ≡ ǫ.
As we can see in Fig. 5.11 different bistable regions develop, depending on
the energy of the levels. We can observe a transition from a single hysteretic
loop to two hysteretic loops. In Figs. 5.12, 5.13 the positions of the two
oscillators and the electronic densities are showed in order to investigate
the mechanism behind the hysteresis in the current. As one can see, in
correspondence to the current loops the positions and the densities shows
similar behaviors. In this case the hysteretic loops in the current are not
directly related to a switching between an almost-well-defined charge state
of the molecule as it was for the single-level junction. The electron-vibron
interaction is the only one present in the system, so the hysteresis has to be
related to that (as in the single level case). It remain to understand why
the two loops appears only when the energy of the levels diminishes. We
give the following physical interpretation: the maximum value of the energy
of the levels (red curve) is also higher than (or comparable to) the energy
required for the double transition associated to the two vibrons. Because
of that we see only one loop. If the energy diminishes, then when the bias
increases the polaron mechanism associated to the first vibron (between dots
1 and 2) and the one associated to the second vibron (between dot 2 and
3) becomes separated in energy so that they appear distinctly in the current
curve. Intuitively we can say that the two loops are ”merged” into one when
the energy of the levels is higher than the typical energy associated to the
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Figure 5.11: Current calculated for different values of the energy of the levels.
The full (dashed) line describes the path going from negative (positive) to
positive (negative) values of the bias voltage. The values of the energy ǫ are
the following: (red , black, violet and blue) = (1, 1/2, 1/4, 1/8)λ
2
ω
. The other
parameters are: Γ = 5, λ = 5, t = 5 and T = 0.25.
polaron shift (as in the single dot case) and they appear separated when the
energy difference between the transitions is bigger than the energy of the
levels itself.
5.4 Conclusions
In this chapter we have investigated two and three sites junctions. We have
considered the systems for non-vanishing coupling to the leads, using the
EOM technique for Green functions. For the two sites junctions we have
first performed calculations in a parameter-region where the hysteresis does
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Figure 5.12: Positions of the two vibrons calculated for different values of the
energy levels. The full (dashed) line describes the path going from negative
(positive) to positive (negative) values of the bias voltage. The values of the
energy ǫ are the following: (red , black, violet and blue) = (1, 1/2, 1/4, 1/8)λ
2
ω
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The other parameters are: Γ = 5, λ = 5, t = 5 and T = 0.25.
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Figure 5.13: Populations of the three electronic levels calculated for different
values of the energy levels. The full (dashed) line describes the path going
from negative (positive) to positive (negative) values of the bias voltage.
The values of the energy ǫ are the following: (red , black, violet and blue)
= (1, 1/2, 1/4, 1/8)λ
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. The other parameters are: Γ = 5, λ = 5, t = 5 and
T = 0.25.
5.4. CONCLUSIONS 87
not take place. Then we have shown that for both two and three sites junc-
tions it is possible to obtain hysteretic behavior of the currents (and of the
populations). We can then conclude that also linear electron-vibron chains
are potentially switching elements. For two sites junctions we additionally
performed analytical calculations for the weak coupling case, showing that it
is possible to diagonalize exactly the system Hamiltonian.
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Chapter 6
Networks of electron-vibron
elements
6.1 Introduction
We want now to extend the models introduced in the previous chapters in
order to describe arrays of electron-vibron elements. The idea is to connect
electron-vibron elements through nearest neighbor tunneling coupling. The
networks we want to investigate are square lattices, where every point of
the lattice is made by an electron-vibron system. The lattice is thought to
be placed on top of an STM-like setup and it is probed through the tip of
the STM. The geometry we have in mind is sketched in Fig. 6.1. Every
point in the lattice can act as a memory-element. Suppose there is a given
configuration of the charges on the sites of the lattice. By placing the tip of
the STM on one of those elements, a current will flow through the system.
We want to investigate how the charge configuration rearranges, and what
are the hysteretic behaviors of the system. Every element is coupled to the
substrate and only one element can be coupled to the tip of the STM. This
is substantially different from the case of a chain, where only two electronic
levels are coupled to the leads. Because of that there are different possible
configurations available. For example one could think of placing the tip right
in the middle of the array or at the border and see how the system behaves
in the different cases when a voltage is applied. In the following we introduce
the model Hamiltonian of the system and show results for given examples.
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Figure 6.1: The figure represents schematically the STM-like-system we want
to investigate. The gray layer represent a ultra-thin insulating layer, de-
posited on top of a metallic (blue) substrate. On top of the insulator there
is a lattice of electron-vibron elements represented by small circles with a
straight-blue line (electronic level) and a wavy-red line (vibron), connected
in a nearest-neighbor fashion (red lines). A bias VB between the metallic
layer and the tip (placed on top of one of the lattice elements) is also shown.
The substrate and the tip tunneling rate are not shown, but they can be
thought as Γsub and Γtip as we will use in the text. The complete structure
is at a given temperature T.
6.2 Model Hamiltonian
Considering the system sketched in Fig. 6.1, we write the Hamiltonian in the
following way:
H =
∑
i
(ǫi + λixˆi)nˆi + ωia
†
iai +
∑
<i,j>
(ti,jd
†
idj + Ui,jnˆinˆj) (6.1)
+ HT +HL.
The model in Eq. (6.1) is a sum of electron-vibron elements characterized by
energies ǫi, frequencies ωi and electron-vibron interaction strength λi. The
electronic levels are tunnel coupled in a nearest neighbor way among each
6.3. 2 BY 2 SQUARE LATTICE 91
other with tunneling strength ti,j. The Ui,j represent the electron-electron
interaction strength among the nearest neighbor assuming non degenerate
electronic sites. The lead Hamiltonians HL represent the usual equilibrium
Fermi-Dirac reservoirs and the tunneling Hamiltonian in this case is the fol-
lowing:
HT =
∑
i,k
Vi,skc
†
s,kdi + Vtip,tkc
†
t,kdtip + h.c. (6.2)
In Eq. (6.2) the operators c†s,k and c
†
t,k refer to the substrate and to the tip
of the STM. Only one electron-vibron element is coupled to the tip and his
operators are indicated with the subscript tip. We first investigate a two by
two square lattice and then a three by three array. All the results are obtained
with the EOM for the Green functions. For sake of simplicity the parameters
describing the different lattice sites are set to the same value. This means
that the inter-elements tunneling ti,j, the vibrational frequencies and the
electron-vibron coupling strength are site-independent. To furher reduce the
parameter space we set the tunneling couplings to the same value:
Γtip = Γs(ubstrate).
The currents that pass through the system is related only to the element that
is in contact with the tip. We want to investigate how the presence of the
other elements of the lattice modifies the behavior of the current, depending
on the parameters we choose. The solid and dashed lines correspond in every
of the following plot to different direction of the changes of the bias voltage,
namely going from negative to positive and vice-versa.
6.3 2 by 2 square lattice
The most simple lattice is naturally a 2 by 2 square lattice. We have described
the general structure of the system and introduced the general Hamiltonian
in the previous section. The Hamiltonian (6.1) for this case has indices that
go from 1 to 4 (we start labeling from the upper row, first element on the
left). We calculate the current-voltage characteristic and the populations of
the electronic levels for different values of the energy of the electronic levels,
the inter-element tunneling and the electron-electron interaction. Every site
of the 2 by 2 lattice is equivalent by symmetry and we can then fix the tip
position on one of those. We choose the first. It should be noticed that
by symmetry reasons, two of the four populations should be the same. In
some plots among the ones shown in Fig. 6.3, 6.5, 6.7, we observe a
small discrepancy between those populations, that we mainly attribute to
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Figure 6.2: Current-voltage curves calculated for ǫ1 = λ
2/2, λ2/4, λ2/32. The
other parameters are Γsub = Γtip = 5, t = 5, U = 0, λ = 5 and T = 0.3.
numerics. In the results we present, the hysteretic behavior shows up in
different ways. In Fig. 6.2 we show the current profiles for different values
of the energies of the electronic levels and in Fig. 6.3 the corresponding
populations of the four levels. The current profile is asymmetric and upon
increasing the energy of the electronic level, the overall profile shifts up in
current. For ǫi =
λ2
2
the hysteresis is more pronounced. In Fig. 6.4 we show
the current profiles for different values of the inter-levels tunneling and in
Fig. 6.5 the corresponding populations of the four levels. Also in this case
the current profile is asymmetric and increasing the tunneling parameter the
current increases for large values of the bias. In the populations there are
two hysteresis taking place, one around zero bias voltage and the other two
at higher biases. Interestingly, the population of the first site (the one under
the tip) and the third level shows hysteresis around zero, and the other two
show hysteresis around non zero bias. This is reflected in the current profile,
and the value of the tunneling parameter modifies slightly the populations
and governs the behavior of the current at high biases.
In Fig. 6.6 we show the current profiles for different values of the electron-
electron interaction and in Fig. 6.7 the corresponding populations of the four
levels. We use a mean field truncation for the electron-electron interaction
terms. This is reflected in the Green function where terms like
〈〈
nˆidj, d
†
k
〉〉
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Figure 6.3: Electronic populations as a function of the bias voltage calculated
for ǫ1 = λ
2/2, λ2/4, λ2/32 (first, second and third plot respectively). The
other parameters are Γsub = Γtip = 5, t = 5, U = 0, λ = 5 and T = 0.3.
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Figure 6.4: Current-voltage curves calculated for t = 3, 5, 8. The other
parameter are Γsub = Γtip = 5, ǫ1 = 0, U = 0, λ = 5 and T = 0.3.
are factorized like 〈nˆi〉
〈〈
dj , d
†
k
〉〉
. For this case we can argue that the hys-
teresis of the current is present at any value of the electron-electron interac-
tion strength, already for U = 0. This means that the hysteresis is due to
the electron-vibron interaction and the Coulomb interaction acts modifying
the structure of the current (at least in this approximation). What we see
is that increasing the electron-electron interaction the hysteresis for positive
bias values become more pronounced. This can be interpreted as follows:
when the interaction increases, the escape of the electrons through the level
connected to the tip get more pronounced because the electrons repel each
other, and they are more likely to escape through the tip of the STM.
6.4 3 by 3 square lattice
In this section we investigate a 3 by 3 square lattice. The system in this
case does not have the same symmetry as the previous one. In fact we can
identify three different groups of elements that are equivalent by symmetry.
The tip position will be then chosen in only one element of every group.
Labeling the elements of the array from 1 to 9 (starting from the left element
of the first row), then we can identify the following three groups: (1, 3, 7, 9),
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Figure 6.5: Electronic populations as a function of the bias voltage calculated
for t = 5, 8 (first and second plot respectively). The other parameters are
Γsub = Γtip = 5, ǫ1 = 0, U = 0, λ = 5 and T = 0.3.
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Figure 6.6: Current-voltage curves calculated for U = 0, 1, 3, 5. The other
parameter are Γsub = Γtip = 5, ǫ1 = 0, t = 5, λ = 5 and T = 0.3.
(2, 4, 6, 8) and 5. What we show in the following are three current-voltage
plots corresponding to different values of the electron-electron interaction.
Each of those plot contains currents calculated at different points of the
lattice, namely at points 3, 5 and 6 that represent the vertex, the center
and the middle of the border. Again the current profiles are not symmetric,
reflecting the structure of the problem: the levels are all coupled to the
substrate but only one is probed through the tip. Changing the interaction
parameter from U = 1 to U = 3 (Fig. 6.8 and 6.9) we see that the change in
the current gets more pronounced if we go from the site 3(vertex) to the site
6(middle border) and to the site 5 (the middle of the lattice). This can be
explained with the consideration we made in the previous section: going from
the vertex to the border and then to the middle of the lattice the number
of nearest neighborhood increases from 2 to 4. An electron placed in the
corresponding lattice-site feels more and more electronic repulsion. Looking
at the curve with U = 5 Fig. 6.8 we see that the current changes by order of
magnitude. For this last case it is not clear at the moment how good is the
mean-field approximation we have used
〈〈
nˆidj, d
†
k
〉〉
≈ 〈nˆi〉
〈〈
dj, d
†
k
〉〉
.
In this last chapter we have investigated two by two and three by three
arrays of electron-vibron elements in STM-like setups. In the calculations we
have seen that the array potentially act also as a switching source. Depending
6.4.
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Figure 6.7: Electronic populations as a function of the bias voltage calculated for U = 0, 1 (up left and right) and
U = 3, 5 (down left and right). The other parameters are Γsub = Γtip = 5, ǫ1 = 0, t = 5, λ = 5 and T = 0.3.
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Figure 6.8: Current-voltage curves calculated at tip positions 3,5 and 6. The
parameters used are the following: Γsub = Γtip = 5, ǫ1 = 0, U = 1, t = 5,
λ = 5 and T = 0.3.
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Figure 6.9: Current-voltage curves calculated at tip positions 3,5 and 6. The
parameters used are the following: Γsub = Γtip = 5, ǫ1 = 0, U = 3, t = 5,
λ = 5 and T = 0.3.
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Figure 6.10: Current-voltage curves calculated at tip positions 3,5 and 6.
The parameters used are the following: Γsub = Γtip = 5, ǫ1 = 0, U = 5, t = 5,
λ = 5 and T = 0.3.
on the value of parameters like tunneling coupling t and Coulomb interaction
strength U the current can increase significantly, making the switching effect
more accessible.
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Chapter 7
Conclusions and perspectives
In the following we conclude resuming the essential part of the work. This
thesis deals with switching and memory effects in systems made by electron-
vibron systems in contact with external leads. The electron-vibron system
is the active part and plays the role of the molecule in the field of molecu-
lar electronics. We started our investigation from the single electronic and
vibronic level case, investigating the charge-memory effect.
The model in this case is well known, and certain aspects of switching ef-
fects have been already proposed and investigated in the work [32]. Starting
from those works we have introduced new ideas in the case of normal-metal
leads: the role of the asymmetry in the bias-voltage drop across the molecule
and the time-dependent evolution of the occupation-probabilities under ex-
ternal potentials. We have shown that the asymmetry plays a crucial role
in order to obtain a hysteretic behavior around the zero of the bias voltage.
In the weak leads-to-molecule coupling regime we have shown that using
time-dependent bias voltages it is possible to obtain charge-memory effects.
After those two initial results, we have enriched the model inserting ferro-
magnetic leads instead of normal leads. With the spin as a new degree of free-
dom, we have introduced the natural extension of the charge-memory effect:
the single-spin memory effect. Thanks to the combination of electron-vibron
interaction and spin-selective tunneling, we find that a single charge with a
well defined spin can be stored into the molecule in the case of weak lead-
to-molecule coupling. We also found hysteresis of the current-polarization in
the intermediate coupling regime.
We have then extended the model to chain and array-like systems. In the
case of two and three site chains, we have introduced off-diagonal (inter-site)
vibronic coupling, having in mind oligophenyl-like molecules. For the two site
system in the regime of intermediate coupling to the leads, we have found
hysteresis-like behavior as in the single dot junction. We have shown that
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the electron-vibron coupling is responsible for the hysteretic features also in
this case. In the weak coupling regime we have analytically diagonalized
the molecular Hamiltonian, applying a Lang-Firsov-like transformation in a
off-diagonal fashion. In the case of three-site junctions we have found again
hysteretic behavior of the current-voltage characteristic in specific parameter
ranges. We can conclude that chain-like electron-vibron systems with off-
diagonal coupling are potentially switching-sources too.
The last extension is to electron-vibron arrays in STM-like setups. The
idea is to use the studied single electron-vibron memory elements as a basic
unit for operations in array structures. The system in this case has a dif-
ferent structure compared to the chain, because every site is connected to
the substrate and only a chosen one to the tip. In all our calculations we
have found hysteretic behavior, and we have investigated how the different
parameters modify the current profile. Increasing the energy of the sites, the
current hysteresis occour at higher values of the bias and for large positive
bias it is independent on the energy. Increasing the inter-site tunneling or
the electron-electron interaction, the current reaches higher values. The cur-
rent increases if the the tip is moved from the vertex to the side and the
center of the array. From an experimental point of view, the STM setup
is a very natural candidate for arrays-like logical operations. The accurate
control of atomic and molecular deposition and the ultra-thin insulating-film
technologies make the STM very interesting for this kind of investigations.
From a theoretical point of view, the present work can be extended in
different directions.
• A first extension could be done computing with ab-initio methods the
parameters of the model-based approaches we have used. Through
geometry optimization and structural relaxation calculations, electron-
vibron interaction strenght, vibrational eigenmodes and molecule to
lead coupling strenght can be extracted. In this way it should be possi-
ble to consider specific molecules, obtain more quantitative results and
possibly make comparison with specific experiments.
• Another extension can start from the result of the exact diagonalization
of the two-site system in the weak molecule to lead coupling. A Rate
Equation and more generally a Generalized Master Equation approach
could be applied to this case. Stationary limit properties and time-
dependent effects can be investigated as we have done in the single-site
case.
• Longer chains and larger lattices of electron-vibron sites could be stud-
ied in order to investigate the properties of the system as a function of
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the number of sites. To this end, an attempt to analytically diagonalize
general Hamiltonians for electron-vibron sites can bring new insight in
the field.
• The introduction of ferromagnetic electrodes could be considered also
for chains and lattices, in order to investigate a possible generalization
of the spin-memory effect we have proposed.
• Thermal properties (such as thermopower) in presence of memory ef-
fects can be studied starting from the single site case and generalizing
to more site systems.
• A interesting scenario can be considered introducing superconducting
electrodes instead of normal or ferromagnetic ones.
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