Abstract. In this paper, the authors consider the weighted estimates for the Calderón commutator defined by
Introduction
As it is well known, the Calderón commutator was arisen in the study of the L 2 (R) boundedness for the Cauchy integral along Lipschitz curves. Let A 1 , . . . , A m be functions defined on R such that a j = A By T 1 Theorem and the Calderón-Zygmund theory, we know that for all p ∈ (1, ∞),
and, C m+1 is bounded from
For the case of m = 1, it is known that C 2 is bounded from L p (R)×L q (R) to L r (R) provided that p, q ∈ (1, ∞) and r ∈ (1/2, ∞) with 1/r = 1/p + 1/q; moreover, it is bounded from L p (R) × L q (R) to L r, ∞ (R) if min{p, q} = 1, see [2, 3] for details. By establishing the weak type endpoint estimates for multilinear singular integral operator with nonsmooth kernels, and reducing the operator C m+1 to suitable multilinear singular integral with nonsmooth kernel, Duong, Grafakos and Yan [7] proved the following theorem. Theorem 1.1. Let m ∈ N, p 1 , . . . , p m+1 ∈ [1, ∞) and p ∈ (1/(m + 1), ∞) with 1/p = 1/p 1 + · · · + 1/p m+1 . Then
Moreover, if min 1≤j≤m p j > 1, then
Considerable attention has also been paid to the weighted estimates for C m+1 . Duong, Gong, Grafakos, Li and Yan [6] considered the weighted estimates with A p (R) weights for C m+1 , they proved that if p 1 , . . . , p m+1 ∈ (1, ∞), p ∈ (1/m, ∞) with 1/p = 1/p 1 + · · · + 1/p m+1 , then for w ∈ A p (R), C m+1 is bounded from L p1 (R, w) × · · · × L pm+1 (R, w) to L p (R, w), here and in the following, A p (R n ) denotes the weight function class of Muckenhoupt, see [9] for definitions and properties of A p (R n ). Grafakos, Liu and Yang [10] considered the weighted estimates with following multiple A P weights, introduced by Lerner, Ombrossi, Pérez, Torres and Trojillo-Gonzalez [23] . . We say that w ∈ A P (R mn ) if the A P (R mn ) constant of w, defined by Using some new maximal operators, Grafakos, Liu and Yang [10] proved that if p 1 , . . . , p m+1 ∈ [1, ∞) and p ∈ [ 1 m+1 , ∞) with 1/p = 1/p 1 + · · · + 1/p m+1 , and w = (w 1 , . . . , w m , w m+1 ) ∈ A P (R m+1 ), then C m+1 is bounded from L p1 (R, w 1 ) × · · ·×L pm+1 (R, w m ) to L p, ∞ (R, ν w ), and when min 1≤j≤m+1
Fairly recently, by dominating multilinear singular integral operators by sparse operators, Chen and Hu [4] improved the result of Grafakos et al. in [10] , and obtain the following quantitative weighted bounds for C m+1 .
We remark that the quantitative weighted bounds for classical operators in harmonic analysis was begun by Buckley [1] and then by many other authors, see [17, 27, 18, 19, 21, 24, 22, 26] and references therein.
Observe that (1.2) also hold if max 1≤j≤m p j = ∞ but p ∈ ( 1 m+1 , ∞) (in this case, a j L ∞ (R, wj ) should be replaced by a j L ∞ (R) and w k should be replaced by 1 if p k = ∞). A natural question is: if a result similar to (1.2) holds true when a j ∈ BMO(R) for some 1 ≤ j ≤ m? In this paper, we consider the operator defined by
−m−1 is a Calderón-Zygmund kernel. Repeating the argument in [5] , we know that for any p ∈ (1, ∞),
Moreover, the results in [14] implies that for each λ > 0,
Operators like C m+1, A with a j ∈ L ∞ (R) were introduced by Cohen [5] , and then considered by Hofmann [11] and other authors, see also [12, 13, 14] and the related references therein.
Our main purpose in this paper is to establish the weighted bound similar to (1.2) for the operator C m+1, A in (
Recall that for p 1 , . . . , p m ∈ [1, ∞), w = (w 1 , . . . , w m ) ∈ A P (R mn ) if and only if ν w ∈ A mp (R n ) and w [23] for details). Our main result can be stated as follows.
Remark 1.5. To prove Theorem 1.4, we will employ a suitable variant of the ideas of Lerner [21] (see also [4, 25] in the case of multilinear operator), to dominate C m+1, A by multilinear sparse operators. This argument need certain weak type endpoint estimates for the grand maximal operator of C m+1,A . Although K A (x; y 1 , . . . , y m+1 ), the kernel of the multilinear singular integral operator C m+1,A , enjoys the nonsmooth kernel conditions about the variable y 1 , . . . , y m as in [7] , we do not know K A (x; y 1 , . . . , y m+1 ) enjoys any condition about the variable y m+1 . Our argument is a modification of the proof of Theorem 1.1 in [7] , based on a local estimate (see Lemma 2.5 below), and involves the combination of sharp function estimates and the argument used in [7] .
In what follows, C always denotes a positive constant that is independent of the main parameters involved but whose value may differ from line to line. We use the symbol A B to denote that there exists a positive constant C such that A ≤ CB. Specially, we use A p B to denote that there exists a positive constant C depending only on p such that A ≤ CB. Constant with subscript such as C 1 , does not change in different occurrences. For any set E ⊂ R n , χ E denotes its characteristic function. For a cube Q ⊂ R n (interval I ⊂ R) and λ ∈ (0, ∞), we use λQ to denote the cube with the same center as Q and whose side length is λ times that of Q. For x ∈ R n and r > 0, B(x, r) denotes the ball centered at x and having radius r.
An endpoint estimate
This section is devoted to an endpoint estimate for C m+1,A . We begin with a preliminary lemma.
where I y x is the cube centered at x and having side length 2|x − y|. For the proof of Lemma 2.1, see [5] .
, and for λ > 0,
Let s ∈ (0, 1/2) and M ♯ 0, s be the John-Strömberg sharp maximal operator defined by
where the supremum is taken over all cube containing x. This operator was introduced by John [20] and recovered by Strömberg in [30] .
Lemma 2.2. Let Φ be a increasing function on [0, ∞) which satisfies the doubling condition that
Then there exists a constant s 0 ∈ (0, 1/2), such that for any s ∈ (0, s 0 ],
This lemma can be proved by repeating the proof of Theorem 2.1 in [15] . We omit the details for brevity. Lemma 2.3. Let R > 1. There exists a constant C(n, R) such that for all open set Ω ⊂ R n , Ω can be decomposed as Ω = ∪ j Q j , where {Q j } is a sequence of cubes with disjoint interiors, and
. For the proof of Lemma 2.3, see [29, p. 256] . We return to C m+1 . As it was proved in [7] , C m+1 can be rewritten as the following multilinear singular integral operator
where K(x; y 1 , . . . , y m+1 ) = (−1)
e is the characteristic function of [0, ∞), x ∧ y m+1 = min{x, y m+1 } and x ∨ y m+1 = max{x, y m+1 }. Obviously, for x, y 1 , . . . , y m+1 ∈ R,
.
For the proof of Lemma 2.4, see [16] .
) and any interval I ⊂ R,
with y 0 ∈ 3I\2I, and let a ϕ (y) = (A ϕ ) ′ (y). Applying Lemma 2.1, we know that
Thus for y ∈ I,
This, in turn implies that
and by the generalization of Hölder inequality (see [28, p. 64 
For y ∈ I, write
As in the proof of Kolmogorov's inequality, we can deduce
Combining the last two inequality yields (2.4).
Now we rewrite C m+1, A as the following multilinear singular integral operator,
where and in the following,
with K(x; y 1 , . . . , y m+1 ) defined by (2.2). Obviously,
Then for j = 1, . . . , m, x, y 1 , . . . , y m+1 ∈ R and t > 0 with 2t ≤ |x − y j |,
Proof. We only consider j = 1. Write
From the proof of Theorem 4.1 in [7] , we find that when |x − y 1 | > 2t,
Note that |K A (x; y 1 , . . . , y m+1 ) − K 1 A, t (x; y 1 , . . . , y m+1 )| = 0 only if |x − y m+1 | > max 1≤k≤m |x − y k |. Our desired conclusion then follows directly.
Remark 2.7. We do not know if K A (x; y 1 , . . . , y m+1 ) enjoys the properties as Lemma 2.6 about the variable y m+1 .
We now recall the approximation to the indentity introduced by Douong and McIntosh [8] .
Definition 2.8. A family of operators {D t } t>0 is said to be an approximation to the identity in R, if for every t > 0, D t can be represented by the kernel at in the following sense: for every function u ∈ L p (R) with p ∈ [1, ∞] and a. e. x ∈ R,
and the kernel a t satisfies that for all x, y ∈ R and t > 0, Lemma 2.9. Let A be a function on R such that A ′ ∈ BMO(R), q 1 , . . . , q m+1 ∈ [1, ∞). Suppose that for some β ∈ [0, ∞), C m+1,A satisfies the estimate that
where β qm+1 = β if q m+1 ∈ (1, ∞) and β qm+1 = max{1, β} if q m+1 = 1.
Proof. We employ the ideas in [7] , together with some modifications. At first, we prove that
To do this, we apply Lemma 2.3 to the set
and obtain a sequence of intervals {I l } with disjoint interiors, such that
and l χ 4I l (x) χ Ω (x). Let D t be the integral operator defined by
with k t the same as in Lemma 2.6. Then {D t } t>0 is an approximation to the identity in the sense of Definition 2.8. Set
and
1. Our hypothesis states that
On the other hand, as it was pointed out in [8, p . 241], we know that
Thus,
Our proof for (2.7) is now reduced to proving
here,β qm+1 = 0 if q m+1 ∈ (1, ∞) andβ qm+1 = 1 if q m+1 = 1. We now prove (2.8).
Let Ω = ∪ l 16I l . It is obvious that
For each x ∈ R\ Ω, by Lemma 2.6, we can write
|a j (y j )||f (y m+1 )|d y.
Observe that
and for x ∈ R\ Ω,
It is easy to verify that for all y, z ∈ R, P 2 (A; y, z) = P 2 (A I l ; y, z).
A straightforward computation involving Lemma 2.1 shows that for y m+1 ∈ 4I l ,
. This, via the generalization of Hölder's inequality, yields
Combining the estimates above then yields
|f (y)| log(e + |f (y)|)dy, see [28, p. 69 ]. Thus,
This establishes (2.8) for the case of q m+1 = 1. For the case of q m+1 ∈ (1, ∞), it follows from Hölder's inequality that
Thus, the inequality (2.8) still holds for q m+1 ∈ (1, ∞). With the estimate (2.7) in hand, applying the argument above to a 2 (fix the exponents p 1 , q 3 , . . . , q m , q m+1 ), we can prove that
Repeating this procedure m times then leads to our desired conclusion.
Lemma 2.10. Let A be a function on R such that A ′ ∈ BMO(R). Then for s ∈ (0, 1/2),
Proof. Without loss of generality, we may assume that A ′ BMO(R) = 1. Let x ∈ R, I ⊂ R be an interval containing x. Decompose f as
and for j = 1, . . . , m, a j (y) = a j (y)χ 64I (y) + a j (y)χ R\64I (y) := a 1 j (y) + a 2 j (y). By the estimate (1.4), we know |C m+1,A (a 1 , . . . , a m , f 2 )(z)| < ∞ for a. e. z ∈ R and we can choose some x I ∈ 3I\2I such that |C m+1,A (a 1 , . . . , a m , f 2 )(x I )| < ∞.
For δ ∈ (0, 1), write 
We turn our attention to the term III. Let A I be defined in (2.9). Applying Lemma 2.1 and the John-Nirenberg inequality, we can verify that if y ∈ I, and z ∈ 4 l+1 I\4 l I with l ∈ N, then
This, along with another application of Lemma 2.1, gives us that for y ∈ I and z m+1 ∈ 4 l+1 I\4 l I,
We now deduce from Lemma 2.4 and (2.11) that
On the other hand, we obtain from (2.12) and the size condition (2.3) that
Therefore, for each y ∈ I,
It remains to estimate II. For simplicity, we assume that for some l 0 ∈ N, i 1 = · · · = i l0 = 1 and l l0+1 = · · · = i m = 2. Observe that for y ∈ I,
This, in turn implies that, for each y ∈ I,
Combining the estimates for I, II and III leads to (2.10).
We are now ready to establish the main result in this section. Proof. Without loss of generality, we may assume that a 1 , . . . , a m ∈ C ∞ 0 (R). At first, let q 1 , . . . , q m+1 , q ∈ (1, ∞) with 1/q = 1/q 1 + · · · + 1/q m+1 . Recalling that [14] ), we then know that for bounded functions a 1 . . . , a m , f with compact supports,
This, along with Lemma 2.2 and Lemma 2.10, leads to
Now let r 1 ∈ [1, q 1 ), . . . , r m ∈ [1, q m ) and 1/r = 1/r 1 + · · · + 1/r m + 1/q m+1 . Invoking Lemma 2.9, we deduce from (2.16) that
This, via homogeneity, shows that
. We now prove that for p 1 , . . . , p m ∈ (1, ∞), and p ∈ (1/(m + 1), 1) such that
To this aim, we choose q 1 , . . . q m+1 ∈ (1, ∞) such that 1/q = 1/q 1 + · · · + 1/q m+1 < 1, and
Thus, for bounded functions a 1 , . . . , a m , f with compact support,
This, via Lemma 2.2, Lemma 2.10 and the estimate (2.1), tells us that
and then establishes (2.17). Finally, by (2.17) and invoking Lemma 2.9 m times, we obtain the estimate (2.15). This completes the proof of Lemma 2.11.
Proof of Theorem 1.4
Let S be a family of cubes and η ∈ (0, 1). We say that S is an η-sparse family, if, for each fixed Q ∈ S, there exists a measurable subset E Q ⊂ Q, such that |E Q | ≥ η|Q| and {E Q } are pairwise disjoint. A sparse family is called simply sparse if η = 1/2. For a fixed cube Q, denote by D(Q) the set of dyadic cubes with respect to Q, that is, the cubes from D(Q) are formed by repeating subdivision of Q and each of descendants into 2 n congruent subcubes. For constants β 1 , . . . , β m ∈ [0, ∞), let β = (β 1 , . . . , β m ). Associated with the sparse family S and β, we define sparse operator A m; S,L(log L) β by
. Let S be a sparse family. Then for β 1 , . . . , β m ∈ [0, ∞),
For the proof of Lemma 3.1, see [4] .
In the following, we say that U is an m-sublinear operator, if U satisfies that for each i with 1 ≤ i ≤ m,
. . , f m )(x), and for any t ∈ C,
For an m-sublinear operator U and κ ∈ N, let M κ U be the corresponding grand maximal operator, defined by
with Q κ = 3 κ Q. This operator was introduced by Lerner [21] and plays an important role in the proof of weighted estimates for singular integral operators, see [24, 4, 25] . 
. . , q m ∈ (1, ∞) and q ∈ (1/m, ∞) with 1/q = 1/q 1 + · · · + 1/q m . Then for bounded functions f 1 , . . . , f m , cube Q 0 ⊂ R n , and a. e. x ∈ Q 0 ,
For the proof of Lemma 3.2, see [4, 25] . The following theorem is an extension of Theorem 4.2 in [21] , and will be useful in the proof of Theorem 1.4. 
Then for bounded functions f 1 , . . . , f m ∈ L 1 (R n ) with compact supports, there exists a 1 2 1 3 κn -sparse of family S such that for a. e. x ∈ R n ,
Proof. We employ the argument used in [21] , together with suitable modifications, see also [4, 25] . As in [4, 25] , it suffices to prove that for each cube Q 0 ⊂ R n , there exist pairwise disjoint cubes {P j } ⊂ D(Q 0 ), such that j |P j | ≤ e. x ∈ Q 0 ,
To prove this, let C 2 > 1 which will be chosen later and
Our assumption implies that
If we choose C 2 large enough, our assumption then says that |E| ≤ 1 2 n+2 |Q 0 |. Now applying the Calderón-Zygmund decomposition to χ E on Q 0 at level 1 2 n+1 , we then obtain a family of pairwise disjoint cubes {P j } such that
and |E\ ∪ j P j | = 0. It then follows that
(3.1) now follows from (3.2), (3.3) and Lemma 3.2 immediately. This completes the proof of Theorem 3.3.
For s ∈ (0, ∞), let M s be the maximal operator defined by
It was proved in [13, p. 651] that for s ∈ (0, 1) and λ > 0,
Proof of Theorem 1.4. By Lemma 3.1, Theorem 3.3 and (2.16), it suffices to prove that the grand maximal operator M 3 Cm+1, A satisfies that
We assume that A ′ BMO(R) = 1 for simplicity. Let x ∈ R and I be a interval containing x. For j = 1, . . . , m, set
Also, let
Let A I (y) be the same as in (3.9). For each fixed z ∈ 2I\ As in the estimate (2.13), we know that for each z ∈ 2I\ 3 2 I,
M a j (x).
We turn our attention to D 3 . We claim that for each y ∈ 2I, To see this, we consider the following two cases.
Case I: i m+1 = 1. In this case, max 1≤k≤m i k = 2. We only consider the case that Case II: i m+1 = 2. As in the estimates (2.14), we also have that
Our argument for the above three cases leads to (3.6).
As to the term D 2 , we have by the inequality (3.6) that for each z ∈ 2I, 
