ABSTRACT This paper presents distributed algorithms for the coordination of a multi-agent network to minimize a prescribed cost function. The problem is studied for both cases of an environment without obstacles and an environment with fixed obstacles. The centric multiplicatively weighted Voronoi configuration is introduced, which is proved to be optimal for the former case. A distributed coverage control strategy is also proposed under which the agents' configuration is guaranteed to converge to this optimal configuration. For the case, when the communication range of every agent is limited, the notions of limited communication MW-Voronoi diagram and limited communication visibility-aware MW-Voronoi diagram are introduced, and appropriate motion coordination strategies are provided for both the cases of an environment without obstacles and an environment with obstacles. The simulation results demonstrate that the efficacy of the proposed coordination techniques.
I. INTRODUCTION
Control of multi-agent networks has received much attention in the recent literature [1] - [6] . These types of systems have a wide range of applications in various areas such as environmental monitoring, data collection, surveillance, and multi-vehicle systems, to name a few. On the other hand, recent developments in micro-electro-mechanical systems (MEMS) technology have led to increasing trend in the use of mobile ad hoc sensor networks in the above applications [7] . The primary objective of a multi-agent system is to achieve a global objective such as coverage control or target tracking using appropriate strategies [8] , [9] . The desired control structure in this type of networks is distributed, i.e., each agent communicates its position and/or velocity information to its neighbors and obtains similar information from them in order to derive the control law [10] , [11] .
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In [9] , a control law is proposed for coverage control by moving every mobile sensor to the centroid of its Voronoi cell. Cortes and Bullo [12] introduce distributed control laws using nonsmooth analysis and computational geometry, which has application in coordination problems for networked robots. A Voronoi-based method is presented in [13] to cover an area, without any requirement for a global location assurance condition for any sensor. Susca et al. [14] propose an algorithm to monitor the boundary of an environment with a robotic sensor network, using a polygon approximation for the boundary. Two specific configurations are introduced in [15] to optimize the maximum variance of error and the variance of the extended prediction, and present distributed algorithms to achieve these configurations. In [16] , the optimal sensor coordination is investigated for servicing problem in a sensor network with a prespecified probability of events, and an algorithm is proposed to minimize a prescribed performance index accordingly. Distributed coordination algorithms are provided in [17] and [18] for increasing coverage in a network of mobile sensors with non-identical sensing ranges. An algorithm is developed in [19] to increase coverage in a network of static sensors by adding a few mobile sensors and properly positioning them in the field such that the contribution of each mobile agent to the overall coverage is maximized.
While the results reported in the above papers and other existing work can be effectively used in many sensor network applications, they reply on some restrictive assumptions or consider settings that do not include some important practical problems. For example, most of the existing results assume that all agents have the same operation cost and also consider environments without obstacles; note that the problem formulation for such a simple setup cannot be used in the case of non-identical operation costs or an environment with obstacles. In particular, the conventional Voronoi partitioning based on the distance of the points from each agent is not as effective for the coordination of agents in the network. It is to be noted that the problem of optimal agent coordination to satisfy a prescribed objective in the presence of some obstacles is non-convex, in general. A geodesic distance measure is used in [20] for coverage problem in environments with non-convex boundaries. Caicedo-Nunez and M. Zefran [21] apply a diffeomorphism to transform a non-convex environment into a convex one such that conventional Voronoi-based techniques can be used. The area coverage problem is investigated in [22] for a non-convex polygonal region, and an algorithm is proposed to steer the agents in the presence of obstacles.
In this work, efficient techniques are developed for the coordination of a group of mobile agents which are to provide a prescribed service (such as coverage) with minimum cost. Both cases of an environment with and without obstacles are studied, and it is assumed that different agents can have different operation costs. For the case of an obstacle-free environment, assuming that each agent can communicate with all other agents, the optimal configuration is derived based on the multiplicatively weighted Voronoi diagram. A distributed algorithm is subsequently given to steer the agents to this optimal configuration. Then, for the case of limited communication range, different methods of partitioning are presented for an obstacle free-environment and an environment with obstacles, and an agent coordination algorithm is provided for each case, accordingly.
The plan of the paper is as follows. In Section II, the problem is mathematically defined and a fundamental assumption is presented. Then in Section III the optimal solution is provided for the case when agents have no communication limitation. Two sensor deployment strategies for the case when the sensors have limited communication ranges in an environment without obstacles and an environment with obstacles are respectively proposed in Sections IV and V. Simulations results are presented in Section VI to show the efficacy of the proposed techniques. Conclusions are drawn in Section VII.
II. PROBLEM STATEMENT
Consider a convex field Q ⊂ R 2 of polygon shape with a number of fixed obstacles. Let a group of n mobile agents, each with a limited communication range, be randomly distributed in Q. A double-integrator point mass model is used to describe the motion of each agent in the field. Denote by p i , and by P = {p 1 , p 2 , . . . , p n } the position of the i-th agent and the set of all agent positions. The coverage priorities of different points in the field are assumed to be specified by a priority function : Q → R + , where R + is the set of non-negative real numbers. Assume that a point q can be under the surveillance of the i-th agent as long as there is an unobstructed line of sight between the point and the agent. Let the cost of this surveillance be denoted by f i (p i , q), where f i : Q × Q → R + is a strictly convex function. Note that the function f i is not necessarily the same for different agents, but it is identical for any set of points located at the same distance from the corresponding agent. In other words,
where . denotes the Euclidean norm. Note that the coverage control problem stated above is different from the area coverage problem where it is desired to maximize the covered area.
Let the agents have limited communication ranges. It is desired to partition the field into n regions, and place the agents in proper positions in the field, such that each point in the field is surveilled by exactly one agent and the following cost function is minimized:
where W = {W 1 , W 2 , . . . , W n } is a partition of the field Q. Assume for now that there is no obstacle in the field, and that all sensors can communicate with each other. If the functions f 1 , . . . , f n are the same for different agents (i.e., f i (., q) = f j (., q), ∀i, j ∈N := {1, 2, . . . , n}), then for fixed agent locations P the conventional Voronoi diagram provides the optimal partitioning of the field [9] , [23] . However, when the above functions are agent-dependent, the conventional Voronoi partitioning is no longer optimal, and the corresponding optimization problem is very difficult to solve in a general form. However, it can be simplified significantly using some realistic assumptions such as the one given below.
Assumption 1: The surveillance function of every agent is assumed to be of the following form:
where α 1 , . . . , α n are pre-specified strictly positive coefficients. The cost function (1) with the above surveillance functions will hereafter be denoted by H(P, W ). The solution of the aforementioned optimization problem with the above surveillance functions is investigated in [9] and [23] for the case of identical surveillance coefficients α 1 , α 2 , . . . , α n . In the special case, if there is only one agent in the field, then the problem of minimizing H = Q α 1 p 1 − q 2 is called the 1-center problem. It is known that the optimal position of the agent in this special case is, in fact, the center of mass of the field, given by:
The surveillance optimization problem introduced here will be addressed in the next section for a more general case where the surveillance coefficients are not identical. 
III. LOCATIONAL OPTIMIZATION AND DISTRIBUTED COVERAGE CONTROL
is the optimal partitioning of Q for minimizing H (for the definition of the MW-Voronoi diagram refer to [24] ).
Proof: Denote the MW-Voronoi diagram described above by MW (P, α), where α := [α 1 , α 2 , . . . , α n ]. Let the i-th region of MW (P, α) be represented by MW i (P, α). Let also W = {W 1 , W 2 , . . . , W n } be the optimal partitioning of Q, and assume W = MW (P, α). Therefore:
Now, consider the new partitioningẂ = Ẃ 1 ,Ẃ 2 , . . . ,Ẃ n of Q defined as:
Denote the cost function H for the partitionings W andẂ by H W and HẂ , respectively. One can then write: (4) On the other hand, since ∀q ∈ Q 1 , q ∈ MW j (P, α) and q / ∈ MW i (P, α), one arrives at:
or equivalently:
From (4) and (6), it can be concluded that:
which contradicts the initial assumption that W is the optimal partitioning of Q.
Definition 1:
The mass and center of mass of a region W i , i ∈ n, with respect to the priority function are defined as follows: (9) respectively [9] . Proof: The proof is a straightforward consequence of the solution of the 1-center problem.
According to Lemmas 1 and 2, for any arbitrary partitioning W of the field and any arbitrary set of points P, the following relations hold:
where C W i is the center of mass of the i-th region.
Definition 2: A centric multiplicatively weighted Voronoi (CMWV) configuration of n distinct weighted nodes (S 1 , w 1 ), (S 2 , w 2 ), . . . , (S n , w n ) in a prioritized field Q is a configuration where each node is located in the center of mass of its MW-Voronoi region. This configuration will be denoted by CMWV n (w 1 , w 2 , . . . , w n ) [25] .
is the solution of the optimization problem min (P,W ) H.
Proof: The proof follows directly from Lemmas 1 and 2.
B. DISTRIBUTED COVERAGE CONTROL
In this subsection, the coverage control problem for a group of mobile agents located in an obstacle-free environment is investigated. Each mobile agent is modeled as follows:
where u i is the control input of the i-th agent. Assumption 2: Every agent can communicate with other agents in its neighboring MW-Voronoi regions, and also can compute its MW-Voronoi region in a distributed way.
The objective here is to develop a position control method using the CMWV configuration in order to coordinate the agents for covering an environment. To this end, let the center of mass of the MW-Voronoi region corresponding to the i-th agent, presently located at p i , be denoted by C W i . A positioncontrol method is now proposed, similarly to [26] , for the i-th agent as follows:
where k i 1 and k i 2 are some positive gains to be obtained, and M W i is the mass of the i-th MW-Voronoi region. Consider the following Lyapunov function candidate:
where
Since α i 's and k i 1 's are positive values and also (q) is a positive function, ϑ is lower-bounded by zero. It can be easily shown that the time derivative of ϑ along the system trajectory is non-positive, and the set of all centers of mass of the MW-Voronoi regions (C W 1 ,. . . , C W n ) is the largest invariant subset of the set of all points in Q whereθ = 0. By using LaSalle's invariance principle, one can infer that the position of the i-th mobile agent converges to the center of mass of the i-th MW-Voronoi region. Therefore, under the control law (11) the closed-loop system is asymptotically stable and the positions of agents converge to the CMWV configuration.
IV. DISTRIBUTED COVERAGE CONTROL SUBJECT TO LIMITED COMMUNICATION RANGE
In many applications, each agent has a limited communication range. This potentially prevents the agents from communicating with their neighbors, resulting incorrect MW-Voronoi regions around some of them. Consequently, this limitation can have a deteriorating effect on the minimization of the cost function. In fact, if agents move to the centers of mass of incorrectly constructed regions, the resulting cost function H may even increase. Moreover, because of the limited communication range of each agent, some of the computed MW-Voronoi regions may partially overlap. Thus, two agents may pass through the overlapping area at the same time while moving toward their regions' centers of mass, which means they may collide. Fig. 1 shows an example of two agents with the communication ranges of 20m and 25m located in a field of size 50m × 50m. Moreover, the priority function (.) is shown in gray in this figure, with a color intensity proportional to the value of the function. Since the distance between two agents is more than 30m, they cannot communicate and as a result each one considers the whole field as its region. Hence, if both agents move to the center of mass of their regions (which is point M for both, based on the incorrect available information) then the cost function H increases and also the two agents collide. An algorithm is proposed in the sequel to tackle this problem.
A. LIMITED COMMUNICATION MULTIPLICATIVELY WEIGHTED VORONOI DIAGRAM
Let S represent a set of n mobile agents (p 1 
where r min = min j∈N {r j } and d w (q, p i ) is the weighted distance of point q from node (p i , r i , w i ), which is equal to
Assumption 3:
The smallest communication radius of agents r min is known a priori by every sensor.
To construct the i-th LCMW-Voronoi region, first the Apollonian circles p i p j , w i w j are found for all j ∈ Indx(G i ). The intersection of the smallest region (created by the above circles) containing the i-th agent and a circle with radius r min 2 centered at p i is, in fact, the i-th LCMW-Voronoi region [27] . An example of the LCMW-Voronoi region is shown in Fig. 2 . In this figure, agent p 1 receives the information of the four agents p 2 , . . . , p 5 , and construct its region (shaded area). An example of the LCMW-Voronoi diagram for a group of 9 agents is given in Fig. 3 . 
From (14) and (13), it can be deduced that:
Using the triangle inequality along with (15) , one arrives at:
From the above relation and on noting that r min ≤ min{r i , r j }, it is concluded that:
Since q ∈ i and j ∈ Indx(G i ), it results from the characterization of the regions (13) that:
Likewise, since q ∈ j and i ∈ Indx(G j ), thus:
which contradicts inequality (18) . This means that the initial assumption is not valid, and hence i ∩ j = ∅ for any i, j ∈N . The LCMW-Voronoi diagram (S) = { 1 , 2 , . . . , n } can be interpreted as follows: i contains the points of Q that are guaranteed to be closer to agent p i than to any other agent. Unlike the MW-Voronoi diagram, however, the LCMWVoronoi diagram is not a partitioning of the field Q. In fact, due to the limited communication range of the agents, some points in Q may not be in any region.
B. DISTRIBUTED COVERAGE CONTROL
In this subsection, the coverage control problem for a group of mobile agents with limited communication ranges located in an obstacle-free field Q is investigated. Let each agent in the field be represented by a node with a weight equal to the inverse of the square root of the coefficient associated with it in the cost function H (e.g.,
for the i-th agent). It is assumed that every mobile agent can compute its LCMW-Voronoi region in a distributed fashion. At each time instant, every agent sends its position and weighting factor to the agents that are in its communication range, and then constructs its LCMW-Voronoi region based on the similar information it receives from other agents. Every agent calculates the center of mass of its LCMW-Voronoi region, and then the following control law is used (similar to Subsection III-B) to move it toward the calculated point: (20) where k i 1 and k i 2 are some positive gains to be obtained, and M i is the mass of the i-th LCMW-Voronoi region. Using an approach similar to the one provided in Subsection III-B, it can be shown that the position of the i-th mobile agent converges to the center of mass of the i-th LCMW-Voronoi region. At any time step the i-th agent moves toward C i and does not stop unless it reaches either the center of mass or the boundary of the i-th region (as described later in Algorithm 1).
Algorithm 1 Agent Deployment Strategy begin
At any discrete time instant, agent i ∈ n: 1) sends its position and weighting factor to other agents in its communication range 2) constructs its LCMW-Voronoi region ( i ) using the information it receives from the agents belonging to the set G i 3) calculates the center of mass of i 4) computes the control input u i and applies it to agent i 5) moves toward the center of mass under the control input u i and continues moving until it reaches either C i or the boundary of i Remark 1: Using the smallest communication range of agents as r min in (13), the constructed regions will be mutually disjoint, according to Theorem 1. If the agents initially start their movement from a safe configuration, under an appropriate control law each of them will stay within its region, hence ensuring inter-agent collision avoidance. More precisely, collision avoidance is an inherent property of the proposed technique and agents do not need to communicate with each other throughout the iterations in order to avoid collision; they only need to communicate at the beginning of each iteration to construct the regions. Hence, not only does VOLUME 7, 2019 using the smallest communication range guarantee collision avoidance, it also reduces the energy consumption due to communication significantly. This, however, comes at the expense of more conservative results and slower convergence to the desired configuration.
The motion coordination strategy described in this section is formally presented in Algorithm 1.
V. COORDINATION STRATEGY FOR AGENTS WITH LIMITED COMMUNICATION RANGES IN AN ENVIRONMENT WITH OBSTACLES
In this section, the surveillance optimization problem addressed so far is extended to the case of an environment with obstacles. It is assumed that an agent cannot pass through an obstacle, and that the signal power transmitted from the agent decreases more rapidly through the obstacles; as a result, the agent's communication range decreases. Let the minimum communication range of the i-th agent in the presence of obstacles be denoted by r oi .
A. LIMITED COMMUNICATION VISIBILITY-AWARE MULTIPLICATIVELY WEIGHTED VORONOI DIAGRAM
Consider the set S of n mobile agents (p 1 , r o1 , w 1 ), (p 2 , r o2 , w 2 ), . . . , (p n , r on , w n ), with the strictly positive parameters w i and r oi , i ∈N , defined earlier. The largest subset of S such that an unobstructed line of sight (a straight line that does not pass through any obstacle) exists from any of its elements to an arbitrary point q ∈ Q is called the set of visible agents w.r.t. q, and is denoted by S q ; the indices of the agents in this set are represented by Indx(S q ). The point q is referred to as an invisible point if Indx(S q ) is an empty set; otherwise, it is called a visible point. The set of all invisible points is called the invisible region. Let G oi be the set of all agents whose communication ranges reach the i-th agent, and denote the indices of this set by Indx(G oi ). The limited communication visibility-aware multiplicatively weighted Voronoi (LCVMW-Voronoi) diagram of S is characterized by the set of regions o (S) = { o1 , o2 , . . . , on } defined below:
where r o,min = min j∈N {r oj }.
Using an approach similar to Theorem 1, it can be shown that the LCVMW-Voronoi regions are mutually disjoint. Furthermore, due to the limited communication range of each agent and also the presence of obstacles, some points in Q may not belong to any of the above regions. Thus, unlike the conventional Voronoi diagram, the LCVMW-Voronoi diagram does not necessarily partition the field. Fig. 4 shows an LCVMW-Voronoi diagram consisting of 3 agents S 1 , S 2 and S 3 with weights 10, 18, and 18 and communication ranges 45m, 40m and 35m, deployed in a 50m × 50m field. In this figure, the invisible region is depicted in dark brown. Also, the light brown regions contain any point that is in the field of view of at least one agent, but its Euclidean distance from every agent is greater than r o,min 2 = 17.5m.
B. AGENT DEPLOYMENT STRATEGY
The LCVMW-Voronoi diagram is very useful in developing deployment strategies for agents with limited communication ranges in the presence of obstacles. Consider each agent in the field as a node with a weight equal to the inverse of the square root of the coefficient associated with it in the cost function H and sketch the LCVMW-Voronoi region for every agent. As noted earlier, the optimal configuration of agents with sufficiently large communication ranges in an obstacle-free environment is known. However, the problem can be very complex when the communication ranges of agents are limited and there are obstacles in the field. Note that in the presence of obstacles, it is possible that there is no unobstructed line of sight between the center of mass of the i-th LCVMW-Voronoi region and the current position of the i-th agent, in which case the agent cannot move to the center of mass of its LCVMW-Voronoi region. It is worth mentioning that the center of mass of the regions are not in general the optimal positions for the agents in the presence of obstacles. However, they can be considered as candidate points for the agents to move to, because if an agent is located in an unimportant area, by moving toward the center of mass, it becomes closer to the more important points (specified by the priority function), and consequently the cost function decreases. Using a procedure similar to the one proposed for an obstacle-free environment, the i-th agent calculates the center of mass of its LCVMW-Voronoi region and moves toward it. If the i-th agent encounters obstacles or reaches the boundary of the i-th LCVMW-Voronoi region as it moves to its candidate location, it stops there. Note that all agents start moving in their corresponding regions simultaneously (but do not necessarily stop at the same time). Once all agents stop, the new LCVMW-Voronoi diagram corresponding to the current positions of agents is constructed. Again, every agent finds the center of mass of its current region in order to move toward it. Since the LCVMW-Voronoi regions are mutually disjoint and also every mobile agent always remains inside its region, the agents never collide.
VI. SIMULATION RESULTS
Three examples are provided in this section to demonstrate the effectiveness of the proposed techniques.
Example 1: Consider a 50m × 50m square field with a group of nine agents deployed to cover the field. Assume that each agent can communicate with all other agents, and let the coefficients α 1 , α 2 , . . . , α 9 in H be 36 25 , 36   25 , 1, 1, 1, 1, 1,   36 
49
, and 36 81 , respectively. Let also the initial positions of the agents be random, and the Gaussian priority function be:
where µ = (25, 25) and σ = 5. Assume there are no obstacles in the environment. In Fig. 5 , each agent is represented by a filled circle whose radius is equal to the inverse of the square root of the corresponding coefficient in H (e.g., the radius of the 8-th circle is 7/6). Moreover, the priority function (.) is depicted in gray in this figure, with a color intensity proportional to the value of the function at each point. The final configuration and trajectories of agents are depicted in Fig. 5 . Each agent computes its MW-Voronoi region and moves toward its center of mass under the control input (11) . The cost function (2) resulted from using the proposed controller is depicted in Fig. 6 , where it is shown that the cost function decreases more rapidly in the beginning. 
Example 2:
In this example, a group of nine agents are deployed to cover 50m × 50m obstacle-free flat space. The communication radii of agents 1 to 9 are 6m, 6m, 6m, 6m, 6m, 7m, 7m, 7m, 9m, respectively. Let the coefficients of the cost function H be equal to 1 (i.e., α 1 = α 2 = . . . = α 9 = 1). Let also the priority function of the field be as follows: Fig. 8 . As it can be observed from Fig. 7 , the agents properly cover the most important area while avoiding collision. Fig. 8 , on the other hand, shows that if the agents' limited communication ranges are not taken into consideration, then each agent moves toward the center of mass of a region which is constructed based on the incorrect information. As a result, it collides with other agents. In addition, the cost function (2) resulted from using the algorithm proposed in this paper is depicted in Fig. 9 for the case where the limited communication ranges of agents is taken into account. Fig. 10 , on the other hand, shows analogous results for the case where such limitation is not taken into consideration. As it can be observed from these figures, the algorithm which takes the limited communication ranges of agents into consideration leads to a fast and more consistent decrease in the cost function compared to the other algorithm.
Example 3: Consider a 50m × 50m square field with a group of nine agents deployed to cover the field with the following priority function:
+ e Fig. 11 , with a color intensity proportional to the value of the function. The agents start their move from the top-left quadrant of the field, and it is assumed that four obstacles exist in the environment (depicted in black in Fig. 11(a) ). The trajectories of agents under the proposed strategy along with their final positions are given in this figure. Analogous results for the obstacle-free environment are provided in Fig. 11(b) . Figs. 11(a) and 11(b) demonstrate that the most important areas are eventually covered to a great extent in both cases (with and without obstacles). Moreover, it can be observed from Fig. 11(a) that agents avoid the obstacles at all times (note that the intersection of two trajectories in these figures does not represent the collision of the corresponding agents because these trajectories pass through the intersection points at different times).
As mentioned before, when the communication ranges of agents are sufficiently large, the optimal configuration of agents is known in the case of obstacle-free environment, and is called the CMWV configuration. Fig. 12 provides the cost function obtained under the algorithm proposed in this work for agents with limited communication ranges in an obstacle-free environment, along with the minimum achievable cost function associated with the CMWV configuration. As it can be seen from this figure, the final cost function under the proposed algorithm in this example converges to the minimum achievable cost function (in fact, the agents also approach the CMWV configuration). For completeness, the cost function in the case of an environment with obstacles is given in Fig. 13 . As it can be observed in this figure, the cost function monotonically decreases even in the presence of obstacles.
VII. CONCLUSIONS
Distributed algorithms are proposed for the coordination of a network of mobile agents to accomplish a predefined task. It is first assumed that each agent can communicate with any other one in the network. The problem of surveillance cost optimization is defined, and the centric multiplicatively weighted Voronoi configuration is introduced accordingly, which is used to solve the problem for an obstacle-free environment. The proposed method solves this optimization problem for the case where the surveillance costs are agent-dependent as opposed to the existing methods that are mainly for the case of identical surveillance costs. Then, the problem is investigated for the case where the agents have limited communication ranges. To this end, the notions of limited communication multiplicatively weighted Voronoi diagram and limited communication visibility-aware multiplicatively weighted Voronoi diagram are defined accordingly. Simulations confirm the effectiveness of the algorithms in performing a predefined task. His main research interests include fault detection and diagnosis, fault-tolerant control (FTC), fault-tolerant cooperative control of single and multiple unmanned aerial/space/ground/surface vehicles, smart grids, and the applications of unmanned systems to forest fires, power lines, environment, natural resources and disasters monitoring, detection, and protection by combining with remote sensing techniques. He has authored four books, over 500 journal and conference papers, and book chapters. He is a Fellow of the CSME, a Senior Member of AIAA, the Vice-President of the International Society of Intelligent Unmanned Systems, and a member of the Technical Committee for several scientific societies. He has served as the General Chair, the Program Chair, and an IPC Member of several international conferences. He has been an Editorial Board Member, the Editor-in-Chief, the Editor-at-Large, an Editor or an Associate Editor of several international journals.
