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Abstract
A semi-local analysis of Newton’s method for solving nonlinear inclusion problems in Banach
space is presented in this paper. Under a affine majorant condition on the nonlinear function
which is associated to the inclusion problem, the robust convergence of the method and results
on the convergence rate are established. Using this result we show that the robust analysis of
the Newton’s method for solving nonlinear inclusion problems under affine Lipschitz-like and
affine Smale’s conditions can be obtained as a special case of the general theory. Besides for
the degenerate cone, which the nonlinear inclusion becomes a nonlinear equation, ours analysis
retrieve the classical results on local analysis of Newton’s method.
Keywords: Inclusion problems, Newton’s method, majorant condition, local convergence.
1 Introduction
The idea of solving a nonlinear inclusion problems of the form
Find x¯ such that F (x¯) ∈ C, (1)
where C is a nonempty closed convex cone in a Banach space Y and F is a function from a Banach
space X into Y, plays a huge role in classical analysis and its applications. For instance, the special
case in which C is the degenerate cone {0} ⊂ Y, the inclusion problem in (1) correspond to a
nonlinear equation. In the case for which X = Rn, Y = Rp+q and C = Rp
−
× {0} is the product of
the nonpositive orthant in Rp with the origin in Rq, the inclusion problem in (1) correspond to a
∗IME/UFG, CP-131, CEP 74001-970 - Goiaˆnia, GO, Brazil (Email: orizon@ufg.br). The author was supported
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nonlinear systems of p inequalities and q equality, for example see [4], [7], [8], [10], [13], [20], [22],
[24] and [34].
The Newton’s method and its variant are powerful tools for solving nonlinear equation in Banach
space, having a wide range of applications in pure and applied mathematics, see [3], [4], [10], [12],
[13], [22], [31], [32] and [40]. Newton’s Method has been extended in order to solve nonlinear
systems of equalities and inequalities (see [8], [35], [34]) and several other different purposes, see
[1], [2], [3], [4], [5], [12], [13], [26], [29], [30], [40] and [41]. In particular, Robinson in [35] (see also
[23], [24], [41]) generalized Newton’s method for solving problems of the form (1), which becomes
the usual Newton’s method to the special case in which C is the degenerate cone {0} ⊂ Y.
One of the usual hypotheses used in convergence analysis of Newton’s method is that the Lips-
chitz continuity of the derivative of the nonlinear operator in question or something like Lipschitz
continuity is critical; that is, keeping control of the derivative is an important point in the conver-
gence analysis of Newton’s method. These assumptions seem to be actually natural in analysis of
Newton’s method, [9], [12], [13], [15], [18], [21], [28], [33] and [43]. On the other hand, in the last few
years, a couple of papers have dealt with the issue of convergence analysis of the Newton’s method
and its variants by relaxing the assumption of Lipschitz continuity of the derivative of the function,
which define the nonlinear equation in consideration, see [9], [14], [15], [16], [17], [18], [19], [21], [24],
[26], [27], [28], [29], [30], [33], [42] and [43]. In particular, in [18], under a affine majorant condition,
a semi-local convergence, as well as results on the convergence rate are established. The advantage
of working with a affine majorante condition rests in the fact that it allow to unify converge results
on Newton’s method without previous relationship, see [18], besides makes the results insensitive
with respect to invertible continuous linear mapping, see [10] and [11]. It is worth mentioning that
the affine majorant condition used in [18] is equivalent to Wang’s condition (see [42]) whenever the
derivative of majorant function is convex.
In [19] a new technique for analyzing the convergence properties of Newton’s Method which
simplifies the analyses and proof of the results has been introduced. After that, this technique was
successfully employed for analyzing Newton’s method in difference context, [2], [18], [26], [27], [29]
and [30]. In the present work, we will use the technique introduced in [19] to present a semi-local
convergence analysis of Newton’s method for solving a nonlinear inclusion problems of the form
(1). In our analysis, the classical Lipschitz continuity of the derivative of the nonlinear function,
which define the nonlinear inclusion in consideration, is relaxed by using a affine majorant function.
Although the semi-local convergence analysis of the Newton method for solving nonlinear inclusion
under Lipschitz-like (see, [16], [24] and [35]) or Wang’s condition (see [23], [25] and [41]) are well
known, as far as we know, the robust semi-local convergence analysis of the Newton’s method for
solving nonlinear inclusion problems in Banach space under general affine invariant assumptions is
a new contribution of this paper.
The basic idea of the analysis is to find a good region for Newton’s Method. In this region, the
majorant function indeed bounds the nonlinear function associated to the inclusion problem, the
behavior of Newton’s method is controlled by Newton’s iteration of the majorant function and, as a
consequence, the region is invariant under Newton’s iteration multifunction. Besides, in this region,
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the analysis provides a clear relationship between the majorant function and the nonlinear function
under consideration and allow us to obtain bounds for the Q-quadratic convergence of the method,
which depend on the behavior of the majorant function at its smallest zero. It is worth pointing out
that, the technique employed also makes it possible to analyze the method in the presence of errors
in the initial point, which shows that the assumption on the initial point is robust. Finally, using
this convergence result we obtain a robust analysis of the Newton’s method for solving nonlinear
inclusion problems under affine invariant Lipschitz-like and Smale’s conditions as a special case of
the general theory. We remark that, for the special case in which C is the degenerate cone {0} ⊂ Y,
the analysis presented merge in the usual local convergence analysis on Newton’s method, see [18].
The organization of the paper is as follows. In Section 1.1, some notations and basic results
used in the paper are presented. In Section 2, the main results are stated and in Section 2.1
some properties of the majorant function are established and the main relationships between the
majorant function and the nonlinear operator used in the paper are presented. In Section 2.4,
the main results are proved and the applications of this results are given in Section 3. Some final
remarks are made in Section 4.
1.1 Notation and auxiliary results
The following notations and results are used throughout our presentation. We beginning with the
following elementary convex analysis result:
Proposition 1. Let I ⊂ R be an interval and ϕ : I → R be convex. For any s0 ∈ int(I), the left
derivative there exist (in R)
D−ϕ(s0) := lims→s−
0
ϕ(s0)− ϕ(s)
s0 − s = sups<s0
ϕ(s0)− ϕ(s)
s0 − s .
Moreover, if s, t, r ∈ I, s < r, and s 6 t 6 r then ϕ(t)− ϕ(s) 6 [ϕ(r)− ϕ(s)] [(t− s)/(r − s)].
Let X be a Banach space. The open and closed ball at x with radius δ > 0 are denoted,
respectively, by
B(x, δ) := {y ∈ X : ‖x− y‖ < δ} and B[x, δ] := {y ∈ X : ‖x− y‖ 6 δ}.
Proposition 2. Let {zk} be a sequence in X and Θ > 0. If {zk} converges to z∗ and satisfies
‖zk+1 − zk‖ ≤ Θ‖zk − zk−1‖2, k = 1, 2, . . . . (2)
then {zk} converges Q-quadratically to z∗ as follows
lim sup
k→∞
‖zk+1 − z∗‖
‖zk − z∗‖2 ≤ Θ.
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Proof. The proof follows the same pattern as the proof of Proposition 2 of [16], since finite dimen-
sionality plays no role.
Let X and Y be Banach spaces. A set valued mapping T : X⇒ Y is called sublinear or convex
precess when its graph is a convex cone, i.e.,
0 ∈ T (0), T (λx) = λT (x) ∀ λ > 0, T (x+ x′) ⊇ T (x) + T (x′), ∀ x, x′ ∈ X. (3)
(sublinear mapping has been extensively studied in [13], [36], [37] and [38]) the following definitions
and results about sublinear mappings will be need: The domain and range of a sublinear mapping
T are defined, respectively, by
domT := {d ∈ X : Td 6= ∅}, rgeT := {y ∈ Y : y ∈ T (x) for some x ∈ X},
and the inverse T−1 : Y⇒ X of a sublinear mapping T is another sublinear mapping defined by
T−1y := {d ∈ X : y ∈ Td}, y ∈ Y. (4)
The norm (or inner norm as is called in see [13]) of a sublinear mapping T is defined by
‖T‖ := sup {‖Td‖ : d ∈ domT, ‖d‖ 6 1}, (5)
where ‖Td‖ := inf{‖v‖ : v ∈ Td} for Td 6= ∅. We use the convention ‖Td‖ = +∞ for Td = ∅, it
will be also convenient to use the convention Td+∅ = ∅ for all d ∈ X.
Lemma 3. Let T : X⇒ Y be a sublinear mapping with closed graph. Then domT = X if and only
if ‖T‖ < +∞ and rge T = Y if and only if ‖T−1‖ < +∞.
Proof. See Corollary 5C.2 of [13].
Let S, T : X ⇒ Y and U : Y ⇒ Z be sublinear mappings. The scalar multiplication, addition
and composition of sublinear mappings are sublinear mappings defined, respectively, by
(αS)(x) := αS(x), (S + T )(x) := S(x) + T (x), UT (x) :=
⋃
{U(y) : y ∈ T (x)} ,
for all x ∈ X and α > 0 and the following norm properties there hold:
‖αS‖ = |α|‖S‖, ‖S + T‖ 6 ‖S‖+ ‖T‖, ‖UT‖ 6 ‖U‖‖T‖. (6)
Remark 1. Note that definition of the norm in (5) implies that if dom T = X and A is a linear
mapping from Z to X then ‖T (−A)‖ = ‖TA‖.
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Lemma 4. Let S, T : X⇒ Y be a sublinear mappings with closed graph such that domS = domT =
X and ‖T−1‖ < +∞. Suppose that ‖T−1‖‖S‖ < 1 and (S + T )(x) is closed for each x ∈ X then
rge (S + T ) = X and
‖(S + T )−1‖ 6 ‖T
−1‖
1− ‖T−1‖‖S‖ .
Proof. These results follows from Theorem 5 of [36] by taking in account Lemma 3.
Lemma 5. Let G : [0, 1] → Y and g : [0, 1] → R be continuous function and Z a reflexive Banach
space. Suppose that U : Y⇒ Z is a sublinear mapping with closed graphic such that domU ⊇ rgeG.
If
‖UG(τ)‖ 6 g(τ), τ ∈ [0, 1],
then there hold
U
∫ 1
0
G(τ)dτ 6= ∅,
∥∥∥∥U
∫ 1
0
G(τ)dτ
∥∥∥∥ 6
∫ 1
0
g(τ)dτ.
Proof. see Lemma 2.1 of [24].
Let Ω ⊆ X be an open set and F : Ω → Y a continuously Fre´chet differentiable function. The
linear map F ′(x) : X → Y denotes the Fre´chet derivative of F : Ω → Y at x ∈ Ω. Let C ⊂ Y be a
nonempty closed convex cone, z ∈ Ω and Tz : X⇒ Y a mapping defined as
Tzd = F
′(z)d − C. (7)
It is well known that the mappings Tz and T
−1
z are sublinear with closed graphic, domTz = X,
‖Tz‖ < +∞ and rgeT = Y if and only if ‖T−1z ‖ < +∞ (see Lemma 3 above and Corollary 4A.7,
Corollary 5C.2 and Example 5C.4 of [13] ). Note that
T−1z y := {d ∈ X : F ′(z)d − y ∈ C}, ∀ z ∈ Ω, ∀ y ∈ Y. (8)
Lemma 6. Let X and Y be Banach spaces. Ω ⊆ X an open set and F : Ω → Y a continuously
Fre´chet differentiable function. Then the following inclusion holds
T−1z F
′(v)T−1v w ⊆ T−1z w, ∀ v, z ∈ Ω, ∀ w ∈ Y.
As a consequence,
∥∥T−1z [F ′(y)− F ′(x)]∥∥ ≤ ∥∥T−1z F ′(v)T−1v [F ′(y)− F ′(x)]∥∥ , ∀ v, x, y, z ∈ Ω.
Proof. If T−1v w = ∅ for some v ∈ Ω and w ∈ Y then the inclusion hods trivially. Assume that
T−1v w 6= ∅, i.e., there exists d ∈ T−1v w for each v ∈ Ω and w ∈ Y. Note that definition in (8) and
simples algebraic manipulation gives
T−1z F
′(v)d =
{
u ∈ X : F ′(z)u − w ∈ C + [F ′(v)d − w]} , ∀ d ∈ X, ∀ w ∈ Y.
5
Defition in (8) implies that, for each v ∈ Ω, w ∈ Y and d ∈ T−1v w there holds F ′(v)d − w ∈ C.
Thus, the last equality and (8) imply that
T−1z F
′(v)d = T−1z w, ∀ w ∈ Y, ∀ d ∈ T−1v w,
which implies the desired inclusion. To end the proof, note that the first part of the lemma implies
∥∥T−1z [F ′(y)− F ′(x)] u∥∥ ≤ ∥∥T−1z F ′(v)T−1v [F ′(y)− F ′(x)] u∥∥ , ∀ v, x, y, z ∈ Ω, ∀ u ∈ Y.
Hence, the inequality of the lemma follows from the definition of the nom in (5).
2 Semi-local analysis for Newton’s method
Our goal is to state and prove a robust semi-local affine invariant theorem for Newton’s method to
solve nonlinear inclusion of the form
F (x) ∈ C, (9)
where F : Ω → Y is a nonlinear continuously differentiable function, X and Y are Banach spaces
and X is reflexive, Ω ⊆ X an open set and C ⊂ Y a nonempty closed convex cone. For state the
theorem we need some definitions.
A nonlinear continuously Fre´chet differentiable function F : Ω → Y satisfies the Robson’s
Condition at x˜ ∈ Ω if
rgeTx˜ = Y, (10)
where Tx˜ : X⇒ Y is a sublinear mapping as defined in (7).
Let X and Y be a Banach spaces, Ω ⊆ X an open set and R > 0 a scalar constant. A
continuously differentiable scalar function f : [0, R) → R is a majorant function at a point x˜ ∈ Ω
for a continuously differentiable function F : Ω→ Y if
B(x˜, R) ⊆ Ω, ∥∥T−1x˜ [F ′(y)− F ′(x)]∥∥ 6 f ′(‖y − x‖+ ‖x− x˜‖)− f ′(‖x− x˜‖), (11)
for all x, y ∈ B(x˜, R) such that ‖x− x˜‖+ ‖y − x‖ < R and satisfies the following conditions:
h1) f(0) > 0, f ′(0) = −1;
h2) f ′ is convex and strictly increasing;
h3) f(t) = 0 for some t ∈ (0, R).
We also need of the following condition on the majorant condition f which will be considered to
hold only when explicitly stated
h4) f(t) < 0 for some t ∈ (0, R).
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Remark 2. Since f(0) > 0 and f is continuous then condition h4 implies condition h3.
Theorem 7. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set, F : Ω → Y a
continuously Fre´chet differentiable function, C ⊂ Y a nonempty closed convex cone, R > 0 and
f : [0, R) → R a continuously differentiable function. Suppose that x˜ ∈ Ω, F satisfies the Robson’s
Condition at x˜, f is a majorant function for F at x˜ and
∥∥T−1x˜ (−F (x˜))∥∥ 6 f(0) . (12)
Then f has a smallest zero t∗ ∈ (0, R), the sequences generated by Newton’s Method for solving the
inclusion F (x) ∈ C and the equation f(t) = 0, with starting point x0 = x˜ and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − f(tk)
f ′(tk)
, k = 0, 1, . . . . (13)
are well defined, {xk} is contained in B(x˜, t∗), {tk} is strictly increasing, is contained in [0, t∗) and
converge to t∗ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, ‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2 ‖xk − xk−1‖
2, (14)
for all k = 0, 1, . . . , and k = 1, 2, . . . , respectively. Moreover, {xk} converge to x∗ ∈ B[x˜, t∗] such
that F (x∗) ∈ C,
‖x∗ − xk‖ ≤ t∗ − tk, t∗ − tk+1 ≤ 1
2
(t∗ − tk), k = 0, 1, . . . (15)
and, therefore, {tk} converges Q-linearly to t∗ and {xk} converge R-linearly to x∗. If, additionally,
f satisfies h4 then the following inequalities hold:
‖xk+1−xk‖ ≤ D
−f ′(t∗)
−2f ′(t∗) ‖xk−xk−1‖
2, tk+1−tk ≤ D
−f ′(t∗)
−2f ′(t∗) (tk−tk−1)
2, k = 1, 2, . . . , (16)
and, as a consequence, {xk} and {tk} converge Q-quadratically to x∗ and t∗, respectively, as follow
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
D−f ′(t∗)
−2f ′(t∗) , t∗ − tk+1 ≤
D−f ′(t∗)
−2f ′(t∗) (t∗ − tk)
2, k = 0, 1, . . . . (17)
We will use the above result to prove a robust semi-local affine invariant theorem for Newton’s
method for solving nonlinear inclusion of the form (9). The statement of the theorem is:
Theorem 8. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set, F : Ω → Y a
continuously Fre´chet differentiable function, C ⊂ Y a nonempty closed convex cone, R > 0 and
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f : [0, R) → R a continuously differentiable function. Suppose that x˜ ∈ Ω, F satisfies the Robson’s
Condition at x˜, f is a majorant function for F at x˜ satisfying h4 and
∥∥T−1x˜ (−F (x˜))∥∥ 6 f(0) . (18)
Define β := sup{−f(t) : t ∈ [0, R)}. Let 0 ≤ ρ < β/2 and g : [0, R − ρ)→ R,
g(t) :=
−1
f ′(ρ)
[f(t+ ρ) + 2ρ]. (19)
Then g has a smallest zero t∗,ρ ∈ (0, R−ρ), the sequences generated by Newton’s Method for solving
the inclusion F (x) ∈ C and the equation g(t) = 0, with starting point x0 = xˆ for any xˆ ∈ B(x˜, ρ)
and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − g(tk)
g′(tk)
, k = 0, 1, . . . . (20)
are well defined, {xk} is contained in B(x˜, t∗,ρ), {tk} is strictly increasing, is contained in [0, t∗,ρ)
and converge to t∗,ρ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, k = 0, 1, . . . , (21)
‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2 ‖xk − xk−1‖
2 ≤ D
−g′(t∗,ρ)
−2g′(t∗,ρ) ‖xk − xk−1‖
2, k = 1, 2, . . . (22)
Moreover, {xk} converge to x∗ ∈ B[x˜, t∗,ρ] such that F (x∗) ∈ C, satisfies the inequalities
‖x∗ − xk‖ ≤ t∗,ρ − tk, t∗,ρ − tk+1 ≤ 1
2
(t∗,ρ − tk), k = 0, 1, . . . (23)
and the convergence of {xk} and {tk} to x∗ and t∗,ρ, respectively, are Q-quadratic as follows
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
D−g′(t∗,ρ)
−2g′(t∗,ρ) , t∗,ρ − tk+1 ≤
D−g′(t∗,ρ)
−2g′(t∗,ρ) (t∗,ρ − tk)
2, k = 0, 1, . . . . (24)
Remark 3. Using Lemma 3 its easy to see that the inequalities (11), (12) and (18) are well defined.
Remark 4. It follows from (7) and (8) that definition of the sequence {xk} in (13) is equivalent
to the conditions
xk+1 − xk ∈ T−1xk (−F (xk)) and ‖xk+1 − xk‖ =
∥∥T−1xk (−F (xk))
∥∥ , k = 0, 1, . . . .
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Remark 5. Theorems 7 and 8 are affine-invariant in the following sense: Letting A : Y → Y be
an invertible continuous linear mapping, F˜ := A ◦ F and the set C˜ := A(C), the corresponding
inclusion problem (9) is given by
F˜ (x) ∈ C˜,
and the convex process associated is denoted by T˜x˜d := F˜ (x˜)d − C˜. Then T˜x˜ = A ◦ Tx˜ and T˜−1x˜ =
T−1x˜ ◦ A−1. Moreover, the conditions rge T˜x˜ = Y ,∥∥∥T˜−1x˜ (−F˜ (x˜))
∥∥∥ 6 f(0),
and the affine majorant condition (Lipschitz-like condition)
∥∥∥T˜−1x˜
[
|F˜ ′(y)− |F˜ ′(x)
]∥∥∥ 6 f ′(‖y − x‖+ ‖x− x˜‖)− f ′(‖x− x˜‖),
for x, y ∈ B(x˜, R), ‖x− x˜‖+ ‖y− x‖ < R, are equivalent to rge Tx˜ = Y, (12) and (11) respectively.
Therefore, the assumptions in Theorems 7 and 8 are insensitive with respect to invertible continuous
linear mappings. Note that the results of [35] do not have such property. For more details about
affine invariant theorems see [10] and [11].
2.1 Preliminary results
In this section, we will prove all the statements in Theorems 7 and 8 regarding to the majorant
function and the sequence {tk} associated. The main relationships between the majorant function
and the nonlinear operator will be also established.
2.2 The majorant function
In this section we will study the majorant function f and prove all results regarding only the
sequence {tk}. Define
t¯ := sup
{
t ∈ [0, R) : f ′(t) < 0} . (25)
Proposition 9. The majorant function f has a smallest root t∗ ∈ (0, R), is strictly convex and
f(t) > 0, f ′(t) < 0, t < t− f(t)/f ′(t) < t∗, ∀ t ∈ [0, t∗). (26)
Moreover, f ′(t∗) 6 0 and
f ′(t∗) < 0 ⇐⇒ ∃ t ∈ (t∗, R), f(t) < 0. (27)
If, additionally, f satisfies condition h4 then the following statements hold:
i) f ′(t) < 0 for any t ∈ [0, t¯);
ii) 0 < t∗ < t¯ ≤ R;
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iii) β = − limt→t¯− f(t), 0 < β < t¯;
iv) If 0 ≤ ρ < β/2 then ρ < t¯/2 < t¯ and f ′(ρ) < 0.
Proof. See Propositions 2.3 and 5.2 of [17] and Proposition 3 of [18].
In view of the second inequality in (26), Newton iteration is well defined in [0, t∗). Let us call it
nf : [0, t∗) → R
t 7→ t− f(t)/f ′(t). (28)
Proposition 10. Newton iteration nf is strictly increasing, maps [0, t
∗) in [0, t∗).
Proof. See Proposition 4 of [18].
The definition of {tk} in Theorem 7 is equivalent to the following one
t0 = 0, tk+1 = nf (tk), k = 0, 1, . . . . (29)
Corollary 11. The sequence {tk} is well defined, is strictly increasing, is contained in [0, t∗) and
converges Q-linearly to t∗ as second inequality in (15). If f also satisfies h4, then the second
inequality in (16) holds and, moreover, {tk} converges Q-quadratically to t∗ as in (17).
Proof. The proof follows the same pattern as the proof of Corollary 2.15 of [16].
2.3 Relationship between the majorant function and the nonlinear operator
In this section, we will present the main relationships between the majorant function f and the
nonlinear operator F that we need for proving Theorem 7.
Proposition 12. If ‖x− x˜‖ 6 t < t¯ then dom (T−1x F ′(x˜)) = X and there holds∥∥T−1x F ′(x˜)∥∥ 6 −1/f ′(t).
As a consequence, rge Tx = Y.
Proof. Take 0 6 t < t¯ and x ∈ B[x˜, t]. Since f is a majorant function for F at x˜, using the (11),
h2, h1 and Proposition 9 item i we obtain
∥∥T−1x˜ [F ′(x)− F ′(x˜)]∥∥ 6 f ′(‖x− x˜‖)− f ′(0)
6 f ′(t)− f ′(0)
= f ′(t) + 1 < 1.
For simplify the notation define S = T−1x˜ [F
′(x) − F ′(x˜)]. Since [F ′(x) − F ′(x˜)] is a continuous
linear mapping and T−1x˜ is sublinear mapping with closed graph, it easy to see that S is a sublinear
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mapping with closed graph. Moreover, as by assumption rgeTx˜ = Y we have domS = X. Because
S has closed graph, it easy to see that (S + I)(x) has also closed graph for all x ∈ X, where I is
the identity mapping on X. Therefore, applying Lemma 4 with T = I and taking in account above
inequality we conclude that rge (T−1x˜ [F
′(x)− F ′(x˜)] + I) = X and
∥∥∥(T−1x˜ [F ′(x)− F ′(x˜)] + I)−1
∥∥∥ 6 1
1− (f ′(t) + 1) =
1
−f ′(t) . (30)
Since 0 ∈ C we have T−1x˜ F ′(x˜)d ∋ d for all d ∈ X. Thus, as T−1x˜ is sublinear mapping, using the
last inclusion in (3) we obtain that
(
T−1x˜ F
′(x)
)
d ⊇ (T−1x˜ [F ′(x)− F ′(x˜)] + I) d, ∀ d ∈ X.
In particular, as we know that rge (T−1x˜ [F
′(x)− F ′(x˜)] + I) = X, last inclusion implies that
rge
(
T−1x˜ F
′(x)
)
= X. (31)
Hence, utilizing again above inclusion and definition of the inverse in (8) we easily conclude that
(
T−1x˜ F
′(x)
)−1
v ⊇ (T−1x˜ [F ′(x)− F ′(x˜)] + I)−1 v, ∀ v ∈ Y.
Taking into account the definition of the norm in (5), the last inclusion implies that
∥∥∥(T−1x˜ F ′(x))−1
∥∥∥ 6 ∥∥∥(T−1x˜ [F ′(x)− F ′(x˜)] + I)−1
∥∥∥ . (32)
On the other hand, as F ′(x) is a linear mapping, using the definitions in (4) and (8) we obtain that
− (T−1x˜ F ′(x))−1 d = {−v ∈ X : F ′(x˜)d− F ′(x)v ∈ C}
= {u ∈ X : F ′(x)u+ F ′(x˜)d ∈ C}
= T−1x (−F ′(x˜))d,
for all d ∈ X. Thus using the last equality, definition of the norm in (5), (31) and Lemma 3 we have
∥∥T−1x (−F ′(x˜))∥∥ =
∥∥∥− (T−1x˜ F ′(x))−1
∥∥∥ = ∥∥∥(T−1x˜ F ′(x))−1
∥∥∥ < +∞. (33)
Thus, since F ′(x˜) is a linear mapping, Remark 1 and last inequaity allow us to conclude that
∥∥T−1x F ′(x˜)∥∥ = ∥∥T−1x (−F ′(x˜))∥∥ < +∞,
which combined with Lemma 3 implies the first statement of the proposition. Moreover, the desired
inequality follows by combination of (30), (32), (33) with the last equality.
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For proof the last statement of the proposition, first note that definition of the norm in (5) and
Lemma 6 give us
‖T−1x ‖ 6 ‖T−1x F ′(x˜)T−1x˜ ‖.
From Lemma 3 the assumption rgeTx˜ = Y implies ‖T−1x˜ ‖ < +∞ and first part of the proposition
implies ‖T−1x F ′(x˜)‖ < ∞, hence (6) and above inequality yields ‖T−1x ‖ < +∞ which, by using
again Lemma 3, gives the desired result.
Newton’s iteration at a point x ∈ Ω happens to be a solution of the linearization of the inclusion
F (y) ∈ C at such a point, namely, a solution of the linear inclusion F (x) + F ′(x)(x− y) ∈ C . So,
we study the linearization error of F at a point in Ω
E(x, y) := F (y)− [F (x) + F ′(x)(y − x)] , y, x ∈ Ω. (34)
We will bound this error by the error in the linearization on the majorant function f
e(t, s) := f(s)− [f(t) + f ′(t)(s− t)], t, s ∈ [0, R). (35)
Lemma 13. Take x, y ∈ B(x˜, R) and 0 6 t < s < R. If ‖x− x˜‖ 6 t and ‖y − x‖ 6 s− t, then
∥∥T−1x˜ (−E(x, y))∥∥ 6 e(t, s)
[‖y − x‖
s− t
]2
.
Proof. As x, y ∈ B(x˜, R) and the ball is convex x + τ(y − x) ∈ B(x˜, R), for all τ ∈ [0, 1]. Since,
by assumption, rgeTx˜ = Y we obtain that domT
−1
x˜ = Y. On the other hand, taking into account
Remark 1 and that F ′(.) is a linear mapping on domF , we conclude
∥∥T−1x˜ (−[F ′(x+ τ(y − x))− F ′(x)](y − x))∥∥ ≤ ∥∥T−1x˜ [F ′(x+ τ(y − x))− F ′(x)]∥∥ ‖(y − x)‖ ,
for all τ ∈ [0, 1]. Hence, as f is a majorant function for F at x˜, using the (11) and last inequality
we have
∥∥T−1x˜ (−[F ′(x+ τ(y − x))− F ′(x)](y − x))∥∥ 6 [f ′ (‖x− x˜‖+ τ ‖y − x‖)− f ′ (‖x− x˜‖)] ‖y − x‖,
for all τ ∈ [0, 1]. Thus, as domT−1x˜ = Y we apply Lemma 5 with U = T−1x˜ , G(τ) equal to the
expression in parentheses on the left had side of last inequality and g(τ) equal to the expression on
the right hand site of that inequality, obtaining
∥∥∥∥T−1x˜
∫ 1
0
−[F ′(x+ τ(y − x))− F ′(x)](y − x) dτ
∥∥∥∥
6
∫ 1
0
[
f ′ (‖x− x˜‖+ τ ‖y − x‖)− f ′ (‖x− x˜‖)] ‖y − x‖ dτ , (36)
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Using the convexity of f ′, that ‖x− x˜‖ < t, ‖y − x‖ < s− t, s < R and Proposition 1 we have
f ′ (‖x− x˜‖+ τ‖y − x‖)− f ′ (‖x− x˜‖) 6 f ′ (t+ τ‖y − x‖)− f ′ (t)
6 [f ′(t+ τ(s− t))− f ′(t)]‖y − x‖
s− t ,
for any τ ∈ [0, 1]. Combining the two above inequalities we obtain∥∥∥∥T−1x˜
∫ 1
0
−[F ′(x+ τ(y − x))− F ′(x)](y − x) dτ
∥∥∥∥ 6
∫ 1
0
[f ′(t+ τ(s − t))− f ′(t)]‖y − x‖
2
s− t dτ,
which, after performing the integration of the right hand side, taking in account the definition of
e(t, s) in (35) and that (34) is equivalent to
E(x, y) =
∫ 1
0
[F ′(x+ τ(y − x))− F ′(x)](y − x) dτ,
yields the desired result.
Since X is reflexive, second part of Lemma 12 guarantees, in particular, that the Newton’s step
set DF,C(x) at x ∈ B(x˜, t∗) associated to F and C is nonempty, that is,
DF,C(x) := argmin
{‖d‖ : F (x) + F ′(x)d ∈ C} (37)
= argmin
{‖d‖ : d ∈ T−1x (−F (x))}
6= ∅,
and consequently, the Newton’s iteration multifunction is well defined in B(x˜, t∗). Let us call NF,C
the Newton’s iteration multifunction for F and C defined in B(x˜, t∗):
NF,C : B(x˜, t∗) ⇒ X
x 7→ x+DF,C(x). (38)
One can apply a single Newton’s iteration multifunction on any x ∈ B(x˜, t∗) to obtain the set
NF,C(x) which may not is contained to B(x˜, t∗), or even may not in the domain of F . So, this is
enough to guarantee the well-definedness of only one iteration. To ensure that Newtonian iteration
multifunction may be repeated indefinitely, we need some additional results.
First, define some subsets of B(x˜, t∗) in which, as we shall prove, Newton iteration (38) is “well
behaved”.
K(t) :=
{
x ∈ X : ‖x− x˜‖ 6 t , ∥∥T−1x (−F (x))∥∥ 6 − f(t)f ′(t)
}
, t ∈ [0, t∗) , (39)
K :=
⋃
t∈[0,t∗)
K(t). (40)
In (39), 0 6 t < t∗, therefore, f
′(t) 6= 0 and rgeTx = Y in B[x˜, t] ⊂ B[x˜, t∗) (Proposition 12). So,
the above definitions are consistent.
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Lemma 14. For each t ∈ [0, t∗), x ∈ K(t) and x+ ∈ NF,C(x) there hold:
i) ‖x+ − x‖ ≤ nf (t)− t;
ii) ‖x+ − x˜‖ ≤ nf (t) < t∗;
iii) ‖z − x+‖ ≤ − f(nf (t))
f ′(nf (t))
[‖x+ − x‖
nf (t)− t
]2
, for all z ∈ NF,C(x+).
Proof. Take t ∈ [0, t∗), x ∈ K(t). Using definition in (39) and the statements in Proposition 10 we
have
‖x− x˜‖ 6 t, ‖T−1x (−F (x))‖ 6 −f(t)/f ′(t), t < nf (t) < t∗. (41)
Take x+ ∈ NF,C(x). From the definition in (38) we have x+ − x ∈ DF,C(x), which taking into
account definition in (37) and second inequality in (41) yields
‖x+ − x‖ = ‖T−1x (−F (x))‖ 6 −f(t)/f ′(t),
and by using definition of nf in (28) we obtain the item i.
Combining first and last inequalities in (41), item i and definition of nf in (28) we have
‖x+ − x˜‖ 6 ‖x− x˜‖+ ‖x+ − x‖ 6 t− f(t)/f ′(t) = nf (t) < t∗ ,
which is the inequality in item ii.
Now we are going to prove the last item of the lemma. Form item ii we conclude that
NF,C(x) ⊆ B[x˜, nf (t)] ⊂ B(x˜, t∗), (42)
which, in particular, implies that the set NF,C(x) is contained in the domain of the function F .
Therefore, we claim that the following relations hold:
∅ 6= T−1x+ F ′(x˜)T−1x˜ (−E(x, x+)) ⊂ T−1x+ (−F ′(x+)), ∀ x+ ∈ NF,C(x). (43)
where E is the linearization error of F as defined in (34). Assumption, rgeTx˜ = Y implies that
domT−1x˜ = Y. Thus, as ‖x+ − x˜‖ < t∗ ≤ t¯ using that domT−1x˜ = Y together with Proposition 12
the first claim in (43) follows. For proving the inclusion in (43), we first use Lemma 6 for concluding
that
T−1x+ F
′(x˜)T−1x˜ (−E(x, x+)) ⊂ T−1x+ (−E(x, x+)), ∀ x+ ∈ NF,C(x).
Since x+ ∈ NF,C(x) it follows from (37) and (38) that F (x) + F ′(x)(x+ − x) ∈ C. Hence, using
definition in (8) we easy conclude that
T−1x+ (−E(x, x+)) = T−1x+ (−F ′(x+)), ∀ x+ ∈ NF,C(x).
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Therefore, combining two last inclusion we conclude that the inclusion (43) holds, as claimed. On
the other hand, since nf (t) belongs to the domain of f , using the definitions of Newton iterations
on (28) and definition of the linearization error (35), we obtain
f(nf (t)) = f(nf (t))−
[
f(t) + f ′(t)(nf (t)− t)
]
= e(t, nf (t)). (44)
From (41) we have ‖x − x˜‖ 6 t and t < nf (t) < t∗ < R. Hence, the first inequality in (41) and
item i allow us to apply Lemma 13 with y = x+ and s = nf (t) to have
‖T−1x˜ (−E(x, x+))‖ 6 e(t, nf (t))
[ ‖x+ − x‖
f(t)/f ′(t)
]2
= f(nf (t))
[ ‖x+ − x‖
f(t)/f ′(t)
]2
,
where, in above expression, was used (44) to obtain the equality. As x+ ∈ NF,C(x) implies that
‖x+ − x˜‖ 6 nf (t) < t∗ ≤ t¯, it follows from Proposition 12 that dom(T−1x+ F ′(x˜)) = X and
‖T−1x+ F ′(x˜)‖ 6 −1/f ′(nf (t)).
Combining (43) with the two above inequalities and by using property of the norm we obtain∥∥∥T−1x+ (−F ′(x+))
∥∥∥ ≤ ∥∥∥T−1x+ F ′(x˜)T−1x˜ (−E(x, x+))
∥∥∥
6
∥∥∥T−1x+ F ′(x˜)
∥∥∥ ∥∥T−1x˜ (−E(x, x+))∥∥
6 − f(nf (t))
f ′(nf (t))
[ ‖x+ − x‖
f(t)/f ′(t)
]2
,
hence, as ‖z − x+‖ =
∥∥∥T−1x+ (−F ′(x+))
∥∥∥ for all z ∈ NF,C(x+), the item iii is proved.
Lemma 15. For each t ∈ [0, t∗) the following inclusions hold: K(t) ⊂ B(x˜, t∗) and
NF,C (K(t)) ⊂ K (nf (t)) .
As a consequence, K ⊂ B(x˜, t∗) and NF,C(K) ⊂ K.
Proof. The first inclusion follows trivially from the definition of K(t). Combining items i and iii
of Lemma 14 and taking in account that
‖z − x˜‖ = ∥∥T−1x˜ (−F ′(x˜))∥∥ ,
for all z ∈ NF,C(x˜), it easily to conclude that the following inequality holds
∥∥T−1x˜ (−F ′(x˜))∥∥ ≤ − f(nf(t))f ′(nf (t)) .
This inequality together with item ii of Lemma 14 proof the second inclusion. The next inclusion
(first on the second sentence), follows trivially from definitions (39) and (40). To verify the last
inclusion, take x ∈ K. Then x ∈ K(t) for some t ∈ [0, t∗). Using the first part of the lemma,
we conclude that NF,C(x) ⊆ K(nf (t)). To end the proof, note that nf (t) ∈ [0, t∗) and use the
definition of K.
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2.4 Convergence
Finally, we are ready to prove the main results of the paper, namely, the Theorem 7 and Theorem 8.
First we note that, by using (37) and (38), the sequence {xk} (see (13)) satisfies
xk+1 ∈ NF,C(xk), k = 0, 1, . . . , (45)
which is indeed an equivalent definition of this sequence.
Proof of Theorem 7. All statements involving only {tk} were proved in Corollary 11, namely, {tk}
is strictly increasing, is contained in [0, t∗), converges Q-linearly to t∗ as in second inequality in (15)
and if f satisfies h4 then {tk} satisfies the second inequality in (16) and converge Q-quadratically
as the second inequality in (17).
Now we are going to prove the statements involving the sequence {xk} with starting point
x0 = x˜. From (12) and h1, we have
x0 = x˜ ∈ K(0) ⊂ K,
where the second inclusion follows trivially from (40). Using the above inclusion, the inclusions
NF,C(K) ⊂ K in Lemma 15 and (45) we conclude that the sequence {xk} is well defined and rests
in K. From the first inclusion on second part of the Lemma 15 we have trivially that {xk} is
contained in B(x˜, t∗).
We will prove, by induction that
xk ∈ K(tk), k = 0, 1, . . . . (46)
The above inclusion, for k = 0 follows from (12), assumption h1 and definition of K(0) in (39).
Assume now that xk ∈ K(tk). Thus, using Lemma 15, (45) and (29) we conclude that xk+1 ∈
K(tk+1), which completes the induction proof of (46).
Now, combining (29), (45), (46) and item i of Lemma 14 we obtain first inequality in (14).
Since {tk} converges to t∗, the first inequality (14) implies
∞∑
k=k0
‖xk+1 − xk‖ 6
∞∑
k=k0
tk+1 − tk = t∗ − tk0 < +∞,
for any k0 ∈ N. Hence, {xk} is a Cauchy sequence in B(x˜, t∗) and so, converges to some x∗ ∈ B[x˜, t∗].
The above inequality also implies that ‖x∗ − xk‖ 6 t∗− tk, for any k. For proving that F (x∗) ∈ C.
First, observe that the first inequality in (15) implies that ‖x∗−x˜‖ ≤ t∗ < R. Hence, as B(x˜, R) ⊆ Ω
we conclude that x∗ ∈ Ω. Since definition of {xk} in (13) implies that
F (xk) + F
′(xk)(xk+1 − xk) ∈ C, k = 0, 1, . . . ,
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and F is continuous differentiable in Ω, {xk} ⊂ B(x˜, t∗) ⊂ B(x˜, R), {xk} converges to x∗ ∈ Ω and
C ⊂ Y is closed, the result follows by taking limit as k goes to infinite in above inclusion.
In order to prove the second inequality in (14), first note that xk ∈ K(tk), xk+1 ∈ NF,C(xk)
and tk+1 = nf(tk), for all k = 0, 1, . . . . Thus, apply item iii of Lemma 14 with x = xk−1, z = xk+1,
x+ = xk and t = tk−1 to obtain
‖xk+1 − xk‖ ≤ − f(tk)
f ′(tk)
[‖xk − xk−1‖
tk − tk−1
]2
,
which, using second inequality in (13) yields the desired inequality.
Now, we assume that h4 holds. Therefore, combining both the second inequalities in (16) and
(14), we obtain the first inequality in (16). To establish the first inequality in (17), use the first
inequality in (16) and Proposition 2 with zk = xk and Θ = D
−f ′(t∗)/(−2f ′(t∗)). Thus, the proof
is concluded.
Now we are going to prove Theorem 8, but first we need two more additional results.
Proposition 16. For any y ∈ B(x˜, R), the following inequality holds
∥∥T−1x˜ (−F (y))∥∥ ≤ f(‖y − x˜‖) + 2‖y − x˜‖.
Proof. Let y ∈ B(x˜, R). First note that assumption (12) implies that the result holds for y = x˜.
Hence assume that y 6= x˜. From definition of the linearization error of F in (34) we have
−F (y) = −E(x˜, y)− F (x˜)− F ′(x˜)(y − x˜).
Above equality together definition of sublinear mapping in (3) give us
T−1x˜ (−F (y)) ⊇ T−1x˜ (−E(x˜, y)) + T−1x˜ (−F (x˜)) + T−1x˜
(−F ′(x˜)(y − x˜)) .
Taking in account properties of the norm, above inclusion implies
∥∥T−1x˜ (−F (y))∥∥ ≤ ∥∥T−1x˜ (−E(x˜, y))∥∥+ ∥∥T−1x˜ (−F (x˜))∥∥ + ∥∥T−1x˜ (−F ′(x˜)(y − x˜))∥∥ . (47)
Now we are going to bound the three terms in the left hand side of last inequality. Applying
Lemma 13 with x = x˜, t = 0 and s = ‖y − x˜‖ and taking in account that f ′(0) = −1 we have
∥∥T−1x˜ (−E(x˜, y))∥∥ ≤ f(‖y − x˜‖)− f(0) + ‖y − x˜‖.
Definition of T−1x˜ implies that −(y − x˜) ∈ T−1x˜ (−F ′(x˜)(y − x˜)), hence we conclude that∥∥T−1x˜ (−F ′(x˜)(y − x˜))∥∥ ≤ ‖y − x˜‖.
Since assumption (12) implies that second term in (47) is bounded by f(0), thus substituting the
two later inequalities into (47) the desired inequality follows.
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Proposition 17. Let R > 0 and f : [0, R) → R a continuously differentiable function. Suppose
that x˜ ∈ Ω, f is a majorant function for F at x˜ and satisfies h4. If 0 ≤ ρ < β/2, where β :=
sup{−f(t) : t ∈ [0, R)} then for any xˆ ∈ B(x˜, ρ) the scalar function g : [0, R − ρ)→ R,
g(t) =
−1
f ′(ρ)
[f(t+ ρ) + 2ρ],
is a majorant function for F at xˆ and also satisfies condition h4.
Proof. Since the domain of f is [0, R) and f ′(ρ) 6= 0 (see Proposition 9 item iv ) we conclude that g is
well defined. First we will prove that function g satisfies condition h1, h2, h3 and h4. We trivially
have that g′(0) = −1. Since f is convex, combining this with h1 we have f(t) + t ≥ f(0) > 0, for
all 0 ≤ t < R, which by using Proposition 9 item iv implies g(0) = −[f(ρ) + 2ρ]/f ′(ρ) > 0, hence g
satisfies h1. Using h2 and Proposition 9 item iv we easily conclude that g also satisfies h2. Now,
as ρ < β/2, using Proposition 9 items iii and iv we have
lim
t→t¯−ρ
g(t) =
−1
f ′(ρ)
(2ρ− β) < 0 ,
which implies that g satisfies h4 and, as g is continuous and g(0) > 0, it also satisfies h3.
To complete the proof, it remains to prove that g satisfies (11). First of all, note that for any
xˆ ∈ B(x˜, ρ), from Proposition 9 item iv we have ‖xˆ − x˜‖ < ρ < t¯ and by using Proposition 12 we
obtain that ∥∥T−1xˆ F ′(x˜)∥∥ ≤ −1f ′(ρ) . (48)
Because B(x˜, R) ⊆ Ω, for any xˆ ∈ B(x˜, ρ) we trivially have B(xˆ, R − ρ) ⊂ Ω. Now, take x, y ∈ X
such that
x, y ∈ B(xˆ, R− ρ), ‖x− xˆ‖+ ‖y − x‖ < R− ρ .
Hence x, y ∈ B(x˜, R) and ‖x − x˜‖ + ‖y − x‖ < R. Thus, applying the inequality of the Lemma 6
with z = xˆ and v = x˜, using the property of the norm in (6), (48) and (11) we have∥∥T−1xˆ [F ′(y)− F ′(x)]∥∥ ≤ ∥∥T−1xˆ F ′(x˜)T−1x˜ [F ′(y)− F ′(x)]∥∥
≤ ∥∥T−1xˆ F ′(x˜)∥∥ ∥∥T−1x˜ [F ′(y)− F ′(x)]∥∥
≤ −1
f ′(ρ)
[
f ′
(‖y − x‖+ ‖x− x˜‖)− f ′(‖x− x˜‖)] .
On the other hand, since f ′ is convex, the function s 7→ f ′(t+ s)− f ′(s) is increasing for t ≥ 0 and
as ‖x− x˜‖ ≤ ‖x− xˆ‖+ ρ we conclude that
f ′ (‖y − x‖+ ‖x− x˜‖)− f ′ (‖x− x˜‖) ≤ f ′ (‖y − x‖+ ‖x− xˆ‖+ ρ)− f ′ (‖x− xˆ‖+ ρ) .
Hence, combining the two above inequalities with the definition of the function g we obtain
‖T−1xˆ
[
F ′(y)− F ′(x)] ‖ ≤ g′(‖y − x‖+ ‖x− xˆ‖)− g′(‖x− xˆ‖),
implying that the function g satisfies (11), which complete the proof of the proposition.
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We are now ready to prove Theorem 8, its proof is obtained by combining Theorem 7 with
Propositions 16 and 17 .
Proof of Theorem 8. Since xˆ ∈ B(x˜, ρ), from Proposition 9 item iv we have ‖xˆ − x˜‖ < ρ < t¯ and
by using Proposition 12 we obtain that
∥∥T−1xˆ F ′(x˜)∥∥ ≤ −1f ′(ρ) , (49)
moreover, the point xˆ satisfies the Robinson’s Condition, namely,
rgeTxˆ = Y. (50)
Hence, applying inclusion in Lemma 6 with z = xˆ, v = x˜ and w = −F (xˆ), using property of the
norm in (6), inequality (49) and Proposition 16 with y = xˆ we obtain
∥∥T−1xˆ (−F (xˆ))∥∥ ≤ ∥∥T−1xˆ F ′(x˜)T−1x˜ (−F (xˆ))∥∥
≤ ∥∥T−1xˆ F ′(x˜)∥∥ ∥∥T−1x˜ (−F (xˆ))∥∥
≤ −1
f ′(ρ)
[f (‖xˆ− x˜‖) + 2‖xˆ− x˜‖] .
As f ′ ≥ −1, the function t 7→ f(t)+2t is (strictly) increasing. Combining this fact with ‖xˆ−x˜‖ < ρ,
the above inequality and definition of the function g we conclude that
∥∥T−1xˆ (−F (xˆ))∥∥ ≤ g(0),
Therefore, since (50) implies that xˆ satisfies the Robinson’s Condition and Proposition 17 implies
that g is a majorant function for F at xˆ satisfying condition h4, the last inequality allow us to
apply Theorem 7 for F and the majorant function g at point xˆ for obtaining the desired result.
3 Special Case
The affine majorant condition is crucial for our analysis. It is worth pointing out that to construct
a majorizing function for a given nonlinear function is a very difficult problem and this is not our
aim in this moment. On the other hand, there exist some classes of well known functions which a
majorant function is available, below we will present two examples, namely, the classes of functions
satisfying the a affine invariant Lipschitz-like and Smale’s conditions, respectively. In this sense,
the results obtained in Theorems 7 and 8 unify the convergence analysis for the classes of inclusion
problems involving these functions.
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3.1 Convergence result under affine invariant Lipschitz-like condition
In this section, we will present a robust convergence theorem on Newton’s method for solving
nonlinear inclusion problem under affine invariant Lipschitz-like condition, in particular, the result
include as special case the Theorem 2 of [35]. Under the Lipschitz-Like condition, Theorem 7
becomes:
Theorem 18. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set and F : Ω → Y a
continuously differentiable function and C ⊂ Y a nonempty closed convex cone. Take x˜ ∈ Ω, L > 0
and b > 0. Suppose that x˜ ∈ Ω, F satisfies the Robson’s Condition at x˜,
B(x˜, R) ⊆ Ω, ∥∥T−1x˜ [F ′(y)− F ′(x)]∥∥ ≤ L‖y − x‖, ∀ x, y ∈ B(x˜, R),
and 2bL ≤ 1. Moreover, assume that
∥∥T−1x˜ (−F (x˜))∥∥ 6 b.
Define, the scalar function f : [0,+∞) → R as f(t) := Lt2/2 − t + b. Then f has t∗ := (1 −√
1− 2bL)/L as a smallest zero, the sequences generated by Newton’s Method for solving the inclu-
sion F (x) ∈ C and the equation f(t) = 0, with starting point x0 = x˜ and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − f(tk)
f ′(tk)
, k = 0, 1, . . . ,
are well defined, {xk} is contained in B(x˜, t∗), {tk} is strictly increasing, is contained in [0, t∗) and
converge to t∗ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, ‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2
‖xk − xk−1‖2,
for all k = 0, 1, . . . , and k = 1, 2, . . . , respectively. Moreover, {xk} converge to x∗ ∈ B[x˜, t∗] such
that F (x∗) ∈ C,
‖x∗ − xk‖ ≤ t∗ − tk, t∗ − tk+1 ≤ 1
2
(t∗ − tk), k = 0, 1, . . .
and, therefore, {tk} converges Q-linearly to t∗ and {xk} converge R-linearly to x∗. Additionally, if
2bL < 1 then the following inequalities hold
‖xk+1 − xk‖ ≤ L
2
√
1− 2bL‖xk − xk−1‖
2, tk+1 − tk ≤ L
2
√
1− 2bL(tk − tk−1)
2, k = 0, 1, . . . ,
and, as a consequence, {xk} and {tk} converge Q-quadratically to x∗ and t∗, respectively, as follow
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
L
2
√
1− 2bL, t∗ − tk+1 ≤
L
2
√
1− 2bL, k = 0, 1, . . . .
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Proof. It easy to see that f : [0,+∞)→ R defined by f(t) := Lt2/2− t+ b is a majorant function
to F in x˜, with the smallest zero equal to t∗. Therefore, the result follows from Theorem 7.
Under the affine invariant Lipschitz-Like condition, the robust theorem on Newton’s method
for solving nonlinear inclusion problems, namely, Theorem 8 becomes:
Theorem 19. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set and F : Ω → Y a
continuously differentiable function and C ⊂ Y a nonempty closed convex cone. Take x˜ ∈ Ω, L > 0
and b > 0. Suppose that x˜ ∈ Ω, F satisfies the Robson’s Condition at x˜,
B(x˜, R) ⊆ Ω,
∥∥T−1x˜ [F ′(y)− F ′(x)]∥∥ ≤ L‖y − x‖, ∀ x, y ∈ B(x˜, R),
and 2bL < 1. Moreover, assume that
∥∥T−1x˜ (−F (x˜))∥∥ 6 b.
Let 0 ≤ ρ < (1− 2Lb)/(4L) and the quadratic polynomial g : [0,+∞)→ R defined by
g(t) :=
−1
Lρ− 1
[
L
2
(t+ ρ)2 − (t+ ρ) + b+ 2ρ
]
.
Then the quadratic polynomial g has the smallest zero given by
t∗,ρ :=
(
1− ρL−
√
1− 2L(b− 2ρ
)
/L,
the sequences generated by Newton’s Method for solving the inclusion F (x) ∈ C and the equation
g(t) = 0, with starting point x0 = xˆ for any xˆ ∈ B(x˜, ρ) and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − g(tk)
g′(tk)
, k = 0, 1, . . . .
are well defined, {xk} is contained in B(x˜, t∗,ρ), {tk} is strictly increasing, is contained in [0, t∗,ρ)
and converge to t∗,ρ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, k = 0, 1, . . . ,
‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2 ‖xk − xk−1‖
2 ≤ L
2
√
1− 2L(b− 2ρ)‖xk − xk−1‖
2, k = 1, 2, . . . .
Moreover, {xk} converge to x∗ ∈ B[x˜, t∗,ρ] such that F (x∗) ∈ C, satisfies the inequalities
‖x∗ − xk‖ ≤ t∗,ρ − tk, t∗,ρ − tk+1 ≤ 1
2
(t∗,ρ − tk), k = 0, 1, . . .
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and the convergence of {xk} and {tk} to x∗ and t∗,ρ, respectively, are Q-quadratic as follows
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2
≤ L
2
√
1− 2L(b− 2ρ) , t∗,ρ − tk+1 ≤
L
2
√
1− 2L(b− 2ρ)(t∗,ρ − tk)
2,
for k = 0, 1, . . ..
Proof. The proof it follows from Theorem 8 by noting that f : [0,+∞) → R defined by f(t) :=
Lt2/2− t+ b is a majorant function to F in x˜ and β = (1− 2Lb)/(4L).
3.2 Convergence result under affine invariant Smale’s condition
In this section, we will present a robust convergence theorem on Newton’s method for solving
nonlinear inclusion problem under affine invariant Smale’s condition. For the degenerated cone,
i.e., C = {0}, this is the Corollary of Proposition 3 pp. 195 of [39], see also Proposition 1 pp. 157
and Remark 1 pp. 158 of [4].
First of all we give a condition more easy to check then condition (11), when de functions under
consideration are two times continuously differentiable. For state the condition, we need some
definitions. Let X, Y be a Banach spaces and Ω ⊆ X a open set. The norm of a n-th multilinear
map B : X× . . .× X→ X is defined by
‖B‖ := sup {‖B(v1, . . . , vn)‖ : v1, . . . , vn ∈ X, ‖vi‖ = 1, i = 1, . . . , n} .
In particular, the norm of the n-th derivative of F : Ω→ Y at a point x ∈ Ω is given by
‖F (n)(x)‖ = sup
{
‖F (n)(x)(v1, . . . , vn)‖ : v1, . . . , vn ∈ X, ‖vi‖ = 1, i = 1, . . . , n
}
.
Let T : X ⇒ Y be sublinear mapping. The composition TF (n)(x) : X × . . . × X ⇒ Y is defined by
TF (n)(x)(v1, . . . , vn) := T (F
(n)(x)(v1, . . . , vn)). Then, for F
(n)(x)(v1, . . . , vn) ∈ domT there hold:
‖TF (n)(x)‖ = sup
{∥∥∥T (F (n)(x)(v1, . . . , vn))
∥∥∥ : v1, . . . , vn ∈ X, ‖vi‖ = 1, i = 1, . . . , n
}
,
where ‖T (F (n)(x)(v1, . . . , vn))‖ := inf{‖u‖ : u ∈ T (F (n)(x)(v1, . . . , vn))}.
Lemma 20. Let X and Y be a Banach spaces such that X is reflexive, Ω ⊆ X and F : Ω → Y
a continuous function, two times continuously differentiable on int(Ω). Suppose that x˜ ∈ Ω and
rge Tx˜ = Y. If there exists f : [0, R)→ R twice continuously differentiable such that
‖T−1x˜ F ′′(x)‖ 6 f ′′(‖x− x˜‖), (51)
for all x ∈ Ω such that ‖x− x˜‖ < R. Then F and f satisfy (11).
22
Proof. Take x, y ∈ B(x˜, R) such that ‖x− x˜‖+ ‖y − x‖ < R. As the ball is convex x+ τ(y − x) ∈
B(x˜, R), for all τ ∈ [0, 1]. Since, by assumption, rgeTx˜ = Y we obtain that domT−1x˜ = Y, hence
properties of the norm and assumption (51) implies that∥∥T−1x˜ (F ′′(x+ τ(y − x))(y − x)))∥∥ ≤ f ′′(‖(x− x˜) + τ(y − x)‖)‖y − x‖, ∀ τ ∈ [0, 1].
Thus, as domT−1x˜ = Y and X is is reflexive, we apply Lemma 5 with U = T
−1
x˜ , G(τ) equal to the
expression in parenthises on the left had side of last inequality and g(τ) equal to the expression on
the right hand site of that inequality, obtaining∥∥∥∥T−1x˜
∫ 1
0
F ′′(x+ τ(y − x))(y − x)dτ
∥∥∥∥ 6
∫ 1
0
f ′′(‖(x− x˜) + τ(y − x)‖)‖y − x‖dτ,
which, after performing the above integrations yields the desired result.
Theorem 21. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set and F : Ω → Y a
analytic function and C ⊂ Y a nonempty closed convex cone. Suppose that x˜ ∈ Ω, F satisfies the
Robson’s Condition at x˜,
γ := sup
k>1
∥∥∥∥∥
T−1x˜ F
(k)(x˜)
k!
∥∥∥∥∥
1
k−1
< +∞,
B(x˜, 1/γ) ⊆ Ω, there exists b > 0 such that∥∥T−1x˜ (−F (x˜))∥∥ 6 b ,
and α := bγ 6 3− 2√2. Define, the analytic function f : [0, 1/γ) → R as f(t) := t/(1− γt)− 2t+ b.
Then f has
t∗ :=
(
α+ 1−
√
(α+ 1)2 − 8α
)
/(4γ),
as a smallest zero, the sequences generated by Newton’s Method for solving the analytics inclusion
F (x) ∈ C and the equation f(t) = 0, with starting point x0 = x˜ and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − f(tk)
f ′(tk)
, k = 0, 1, . . . ,
are well defined, {xk} is contained in B(x˜, t∗), {tk} is strictly increasing, is contained in [0, t∗) and
converge to t∗ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, ‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2
‖xk − xk−1‖2,
for all k = 0, 1, . . . , and k = 1, 2, . . . , respectively. Moreover, {xk} converge to x∗ ∈ B[x˜, t∗] such
that F (x∗) ∈ C,
‖x∗ − xk‖ ≤ t∗ − tk, t∗ − tk+1 ≤ 1
2
(t∗ − tk), k = 0, 1, . . .
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and, therefore, {tk} converges Q-linearly to t∗ and {xk} converge R-linearly to x∗. Additionally, if
α < 3− 2√2 then the following inequalities hold
‖xk+1 − xk‖ ≤ γ
(1− γt∗)[2(1 − γt∗)2 − 1]‖xk − xk−1‖
2, k = 0, 1, . . . ,
tk+1 − tk ≤ γ
(1− γt∗)[2(1 − γt∗)2 − 1](tk − tk−1)
2, k = 0, 1, . . . ,
and, as a consequence, {xk} and {tk} converge Q-quadratically to x∗ and t∗, respectively, as follow
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
γ
(1− γt∗)[2(1 − γt∗)2 − 1] ,
t∗ − tk+1 ≤ γ
(1− γt∗)[2(1 − γt∗)2 − 1] (t∗ − tk), k = 0, 1, . . . ,
Proof. Use Lemma 20 to prove that f : [0, 1/γ) → R defined by f(t) = t/(1 − γt) − 2t + b, is a
majorant function to F in x˜, with root equal to t∗, see [42]. Therefore, the result follows from
Theorem 7.
Under the affine invariant Smale’s Condition, the robust theorem on Newton’s method for
solving nonlinear inclusion, namely, Theorem 8 becomes:
Theorem 22. Let X, Y be Banach spaces and X reflexive, Ω ⊆ X an open set and F : Ω → Y a
analytic function and C ⊂ Y a nonempty closed convex cone. Suppose that x˜ ∈ Ω, F satisfies the
Robson’s Condition at x˜,
γ := sup
k>1
∥∥∥∥∥
T−1x˜ F
(k)(x˜)
k!
∥∥∥∥∥
1
k−1
< +∞,
B(x˜, 1/γ) ⊆ Ω, there exists b > 0 such that
∥∥T−1x˜ (−F (x˜))∥∥ 6 b ,
and α := bγ < 3− 2√2. Let 0 ≤ ρ < [√2(3− α)− 3]/(2γ√2) and define g : [0, 1/γ − ρ)→ R as
g(t) := (t+ ρ)/(1 − γ(t+ ρ))− 2(t+ ρ) + b+ 2ρ.
Then the scalar analytic function g has a smallest zero given by
t∗,ρ :=
(
α+ 1− 2ργ −
√
(α+ 1− 2ργ)2 − 8α− 8ργ(1− α)
)
/(4γ),
24
the sequences generated by Newton’s Method for solving the analytics inclusion F (x) ∈ C and
equation g(t) = 0, with starting point x0 = xˆ for any xˆ ∈ B(x˜, ρ) and t0 = 0, respectively,
xk+1 ∈ xk + argmin
{‖d‖ : F (xk) + F ′(xk)d ∈ C} , tk+1 = tk − g(tk)
g′(tk)
, k = 0, 1, . . . . (52)
are well defined, {xk} is contained in B(x˜, t∗,ρ), {tk} is strictly increasing, is contained in [0, t∗,ρ)
and converge to t∗,ρ and satisfy the inequalities
‖xk+1 − xk‖ ≤ tk+1 − tk, k = 0, 1, . . . ,
‖xk+1 − xk‖ ≤ tk+1 − tk
(tk − tk−1)2 ‖xk − xk−1‖
2 ≤ γ
(1− γ(t∗,ρ + ρ))[2(1 − γ(t∗,ρ + ρ))2 − 1]‖xk − xk−1‖
2,
for k = 1, 2, . . .. Moreover, {xk} converge to x∗ ∈ B[x˜, t∗,ρ] such that F (x∗) ∈ C, satisfies the
inequalities
‖x∗ − xk‖ ≤ t∗,ρ − tk, t∗,ρ − tk+1 ≤ 1
2
(t∗,ρ − tk), k = 0, 1, . . .
and the convergence of {xk} and {tk} to x∗ and t∗,ρ, respectively, are Q-quadratic as follows
lim sup
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
γ
(1− γ(t∗,ρ + ρ))[2(1 − γ(t∗,ρ + ρ))2 − 1] ,
t∗,ρ − tk+1 ≤ γ
(1− γ(t∗,ρ + ρ))[2(1 − γ(t∗,ρ + ρ))2 − 1](t∗,ρ − tk)
2, k = 0, 1, . . . .
Proof. Use Lemma 20 to prove that f : [0, 1/γ) → R defined by f(t) = t/(1 − γt) − 2t + b, is a
majorant function to F in x˜ (see [42]). The proof it follows from Theorem 8 by noting that f is a
majorant function to F in x˜ and β = [
√
2(3− α)− 3]/(2γ√2).
4 Final remarks
Let us finally make a few brief comments on computational aspects of Newton’s method for solving
the nonlinear inclusion (9). Note that the first equality in (13) implies
xk+1 = xk + dk, F (xk) + F
′(xk)dk ∈ C, k = 0, 1, . . . .
and for the degenerated cone C = {0} the above iteration formally becomes the Newton’s iteration
for solving nonlinear equation F (x) = 0, that is
xk+1 = xk + dk, F (xk) + F
′(xk)dk = 0, k = 0, 1, . . . . (53)
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Since the solution of the linear equation (53) is computationally expensive, namely, at each iteration
the deriavtive at xk must be computed and stored. To circumvent drawbacks like this, Dembo,
Eisenstat and Steihaug introduced in [6] the inexact Newton’s method for solving nonlinear equation
F (x) = 0. The inexact Newton’s methods for solving nonlinear equation F (x) = 0 is any method
which, given an initial point x0, generates a sequence {xk} as follows:
xk+1 = xk + dk, ‖F (xk) + F ′(xk)dk‖ ≤ θk‖F (xk)‖, k = 0, 1, . . . ,
for a suitable forcing sequence {θk}, which is used to control the level of accuracy. Hence, solutions
of practical problems are obtained by computational implementations of the inexact Newton’s
methods. Therefore, we extend the inexact Newton’s methods for solving nonlinear inclusion as
any method which, given an initial point x0, generates a sequence {xk} as follows:
xk+1 = xk + dk, d(0, F (xk) + F
′(xk)dk − C) ≤ θkd(0, F (xk)− C), k = 0, 1, . . . ,
for a suitable forcing sequence {θk}, where d(x,D) denotes the distance from a point x ∈ X to the
subset D ⊂ Y; that is d(x,D) = inf{‖x − x′‖ : x′ ∈ D}. The analysis of these methods under
Lipchitz-like and majorant conditions will be done in the future.
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