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1. INTRODUCTION 
Following our investigations in [ 181, we are concerned with quasi- 
variational inequalities (QVIs): A simple case of such problems introduced 
by Bensoussan and Lions [2] is 
look for u E H’(D) with u <Mu in D 
and a(~, w - U) > II, f(x)(w(x) - U(X)) dx, VW E H’(D) with 
w<Mu in D, (1.1) 
where D is a bounded open subset of RN, Q(., .) is a bilinear continuous form 
on the Sobolev space H’(D), f is an element of the L’(D) space, and M is an 
obstacle operator. 
There is an extensive literature on QVIs of type (l.l), see, e.g., [3-7, 10, 
14, 151. 
The most general formulation of QVIs is due to Tartar [ 171, Joly and 
Mosco (see [15]): consider C, c C, c C subsets of a real linear space V, the 
functions j:C,xC-+(--03,+03], j(u,.)&+co, and ~:C,XCXC--+R, 
f(u, w, w) < 0, Vu E C,, VW E C; the problem is to find u E T/ with 
uEC,, j(u, w) >f(u, u, w) +j(u, u>, VWEC. (1.2) 
In the particular situation v = H’(D), f(u, u, w) = a(u, u - w) - 
ID f(w - u) dx, and 
j(u, w) = 0, if w <Mu, 
= +a, if w $Mu, 
QVI (1.2) reduces to problem (1.1); but, there are functional QVIs as (1.2) 
established in connection with the Grad-Mercier equation of plasma physics 
[ 161 or related to free boundary problems in hydraulics [ 11, which are not 
QVIs with implicit obstacle as (1.1). 
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The classical method in the theory of QVIs is to construct the solution 
through an iterative procedure or by well-known theorems of Schauder, 
Kakutani, and Birkhoff as a fixed point of a variational selection map. Our 
approach is different: we prove (Section 2) the existence of solutions for a 
functional QVI using the nonempty intersection property contained in Fan’s 
Lemma [8]. We apply the abstract existence result first to a class of QVIs of 
the type of those ([ 161) related to the equilibrium of confined plasma and 
next to the generalized complementarity problem. In Section 3, we formulate 
a new class of parabolic QVIs on a Sobolev space H”,‘((O, T) X D); we 
solve these QVIs by the method of Section 2 and we give an interpretation of 
the solution. In Section 4, we state a sufficient condition for the uniqueness 
of the solution of a QVI and verify it for some QVIs which characterize 
suboptimal controls in the sense of Lions [ 121. 
2. THE MAIN EXISTENCE RESULT 
THEO&EM 1. Let E be a real linear space endowed with a linear 
separated topology and let C be a closed convex subset of E. Given h(u, w) 
and g(u, v, w) functions from C X C, respectively C X C X C, into 
R U (+a}, let us assume that: 
For fixed u, v E C, h(u, .) and g(u, v, -) are proper convex 
functions on C; (2.1) 
There exists a constant a > 0 such that g(w, w, w) = a, 
VwEC; (2.2) 
Forfixed w E C, h(., w) is upper semicontinuous (USC) on C; (2.3) 
h(v, v) is lower semicontinuous (1s~) in the variable v E C; (2.4) 
For fixed w E C, g(v, v, w) is USC in the variable v E C; (2.5) 
There exists a nonempty compact subset Kc C and an element 
w,, E K such that h(v, w,) + g(v, v, wO) < h(v, v), Vu E C\K. (2.6) 
Under the above hypotheses the system of inequalities 
h(u, w) + g(u, u, w> > Mu, u), VWEC (QVI> 
has at least one solution u E K. 
Proof Let us define for each w E C, the subset 
G(w) = (u; u E C, h(u, w) + g(u, u, w) > h(u, u)}. 
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By hypothesis (2.2), G(w) contains at least w  and by (2.6) one has 
G(w,) c K. As a consequence of (2.3)-(2.5), the subsets G(w) are closed in 
C. Further, let us show that for any finite subset {w, ,..., w,} c C, the convex 
hull is contained in (Jy=i G(w,). If not, W = x1=, aiwi 6? G(wJ, Vi = l,..., n 
where ai > 0, Cy=, ai = 1, should imply 
h(@v Wi) + g(W, $3, Wi) < h(w, a), Vi = l,..., n. 
These yield XI= I a,h($, wi) + C;=, ai g(@, W, wi) < h(ti, W), and using the 
convexity (2.1), it follows that 
h(W, lq + g(t3, GJ, W) < h(B, W), 
which would contradict (2.2). Note finally that G(w,) is compact, since 
G(w,) is closed and G(w,) c K. 
By virtue of Fan’s Lemma [8], nwec G(w) # 0; thus we have proven the 
existence of the desired solution u E nweC G(w). 
Remark 1. Besides the method used, there are other several significant 
differences between Theorem 1 and the known abstract results from 
[ 7, 15-l 71: our proof does not require the local convexity of the linear 
topology; we have prevalently continuity assumptions; (2.2) is very weak 
compared to the usual monotonicity assumptions; because of (2.3), h(u, .) 
cannot be an indicator map and therefore Theorem 1 is applicable to purely 
functional QVIs (not with obstacle). 
We use first Theorem 1 for QVIs of the form 
Dkw) (D’wl dx 
+ jj 
DXD 
4x, Y, U(Y), w(x)> dx dy - j f(x>(w(x) - u(x)> dx 
D 
Dku) ID’u) dx 
+ II,,, 
J(x, y, u(y), u(x)) dx dy, for VW E Wt*P(D). (2.7) 
Here D is a bounded “regular” open subset (with smooth boundary) of RN, 
Wi*p is the usual Sobolev space of order k 2 1 with p > 1, and D’ denotes 
the partial derivative 
D’= ai ax: . . . axg ’ for i= (il ,..., iN), [iI= i, + -.- + iN. 
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For J and Ai the Carathtodory conditions are valid: 
J(., -7 s, t): D x D -+ R is measurable, Vs,tER; 
J(x,y,.,.):RxR+R is continuous, for a.e. x, y E D; 
and, if Nk is the number of the derivatives D’ of order / i 1 < k, 
A,(.,r):D+R are measurable, Vt E RN”; 
Ai(x, a): RN&-+ R are continuous, for a.e. x E D. 
(2.8) 
(2.9) 
COROLLARY 1. Consider r > 1 such that l/r > (l/p) - (k/N) and 
pk < N. Given f E L”(D), where (l/r) + (l/r’) = 1, if 
J(x, y, s, .) is convex on R for a.e. x, y E D and Vs E R; (2.10) 
Clil<kAiCX~G lril is convex in the variable < E R Nk; (2.11) 
there exist g, , g, E L ‘(D); g,, g, E L”(D) such that 
IJ(x,y, s,, tl) - J(x,y, sz, t,)l 
~g,(x)g*(Y)Is,-s,l+g,(x)g,(Y)It,-t*l 
fora.e.x,yED, Vs,,s,,t,,t,ER; (2.12) 
thereexists,,t,ER such thatJ(.,.,s,,t,)EL’(DxD); (2.13) 
for a constant c, > 0 and a function g, E Lp’(D) 
((UP) + (l/P’) = 1) one has IAi(X, 01 < C, ItI”-’ + g,(x), for 
a.e. x E D, VY E RNk; (2.14) 
for a constant c2 > 0, one has 
r Ai(x~~)I<il>c21tlP9 
IiEk 
for a.e. x E D, V< E RN’; (2.15) 
then QVI (2.7) has a solution u E W$p(D). 
Proof In view of Theorem 1, we set E = C = Wtvp(D) with its weak 
topology and consider g(u, ZJ, w) = -SD f (x)(w(x) - v(x)) dx, 
h(u, w) = j, ,izk ,4,(x, w ,..., Dkw) (D’wJ dx 
-+ lil,, 
J(x, Y, U(Y), w(x)) dx dy. 
We point out first that W$*p(D) has compact injection in L’(D). Next we 
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note that by (2.9) and (2.14) one has Ai(x, w,..., D%) ID’w( EL’(D) and by 
(2.8), (2.12), and (2.13), for U, w  E W$p(D), one has J(x, y, u(y), w(x)) E 
L’(D x D). 
It is easy to see that conditions (2.1), (2.2) (with a = 0), and (2.5) of 
Theorem 1 are satisfied. To check (2.3), we get (by using (2.12)), 
and therefore (since clearly the weak convergence in Wi.p(D) entails the 
convergence in L’(D)), h(., W) is even weakly continuous on P@‘(D). 
Condition (2.4) is also verified because, by (2.12) and (2.14) one has 
+ J, g1 dx II g* ILm II v - ~ollm 
taking into account the continuity properties of Ai and D’ and convexity 
(2.1 l), we infer the conclusion that h(v, u) is lsc in the variable Y E W$p(D). 
To satisfy (2.6), we take K a bounded closed ball in W$p(D) centered at 
w. = 0, with a sufficiently large radius given by lim,lvli,p+W(h(u, u) - h(u, 0) - 
g(u, u, 0)) = +co which follows from (2.15), (2.12), and p > 1. 
Remark 2. In the particular situation r=p > 2, fE Lp’(D), 
A&U ,..., Dku)=(l/p)(DiulP-‘, Vi with liJ<k, J(x,y,s,t)=(t-s)+, we 
find again a QVI solved by other methods by Mossino [ 161. 
Next, to illuminate the possibilities contained in Theorem 1, we apply it to 
the problem 
uEP, FuEP+, Og(u,Fu)<a. (2.16) 
The data in (2.16) are as follows: F is a mapping from P to E’, where P is a 
closed convex cone in a Banach space E with dual E’; ( , ) denotes the 
duality between E and E’; P+ = {u’ E E’; (u, u’) 2 0, Vu E P); and a is a 
constant > 0. 
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COROLLARY 2. Problem (2.16) is equivalent to 
u E P, (w-u,Fu)+a>O, VwEP. (2.17) 
If there exists w,, E P and a > 0 such that 
and if 
(v - wo, Fv) > a, VvEP with IIvII>a (2.18) 
F is monotone and continuous from E-weak to El-weak”, 
then (2.16) admits at least one solution u E P. 
(2.19) 
Proof. The implication (2.16) * (2.17) is obvious. Conversely, taking 
w  = 0 in (2.17), one obtains (u, Fu) < a and taking w  = Au with A + +co, it 
follows that (u,Fu) > 0; further, (u,,, Fu) < 0 is not possible for u0 E P, 
because it implies (AU,, - U, Fu) + a < 0 (for sufftciently large 1 > 0) and this 
contradicts (2.17); thus, necessarily, Fu E P+. 
To apply Theorem 1 to (2.17), we resort to the weak topology on E and 
take C = P, h E 0, and g(u, U, w) = (w - v, Fv) + a, which satisfy trivially 
(2.1)-(2.4). Hypothesis (2.18) assures that condition (2.6) holds for a ball K 
with radius larger than a and I/ ~~11. To verify (2.5), we note that for 
vrl+ weakly '0, the equality (vn - w, Fv,) - (v, - w, Fu,) = (vn - vo, 
Fv, - Fv,) + (vo, Fu, - Fv,) + (v, - u,, Fv,) + (w, Fu, - Fv,) implies, by 
(2.19), lim inf,,+m((v, - w, Fv,) - (v. - w, Fv,)) > 0; hence (v - w, Fv) is 
weak lsc in the variable u E P. 
Remark 3. If a = 0, then (2.16) is the generalized complementarity 
problem; in this case the existence result under assumptions (2.18) and 
(2.19), deduced by us as a corollary to Theorem 1, is comparable with a 
result due to Karamardian [ 111: let us note, however, that in [ 111 (u, Fv) is 
assumed to be even weakly continuous for u, u E P. 
3. A CLASS OF PARABOLIC QVIs 
Let us consider a cylinder Q = D X (0, T) c RN+’ with the side surface 
Z = r x (0, 7’). In what follows we shall use the spaces H”*‘(Q), H’,S(C), 
m > 1, 0 < r < 2m - 1, 0 < s < 1, defined as in [13], Ch. 4. Let A be the 
operator from L*(Q) to the space of distributions g’(Q), defined by 
Au = c (-1)’ Di(aij(x, t) D’u) (3.1) 
lil.l/l<rn 
with aij = a,, E C”‘(Q). We assume that for fixed to E [O, T], the operator A 
is uniformly strongly elliptic in the closure fi. 
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If Hm(D)’ is the dual of Hm(D), for each u E L*(O, T; H”(D)), we define 
b(u, .) as an element of L*(O, T; H”(D)‘), namely, 
b(u, w) = 2 I aij(x, t) Dju(x. t) D’w(x, t) dx dt. (3.2) lil,iji<m Q 
For k = 0, l,..., m - 1, denote B, = (dm+k/dnm+k): Coo(Q)+ P(z) the 
normal derivative operators of orders m, m + l,..., 2m - 1. The operators B, 
extend by continuity to mappings on H’““(Q) with values in 
Hm-kp li2,(m-k- 1/2)/2m c ( ). According to (13, Chap. 41, there exist m 
boundary operators To, T, ,..., T,-, of orders respectively m - 1, m - 2,..., 0 
T, = E j&(X? t) @ with fik E Cm(f), 
lil<m-k-l 
T,: H”,‘(Q) --t Hk+ l/*,(k+ 1/2)im(z), 
(3.3) 
such that for all u E H’“,‘(Q), w E Hmv’(Q) one has 
b(u,w)=l (Au)wdxdt+m+‘I B,uT,wdZ. 
ke‘, Z 
(3.4) 
Q 
In order to formulate a new functional evolution QVI we take 
fE H”“(Q)‘, the dual of the space H”*‘(Q); 
g, in the duals Hkt 1’2v(kt “‘v~ (Z)‘, for k = 0, l,..., m - 1; 
(3.5) 
(3.6) 
u0 E Hm’*(D)‘, the dual of H”“(D); (3.7) 
a mapping M: H”,‘(Q) -+ L*(Z); (3.8) 
for k = 0, l,..., m - 1, the mappings J,: L*(C) x L*(Z) -+ L2(C) 
nonincreasing in the first variable; (3.9) 
H,, G, in L2(C) such that for all u,, v2, Vi, 8, EL’(Z), . 
IJ,(~,,~,)-J,(~,,~,)(~G,I~,-~,I+H,I~,-~,l. (3.10) 
The QVI problem is to find u E H”“(Q) such that 
b(& W - U) - JQ (W - U),U dx dt - (f, W - U)HV~.I(Q),,H~.I(Q) 
+ Jb u(x, T)(w(x, T> - 4~ T)) dx 
- (ug, Wt.3 0) - 4.9 o))ffm/qD),,w/2(D) 
40919311-7 
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m-l m-l _ 
- 
‘T- (gk,Tkw--kuk I 
k=O 
kyo lx Jk(Tkw, Mu) dc 
m-1 
> Y  
I ky,, Z 
Jk(Tku, Mu) d2, for all w E H”“(Q), (3.11) 
where (., .>k denote the adequate dualities and (,), is the partial derivative. 
Let us state the conditions which besides (3.2), (3.3), and (3.5)-(3.10) enable 
us to apply Theorem 1 to (3.11). 
COROLLARY 3. Under the above hypotheses and if 
M is continuous from H”‘*‘(Q)-weak to L’(Z); (3.12) 
the mappings Jk(., v2) are convex on L2(C); (3.13) 
3co > 0: b(v, v) > co II v (l&,,T;Hm~D~~, Vv E L 2(0, T; HYD)); (3.14) 
then there exists a solution u E H”*‘(Q) of QVI (3.11). 
ProoJ: We are in a position to use Theorem 1, if we set E = H”“‘(Q) 
with its weak topology, C = (v E E; I(vtlltz(ol < a} for a fixed a > 0, 
h(u, w) = -j 
Q 
g(u, v, w) = b(v, w - v) - (f, w - v) + 
I’ Y(X, T)(w(x, T) - v(x, T)) dx D 
m-l 
-(uo,w(*,o)--(',o))- y (&TkW--kv)k. 
k=O 
Regarding (2.4), we note that if v, converges weakly in Hmql(Q) to v, then 
the derivatives (v,), --1, V, weakly in L’(Q) and v, -+ v strongly in L’(Q); for 
the other terms in h(v, v), one must know that HrqS(X) (0 < r < m, 0 < s < 1) 
is continuously contained in HS(O, T, L2(T)), which is defined by the inter- 
polation [H’(O, T; L*(F)); L’(C)],_, and has compact injection in L’(Z); 
thus the boundary operators T, are also continuous from Hm,‘(Q)-weak to 
L’(C) so that (3.10) and (3.12) imply that (, Jk(Tkv,Mv)dZ are weakly 
continuous for v E H”*‘(Q). 
Concerning (2.5), we point out that by (3.14) we have b(v, v) > 0, which 
assures us that b(v, v) is convex and thus -b(v, v) is weak USC on H”,‘(Q); 
further, the mapping v E H”“(Q) + v(., T) E L’(D) is continuous, hence the 
concave term -J,(v(x, T))2 dx is weak USC for v E H”,‘(Q). Hypothesis 
(2.6) is verified by w. = 0 and K = {v E C; ~~vII~~~~,~;~,,,~~~~ <A) bounded 
closed convex in Hm*‘(Q), with sufficiently large 1, because h(v, v) - 
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h(u, 0) - gh ~~0) 2 ~0 II v Ili?2(o,T;w(D)) - Kl II v IL~(o,T:wvm) - K,, where K, 
and K, are constants which depend on a, Tk, G,, f, uo, g,, and the 
continuous function 0 E H”*‘(Q) -i u(. , 0) E IP”(D). 
Remark 4. We considered C as given in the proof in order to be able to 
satisfy (2.6); note that we have inferred the existence of solutions 1.4 with 
II &~P, however small. 
To bring out the significance of (3.11) we shall need two variants of 
Green’s formula. According to [13, Chap. 4, Sect. 10.21, if u EL*(Q), 
Au + U, = f E L*(Q), and w  E H’“*;(Q), B,w = 0, then B,u is defined as an 
element of H- m-k-l/2,(-m-k-1/2)/2m(z) the dual Offp+k+I/2,~m+k+l/2)/2m(q 
and 
jyfwdxdt-jyu(Aw-w,)dxdt=-F1 (BkU,TkW)k, (3.15) 
k=O 
where (., .)k denotes the adequate duality. 
Secondly, if ZJ is as in (3.15) and w  E H’“‘*(Q), w(x, T) = 0, B,w = 
T,w = 0, Vk = 0, l,..., m - 1, then 
1 fwdxdt- j u(Aw-w,)dxdt 
‘Q Q 
is a linear continuous functional of the variable w(x, 0) E H:(D) denoted 
([ 13, Chap. 4, Sect. 10.41) by -u(x, 0), so that one has 
jQ fw dx dt - jQ u(A w - w,) dx dt 
= - (u(x, 0), W(X, O))~-m(D).@(D)* (3.16) 
THEOREM 2. Zf u is a solution of (3.11) with (3.2), (3.3), and (3.7)- 
(3.10) and iff E L’(Q), g, EL*(Z), Vk = 0 ,..., m - 1, then 
Au + u, =f in the sense of distributions on Q; (3.17) 
0 < B,u -g, < G,, Vk in H-m-k- lI*,(-m-k-l/*)/*m(C); (3.18) 
u(x, 0) = u, with u(x, 0) from (3.16); (3.19) 
rf, moreover, u E H’“,‘(Q), Mu E H2m-1’2~t2m-1’2)‘2m(~), u. E L2(D), and 
.f,(u,, 4) = (4 - 01)+ G,, (3.20) 
then 
(Bku -g, - G,)(Mu - Tku)+ = 0, 
(Bku -g,)(Mu - Tku)- = 0 in L*(C). 
(3.21) 
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Prooj Property (3.17) follows from (3.11) if one takes u’ = iv + u with 
a, E C?(Q). To prove (3.18), we substitute w + u for w in (3.1 I), with 
w E H’“‘;(Q), B, w = 0, Vk and use formulas (3.4) and (3.15) to get 
i%,,wBk~, Tk W>k - f, g, Tk W dz) > CF:; j&mu, Mu) - J,(T, 11’ + 
Tku, MU)) dZ. Since the mapping 
w E {w E H’“*;(Q); B, w = 0) 
m-1 
--t (Tow, T, w,..., T,,_, w) E fl Hm+k+1’2~~m+t++‘2)‘2m(Z) 
k=O 
is surjective ([ 13, Chap. 4, Sect. 10.2]), this inequality and (3.9) imply just 
the first part of (3.18); if one uses the same inequality as above together with 
(3.10), the second part of (3.18) follows easily. To prove (3.19), we 
substitute +w+u for w in (3.11), with wEH*“,‘(Q), B,w=T,w=O, Vk, 
w(x, T) = 0, and use formulas (3.4), (3.16) to get 
w E {w E H*“,‘(Q); B, w = Tk w = 0, Vk, w(x, T) = 0) --) w(x, 0) E H;(D) 
is surjective ([ 13, Chap. 4, Sect. 10.5]), the equality (3.19) is true. 
Finally, given (3.20), let us justify (3.21). When u E H’“*‘(Q), u(x, 0) 
from (3.16) is the usual value at t = 0 and as u. E L*(D), we can put in 
(3.11) U(X, 0) instead of uo. Since Mu E H Zm- 1/2,(2rn- 1/2v2m(q c 
Hm+kt”2~(m+k+1’2)‘2m(C), Vk, if we choose in (3.11) w E H’““(Q) with 
B, w = 0, Vk, such that Tk w = Mu for a single k (for the rest T, w = Tku), 
then by using formula (3.4) and integrating by parts with respect to t, we 
obtain 
1 
L 
(B,u-g,)(Mu-Tku)dZ>j (Mu-T,u)+dC. 
1 
From this and (3.18), we deduce (3.21). 
Remark 5. Properties (3.18) and (3.21) show that if u is a solution of 
(3.11) with (3.20), then vk = B,u are suboptimal controls in the sense of 
Lions [ 121 for the problem 
i 
m-1 
min 
V0,...,V,-I~L2(Z) 
‘? 1 Tku - Mu(vo,..., II,,-J dC 
,y k%. 
o<uk-gk<Gk 
with Au + u, =f, B,u = vk, k = 0 ,..., m - 1, u(x, 0) = uo. 
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Remark 6. QVI (3.11) is not with implicit obstacle as are the QVIs 
studied by Mignot and Puel [ 141 or Donati and Matzeu [7]; it has a 
different formulation than the parabolic QVI from [ 12, Chap. 31. 
4. A UNIQUENESS RESULT 
Let E be a real linear normed space and P a convex cone in E. We assume 
that for Vu,, u2 E E there is an element inf(u,,u,} = inf{u,, u,} E E such 
that 
u1 - influ,, z+} E P; u2 - inf{u,, u2} E P; 
inf{u,, uZ} = ui + inf{O, u2 - u,}. 
(4.1) 
If we denote u + = -inf{-u, 0}, u- = -inf(u, 0}, then u = u+ - u-. We shall 
also use the notation -inf{-u,, -u2} = sup{u,, u2}. 
THEOREM 3. Consider L a real linear functional on E, h a real function 
on E X E and a(., .) a bilinear form on E x E such that there exists c,, > 0 
with a(~, v) > c,, 11 u I\‘, Vu E E. If 
Pn(-P)= {O}; (4.2) 
a(v+,v-)=O, VvEE; (4.3) 
Vu,,u,EE, h(u,,inf{u,,u,})+h(u,,sup{u,,u,)) 
<Vu,, ~1) + Mu,, u,); (4.4) 
then the QVI 
u(u, w  - u) + L(u - w) + h(u, w) > h(u, u), VW E E (4.5) 
admits at most one solution u E E. 
Proof. Let u, , u, be two solutions of (4.5). We write (4.5) for u i and w  = 
u, + inf{O, u,, - ui} and we add the same (4.5) written for u2 and w  = u2 - 
inf{O, u2 - u,} = sup{u,, u,}; we find 
~(~,-~z,~~f~~,~z--u,~)+~(~,,inf(u,,u,})+h(u,,S~~(u,,~,}) 
> h(u,, ~1) + h(u,, ~2). 
Using (4.3) it follows that 
a((& - %I-, (u* - u,>-1 
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hence by (4.4) we have a((~* - u,)), (u2 - u,))) < 0. Thus, the coerciveness 
implies (u, -u,)- = 0 and by (4.1) one has u2 - U, E P; conversely, one 
may show that U, - u2 E P, so that (4.2) implies u2 = u,. 
Remark 7. The uniqueness of the solution u of (4.5) is inferred without 
assuming any direct compatibility between the order structure induced by P 
and the topological structure of E. 
Remark 8. Theorem 3 differs from the uniqueness results of [ 10, 171 
which rely on the monotony and concavity of a selection map. 
Let D c RN again be as in the previous sections as well as the spaces 
H;(D), H’(D) which are vector lattices for the natural order. For an element 
f of H’(D)*, the order dual of H’(D), with f =f, -f2, where & E H’(D)‘, 
(.A? W)H’(DW(D) / > 0, VW > 0 a.e. in D, let us denote by pf = pf, - pfi the 
restriction to HA(D). One can consider n@f) E H’(D)* the following 
extension of pf (see [9]): 
= sup @f,, w)w.Hb- sup @f*, W)W.Hfi 
tVEI&D) weH;(D) 
o<w<u+ o<w<u+ 
- ( sup @f,? wh,Iq - sup @f*z ~)H-~.H;)’ (4.6) 
wsH~D) b&f;(D) 
O<W<U- O<W$U- 
Remark 9. Since L*(D) is a Banach lattice, it is equal to (L*(D))+ - 
(L*(D))+ and thus contained in H’(D)*. If f E L*(D), one finds that pf = 
feL2(D)cIT1(D) and n(pf)=fEL*(D)cH’(D) (here and above H-’ 
is the dual of HA). 
Now we formulate the QVI 
look for u E H’(D) such that 
a(% W - U> + h(% W) - (d&f ), W - U)HI(D),,HI(D) 
> h(u, u>, VW E H’(D) 
with f E H’(D)*, n@f) given by (4.6) and 
(4.7) 
i 
N 
u(u, w) = L’ 
D i.71 
+ bj(X) uw,) dx + j a&> uw d*, (4.8) D 
h(u, w) = c j (M(y, u) - y. w) + dr, (4.9) 
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with c > 0; where yO: H’(D)-, H’/*(r) is the trace operator, and M is a 
mapping from H”*(T) into H”‘(r). 
COROLLARY 4. If in (4.8), aii E L”(D), aj, bjE L’(D), a,, E L”‘(D) 
with r > N > 2 or r > N = 2. If c,, c, are the positive constants such 
that IMI L2rlr-2(D) < cl II u IIH1(Dj, II Y,U lILIcrj G c2 II 24 IlHlcDj9 Vu E H’(D) and 
3a > 0, a,, > 0 so that 
5 a,(X) <itj > a ’ t;i’, V< E RN; 
i,j= 1 j?l 
so(x) 2 a0 > 0 for a.e. xED, 
mink9 a01 > ~1 fi e (IIajllucD, + IlbjllLrcD,>, ,T, 
then 
(i) assuming that M is continuous from H”*(P) with L*-topology to 
H”*(I) with L l-topology, the QVI (4.7) has at least one solution u such that 
II u IIHW G 
cc* + II n@f )IIHW 
min(a, a,} - C, ~4 Cy= I(llajlltr + II bjllLr) ’ 
(ii) Assuming that x,, x2 E r, you(x,) < you(x2) implies M(y,u)(x,) > 
M(y,u)(x,), the QVI (4.7) has at most one solution. 
Proof: (i) Clearly, a(., .) is a continuous form on H’(D) X H’(D), e.g., 
since (l/r) + f + (r - 2)/2r = 1 one has 
I jD aj(x> uxjw dx < Ilajll~r Iluxjl12~ II wIlLw(r-~) 
G CI Ilajll~~ II 24 IL1 II WIIHI. 
Conclusion (i) is a consequence of Theorem 1, with E = C = H’(D) endowed 
with the weak topology and g(u, v, w) = a(v, w - v) - (dpf), w - v). 
(ii) We must verify (4.4) and the uniqueness will follow by 
Theorem 3. If we prove that yo: H’(D) --t H”*(P) is a lattice homomorphism 
(H”‘(P) is a vector lattice under the usual a.e. order), then (4.4) becomes 
i 
r 
(Mv,+inf(v,,v,})+ dT+jr(Mv2+sup{v,,v2})t dP 
Q I (Mu, -v,)+ dT- I (Mu, - v2)+ dL’, 
VU, E H”*(T), 
r r 
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which can be verified elementarily taking into account the local monotony of 
M. Now, one can write 
hdW(o,~ w,l> = iWy,(o,~ hvnl. Vn (4.10) 
for v)~ E C?(D) +n UlY ‘Yn E cw) +n u2 in H’(D). Note that “inf’ is not 
continuous for the topologies of H’(D), H”‘(r), which are not Banach 
lattices; nevertheless, the sequence inf{p,, v/,} is bounded in H’(D) and thus 
it has a weakly convergent subsequence and we can pass to the limit in the 
first member of (4.10), weakly in H”‘(I), strongly in L’(T). For the 
corresponding subsequence in the second member, since y,,~,, and yOv,, 
converge in L2(T) and L’(T) is a Banach lattice, we have also the 
convergence in L’(T); hence y,,(inf(u,, u2}) = inf(y,u,, y0u2}, Vu, E H’(D). 
The proof for “sup” is the same. 
Remark 10. For fE H’(D)*, we still dispose of a Green’s formula 191: 
define A : Hi(D) + H-‘(D) by 
\dw E H;(D); (4.11) 
if ZJ E HI(D) is such that there is an fE H’(D)* with Au =pfE HA(D)*, 
then the trace y, u E H-1’2(r) is given by the formula 
VW E H’(D). 
Using this formula one can show that u is a solution of (4.7) if and only if 
Au =pf(A from (4.11)) and 
O,<Y,U<C in H-“‘(T), 
(YIUY mmlu) - W-h = 03 
Remark 11. For f E L2(D), a(u, w) = SD grad u grad w  dx, Mu = 
(l/mess r) jr u dT’, assuming that f > 0, the solution of (4.7) is constructed 
in [ 12, Chap. 31 by an iterative procedure; this solution (see also [3]) can be 
characterized as a fixed point of a certain real selection of a real variable, 
using the fact that Mu is constant on r. 
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