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a b s t r a c t
This work is concerned with the asymptotic behavior of global C1 solutions of the Goursat
problem for quasilinear hyperbolic systems.We prove that when t tends to the infinity, the
solutions approach a combination of C1 travelingwave solutions at algebraic rate (1+t)−µ,
provided that the boundary data decay at the rate (1 + t)−(1+µ), where µ is a positive
constant. Finally, we give an application to the equation for motion of an elastic string.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this article, we study the asymptotic behavior of the global classical solutions to Goursat problem of quasilinear
hyperbolic systems. Consider the following first order quasilinear hyperbolic systems
∂u
∂t
+ A(u) ∂u
∂x
= 0, (1.1)
where u = (u1, . . . , un)T is the unknown vector-valued function of (t, x), A(u) = (aij(u)) is an C2 n × n matrix. By
hyperbolicity, for any given u on the domain under consideration, A(u) has n real eigenvalues λ1(u), . . . , λn(u) and a
complete system of left (respectively right) eigenvectors l1(u), . . . , ln(u) (respectively r1(u), . . . , rn(u)). In this paper, we
assume the system is strictly hyperbolic on the domain under consideration. A(u) has n distinct real eigenvalues
λ1(u) < · · · < λn(u). (1.2)
For general situation, the same results can be obtained in a completely similar way. For i = 1, . . . , n, let li(u) = (li1(u), . . . ,
lin(u)) (ri(u) = (ri1(u), . . . , rin(u))T ) be a left (respectively right) eigenvector corresponding to λi(u), i.e.,
li(u)A(u) = λi(u)li(u) respectively, A(u)ri(u) = λi(u)ri(u). (1.3)
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We have
det |lij(u)| ≠ 0 equivalently, det |rij(u)| ≠ 0. (1.4)
Without loss of generality, we suppose that on the domain under consideration
li(u)rj(u) = δij (i, j = 1, . . . , n) (1.5)
and
rTi (u)ri(u) = 1 (i = 1, . . . , n), (1.6)
where δij stands for the Kronecker’s symbol.
Consider the Goursat problem for the strictly quasilinear hyperbolic system (1.1), in which the solutions to system (1.1)
is asked to satisfy the following characteristic boundary conditions:
x = x1(t) : u = φ(t) (1.7)
and
x = xn(t) : u = ψ(t); (1.8)
where x = x1(t) and x = xn(t) are the leftmost and the rightmost characteristics passing through the origin (t, x) = (0, 0),
respectively, such that
dx1(t)
dt
= λ1(φ(t))
x1(0) = 0
(1.9)
and 
dxn(t)
dt
= λn(ψ(t))
xn(0) = 0
(1.10)
moreover,
l1(φ(t))φ′(t) ≡ 0 (1.11)
and
ln(ψ(t))ψ ′(t) ≡ 0 (1.12)
where φ(t) = (φ1(t), . . . , φn(t))T and ψ(t) = (ψ1(t), . . . , ψn(t))T are any given C1 vector functions satisfying the
conditions of C1 compatibility at the origin (0, 0):
φ(0) = ψ(0) (1.13)
and
λn(φ(0))φ′(0)− λ1(ψ(0))ψ ′(0)+ A(φ(0))(ψ ′(0)− φ′(0)) = 0. (1.14)
On the domain
D = {(t, x)| t ≥ 0, x1(t) ≤ x ≤ xn(t)}. (1.15)
Suppose that the boundary data φ(t), ψ(t) satisfy the following decay property: there exists a constant µ > 0 such that
θ = sup
t≥0

(1+ t)1+µ(|φ(t)| + |ψ(t)| + |φ′(t)| + |ψ ′(t)|) < +∞. (1.16)
We can get the following theorem in [1]:
Theorem 1.1 (Global Existence). Under the hypotheses mentioned above, suppose furthermore that the system (1.1) is weakly
linearly degenerate. Then there exists a small constant θ0 > 0 so that for any given θ ∈ [0, θ0], the Goursat problem (1.1) and
(1.7)–(1.8) admits a unique global C1 solution u = u(t, x) on the domain D. In particular, in normalized coordinates (see the
definition in Section 2), we have the following pointwise estimates
|ui(t, x)| ≤ kθ(1+ |x− λi(0)t|)−(1+µ) (i = 1, . . . , n) (1.17)
and
|wi(t, x)| ≤ kθ(1+ |x− λi(0)t|)−(1+µ) (i = 1, . . . , n), (1.18)
where
wi = li(u)ux (i = 1, . . . , n). (1.19)
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Our goal in this article is to describe the exact time asymptotic behavior of the classical solution to the Goursat problem
(1.1)–(1.16). Based on the result of Theorem 1.1, we can get the following theorem:
Theorem 1.2 (Asymptotic Behavior). Under the assumptions of Theorem 1.1 and x′′1(t) ≤ 0, x′′n(t) ≥ 0, φ(0) = ψ(0) = 0,
there exists a unique C1 vector-valued functionΦ(x) = (Φ1(x), . . . ,Φn(x))T such that in the normalized coordinatesu(t, x)− n
i=1
Φi(x− λi(0)t)ei
 ≤ Cθ2(1+ t)−µ (1.20)
where C stands for a positive constant independent of (t, x) and θ .
Notice that eachΦi(x)ei is a solution to the system (1.1).
Remark 1. If the system (1.1) is non-strictly hyperbolic but each characteristic has a constant multiplicity, then a similar
result holds.
Remark 2. Consider the similar Goursat problem of the following generalized quasilinear hyperbolic system with weakly
linearly degenerate characteristic fields
∂u
∂t
+ A(u) ∂u
∂x
= B(u).
Suppose furthermore that the source term B(u) satisfies the following match conditions [2,3]:
B(0) = 0, and ∇B(0) = 0. (1.21)
We can get the same conclusions as Theorems 1.1 and 1.2.
Remark 3. The conditions x′′1(t) ≤ 0, x′′2(t) ≥ 0 and φ(0) = ψ(0) = 0 guarantee that any straight ray with slope λi(0),
(i = 1, . . . , n) intersects the boundary only once. Thus, we can get some estimates along the ray from the intersection point
to∞. Moreover, Theorem 1.2 implies that the solution of the generalized Goursat problem approaches a combination of
traveling waves.
Remark 4. An important application is to the equation of the minimal surface in Minkowski space. In general, a time-like
surface in (t, x, y)-Minkowski space can be expressed as y = φ(t, x). Its area is  1+ φ2x − φ2t dxdt . The equation of the
extremal surface follows directly from the variational equation
φt
1+ φ2x − φ2t

t
+

φx
1+ φ2x − φ2t

x
= 0.
Let u = φt , v = φx, we can get the system of timelike extremal surface in Minkowski space R1+(1+1) [4,5]ut − vx = 0vt − 2(u · v)1+ u2 vx − 1− v21+ u2 ux = 0. (1.22)
It is easy to get that system (1.22) is strictly hyperbolic, linearly degenerate and has two real eigenvalues
λ± = −uv ±
√
1+ u2 − v2
1+ u2 . (1.23)
Introducing the Riemann invariants r and s as follows
r = v + λ+u
s = v + λ−u. (1.24)
Then, r and s satisfy the following system
rt + λ−rx = 0
st + λ+sx = 0. (1.25)
Consider the Goursat problem for system (1.25) with the following characteristic boundary conditions:
x = x1(t) : s = s0(t), x = x2(t) : r = r0(t) (1.26)
where x = x1(t) and x = x2(t) are the backward and forward characteristics passing through the origin. Therefore
Theorems 1.1 and 1.2 can be applied.
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For the Cauchy problem or initial-boundary value problem of quasilinear hyperbolic system (1.1), under the assumptions
that the system is linearly degenerate or weakly linearly degenerate, the global existence and asymptotic behavior of
classical solutions has been obtained for small initial data with some decaying rate, see [6–9,2,10–15] and references cited
therein.
2. Preliminaries
Firstly, for completeness we give the definitions of weakly linearly degenerate and normalized coordinates.
Definition 2.1. The i-th characteristic λi(u) is weakly linearly degenerate, if, along the i-th characteristic trajectory u =
u(i)(s) passing through u = 0, defined bydu
ds
= ri(u)
s = 0 : u = 0
we have
∇λi(u) · ri(u) ≡ 0, ∀|u| small,
namely,
λi(u(i)(s)) ≡ λi(0), ∀ s small.
If all characteristics are weakly linearly degenerate, then the system (1.1) is called to be weakly linearly degenerate.
Definition 2.2. Suppose that A(u) ∈ Ck, where k ≥ 1 is an integer. Then there exists an invertible C (k+1) transformation
u = u(u˜)(u(0) = 0) such that in u˜-space, for each i = 1, . . . , n, the i-th characteristic trajectory passing through u˜ = 0
coincides with the u˜i-axis at least for u˜i small, namely,
r˜i(u˜iei) ≡ ei, ∀ u˜i small, i = 1, . . . , n.
Such a transformation is called the normalized transformation and the corresponding unknown variables u˜ = (u˜1, . . . , u˜n)T
are called the normalized variables or normalized coordinates. Definitions 2.1 and 2.2 can be found in [9,10] or [12].
Similar to obtain the global existence of classical solutions on the domain under consideration, in the following we give
some key preliminaries about wave decompositions.
Let
vi = li(u)u (i = 1, . . . , n), (2.1)
wi = li(u)ux (i = 1, . . . , n). (2.2)
By (1.5), we can get
u =
n
i=1
vkrk(u), (2.3)
ux =
n
i=1
wkrk(u). (2.4)
Let
d
dit
= ∂
∂t
+ λi(u) ∂
∂x
(2.5)
be the directional derivative along the ith characteristic. We have
dvi
dit
=
n
j,k=1
βijk(u)vjwk, (i = 1, . . . , n) (2.6)
where
βijk(u) = (λk(u)− λi(u))li(u)∇rj(u)rk(u). (2.7)
Hence, we have
βiji(u) ≡ 0, ∀ i, j. (2.8)
Moreover, in the normalized coordinates, it always holds that
βijj(ujej) ≡ 0, ∀ |uj| small, ∀ j. (2.9)
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Furthermore
dwi
dit
=
n
j,k=1
γijk(u)wjwk, (i = 1, . . . , n) (2.10)
where
γijk(u) = (λj(u)− λk(u))li(u)∇rk(u)−∇λk(u)rj(u)δik. (2.11)
Hence, we can get
γijj(u) ≡ 0, ∀ j ≠ i, (i, j = 1, . . . , n) (2.12)
and
γiii(u) = −∇λi(u)ri(u) (i = 1, . . . , n). (2.13)
When λi(u) is weakly linearly degenerate, in the normalized coordinates
γiii(uiei) ≡ 0, ∀|ui| small. (2.14)
3. Asymptotic behavior of global classical solutions
This section is devoted to get the asymptotic behavior of global classical solutions of the Goursat problem and gives the
proof of Theorem 1.1. Without loss of generality, we suppose that
λ1(0) < · · · < λs(0) < 0 < λs+1(0) < · · · < λn(0). (3.1)
Let
D
Dit
= ∂
∂t
+ λi(0) ∂
∂x
. (3.2)
Thus, using (1.1) and (2.13), we can get
Du
Dit
= −A(u) ∂u
∂x
+ λi(0) ∂u
∂x
=

j≠i

λi(0)− λj(u)

wjrj(u)+

λi(0)− λi(u)

wiri(u).
Particularly, noting (2.3) and (2.7) we get
Dui
Dit
=

j≠i

λi(0)− λj(u)

wjrj(u) · ei +

λi(0)− λi(u)

wjrj(u) · ei
=

j≠i
(λi(0)− λj(u))wjrj(u) · ei + (λi(uiei)− λi(u))wiri(u) · ei.
By Hadamard’s formula, we can get
Dui
Dit
=

j≠i
Γij(u)wj +

k≠i
Hik(u)ukwi (3.3)
where
Γij(u) = (λi(0)− λj(u))rj(u) · ei
Hik(u) =
 1
0
∂λi
∂uj
(τu1, . . . , τui−1, ui, τui+1, . . . , τun)dτ · ei. (3.4)
From any fixed point P(t, x), we draw a straight ray with slope λi(0) intersecting the boundary on the point A(x−1r (α), α),
where r = 1 or n. Thus, noting (3.3)
ui(t, x) = ui(t, α + λi(0)(t − x−1r (α)))
= ui(x−1r (α), α)+
 t
x−1r (α)

j≠i
Γij(u)wj +

k≠i
Hik(u)ukwidτ .
Noting (1.19) and (1.20), we have
j≠k
 t
x−1r (α)

j≠i
Γij(u)wj +

k≠i
Hik(u)ukwi

(τ , λi(0)(τ − x−1r (α)))dτ

≤ Cθ2
 t
x−1r (α)
1
(1+ s)1+µ ds. (3.5)
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This implies that the integral
j≠k
 t
x−1r (α)

j≠i
Γij(u)wj +

k≠i
Hik(u)ukwi

(τ , λi(0)(τ − x−1r (α)))dτ
converges uniformly for α ∈ R. On the other hand, noting that all functions in the right-hand side in Eq. (3.4) are continuous
with respect to α, we observe that there exists a uniqueΦ(α) ∈ C0 such that
ui(t, x)→ Φi(α) as t →∞. (3.6)
Moreover, we can get
|ui(t, x)− Φi(α)| ≤

j≠k
 ∞
t

j≠i
Γij(u)wj +

k≠i
Hik(u)ukwi

(τ , λi(0)(τ − x−1r (α)))dτ
≤ Cθ2
 ∞
t
(1+ τ)−(1+µ)dτ ≤ Cθ2(1+ t)−µ.
Next, we will proveΦ(α) ∈ C1(R). Noting thatΦ(α) ∈ C0(R), we only need to show that dΦ(α)dα ∈ C0(R).
From any fixed point P(t, x) = (t, α + λi(0)(t − x−11 (α))), we draw a i-characteristic Ci intersecting the boundary at
B(x−1r (θi(t, α)), θi(t, α)), such that
α + λi(0)(t − x−1r (α)) = θi(t, α)+
 t
x−1r (θi(t,α))
λi(u(τ , xi(τ , θi(t, α))))dτ . (3.7)
Therefore
θi(t, α)− λi(0)(x−1r (θi(t, α))) = α +
 t
x−1r (θi(t,α))
(λi(0)− λi(u(τ , xi(τ , θi(t, α)))))dτ − x−1r (α). (3.8)
Then, we can get the following lemma.
Lemma 3.1. Under the assumptions of Theorem 1.1, for the θi(t, α) defined above, there exists a unique ϑi(α), such that
lim
t→+∞ θi(t, α) = ϑi(α). (3.9)
Proof. In the normalized coordinates and using Hardarmad’s formula, we can rewrite (3.8) as follows
θi(t, α) = α +
 t
x−1r (θi(t,α))
Λijuj(τ , xi(τ , θi(t, α)))dτ + λi(0)(x−1r (θi(t, α))− x−r1 (α)) (3.10)
where
Λij = −
 1
0
∂λi(su1, . . . , sui−1, ui, sui+1, . . . , sun)
∂uj
ds
are C1 functions. Therefore
θi(t, α)− λi(0)x−1r (θi(t, α)) = α +
 t
x−1r (θi(t,α))
Λijuj(τ , xi(τ , θi(t, α)))dτ − λi(0)x−r1 (α). (3.11)
Then, we know that when t tends to+∞, the right hand of (3.16) convergence absolutely. For any given α, the right hand
of (3.16) convergence to some function with respect to α. That implies that there exists a unique function ϑ(α), such that
lim
t→+∞ θi(t, α) = ϑi(α).  (3.12)
Lemma 3.2. Under the assumptions of Theorem 1.1, for any given point (x−r1 (α), α) on the boundary, there exists a unique
function Ψi(ϑ(α)) ∈ C0, such that
lim
t→∞wi(t, α + λi(0)(t − x
−1
r (α))) = Ψi(ϑi(α)) (3.13)
uniformly for any α ∈ R.
Proof. Noting
wi(t, α + λi(0)(t − x−1r (α))) = wi(t, xi(t, θi(t, α))). (3.14)
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In the following, we prove that there exists a unique Ψi(ϑ(α)) ∈ C0, such that
lim
t→∞wi(t, xi(t, θi(t, α))) = Ψi(ϑi(α)). (3.15)
Noting (2.12)–(2.14), integrating (2.10) along the i-th characteristic Ci gives
wi(t, xi(t, α)) = wi(x−1r (θi(t, α)), θi(t, α))+
 t
x−1r (θi(t,α))
n
j,k=1
γijk(u)wjwk(τ , xi(τ , θi(t, α)))dτ
= wi(x1(θi(t, α)), θi(t, α))+
 t
x−1r (θi(t,α))
n
j≠i,k≠i
γijk(u)wjwk(τ , xi(τ , θi(t, α)))dτ
+
 t
x−1r (θi(t,α))
(γiii(u)− γiii(uiei))w2i (τ , xi(τ , θi(t, α)))dτ
= wi(x1(θi(t, α)), θi(t, α))+
 t
x−1r (θi(t,α))
n
j≠i,k≠i
γijk(u)wjwk(τ , xi(τ , θi(t, α)))dτ
+
 t
x−1r (θi(t,α))
n
j=1
Λij(u)ujw2i (τ , xi(τ , θi(t, α)))dτ .
Using the conclusion of Theorem 1.1,
 t
x−1r (θi(t,α))
n
j≠i,k≠i
γijk(u)wjwk(τ , xi(τ , θi(t, α)))dτ +
 t
x−1r (θi(t,α))
n
j=1
Λij(u)ujw2i (τ , xi(τ , θi(t, α)))dτ

≤ Cθ2
 t
x−1r (θi(t,α))
1
(1+ s)1+µ ds.
Then, as t tends to∞, the integrals in the right hand side of (3.16) converge, i.e. there exists a unique functionΨi(ϑi(α)),
such that
lim
t→∞wi(t, xi(t, α)) = Ψi(ϑi(α)). 
Lemma 3.3.
dΦi(α)
dα
=

1− λi(0)
λ1(x−11 (α), α, u˜)

Ψi(ϑi(α)) (3.16)
dΦi(α)
dα
=

1− λi(0)
λn(x−1n (α), α, u¯)

Ψi(ϑi(α)). (3.17)
Proof. For any fixed α ∈ R, we calculate
dΦi(α)
dα
= lim
1α→0
Φi(α +1α)− Φi(α)
1α
= lim
1α→0 limt→+∞
ui(t, α +1α + λi(0)(t − x−1r (α +1α)))− ui(t, α + λi(0)(t − x−1r (α)))
1α
= lim
t→+∞ lim1α→0
ui(t, α +1α + λi(0)(t − x−1r (α +1α)))− ui(t, α + λi(0)(t − x−1r (α)))
1α
= lim
t→+∞ lim1α→0

ui(t, α + λi(0)(t − x−1r (α))+1α − λi(0) x
−1
r (α+1α)−x−1r (α)
1α
·1α)
1α
− ui(t, α + λi(0)(t − x
−1
r (α)))
1α

.
Thus, when i = 1, . . . , s, i.e. r = 1, we can get
dΦi(α)
dα
=

1− λi(0)
λ1(x−11 (α), α)

lim
t→+∞ ux(t, α + λi(0)(t − x
−1
1 (α)))ei
=

1− λi(0)
λ1(x−11 (α), α)

lim
t→+∞
n
j=1
wjrj(u(t, α + λi(0)(t − x−11 (α))))ei
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=

1− λi(0)
λ1(x−11 (α), α)

lim
t→+∞

j≠i
wj(rj(u)− rj(ujej))ei + wi

t, α + λi(0)(t − x−11 (α))

=

1− λi(0)
λ1(x−11 (α), α)

lim
t→+∞
 
j≠i,j≠k
wjRijk(u)uk + wi

t, α + λi(0)(t − x−11 (α))

.
Using the conclusions of Theorem 1.1, we can get
uk(t, α + λi(0)(t − x−11 (α)))→ 0, as t →+∞ (3.18)
and
wj(t, α + λi(0)(t − x−11 (α)))→ 0, as t →+∞. (3.19)
Thus
dΦi(α)
dα
=

1− λi(0)
λ1(x−11 (α), α)

lim
t→+∞wi(t, α + λi(0)(t − x
−1
1 (α)))
=

1− λi(0)
λ1(x−11 (α), α)

Ψi(ϑi(α)).
Using a similar procedure, when α > 0, i.e. i = s+ 1, . . . , n and r = n, we can get
dΦi(α)
dα
=

1− λi(0)
λn(x−1n (α), α)

Ψi(ϑi(α)).  (3.20)
Proof of Theorem 1.2. Noting the above lemmas, we get the conclusion of Theorem 1.2. 
4. Example
We consider the following system of motion of an elastic string
ut − vx = 0
vt −

T (r)
r
u

x
= 0 (4.1)
where u = (u1, u2)T , v = (v1, v2)T , r = |u|, T (r) is a given smooth function of the stretch r(> 1) satisfying
T ′(r0) >
T (r0)
r0
> 0. (4.2)
We suppose T ′′(r) ≡ 0, without loss of generality, T (r) = r − 1. It is easy to get that system (4.1) is strictly hyperbolic,
linearly degenerate and has for real eigenvalues
λ1 = −1, λ2 = −

r − 1
r
, λ3 =

r − 1
r
, λ4 = 1. (4.3)
Consider the Goursat problem for system (4.1) with following characteristic boundary conditions:
x = −t : u = U0 + u1(t), v = v1(t) x = t : u = U0 + u2(t), v = v2(t). (4.4)
Then, the above system satisfies the assumptions of Theorem 1.2. More precisely, we can get the following theorem:
Theorem 4.1. Under the above assumptions, there exists a unique piecewise C1 vector-valued function Φ(x) = (Φ1(x), . . . ,
Φn(x))T such that in the normalized coordinatesu(t, x)− n
i=1
Φi(x− λi(0)t)ei
 ≤ Cθ2(1+ t)−µ (4.5)
where C stands for a positive constant independent of (t, x) and θ .
208 J. Liu, K. Pan / J. Math. Anal. Appl. 392 (2012) 200–208
Acknowledgments
Wewould like to thank Professor Zhou Yi for his guidance and encouragements and Professor Li Ta-tsien for their helpful
suggestions and comments.
References
[1] C.M. Liu, J.L. Liu, Global classical solutions to the Goursat problem for first-order quasilinear hyperbolic systems (submitted for publication).
[2] D.X. Kong, T. Yang, Asymptotic behavior of global classical solutions of quasilinear hyperbolic systems, Comm. Partial Differential Equations 28 (2003)
1203–1220.
[3] T.T. Li, Y. Zhou, D.X. Kong, Global classical solutions for general quasilinear hyperbolic systems with decay initial data, Nonlinear Anal. 28 (1997)
1299–1322.
[4] D.X. Kong, Q.Y. Sun, Y. Zhou, The equation of timelike extremal surface in Minkowski space R2+n , J. Math. Phys. 47 (2006) 013503.
[5] J.L. Liu, Y. Zhou, Initial-boundary value problem of the timelike extremal surface in Minkowski space, J. Math. Phys. 49 (2008) 043507.
[6] A. Bressan, Contractive metrics for nonlinear hyperbolic system, Indiana Univ. Math. J. 37 (1988) 409–420.
[7] W.R. Dai, D.X. Kong, Global existence and asymptotic behavior of classical solutions of quasilinear hyperbolic systems with linearly degenerate
characteristic fields, J. Differential Equations 235 (2007) 127–165.
[8] Y.Z. Duan, K.C. Xu, Long time behavior of classical solutions to the generalized Goursat problem of quasilinear hyperbolic systems, Nonlinear Anal. 72
(2010) 209–230.
[9] D.X. Kong, Cauchy Problem for Quasilinear Hyperbolic Systems, in: MSJ Mem., vol. 6, Mathematical Society of Japan, Tokyo, 2000.
[10] T.T. Li, Global Classical Solutions for Quasilinear Hyperbolic Systems, in: Research in Appl. Math., vol. 32, Wiley, Masson, New York, 1994.
[11] T.T. Li, L.B. Wang, Global Propagation of Regular Nonlinear Hyperbolic Waves, in: Progress in Nonlinear Differential Equations and their Applications,
vol. 76, Birkhäuser, 2009.
[12] T.T. Li, Y. Zhou, D.X. Kong, Weak linear degeneracy and global classical solutions for general quasilinear hyperbolic systems, Comm. Pure Appl. Math.
19 (1994) 1263–1317.
[13] J.G. Zhang, Asymptotic behavior of global classical solutions to a kind of mixed initial-boundary value problem for quasilinear hyperbolic systems,
J. Partial Differ. Equ. 20 (2) (2007) 114–130.
[14] Y. Zhou, Global classical solutions to quasilinear hyperbolic systems with weak linear degeneracy, Chin. Ann. Math. Ser. B 25 (2004) 37–56.
[15] Y. Zhou, Pointwise decay estimate for the global classical solutions to quasilinear hyperbolic systems, Math. Methods Appl. Sci. 32 (2009) 1669–1680.
