Abstract-This paper presents a supervised deep hashing approach that constructs binary hash codes from labeled data for large-scale image search. We assume that semantic labels are governed by a set of latent attributes in which each attribute can be on or off, and classification relies on these attributes. Based on this assumption, our approach, dubbed supervised semanticspreserving deep hashing (SSDH), constructs hash functions as a latent layer in a deep network in which binary codes are learned by the optimization of an objective function defined over classification error and other desirable properties of hash codes. With this design, SSDH has a nice property that classification and retrieval are unified in a single learning model, and the learned binary codes not only preserve the semantic similarity between images but also are efficient for image search. Moreover, SSDH performs joint learning of image representations, hash codes, and classification in a pointwised manner and thus is naturally scalable to large-scale datasets. SSDH is simple and can be easily realized by a slight modification of an existing deep architecture for classification; yet it is effective and outperforms other unsupervised and supervised hashing approaches on several benchmarks and one large dataset comprising more than 1 million images.
hashing in which the supervised information (e.g., similarity between image pairs, or labels) is exploited during hash function learning can learn binary codes that better capture the semantic structure between image data. Although the supervised hashing approaches yield promising performance, many employ pairs or triplets of the training samples in the training phase and need a long computational time and a high storage cost for training, making them impractical for huge collections of images.
In this paper, by taking advantage of deep learning, we propose the supervised semantics-preserving deep hashing (SSDH) for learning binary codes from labeled training images. The idea behind SSDH is that image labels can be implicitly represented by a set of latent attributes (i.e., binary codes) and the classification is dependent on these attributes. On the basis of this idea, we construct the hash functions as a latent layer between image representations and classification outputs in a convolutional neural network (CNN), and the binary codes can be learned by the minimization of an objective function defined over classification error. This design yields a simple and effective deep network that unifies classification and retrieval in a single learning process and also encourages semantically similar images to have similar binary codes. Moreover, to make the hash codes more compact, we impose additional constraints on the learning objective to make each hash bit carry as much information as possible. The overview of SSDH is illustrated in Figure 1 . Experimental results on several benchmarks show that our SSDH provides superior performance over other hashing approaches. We also evaluate SSDH on a large dataset containing more than 1 million images to demonstrate its scalability.
To sum up, the main contributions of this paper include:
• Unifying retrieval and classification: We propose a supervised hashing approach, SSDH, that takes advantage of deep learning, unifies classification and retrieval in a single learning model, and jointly learns representations, hash functions, and a linear classifier from image data.
• Scalable hash: Our SSDH performs learning in a pointwised manner, and thereby requires neither pairs nor triplets of image inputs. This characteristic makes it easily scalable to large-scale image retrieval.
• Lightweight hash: SSDH leverages the effective deep architecture for classification and can be easily realized by a slight modification of an existing deep classification network.
• Large-scale data validation: We conduct extensive exper- 1. An overview of our proposed supervised semantic-preserving deep hashing (SSDH). We construct the hash functions as a latent layer with K units between the image representation layer and classification outputs in a convolutional neural network (CNN) originally comprising 5 convolutional layers, 2 fully connected layers, and an output layer. SSDH takes inputs from images of a size of 256 × 256 pixels and learns image representations, binary codes, and classification through the optimization of an objective function that combines a classification loss with desirable properties of hash codes. The learned codes preserve the semantic similarity between images and are compact for image search.
iments on several benchmarks and one large collection of more than 1 million images and show that SSDH produces promising results. Preliminary results of this work have been published in [8] , [9] , and the contributions are presented here as a whole. The extensions in this work include the following: (1) A new objective is introduced that incorporates additional constraints to enable learning approximately 0-1 valued, compact and balanced codes; (2) more in-depth experiments have been done to evaluate the performance on various datasets with comparisons to state-of-the-art methods, including experiments on a large-scale dataset that are difficult to handle by many non-scalable methods; and (3) more rationals/analyses and discussions have been added for the architecture design and experimental results, respectively.
II. BACKGROUND
Learning-based hashing algorithms construct hash codes by leveraging the training data and are expected to overcome the limitations of data-independent methods such as methods [5] - [7] , [10] in the LSH family. The learning-based approaches can be grouped into three categories according to the degree of supervised information of labeled data used: unsupervised, semi-supervised, and supervised methods. Unsupervised algorithms [1] , [3] , [11] , [12] use unlabeld data for code construction and try to preserve the similarity between data examples in the original space (e.g., the Euclidean space). Representative methods in this category include spectral hashing (SH) [12] , kernelized locality-sensitive hashing (KLSH) [3] , and iterative quantization (ITQ) [1] .
Semi-supervised algorithms [13] - [15] use information from both the labeled samples and the unlabeled ones for learning hash functions. For example, the semi-supervised hashing (SSH) [14] minimizes the empirical error on the pairwise labeled data (e.g., similar and dissimilar data pairs) and maximizes the variance of hash codes over the labeled and unlabled data. The semi-supervised tag hashing (SSTH) [15] models the correlation between the hash codes and the class labels in a supervised manner and preserves the similarity between image examples in an unsupervised manner.
Supervised hashing approaches [16] - [24] aim to fully take advantage of the supervised information of labeled data for learning more efficient binary representations so as to attain higher search accuracy than the unsupervised and the semisupervised approaches. Utilizing pairwise relations between data samples, binary reconstructive embedding (BRE) [16] minimizes the squared error between the original Euclidean distances and the Hamming distances of binary codes. Minimal loss hashing (MLH) [20] minimizes the empirical loss for code construction. Ranking-based methods [21] , [24] that leverage the ranking information from a set of triplets have also been proposed. Methods that rely on pairs or triplets of image samples for training generally need a high storage cost and are infeasible for large datasets. Learning binary codes in a pointwised manner would be a better alternative for the scalability of hash. Pointwise methods use the provided label information to guide the learning of hash functions. Boosted similarity sensitive coding (BCCS) [25] is one such method that learns a weighted Hamming embedding by exploiting the labels in a boosting algorithm (AdaBoost). We have been inspired to model the relationship between the semantic labels and the binary codes in the hash function learning, under the assumption that the semantic labels are represented by binary concepts. In parallel with our development, the supervised discrete hashing (SDH) [23] formulates the learning of hash codes in terms of classification in order to learn binary codes optimal for classification. While SDH and ours share similar spirits on designing hash codes, SDH decomposes the hashing learning into sub-problems and needs a carefully chosen loss function for classification to make the entire optimization efficient and scalable. Our formulation on the deep networks simplifies the optimization process and is naturally scalable to large-scale datasets.
In the learning-based hashing approaches, methods based on deep networks [26] - [32] form a special group so we discuss them separately here. One of the earliest efforts to apply deep networks in hashing is semantic hashing (SH) [30] . It constructs hash codes from raw images via a network with stacked Restricted Boltzmann Machines (RBMs). The learned binary codes are treated as memory addresses, and thus finding similar items to the query can be done by simply accessing to memory addresses that are within a Hamming ball around the query vector. Deep networks are also used in deep hashing (DH) and supervised DH (SDH) [28] for learning compact binary ocdes through seeking multiple non-linear projections to map samples into binary codes, together with optimizing several criteria of binary codes. Recently, hashing methods based on CNNs have also been proposed. CNNH and CNNH+ [31] employ a two-stage learning approach that first decomposes a pairwise similarity matrix into approximate hash codes and then trains a CNN for learning the hash functions. The method in [27] and deep semantic ranking based hashing (DSRH) [32] adopt a ranking loss defined on a set of triplets for code construction. Although these deep learning-based hashing approaches have produced promising results, some need to perform a matrix factorization prior to the hash function learning (e.g., CNNH and CNNH+ [31] ) and some need to take inputs in the form of image pairs (e.g., SDH [28] ) or image triples (e.g., [27] and DSRH [32] ), which make them less favorable in the case when the data size is large.
III. LEARNING HASH CODES VIA DEEP NETWORKS
be their associated label vectors, where M denotes the total number of class labels. An entry of y n is 1 if an image I n belongs to the corresponding class and 0 otherwise. Our goal is to learn a mapping F : I → {0, 1} K×N , which maps images to their k-bit binary codes B = {b n } ∈ {0, 1} K×N while preserving the semantic similarity between image data. Specifically, we aim to design a supervised hashing algorithm that exploits the semantic labels to automatically create binary codes of the following properties:
• The codes respect the semantic similarity between image labels. Images that share common class labels are mapped to same (or similar) binary codes.
• The codes are evenly distributed and discriminative. Each binary bit carries as much information as possible.
A. Deep Hashing Functions
We take advantage of recent advances in deep learning and construct the hash functions on a CNN that is capable of learning semantic representations from images. Studies have shown that the learned deep features capture rich image representations and provide better performance than the handcrafted features on image classification [33] , object detection [34] , [35] , semantic segmentation [34] , [36] and image retrieval [31] , [32] .
Our network is based on the deep model of AlexNet [37] , which has 5 convolutional layers (F 1−5 ) with max-pooling operations, followed by 2 fully connected layers (F 6−7 ) and an output layer. The hidden layers (F 1−7 ) in AlexNet are composed of the rectified linear units (ReLUs) because the ReLUs lead to faster training than other non-linearities such as the hyperbolic tangent and logistic sigmoid [38] . The output units are with the softmax functions and the network is trained to maximize the multinomial logistic regression objective function for multi-class classification. To incorporate the deep representations into the hash function learning, we add a latent layer H with K units to the top of layer F 7 , as illustrated in Figure 1 . This latent layer is fully connected to F 7 and uses the sigmoid units so that the activations are bounded between 0 and 1.
Let W H ∈ R d×K denote the weights (i.e. the projection matrix) in the latent layer. For a given image I n with the feature vector a 7 n ∈ R d in layer F 7 , the activations of the units in H can be computed as a
, where e H is the bias term and σ(·) the logistic sigmoid function, defined by σ(z) = 1/(1 + exp(−z)), with z a real value. The binary encoding function is given by
where sign(v) = 1 if v > 0 and 0 otherwise, and sign(·) performs element-wise operations for a matrix or a vector.
B. Label Consistent Binary Codes
Image labels not only provide knowledge in classifying images but also are useful supervised information for learning hash functions. We propose to model the relationship between the labels and the binary codes in order to construct semanticspreserving binary codes. We assume that the semantic labels can be derived from a set of K latent concepts (or latent attributes) with each attribute being on or off. When an input image is associated with binary-valued outputs (in {0, 1} K ), the classification is dependent on these hidden attributes. This implies that through an optimization of a loss function defined on the classification error, we can ensure that semantically similar images are mapped to similar binary codes.
Consider a matrix W C ∈ R K×M that performs a linear mapping of the binary hidden attributes to the class labels. Incorporating such a matrix into our the network amounts to adding a classification layer to the top of the latent layer (see Figure 1 where the black dashed lines denote W C ). Let y n denote the prediction of our network (the black nodes in Figure 1 ) for an image I n . In terms of the classification formulation, one can choose to optimize the following objective function:
where L(·) is a loss function that minimizes classification error and will be detailed below, W denotes the weights of the network, and λ governs the relative importance of the regularization term.
C. Efficient Binary Codes
In addition to similarity preserving, the binary codes should be compact and discriminative, which requires that each bit fires 50% of the time [12] . This can be achieved by minimizing
, which in some sense is equivalent to maximizing the entropy of a binary vector. However, optimizing this criterion alone may lead to extreme cases where the activation of every node in the latent layer is around 0.5. We thus enforce another criterion that encourages the activation of each node in H to be close to 0 or 1 as much as possible. Hence, to make the binary codes efficient, we aim to optimize the following objective:
where the first term maximizes the difference between the activation of a unit and the optimal mean, encouraging the activations of the units in H to be close to either 0 or 1, and the second minimizes the difference between the mean activation of a H n and the optimal mean, ensuring that the output of each node has a 50% chance of being 0 or 1.
On the network design, we add a unit (the green node in Figure 1 ) that performs an average pooling operation (the green dashed lines) over the nodes in the latent layer to obtain the mean activation for the optimization of the second term in Equation (3) . The weights associated with the connections to this unit are fixed to 1/K. The first term in Equation (3) imposes constraints directly on the units in the latent layer. No modification to the network is needed. However, for the clarity of presentation, we draw additional red nodes in Figure 1 to indicate this constraint.
D. Overall Objective
The entire objective function aiming for constructing similarity preserving (Equation (2)) and efficient (Equation (3)) binary codes is given as:
where α, β, and γ are parameters that control the weighting of each term, which are set to 1 in our experiments. We implement our approach by using the open source CAFFE [39] package. As our network is adopted from AlexNet [37] that has been trained on the 1.2 million ILSVRC subset of the ImageNet for the 1000-class recognition task, the initial weights in layers F 1−7 of our network are set as the pre-trained ones and the remaining weights are randomly initialized. Stochastic gradient descent (SGD), in conjunction with backpropagation, is applied to network training, with a mini-batch size of 32 images for minimizing the overall objective defined in Equation (4) . We also employ dropout in which the activations of the hidden units are set to zero with a probability of 0.5 during training in order to avoid over-fitting. Our model is a lightweight modification of AlexNet and thus is easy to implement. The codes are publicly available 
IV. EXPERIMENTS
We conduct experiments on three benchmarks and one large dataset embracing more than 1 million images. The images in three benchmarks are in a wide spectrum of image types including tiny objects of CIFAR-10, handwritten digits of MNIST, and scene images of SUN397. The large dataset, Yahoo-1M, comprises product images with heterogeneous types and is used to demonstrate that our SSDH is easily scaled up to large-scale image data.
In the following, we first introduce the evaluation protocols, and then describe the datasets. Finally, experimental results and extensive evaluation are presented.
A. Evaluation Protocols
We use three evaluation metrics widely used in the literature for the performance comparison. These metrics measure the performance of hashing algorithms from different aspects.
• Mean average precision (mAP) at k samples: We rank all the images according to their Hamming distances to the query image, select a set of k images from the top of the ranked list as retrieval results, and compute mAP on these returned images. We set k as 1, 000 in the experiments. The mAP computes the area under the recall-precision curve and is an indicator of the overall performance of hash functions;
• Precision at k samples: It is computed as the percentage of true neighbors among the top k retrieved images;
• Precision within Hamming radius r: We compute the precision of the images in the buckets that fall within the Hamming radius 2 of the query image. A failed search that returns no images receives zero precision. We use the class labels as the ground truth and follow the common settings that all the above three metrics are computed through examining whether the returned images and the query share common class labels.
B. Datasets CIFAR-10:
The CIFAR-10 2 [40] dataset consists of 60, 000 32 × 32 color images categorized into 10 classes. The class labels are mutually exclusive, and thus each class has 6, 000 images. The entire dataset is partitioned into two non-overlapping sets: a training set with 50, 000 images and a test set with 10, 000 images.
MNIST: The MNIST 3 dataset is a collection of 70, 000 28 × 28 grayscale images of handwritten digits grouped into 10 classes. The entire dataset comprises of a training set of 60, 000 images and a test set of 10, 000 images.
SUN397: The SUN397 4 [41] dataset comprises 108, 754 scene images in 397 categories. The number of images varies across categories, with each category containing at least 100 images. Following the settings in [18] , we select randomly 8, 000 images to form the test set and use the remaining 100, 754 as training samples. Yahoo-1M Shopping Images: The Yahoo-1M dataset embraces 1, 124, 086 product images of heterogeneous types collected from the Yahoo shopping sites: the images are of cluttered backgrounds or backgroundless, with or without humans. Figure 2 shows some selected images. Each image is associated with a class label, and there are 116 classes in total. The number of images in each class varies greatly, ranging from 1, 007 to 150, 211. To divide the dataset into two sets, each consisting of the images from each class, we selected 90% of the images from each class as training samples and the rest 10% as test samples. The entire dataset is thus partitioned into a training set of 1, 011, 723 images and a test set of 112, 363 images.
Note that our network takes fixed-size image inputs; hence, all the training and test samples, regardless of their original sizes, were resized to 256 × 256 prior to training or testing.
C. Results on CIFAR-10
We compared our approach with several hashing methods, including unsupervised methods (LSH [5] , ITQ [1] , and SH [12] ) and supervised approaches (BRE [16] , MLH [20] , CCA-ITQ [1] , CNNH+ [31] , CNNH [31] , and Lai et al. [27] ). Among the six supervised approaches, CNNH+, CNNH, and Lai et al., like our approach, take advantage of deep learning techniques for constructing compact binary codes. Figure 3a shows the comparative results based on the mAP of top 1, 000 returned images as a function of code length. As can be seen, SSDH provides the best performance for different code lengths. Moreover, it improves the mAP by a margin of around 28% compared with the method proposed by Lai et al. [27] . These results suggest that unifying retrieval and classification in a single learning model in which the hash code learning is governed by the semantic labels can better capture the semantic structure between images and hence yields better performance. Another observations are that (1) the supervised approaches constantly perform better than the unsupervised ones and that (2) among all the supervised approaches, the deep learning-based approaches give relatively better results, and this can be attributed to the fact that deep networks enable joint learning of representations and hash functions from images and the learned representations are more effective than the hand-engineered ones. Figure 3b shows the precision at k samples, where k ranges from 100 to 1, 000, when the 48-bit hash codes are used in the evaluation. These curves convey similar messages as observed in Figure 3a . Our approach has a consistent advantage over other hashing methods, and the approaches (ours, Lai et al., CNNH+, CNNH, and CCA-ITQ) that exploit the label information in learning hash functions perform better than those that do not.
The evaluation of the precision within Hamming radius 2 is shown in Figure 3c . Our approach performs favorably against other approaches although the performance gains become smaller when the code length increases. This is because our approach needs more nodes in the latent layer for learning longer hash codes, resulting in substantially increased number of weights that need to be learned. However, the CIFAR-10 provides relatively small amount of data (only 5, 000 images per class) for training. When the samples are not sufficient for training, a deep network is prone to over-fitting. Figure 4 shows the performance comparison of different hashing methods on MNIST. We see that these results accord with our observations in CIFAR-10 that SSDH performs favorably against other supervised and unsupervised approaches and that the hashing approaches based on deep models achieve better performance than the conventional methods that map the hand-engineered features to the binary codes.
D. Results on MNIST

E. Results on SUN397
SUN397 comprises more 100, 000 images and 397 scene categories, it is more challenging than CIFAR-10 and MNIST, and it may need longer code lengths for hashing methods to achieve good performance. Figure 5 compares SSDH, 
F. Results on Yahoo-1M Dataset
Deep features have been proven to be more effective than handcrafted ones. We thus fine-tuned AlexNet on Yahoo-1M and used the features from layer F 7 of the fine-tuned network for LSH, ITQ, and CCA-ITQ to learn hash codes. To provide more insight into the performance of the hashing approaches, we also included the results obtained by an exhaustive search based on the Euclidean (l 2 ) distance of the deep features from the fine-tuned AlexNet in the comparison. In this experiment, the performance of the hashing approaches is evaluated when the code length is 128. Table I shows the mAP of the top 1, 000 returned images and Figure 6 the precision curves with respect to different number of top retrieved images. Surprisingly, all the hashing approaches, except LSH, give better retrieval performance than a direct comparison based on the Euclidean distance of the deep features. This shows that learning hash codes on the deep features improves the retrieval performance, and supervised hashing approaches can better capture the semantic structure of the data than unsupervised ones. Furthermore, the traditional hashing methods learn the mapping of features to binary codes, but not the features. Our SSDH, in contrast, allows for simultaneous learning of the deep features and the hash functions and hence gives the best retrieval results.
G. Image Classification
As our SSDH unifies retrieval and classification in a single learning process, it can be applied to image classification problems. We used CIFAR-10 and MNIST and compared SSDH with other state-of-the-arts on the classification task. The classification accuracy of various approaches is reported in Tables II and III. On CIFAR, as can be seen from Table II , SSDH with different hash code lengths attain higher classification accuracy than several approaches in which the finetuned AlexNet is served as a baseline for our approach, and yields comparable performance to the Network In Network (NIN) [44] . With regard to the results of MNIST in Table III, SSDH has an advantage over the fine-tuned AlexNet but is slightly inferior to the others. These results suggest that unifying retrieval and classification in a single model not only produces promising classification results when compared with the models that are optimized for a classification task, but also is beneficial to the retrieval task as shown in Sections IV-C to IV-F.
V. CONCLUSIONS
We have presented a supervised deep hashing model, SSDH, that preserves the label semantics between images. SSDH constructs hash functions as a latent layer between the feature layer and the classification layer in a network. By optimizing an objective function defined over classification error and desired criterion for binary codes, SSDH jointly learn binary codes, features, and classification. Such a network design comes with several merits: (1) SSDH unifies retrieval and classification in a single model; and (2) SSDH is simple and is easily realized by a slight modification of an existing deep network for classification; and more importantly (3) SSDH is naturally scalable to large scale search. We have conducted extensive experiments and have provided comparative evaluation of SSDH with several state-of-the-arts on three benchmarks with a wide range of image types and one large dataset including more than 1 million images. The results have shown that SSDH achieves superior retrieval performance and provides promising classification results.
