Theories of reading aloud are silent about the role of subphonemic/subsegmental representations in translating print to sound. However, there is empirical evidence suggesting that feature representations are activated in speech production and visual word recognition. In the present study we sought to determine whether masked primes activate feature representations in reading aloud using a variation of the Masked Onset Priming Effect (MOPE). We found that target nonwords (e.g., BAF) were read aloud faster when preceded by masked nonword primes that shared their initial phoneme with the target (e.g., bez), or primes whose initial phoneme shared all features except voicing with the first phoneme of the target (e.g., piz), compared to unrelated primes (e.g., suz). We obtained the same result in two experiments that used different participants and prime durations (around 60 ms in Experiment 1 and 50 ms in Experiment 2). The significant Masked Feature Priming Effect that was observed in both experiments converges with the empirical evidence in the speech production and visual word recognition domains indicating a functional role for features in reading aloud. Our findings motivate the further development of current theories of reading aloud, and have important implications for extant theories of speech production.
The idea that individual speech sounds (phonemes) are composite entities made up of features was first advanced by Alexander Melville Bell in 1867. In his book Visible Speech, Bell introduced a phonetic alphabet wherein the symbols corresponding to speech sounds graphically represented the activities of the articulatory organs involved in speech production. The role of features in speech production has since been evidenced primarily by analyses of speech errors (e.g., Dell, 1986; Fromkin, 1971; Levitt & Healy, 1985) : in 'glear plue sky' for 'clear blue sky', for example, the voicing feature of /k/ (i.e. [-voice] ) and /b/ (i.e. [+voice] ) are reversed. Further, some experimental studies have supported the idea that features influence speech production using a variety of paradigms and measures (McMillan & Corley, 2010; Meyer & Gordon, 1985; Rogers & Storkel, 1998; Roon & Gafos, 2014) . For example, using a combination of acoustic and articulatory measures in a tongue twister paradigm, McMillan and Corley (2010) observed that competing phonemes that differed by a single feature, either voicing (e.g., kef gef gef kef), or place of articulation (e.g., kef tef tef kef), yielded more articulatory variability compared to control sequences (e.g., kef kef kef kef). Such variability was not observed when the competing phonemes differed by more than one feature (e.g., kef def def kef). Additionally, Roon and Gafos (2014) found that speakers were faster in producing syllables that shared all features except voicing with an auditory distractor (e.g., pa-ba) than when the syllable to be produced and the distractor differed by two features (e.g., pa-da). These results suggest that feature representations must be activated during the speech planning process. However, some researchers claim that unambiguous single-feature speech errors occur rarely (see Shattuck-Hufnagel & Klatt, 1979; Stemberger, 1991) . Further, in a picture-naming task that used the form-preparation paradigm, Roelofs (1999) found no influence of features on the preparation of a speech response: when the names of pictures in a block of trials shared their initial phoneme (e.g., book, bear), participants named the pictures faster relative to blocks of trials where the picture names had unrelated initial phonemes (e.g., file, kite). Yet, a naming advantage was not observed when the picture names in a block consisted of initial phonemes that shared features (e.g., book, pear).
1 These results are inconsistent with the idea that feature representations are activated during speech planning.
Accordingly, while some theories of speech production assign a critical role to features (e.g., Dell, 1986; Dell, Juliano, & Govindjee, 1993) , others posit that features are 'chunked into segments' and therefore cannot be independently manipulated during the planning of an utterance (e.g., Levelt, Roelofs, & Meyer, 1999; Roelofs, 1997; 1999) .
Some empirical evidence for independent activation of feature representations has also been obtained in the domain of visual word recognition (Ashby, Sanders, & Kingston, 2009; Lukatela, Eaton, Lee, & Turvey, 2001; Lukatela, Eaton, Sabadini, & Turvey, 2004) . Using a masked priming paradigm in a lexical decision task Lukatela et al. (2001) found that target words such as sea, film, basic were responded to faster when preceded by masked nonword primes that shared all features except voicing with their targets in initial position (ZEA, VILM, PASIC), compared to control masked nonword primes (VEA, JILM, SASIC). Additionally, in a series of lexical decision experiments, Lukatela et al. (2004) observed that target words with voiced final consonants, such as plead, were responded to slower than matched words with voiceless final consonants, such as pleat (see also Abramson & Goldinger, 1997) . When spoken, words with voiced final consonants have a longer vowel and are overall longer in duration than words with voiceless final consonants. Thus, the explanation that Lukatela et al. (2004) offered for their 1 Although this experiment was carried out in Dutch, the English words provided as examples here are equivalent to the Dutch words used in the experiment. Damian and Bowers (2003) found that the naming advantage in the form-preparation paradigm is disrupted by orthographic dissimilarities between the items (e.g., camel, kidney showed no naming advantage despite of sharing their initial phoneme). Thus, the absence of a naming advantage for pictures whose names consist of initial phonemes with shared features (e.g., book, pear) could be due to conflicting orthographic representations, not to the absence of a feature similarity effect.
finding was that feature representations must be accessed during lexical access and as a result, they influence visual word recognition. 2 Furthermore, using a masked priming paradigm in silent reading, Ashby et al. (2009) found that early in processing, the brain potentials of skilled readers were more negative when the target word fat was preceded by a nonword prime whose last phoneme differed in voicing from the last phoneme of the target (e.g., faz), compared to when prime and target consisted of a last phoneme with similar voicing (e.g., fak-fat). The early onset of this effect led the authors to conclude that skilled readers must activate feature representations.
Models of visual word recognition that do not assume representations for features (e.g., Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001 ) cannot accommodate these findings.
If feature representations influence speech production and visual word recognition we would also expect that they influence reading aloud. In the present study we investigated this issue using a variation of the masked onset priming effect (MOPE). The MOPE refers to the finding that target reading aloud is faster when targets (e.g., BAF) are preceded by briefly presented onset-related masked primes (e.g., bez), compared to unrelated masked primes (e.g., suz). This empirical phenomenon is thought to occur because unconscious processing of the first phoneme (at least) of the prime exerts an influence (facilitatory in the onset-related condition and/or inhibitory in the unrelated condition) on the speed of processing of the first phoneme of the target (e.g., Forster & Davis, 1991; Mousikou, Coltheart, Finkbeiner, & Saunders, 2010a) .
Accordingly, we hypothesized that if feature representations are activated in reading aloud, prime-target pairs that share all of their features except voicing in the onset (e.g., piz-BAF) should yield faster target reading aloud latencies than unrelated prime-target pairs (e.g., suz-BAF).
In the present paper we use the term 'features' to refer to mental representations with articulatory and/or acoustic correlates that distinguish allophones of one phoneme (e.g., /b/) from allophones of another (e.g., /p/). The relevant correlates of the voicing feature for example include voice-onset time (VOT), extent of first-formant transitions, magnitude of aspiration, and so forth, which characterize voiced and voiceless consonants in initial syllable position in English (Lisker & Abramson, 1964; Stevens & Klatt, 1974) . Although several types of subphonemic/subsegmental representations have been proposed in the literature (e.g., 'distinctive features' as per Chomsky and Halle, 1968, or 'articulatory gestures', as per Browman and Goldstein, 1989) , our study does not allow us to adjudicate between the alternative possibilities.
Yet, our study has important implications for extant theories of reading aloud (e.g., Coltheart et al., 2001; Perry, Ziegler, & Zorzi, 2007; Plaut, McClelland, Seidenberg, & Patterson, 1996) insofar as none of them postulates any type of subphonemic/subsegmental representations in the process of translating print to sound. Furthermore, our study will provide converging empirical evidence from a reading aloud task for the role of features in speech production. Although reading aloud and speech production have been traditionally treated as separate disciplines, the process of initiating a verbal response is common to both. Hence, if the activation of feature representations influences the initiation of articulation in reading aloud it must also influence the same process in speech production. Given the inconsistency of the findings in the speech production domain (see Roelofs, 1999) , this additional empirical evidence from the closely related area of reading aloud is critical for determining whether feature representations are activated during speech planning.
Finally, it is worth noting that most theories of speech production and reading aloud assume that there are separate levels for phonemic and articulatory processing. As such, an ongoing debate in the literature concerns the nature of information flow between these two levels.
According to the staged approach (e.g., Levelt et al., 1999) , a unique phonological code must be selected before articulation can begin. According to the cascaded approach (e.g., Kello & Plaut, 2000) , articulatory processes can be initiated on the basis of a partially activated phonological code. The present study will shed light on this debate: if masked primes activate feature representations in reading aloud, our result will be consistent with the cascaded view.
The MOPE (bez-BAF < suz-BAF) has been typically reported in the literature at prime durations of around 50 ms (e.g., Kinoshita, 2003; Mousikou, Coltheart, Saunders, & Yen, 2010b; Schiller, 2004) . To maximize our chances of obtaining the more subtle feature priming effect (piz-BAF < suz-BAF), in Experiment 1 we used a prime duration of around 60 ms, which according to the orthographic masked priming literature is the longest prime duration that can be used before participants become aware of the presence of the primes (Forster & Davis, 1984; Forster, Davis, Schoknecht, & Carter, 1987) .
EXPERIMENT 1
Method
Participants. Twenty-four undergraduate students from Royal Holloway, University of London, were paid £5 to participate in the study. Participants were monolingual native speakers of Southern British English and reported no visual, reading, or language difficulties.
Materials. Seventy-eight nonwords with a consonant-vowel-consonant (CVC) graphemic and phonological structure served as target items. Another 234 nonwords with the same characteristics served as onset-related, feature-related, and unrelated primes. All items were extracted from the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) and consisted of three letters and three phonemes each. The three types of primes were matched on a number of psycholinguistic variables that are listed in Table 1 .
-Insert Table 1 about hereThree groups of 78 prime-target pairs were formed, with each group corresponding to a different experimental condition: onset related, feature related, and unrelated. The targets remained the same in all three conditions. In the onset-related condition primes and targets shared only their first letter and phoneme (e.g., bez-BAF). In the feature-related condition primes and targets had no letters or phonemes in common but consisted of initial phonemes that shared all of their features except voicing (e.g., piz-BAF). In the unrelated condition, primes and targets shared no letters/phonemes in the same position. Also, their initial phonemes did not share any of the features manipulated in our study (e.g., suz-BAF). In order to further match the three types of primes on orthographic and phonological dimensions, all prime trios that corresponded to a target shared their last letter/phoneme (bez/piz/suz-BAF). Furthermore, we quantified the relative phonological similarity between the three types of primes and their corresponding targets by calculating phoneme similarity scores. The procedure that we followed to calculate these scores, a matrix that contains them, and the experimental stimuli that we used are provided in the Appendix. The average similarity scores (see Table 2 and Appendix) indicated that the three types of primes were phonologically similar in all phoneme positions but the first, which forms the experimental manipulation of interest in our experiment (p < .001 for first position and p >.05
for second and third positions). In addition to the 234 prime-target pairs that formed the experimental stimuli, six pairs of primes and targets that matched the experimental stimuli on the same criteria were selected as practice items.
-Insert Table 2 about here-
The subtlety of feature similarity relations requires the use of a significant number of items to increase experimental power. Because of the constraints we had in matching the three types of primes on a number of psycholinguistic variables that are known to affect reading aloud latencies, and to avoid the influence of lexical variables on the subtle effects under investigation, we opted for using nonwords in our experiment. We considered this choice to be optimal as the analysis of nonword reading performance has significantly increased our understanding of the processes underlying word reading (Andrews & Scarratt, 1998; Besner, Twilley, McCann, & Seergobin, 1990; Pritchard, Coltheart, Palethorpe, & Castles, 2012 controlled by DMDX software (Forster & Forster, 2003) . Verbal responses were recorded by a head-worn microphone. Participants were told that they would see a series of hash tags (###)
followed by nonwords presented in uppercase letters, and that they had to read aloud the nonwords as quickly as possible. The presence of primes was not mentioned to the participants.
Stimuli were presented to each participant in a different random order, following six practice trials. Each trial started with the presentation of a forward mask (###) that remained on the screen for 500.6 ms. The prime was then presented in lowercase letters for 58.8 ms (five ticks based on the monitor's refresh rate of 11.76 ms) followed by the target, which was presented in uppercase letters and acted as a backward mask to the prime. The stimuli appeared in white on a black background (12-point Courier New font) and remained on the screen for 2000 ms or until participants responded, whichever happened first. The order of trial presentation within blocks and lists was randomized across participants.
Results
Participants' responses (N = 24) were hand marked using CheckVocal (Protopapas, 2007) .
Any phoneme mispronunciations (4.1% of the data) were treated as errors and discarded. To control for temporal dependencies between successive trials (Taylor & Lupker, 2001 ), reaction time (RT) of the previous trial and trial order were taken into account in the analyses, so trials whose previous trial corresponded to an error and participants' first trial in each block (5.2% of the data) were excluded from the analyses. Extreme outliers were also identified for each participant and removed (16 observations).
The RT analyses were performed using linear mixed effects modelling (Baayen, 2008; Baayen, Davidson, & Bates, 2008) . A linear mixed-effects model using the lme4 1.0-5 (Bates, Maechler, Bolker, & Walker, 2013) and languageR packages (Baayen, 2008) The logarithmic transformation proved to be optimal according to the Box-Cox procedure, hence the model we report included logRT as the dependent variable, and prime type (onset related vs. feature related vs. unrelated), RT of previous trial, and trial order as fixed effects.
Intercepts for subjects and items were included as random effects, and so were by-subject random slopes for the effect of prime type to remove the assumption that all participants showed the same amount of priming (logRT ~ prime type + PrevRT + trial order + (1 + prime type | subject) + (1 | target)). Outliers with a standardized residual greater than 2.5 standard deviations from zero were removed from the fitted model (2.1% of the data). Target reading aloud latencies were significantly faster in the onset-related condition compared to the unrelated condition (t = -8.409, p < .001), indicating a MOPE. Target reading aloud latencies were also faster in the featurerelated condition compared to the unrelated condition (t = -3.671, p = .001), indicating a Masked Feature Priming Effect. To determine whether the difference between the onset-related and feature-related conditions was significant the model was rerun with the prime type factor releveled to have the feature-related condition as the reference. The results indicated faster reading aloud latencies in the onset-related condition compared to the feature-related condition (t = -8.684, p < .001).
The error analysis was performed using a logit mixed model (Jaeger, 2008) with prime type as a fixed effect and intercepts for subjects and items as random effects. Both the feature and the unrelated conditions yielded significantly more errors than the onset-related condition (z = 3.851, p < .001 and z = 3.340, p < .001, respectively). Mean RTs for each condition (calculated from a total of 4981 observations), and percentage of errors (based on the total number of trials in each condition), are presented in Table 3 . The output of the main model (reaction time data) with the unrelated condition as the reference is shown in Table 4 .
-Insert Tables 3 and 4 about here-
Discussion
To maximize our chances of obtaining a Masked Feature Priming Effect in Experiment 1
we used a prime duration of around 60 ms. According to the literature in the orthographic masked priming domain, this is the longest prime duration that can be used before participants become aware of the presence of the primes. We found a robust MOPE of 27 ms and a significant Masked Feature Priming Effect of 9 ms, which indicates that features must play a functional role in reading aloud. Thus, our results are consistent with the empirical evidence obtained in the speech production and visual word recognition domains. In Experiment 2 we sought to replicate the results from Experiment 1 using a prime duration that is most typically used in the masked onset priming literature, namely, 50 ms.
EXPERIMENT 2
Method
Participants. Twenty-four new participants recruited from the same population and with the same characteristics as those in Experiment 1 participated in Experiment 2.
Materials and Design. The same materials and design as in Experiment 1 were used.
Apparatus and Procedure. The same apparatus and procedure as in Experiment 1 were used; however, the primes in Experiment 2 were presented for 50 ms (three ticks based on the monitor's refresh rate of 16.67 ms). Each trial started with the presentation of a forward mask (###) that remained on the screen for 500 ms, followed by the prime presented in lowercase letters for 50 ms, followed by the target presented in uppercase letters for 2000 ms or until participants responded, whichever happened first.
Results
The analyses in Experiment 2 were performed similarly as in Experiment 1. Participants' responses were hand marked using CheckVocal (Protopapas, 2007) . Any phoneme mispronunciations (2.3% of the data) were treated as errors and discarded. Trials whose previous trial corresponded to an error and participants' first trial in each block (3.6% of the data) were excluded from the analyses. Extreme outliers were also identified for each participant and removed (11 observations).
The logarithmic transformation proved to be optimal according to the Box-Cox procedure, hence the model we report included logRT as the dependent variable, and prime type (onset related vs. feature related vs. unrelated), RT of previous trial, and trial order as fixed effects.
Intercepts for subjects and items were included as random effects, and so were by-subject random slopes for the effect of prime type (logRT ~ prime type + PrevRT + trial order + (1 + prime type | subject) + (1 | target)). Outliers with a standardized residual greater than 2.5 standard deviations from zero were removed from the fitted model (2.2% of the data). The results mimicked those in Experiment 1 such that reading aloud latencies were significantly faster in the onset-related condition compared to the unrelated condition (t = -15.327, p < .001), indicating a MOPE.
Similarly, reading aloud latencies were significantly faster in the feature-related condition compared to the unrelated condition (t = -6.029, p < .001), indicating a Masked Feature Priming Effect. To determine whether the difference between the onset-related and feature-related conditions was significant the model was rerun with the prime type factor re-leveled to have the feature-related condition as the reference. Target reading aloud latencies were significantly faster in the onset-related condition compared to the feature-related condition (t = -6.503, p < .05).
The error analysis was performed in the same way as in Experiment 1, with prime type as a fixed effect and intercepts for subjects and items as random effects. Both the feature and the unrelated conditions yielded significantly more errors than the onset-related condition (z = 2.122, p = .034 in both cases). Mean RTs for each condition (calculated from a total of 5161 observations), and percentage of errors (based on the total number of trials in each condition), are presented in Table 3 . The output of the main model (reaction time data) with the unrelated condition as the reference is shown in Table 4 . In the reading aloud domain, for example, none of the available theories postulates subphonemic/subsegmental representations (e.g., Coltheart et al., 2001; Perry et al., 2007; Plaut et al., 1996) . How could these theories be modified to explain the present findings? The Dual Route Cascaded (DRC) model, for example, a computational implementation of the dual route theory of reading (Coltheart et al., 2001) , is the only model that has offered an explicit account of a whole range of empirical phenomena around the MOPE (see Mousikou, Coltheart, & Saunders, 2010c) . According to this model, the MOPE is due to the activation of the first phoneme of the prime during prime presentation, which exerts an influence (facilitatory or inhibitory) on the first phoneme of the target (see Mousikou et al., 2010a) . On the basis of the present findings this model would need to be further developed to include feature representations.
Discussion
One possibility is that when the prime is piz, its first phoneme (/p/) is activated at the phoneme level, which then activates its corresponding features at a subsequent level that includes feature representations. If the target starts with a phoneme that shares features with the first phoneme of the prime (e.g., BAF), savings in target processing will lead to faster target reading-aloud latencies, compared to an unrelated condition where prime and target have no features in common in the first position (suz-BAF). This explanation assumes that the Masked Feature Priming Effect is facilitatory in nature. However, it could also be that when primes and targets have no features in common in the initial position (e.g., suz-BAF), competition between the incongruent features will inhibit target reading aloud compared to a featurally-congruent condition (piz-BAF). This explanation assumes that the Masked Feature Priming Effect is inhibitory in nature. The effect could also be due to both facilitatory and inhibitory processes taking place (cf. Roon & Gafos, 2013 Similarly, speech production theories according to which features form properties of selected segments that cannot be independently activated during the planning of an utterance (e.g., Levelt et al., 1999; Roelofs, 1997) , or theories which treat segments as the basic units in the absence of sufficient empirical evidence for a role of features in speech production (e.g., Bohland, Bullock, & Guenther, 2010) , cannot accommodate the present findings. It is worth noting that our study involved nonword reading aloud, which is beyond the scope of these theories, yet initiating a verbal motor response is necessarily involved in producing speech. For this reason, we believe that our data are relevant to theories of speech production, supporting the idea that features play an independent role in the speech planning process.
Finally, as we mentioned in the introduction, the vast majority of theories of speech production and reading aloud postulate that there are separate levels for phonemic and articulatory processing. On the basis of this assumption there is an ongoing debate in the literature on the nature of information flow between these two levels. Some theories assume that information flows in a staged manner (e.g., Levelt et al., 1999) , so that the preparation of a verbal motor response does not begin until a phonological code of a certain grain size has been selected for articulation. Yet, converging empirical evidence from reading aloud and speech production tasks (e.g., Goldrick & Blumstein, 2006; Kello & Plaut, 2000; Kello, Plaut, & MacWhinney, 2000) suggests that speech motor processes begin as soon as a phonological code has been partially activated, indicating that information between phonemic and articulatory levels of processing must flow in a cascaded manner. Our data showed that unselected letter strings (masked primes) influenced the preparation of a verbal motor response, thus contradicting the staged view in theories that assume separate levels for phonemic and articulatory processing in the speech production and reading aloud systems.
To summarize, although further work is required to determine whether our results generalize to features other than place and manner of articulation, the present findings converge with empirical evidence in the closely related domains of speech production and visual word recognition showing that some features at least are activated in reading aloud. Furthermore, on the assumption that there are separate levels for phonemic and articulatory processing, as most theories of speech production and reading aloud postulate, our data contribute to the debate on the nature of the relationship between these two levels supporting the idea that it is cascaded. 4 4 /w/ was classified as labial even though it is also dorsal. This classification had minimal effect on the similarity scores since /w/ was only contained in the unrelated prime /wɛs/ which was paired up with the coronal-initial target /tɪv/. We opted for the more conservative classification of labial so that the /w/ would be scored as more similar to /v/ in the 1 st -3 rd comparison for this pair than if it had been labelled dorsal. It is also worth pointing out that two target items, BES and PES, were pronounced by our participants with 
