T his paper presents an efficient algorithm for solving the dynamic user equilibrium (DUE) traffic assignment with a one-to-many origin-destination (OD) pattern. To achieve the efficiency of the algorithm, we employ the following three strategies. First, we exploit the decomposition property of the DUE assignment with respect to the departure time from an origin; we consider the algorithm that solves each of the decomposed DUE assignments sequentially. Second, we represent the decomposed DUE assignment by an arc-node formulation, not by using path variables. Third, we take advantage of the fact that the decomposed DUE assignment reduces to (finite dimensional) nonlinear complementarity problems (NCPs); we develop the algorithm based on the globally convergent Newton's method for general NCPs. These strategies, together with graph theoretic devices, enable us to design a new algorithm which does not require path enumeration and is capable of dealing with very large-scale networks. Numerical experiments disclose that the proposed algorithm solves the DUE assignment very rapidly, even in large-scale networks with some thousands of links and nodes where conventional heuristic algorithms do not converge to the accurate equilibrium solution.
T his paper presents an efficient algorithm for solving the dynamic user equilibrium (DUE) traffic assignment with a one-to-many origin-destination (OD) pattern. To achieve the efficiency of the algorithm, we employ the following three strategies. First, we exploit the decomposition property of the DUE assignment with respect to the departure time from an origin; we consider the algorithm that solves each of the decomposed DUE assignments sequentially. Second, we represent the decomposed DUE assignment by an arc-node formulation, not by using path variables. Third, we take advantage of the fact that the decomposed DUE assignment reduces to (finite dimensional) nonlinear complementarity problems (NCPs); we develop the algorithm based on the globally convergent Newton's method for general NCPs. These strategies, together with graph theoretic devices, enable us to design a new algorithm which does not require path enumeration and is capable of dealing with very large-scale networks. Numerical experiments disclose that the proposed algorithm solves the DUE assignment very rapidly, even in large-scale networks with some thousands of links and nodes where conventional heuristic algorithms do not converge to the accurate equilibrium solution.
Dynamic user equilibrium (DUE) traffic assignment, which is a natural extension of the well-known static user equilibrium assignment, is a benchmark problem for dynamic network modeling. In view of its importance, a considerable number of studies have recently been made on the formulation and analysis of the assignment and algorithms for its solution. It is surprising, however, that no reliable algorithm for solving the DUE assignment in practical-sized networks has been established. Although various algorithms have been proposed (see, for example, Wie et al. 1995, Ran and Boyce 1996) , almost all the conventional algorithms are heuristics that have neither rigorous mathematical proof of convergence nor valid numerical experiments to demonstrate their efficiency in large-scale networks.
The purpose of this paper is to present an efficient algorithm for solving the DUE assignment with a oneto-many origin-destination (OD) pattern. To achieve the efficiency of the algorithm, we employ the following three strategies. First, we exploit the decomposition property of the DUE assignment with respect to the departure time from an origin; we consider the algorithm that solves each of the decomposed DUE assignments sequentially. Second, we represent the decomposed problem by an arc-node formulation, not by using path variables as in a path-arc formulation. (Note that the formulation in Ran et al 1996 is not an arc-node formulation, since it requires path variables to describe "propagation conditions.") Third, we take advantage of the fact that the decomposed arc-node formulations reduce to finite dimensional nonlinear complementarity problems (NCPs); we develop an algorithm based on the globally convergent Newton's method for general NCPs. These strategies, together with graph theoretic devices, enable us to design a new algorithm that does not require path enumeration and is capable of dealing with very large-scale networks.
The organization of the paper is as follows. In the next section, we briefly review the DUE assignment, restricting ourselves to the minimum knowledge required for considering our problem. In §2, we first formulate the DUE assignment based on the decomposition property of the assignment and we then transform the problem into nonlinear complementarity/variational inequality/minimization problems. In §3, we present two algorithms based on the equivalent formulations presented in §2: (a) globally convergent Newton's method and (b) partial linearization method. Section 4 describes numerical experiments to examine the performance of the algorithms under various conditions. The results show that the globally convergent Newton's method solves the DUE assignment very rapidly, even in large-scale networks with some thousands of links and nodes where conventional heuristic algorithms do not converge to the equilibrium solution. Finally, §5 gives conclusion and some remarks on further research topics.
Dynamic User
Equilibrium Assignment
Networks and Notation
Our model is defined on a transportation network G N L W consisting of the set L of directed links with L elements, the set N of nodes with N elements and the set W of origin-destination (OD) node pairs. The origins and destinations are subsets of N , and we denote them by R and S respectively. In this paper, we deal with only networks with a one-to-many OD (i.e., the element of R is unique). Sequential integer numbers from 1 to N are allocated to the N nodes. We can assume, without loss of generality, that direct links from node i to j is unique (if it exists), and is denoted as link i j . We also indicate links by the sequential numbers from 1 to L, allocated to all the links in the set L. The set of upstream nodes of links arriving at node k is denoted by I k ; similarly, the set of downstream nodes of links leaving node k is denoted by O k .
The structure of a network is represented by a node-link incidence matrix A * , which is an N × L matrix in which element n a is 1 if node n is an upstream node of link a, −1 if node n is a downstream node of link a, and zero otherwise. The rank of this matrix is N − 1, since the sum of rows in each column is always zero. Hence, it is convenient in representing our model to use the reduced incidence matrix A, which is an N − 1 × L matrix eliminating the row of A * corresponding to the single origin node.
Definition of the Dynamic User Equilibrium Assignment
In this paper, we deal with the dynamic user equilibrium (DUE) assignment, which is a natural extension of the static user equilibrium assignment. The DUE is defined as the state where no user can reduce his/her travel time by changing his/her route unilaterally (see Kuwahara and Akamatsu 1993 , Akamatsu and Kuwahara 1994 , Smith 1993 , Heydecker and Addison 1996 . Note that this assignment principle is different from the dynamic user optimal (DUO)/instantaneous user optimal assignment (see, for example, Kuwahara and Akamatsu 1997, 2001) , in which every user is assumed to choose the shortest route to its destination at any time, based on the present instantaneous travel times; in contrast to the myopic foresight assumption in the DUO assignment, the DUE assignment implicitly assumes perfect foresight, where every user is assumed to choose the shortest route based upon actually experienced route travel time (i.e., the ex post facto travel time is minimum if the route is used).
For a link model in our dynamic assignment, we employ a First-In-First-Out (FIFO) principle and the point queue concept in which a vehicle has no physical length: It is assumed that the arrival flow at link i j leaves the link after the (constant) free flow travel timec ij if no queue exists on the link, otherwise it leaves the link at the maximum departure rate¯ ij .
Decomposition Property of Dynamic User
Equilibrium Assignment Under the DUE state, users who depart an origin at the same time, regardless of their routes, have the same arrival time at any node that they pass through
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in common on the way to their destinations. Furthermore, under the DUE state, the order of departure from an origin must be kept at any intermediate node.
From these properties, we can define the unique equilibrium arrival time at each node for each departure time from the origin.
As defined in §1.2, link travel time c ij t depends only on the vehicles arrived at the link before time t. Therefore, together with the above property on the order of arrivals at a node, it is apparent that the travel time experienced by the vehicle that departs from an origin at time s is independent of the flows of the vehicles that depart from the origin after time s. Consequently, for a network with a one-to-many OD pattern, we can consider the assignment sequentially in the order of departure from the single origin. That is, the assignment can be decomposed with respect to the departure time from the single origin. For more detailed discussions on this property, see Kuwahara and Akamatsu (1993) and Akamatsu and Kuwahara (1994) .
Formulations
Decomposed Formulation of the Dynamic
User Equilibrium Assignment The DUE assignment on a network with a one-tomany OD pattern can be decomposed with respect to the origin departure time as mentioned in §1. Hence, once we know the method of solving the equilibrium pattern for one particular departure time, we can obtain the equilibrium pattern for whole time periods by successively applying the same procedure in the order of the departure times. In the following, we consider the problem of obtaining the equilibrium pattern for vehicles departing from origin o at time s, assuming that the solutions for vehicles departing before time s are already given.
In 
Note that (2.5) means that every user chooses the shortest route based upon the actually experienced route travel time (i.e., the ex post facto travel time is minimum if the route is used), since c s ij is the actually experienced link travel time for the users with origin departure time s.
2.1.3. Flow Constraints. In the decomposed DUE formulation, the flow constraints that consist of the FIFO condition for each link and flow conservation at each node over the network reduce to the following simple equations (for the detail, see Appendix A and Akamatsu and Kuwahara 1994) :
Equivalent Complementarity/Variational
Inequality Problems The formulation (2.4)-(2.6) for the decomposed DUE assignment is seemingly similar to the node-arc formulation of the conventional static equilibrium assignment. There are, however, several essential differences between the two formulations. First, the "flow rate" used in the DUE formulation, y s ij , is not the usual flow rate in the static assignment, but the flow rate measured with respect to the origin departure time at equilibrium; in other words, y s ij is the flow of vehicles with the origin departure time s bound for i j . Second, "link travel time" used in the DUE formulation, c s ij , depends not only on the flow rate, y s ij , as in the static equilibrium assignment, but also on the equilibrium arrival time, s i . As a result of this, the Jacobian of the link cost function in the formulation is asymmetric, which implies that the problem is not integrable: The formulation cannot be transformed into the (Beckman type) minimization problem that is often utilized in analyses of the static equilibrium assignment (with separable link cost functions). Thus, to develop an efficient algorithm for the DUE assignment, it is convenient to convert the formulation into the following Nonlinear Complementarity Problem NCP:
Theorem 2.1. Suppose that dQ s /ds ≥ 0 and c s > 0. Then, the vector
is a solution of the DUE assignment for users with origin departure time s if and only if it satisfies the following standard NCP:
Find a vector x * ∈ K + such that
where x ∈ K + and F x K + → K + are defined as:
where dQ s /ds is defined as an N − 1 dimensional vector with elements dQ od s /ds (given); y s is an L dimensional column vector with elements y Proof. It is evident that the solution of the DUE assignment (2.4)-(2.6) satisfies the complementarity condition (2.7). Hence, we show in the following that any solution of the NCP (2.7) is the solution of the DUE assignment. Consider the y , which satisfies the complementarity condition (2.7), and suppose y further satisfies: As is well known in mathematical programming theory, the NCP formulation above implies that the DUE assignment can also be represented as a fixed point problem (FPP) or a variational inequality problem (VIP). (The proof is elementary and is omitted here.)
Corollary 2.1. Suppose that dQ s /ds ≥ 0 and c s > 0. Then, the vector
solution of the DUE assignment for users with origin departure time s if and only if it satisfies the following FPP or VIP:
a Find a vector x * ∈ K + such that
where z + denotes the vector with components max 0 
Equivalent Differential
Optimization Problem Before describing the algorithm for solving the equivalent NCP/VIP presented in §2.2, we briefly explain the merit function (gap function) for NCP/VIP, which is a useful tool for developing globally convergent/efficient algorithms.
Let K be a closed and convex subset of R n and let F be a mapping from R n into itself. A merit function for a variational inequality problem VI K F : Find a vector
* is a solution of the VI K F if and only if f x * = 0 and x * ∈ K, i.e., the global solution of the problem MP K f min f x , subject to x ∈ K, is a solution of VI K F . A merit function for a standard NCP also can be defined in a similar manner. Recent studies in NCP/VIP disclose various merit functions (see for example, Fukushima 1992 , Wu et al. 1993 , and Larsson and Patriksson 1994 ). Here we introduce Fisher's (1992) merit function for NCPs, which is one of the most favoured functions with nice properties.
Consider a standard NCP(F :
Find a vector x * ∈ R n such that
is useful, since we can form the following system of equations equivalent to NCP(F):
Fisher (1992) introduced the following function satisfying property (2.14):
and defined a merit function as follows:
The merit function has the following nice properties: (1) x is continuously differentiable everywhere, (2) if F x is a P 0 -function (see Appendix), then every stationary point of MP K is a global minimum point of MP K . The application of the merit function x to the DUE assignment immediately leads to the result that a vector y * * solves the DUE assignment if and only if y * * is a global minimizer of the following differentiable optimization problem: and f 1 y * * = 0. Furthermore, if F ≡ g h T is a P 0 -function, every stationary point of the above optimization problem is a solution of the DUE assignment.
Algorithms
In this section, we propose an algorithm for solving the DUE assignment, which is the application of the globally convergent Newton's method for NCP. For the purpose of the performance comparison in a later chapter, we also present an algorithm based on the partial linearization method. The latter algorithm can be regarded as a modified version of the several heuristic algorithms for the DUE assignment that have been proposed in previous research.
Globally Convergent Newton's
Method for NCPs In this section, we first summarize the basic idea of the globally convergent Newton's method for general NCPs, where Fisher's merit function, explained in the previous chapter, is utilized to enforce global convergence. We then present an efficient algorithm for solving the DUE assignment, based on the globally convergent Newton's method.
3.1.1. Generic Algorithm. Suppose that x * is a nondegenerate solution of an NCP, and that we know the sets and of variables that are zero or positive at x * , i.e., = i x * i = 0 , = i x * i > 0 . We denote the corresponding partitions of x and F as x = x x = x 0 and F = F F = 0 F , respectively. We then obtain the solution by solving the system of equations F i x 0 = 0, i ∈ . This system can be solved by applying Newton's method if F x * is not singular, where denotes the differential operator with respect to x . More precisely, we generate the sequence by
n is the solution of the following system of linear equations (SLE):
Although we do not generally know the sets and before obtaining the solution, it is expected that if we use a well-approximated set in each iteration the algorithm will successfully converge to the solution. Facchinei and Soares (1995) proposed approximating the sets and by
where is a fixed positive constant. Then, d
n is determined by d n = −x n , while d n is determined by the SLE (3.1), where the right-hand side is replaced with
To enforce global convergence of the algorithm, they developed a method combining the above "local" direction search step and a line search step based on Fisher's merit function. The whole algorithm can be summarized as follows.
Step 0. Initialization. Set n = 0 and set values of the parameters p to satisfy:
Step 1. Stopping Test. If the stopping criterion is satisfied, stop.
Step 2. Direction Finding. Calculate d n by solving the amended version of system (3.1) and
If system (3.1) is not solvable or d n does not satisfy,
Step 3. Move with a Step Size of 1. If d n satisfies
n n = n + 1 and go to Step 1. (3.3)
Step 4. Line Search and Move. Find the smallest i = 0 1 2 , such that Facchinei and Soares (1995) also proved the following results: (1) each accumulation point of the sequence x n generated by the algorithm is a stationary point of ; (2) if one of the limit points of the sequence x n is a b-regular solution of the NCP, then x n →x; (3) every limit pointx is a solution of the NCP if x = 0; (4) every limit pointx is a solution of the NCP if F x is a P 0 -function. Although we cannot be sure theoretically that this algorithm also converges to a solution of the NCPs that is not P 0 , Facchinei and Soares' report (1995) on various numerical experiments exhibited the robustness of the algorithm; problems that are not P 0 and problems that are not R-regular or b-regular (for the definition, see Appendix B) at the solution were successfully solved. Therefore, it is expected that this algorithm can also successfully solve the NCP (2.7) equivalent to the DUE assignment, although we can not give rigorous proof that F x in the DUE assignment is a P 0 -function. The validity of this expectation is examined by intensive numerical experiments in §4.
3.1.2. Application to the DUE Assignment. The efficiency of this algorithm largely depends on whether the system of linear equations (3.1) can be solved efficiently, since the computational time expended for the remaining steps in this algorithm is relatively small. Fortunately, the SLE (3.1) for our DUE assignment can be solved easily by exploiting the network structure of the problem; indeed, the structure of (3.1) is very similar to the particular assignment in the networks where all links have queues with the basic properties analysed in Akamatsu (2000) .
For brevity of the explanation, we suppress the subscript s (for the departure time label) and the subscript in the following discussions (although only variables included in the set defined in (3.2) are used below). We denote the number of links included in by L, the number of nodes in by N . where
A is an N − 1 × L node-link incidence matrix defined for the network consisting of links and nodes included in A_ is an N − 1 × L matrix that can be obtained by letting all the +1 elements of A be zero (i.e., the n a element is −1 if the downstream node of link a is n and zero otherwise). Equation (3.5) reduces to equations linear with respect only to :
and y can then be obtained by
where M is an L × L diagonal matrix with elements ij ≡¯ ij / s, s is the unit length of discretized departure time;ḡ ≡ g y n n , andh ≡ h y n n . Note that (3.7) reduces to the following simple operation, since M is diagonal and A T − has only one nonzero element in each row:
Furthermore, considering the definition of the nodelink incidence matrices A and A T − , we easily see that AMA T − in the SLE (3.6) is the very sparse matrix in which the i j entries, B ij , are given by:
This means that neither time-consuming computational tasks nor vast storage are required for setting the coefficient matrix in the SLE (3.6). Therefore we can solve the SLE (3.6) efficiently by using iterative algorithms such as the Gauss-Seidel (G-S) algorithm or the Successive Over-Relaxation (SOR) algorithm, which require only storage for the nonzero elements of the original coefficient matrix. In the following, we demonstrate that solving the SLE (3.6) by the G-S algorithm indeed reduces to very simple procedures. In solving a system of linear equations,
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the G-S algorithm simply iterates to revise the variables x by the following formula:
where x i m is the value of x i at mth iterations (revisions). By exploiting the properties of the coefficient matrix in our problem (i.e., the matrix defined in (3.8)), the calculation (3.10) can be accomplished very efficiently. Specifically, the formula for revising the ith variable of the SLE (3.6) is given by
where ¯ j m + 1 i is the latest value of j in revising i in iteration m + 1; a i is defined as a i ≡ k ki , and b i is a constant given by 
+ dQ oi s ds
Note here the following facts concerning (3.11): (i) the number of additions (and multiplications) required in calculating the bracket in (3.11) is only the number of links emanating from node i; (ii) the total number of additions in calculating (3.11) overall i (i.e., i = 1 N ) per iteration is the number of links, since i∈ ∩N O i = L holds; (iii) the operations for selecting only nodes in O i (or only links i j such that j ∈ O i ) can be negligible by implementing a suitable data structure for the networks; (iv) b i and 1/a i in (3.11) are constants independent of the value of , so they can be calculated and stored before the iterations in the G-S algorithm. From these facts, it is concluded that only a very small number of computational operations per iteration are required in the G-S algorithm for solving SLE (3.6): L additions, N subtractions, and L + N multiplications. Furthermore, when we have the set consisting of only one-way links, AMA T − reduces to an upper triangular matrix, so that SLE (3.6) can be solved by simple backward substitutions. Thus, we see that SLE (3.1) in our problem can be solved efficiently, which implies that the globally convergent Newton's method applied for solving the DUE assignment is efficient enough to be applied to large-scale networks.
Partial Linearization Method for VIPs
3.2.1. Generic Algorithm. Patriksson (1993 Patriksson ( , 1994 proposed "partial linearization methods" as a unified framework of algorithms for convex programs and VIPs. The framework has been successfully used for describing various algorithms for solving static traffic assignment problems in a unified manner. A method for solving the problem VI K F can be summarized as follows.
Step 0. Initial Guess. Set an initial starting point X 0 ∈ K; n = 0.
Step 1. Search Direction Generation. Solve the auxiliary problem PL-VIP:
and then calculate the direction vector using d = Z * − X n , where g X Y K × K → R N is continuous with respect to Y and continuous and monotone with respect to X, which is a partially linearized approximation of F(X).
Step 2. Line Search. Find an optimum step size by solving the following problem based on the merit function, f , for the VIP: min.
Step 3. Update.
Step 4. Convergence Check. If the stopping criterion is satisfied then stop, otherwise go to Step 1.
Application to the DUE Assignment.
In applying this method to the DUE assignment problem, we should determine a specific form of the function g X Y that appears in the auxiliary problem PL-VIP of Step 1 as an approximation of F x . In general, the basic policy for determining the functional form of g X Y is to make the function inherit the nonlinearity of F x as far as PL-VIP can be solved
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efficiently. Now we set g X Y for our problem to satisfy the following equations:
The specific form of g X Y that satisfies (3.12) is given by:
where the link travel time function in g X Y is approximated by Y with respect to . We see easily that g X Y in (3.13) indeed satisfies (3.12) since it follows that
For this approximate function g X Y , the PL-VIP becomes:
We choose this particular g X Y because the PL-VIP (3.15) reduces to the following minimization problem, which has the same mathematical structure as the equivalent optimization problem for the conventional static equilibrium assignment: Clearly, this problem can be easily solved by using several algorithms such as the Frank-Wolfe algorithm (LeBlanc et al. 1975 (LeBlanc et al. , 1985 , Truncated Quadratic Programming method (Dembo 1987; Dembo and Tulowitzki 1988) and Simplicial Decomposition algorithm (Hearn et al. 1987 , Lawphongpanich and Hearn 1984 , Larsson and Patriksson 1992 . Unfortunately, it is not guaranteed that the direction vector generated in Step 1 by solving the auxiliary problem (3.15) yields a descent direction of the merit function. Hence, the optimal step size in Step 2 becomes zero if the direction vector is not a descent direction (and the algorithm then terminates before reaching a solution). To prevent this, we employ the following rule in the numerical experiment in §4: If ≤ 3 in
Step 2, then = 1. It is worth noting that the PL algorithm mentioned here can be regarded as a modified version of the several heuristics previously proposed for the DUE assignment, such as that of Ran and Boyce (1996) and Wie et al. (1995) ; they basically iterate to solve the approximate equilibrium assignment where the link/route travel times are evaluated by fixing some variables that correspond to in our formulation to the temporal value; the approximate assignment corresponds to problem (3.16) in our algorithm; one of the essential differences between our algorithm and the conventional heuristics is that the former exploits the merit function that is expected to improve the inefficiency of the latter.
Numerical Experiments
In this section, we examine, using numerical experiments, the performance of the two algorithms presented in the previous chapter: (1) the globally convergent Newton's (GN) method and (2) the partial linearization (PL) method. The conditions for the numerical experiments are first summarized in §4.1, then the performance of the two algorithms is compared in §4.2; the results disclose that the GN method converges very rapidly even in very large-scale networks while the PL method cannot produce accurate equilibrium solutions. In §4.3, we further examine the robustness of the GN method in various cases.
Networks and Data
4.1.1. Networks and OD Demands. We employed two kinds of networks for the numerical experiments: One was a network with a single OD pair, as depicted in Figure 1 ; the other was a series of lattice networks with different sizes, with structures Figure 1 A simple example network with a single OD pair typically as depicted in Figure 2 , and the numbers of links and nodes are summarized in Table 1 .
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In the network in Figure 1 , the origin is node 1 and the destination is node 4. The OD flow rate (the departure flow rate at origin) is given by: The maximum outflow rate (capacity) of links in the network is shown in Figure 1 : A pair of numbers beside each link i j , ¯ ij c ij , denotes the capacity and free flow travel time of the link. All the lattice networks had a one-to-many OD pattern: The central node was an origin and all the other nodes were destinations. All the OD flow rates were set equal to 33 × 33 /N , where N denotes the number of destinations in the network (e.g., any OD flow rate in the 33 * 33 network is 1). The link capacities in the lattice networks were set according to the rule shown in Akamatsu (1998) and Akamatsu et al. (1996 Akamatsu et al. ( , 1997 .
4.1.2. Parameters in the Algorithms. We employed the following rule for the convergence check of the algorithms based on the value of the merit function : The algorithm terminated if ≤ 1 was satisfied, where 1 = 10 −4 for the experiments in §4.3. We should also determine the convergence criterion for solving the auxiliary problem. In the GN method, we solved SLE (3.6) using the Gauss Seidel (G-S) algorithm in each main iteration. We terminated the iteration of the G-S algorithm if denotes the value of the minimum travel time to node i at the mth iteration in the F-W algorithm (in the n + 1th main iteration of the PL method). In both algorithms, we set 2 = 10 −4 . The parameters in the GN method, p , were set to (0.01, 0.5, 3, 0.1, 0.5). (We made several experiments for various values of the parameters. The results showed that the performance of the algorithm was not significantly affected by the values of these parameters. For expositional brevity, we show just one of the cases here.) The parameter 3 in the PL method was set to 3 = 10 −4 . All the experiments were executed on a PC/AT compatible computer; the CPU was a PentiumPro200, the memory size was 64Mb, the operating system was Windows NT 4.0, and the compiler was Microsoft C++.
Globally Convergent Newton's Method vs.
Partial Linearization Method We first compare the performance of the globally convergent Newton's method (GN) and the partial AKAMATSU Figure 3 Convergence patterns of the globally convergent Newton's method linearization method (PL). Figure 3 displays the convergence patterns for the GN method in the lattice networks (1) 5 * 5, (2) 17 * 17, and (3) 33 * 33. The horizontal axis shows the iteration number, n, and the vertical axis shows the value of the merit function, : The curve in each figure displays the decrease of during the iterations of the algorithm. Note that the vertical axis has a log-scale: We see from this figure that the algorithm monotonically converged with log-linear speed (i.e., a very fast speed) to the exact DUE solution (note that the point satisfying = 0 is the exact DUE solution), even in very largescale networks. This implies that we can obtain an equilibrium solution of high precision in a modest time. Figure 4 displays the convergence patterns for the PL method in the series of lattice networks mentioned above. We see from these figures that first, even in the smallest network (i.e., the 5 * 5 network), the solution did not converge to the accurate equilibrium solution; second, the number of iterations in the PL method required for the same level of convergence was some hundreds or thousands times larger than required by the GN method. Furthermore, the time required for each iteration in the PL method was considerably larger than that in the GN method: The computational time required for each iteration in the GN method (i.e., the time for solving the auxiliary problem (3.5)) was almost comparable to that for the shortest path problem; on the other hand, solving the auxiliary problem (3.16) in the PL method required solving the shortest path problem very many times Figure 4 Convergence patterns of the partial linearization (PL) method (in many cases, more than dozens of times). Thus, it is obvious that the PL method is prohibitively time consuming and does not have practical efficiency for solving large-scale networks. A few remarks on this result are in order. First, a similar negative result is very likely to hold for several heuristics previously proposed for solving the DUE assignment, since the PL method presented here can be regarded as an improved (formalized) version of the conventional heuristics. Second, the result here does not necessarily mean a definitive conclusion that applying a general class of PL methods is inappropriate for the DUE assignment; the result simply shows the inefficiency of this particular PL method with the PL scheme specified in (3.13), and the negative conclusion may not be necessarily true for other types of PL methods with different schemes.
Algorithm for Dynamic Traffic Equilibrium Assignment
More About Newton's Method
This section further examines the robustness of the GN method under several conditions: We first examine the effect of a discretized approximation of departure time and then observe the relationship between the computational time (or the number of iterations) and network size/ congestion level of the networks.
4.3.1. Discretization. The GN method in this paper solves the DUE assignment decomposed with respect to origin departure time s, and a whole continuous-time DUE assignment can be solved by successively applying the algorithm for each decomposed assignment. In numerically computing the AKAMATSU Algorithm for Dynamic Traffic Equilibrium Assignment continuous-time DUE assignment, we should divide the departure time s into many periods with increment s. Then, the significant question we should examine is whether or not the algorithm has numerical stability with respect to s.
In what follows, we will see that a high-precision approximation of the solution for the continuoustime DUE assignment can be obtained by repeatedly applying the GN method with a relatively small value of s. To demonstrate this, we deliberately chose the simple network in Figure 1 , since large-scale networks prevent our seeing the plausibility of the numerical results. In the test network, there were three paths: path 1 1 → 2 → 4 , path 2 1 → 3 → 4 , and path 3 1 → 2 → 3 → 4 . The OD flow rate was given by (4.1) and the assignment time interval was 0 100 . We observe the solutions produced by the algorithm for various values of increment s.
Three graphs in Figure 5 show the path flow rates obtained by applying the GN method with s = 5 0, s = 1 0, and s = 0 1, respectively. (The GN method in this paper does not explicitly produce a path flow pattern in general. In this particular network, however, we can obtain the path flow rates from the link flow rates (with respect to s), since the flow rates of paths 1, 2, and 3 are equal to y 24 s , y 13 s and y 23 s , respectively.) The figure seems to show that the finer we divide the time interval s, the more accurate the solution is.
In fact, the flow pattern for the finest increment, s = 0 1, gives a very accurate approximation for the continuous-time DUE solution. We can confirm this fact from Figures 6 and 7. Figure 6 shows the travel time of each link at each time, which was computed from the flow pattern in Figure 5c . By using this, we obtained the travel time of each path at each time as exhibited in Figure 7: (1) up to time s = 8, the travel time of path 3 was the minimum; (2) at time s = 8, the travel time of path 1 became equal to that of path 3; (3) at s = 12, the travel time of path 2 was also equalized to those of paths 1 and 3; (4) after s = 53 8, the travel time of path 2 again continued to exceed those of paths 1 and 3, (5) at s = 76, the travel time of path 1 also became higher than that of path 3; (6) at s = 80, the travel time of path 1 was again equalized to that of path 3 and this state continued until s = 100. This Table 2 shows the number of iterations (and the total CPU time) required for satisfying the convergence criterion mentioned in §4.1 for a series of lattice networks. We see from this table that the growth of the number of iterations with the increase of network size was modest: It was almost proportional to the square root of the number of nodes in each network. Figure 8 displays the relationship between the total CPU time and the number of links in the lattice networks. It is also obvious that the total CPU time is small from the viewpoint of practical applications: Even in a large network with a thousand nodes and some thousands of links, the algorithm can solve the problem within about ten seconds on a personal computer.
We also examined which of the steps in the algorithm were significant in the computational time. Figure 9 depicts the result: Each bar consists of three parts, with lengths showing the share of the CPU time for (1) solving the system of linear equations, (2) determining the step size, and (3) the other computations, respectively. This figure shows that the time for solving the system of linear equations became more significant as the size of the networks increased.
4.3.3. Congestion Levels. We finally examine the effect of congestion levels on the computational time. For this purpose, we observed the number of iterations for solving the DUE assignment in the 17 * 17 network (satisfying the convergence criterion mentioned in 4.1) for various demand levels where all the OD flows were multiplied by k = 1 2 10. Figure 10 shows the result: The number of iterations monotonically increases as the demand level k increases, but the increase is moderate, which implies that our algorithm is applicable to even very congested situations such as k = 10. The CPU times for the convergence vs. the number of links (network sizes) Figure 9 The share of the CPU times for computing each of the steps Figure 10 The number of iterations vs. congestion levels
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Concluding Remarks
This paper presented an algorithm for solving the dynamic user equilibrium traffic assignment with a one-to-many OD pattern. The algorithm is based on a globally convergent Newton's (GN) method for the general nonlinear complementarity problem. Exploitation of the decomposition property of the DUE assignment, together with graph theoretic devices, enabled us to design a new algorithm that does not require path enumeration and is capable of dealing with very large-scale networks. The numerical experiments show that the GN method solves the DUE assignment very rapidly, even in large-scale networks with some thousands of links and nodes, where conventional heuristics do not converge to the equilibrium solution.
The encouraging results for the basic DUE assignment in this paper opens the way to developing efficient algorithms for several extended DUE assignments. First, applying the algorithm to a many-to-one OD pattern case is straightforward. Note, however, that the equilibrium solution of the DUE assignment with a many-to-one OD pattern is not unique, as shown in Akamatsu (2000) , and hence, we should add certain conditions to resolve the indeterminacy of the solutions before applying the algorithm. Second, developing algorithms for the assignment with physical queues would be an interesting extension of our basic algorithm. The formulation of the model could be accomplished in a manner similar to Kuwahara and Akamatsu (2000) . Since the decomposition properties of the DUE assignment still hold when the OD pattern is one-to-many or many-to-one, the outline of the algorithm should be similar to the one in this paper. Third, the inclusion of the departure time choice into the assignment will be our immediate next topic. Applying the GN method should still be an effective approach, although the simple decomposition property no longer holds. Finally, the algorithm to handle a many-to-many OD pattern would also be an interesting topic. It is natural to decompose the problem into a set of subproblems with one-to-many OD patterns, since we have obtained an efficient algorithm for that subproblem. The idea can be formalized as the Gauss Seidel (cyclic) decomposition algorithm, which seems to be a promising approach.
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Suppose now that the flow pattern is the DUE state. Then, the unique earliest arrival time at each node i for the users who depart the origin at time s, s i exists, which satisfies the minimum path condition for any s: 
Appendix B
We summarize some definitions concerning the properties of a vector-valued function and NCP. Definition 1. a) F R n → R n is monotone on a set S ⊆ R n if x − y · F x − F y ≥ 0 ∀ x y ∈ S. b) F R n → R n is strictly monotone on a set S ⊆ R n if x −y · F x − F y > 0 ∀ x y ∈ S, x = y. c)F R n → R n is strongly monotone on a set S ⊆ R n if x −y · F x − F y ≥ x − y 2 for some > 0 ∀ x y ∈ S. Definition 2. a) an n × n matrix M is a semi-positive definite matrix on a set S ⊆ R n if x · Mx ≥ 0 ∀ x ∈ S. b) an n × n matrix M is a positive definite matrix on a set S ⊆ R n if x · Mx > 0 ∀ x ∈ S, x = 0. c) an n × n matrix M is a strongly positive definite matrix on a set S ⊆ R n if x · Mx ≥ x 2 for some > 0 ∀ x ∈ S, x = 0. Definition 3. a) F R n → R n is a P 0 -function on a set S ⊆ R n if an index i exists such that x i − y i · F i x − F i y ≥ 0 ∀ x y ∈ S. b) F R n → R n is a P-function on a set S ⊆ R n if an index i exists such that x i − y i · F i x − F i y > 0 ∀ x y ∈ S, x = y. c) F R n → R n is a uniform P-function on a set S ⊆ R n if an index i exists such that x i − y i · F i x − F i y ≥ x − y 2 for some > 0 ∀ x y ∈ S.
Definition 4. a) an n × n matrix M is a P 0 -matrix if every principal minor of M is nonnegative.
b) an n × n matrix M is a P-matrix if every principal minor of M is positive.
Definition 5. For a solution x * of NCP(F), we introduce the following three index sets:
For a vector x ∈ R n , x represents the vector with elements x i i ∈ . Similarly, F represents the vector function with component functions F i i ∈ . In addition, we denote the differential operator with respect to x .
Definition 6. Let x * be a solution of NCP(F). a) A solution x * is said to be nondegenerate if = . b) x * is said to be b-regular if, for an index set such that ⊆ ⊆ ∪ , F x * is nonsingular (see Pang and Gabriel 1993) . c) x * is said to be R-regular if F x * is nonsingular and its Schur complement in F x * F x * F x * F x * is a P-matrix (see Robinson 1980) .
