Three-dimensional models of real world terrain have application in a variety of tasks, but digitizing a large environment poses constraints on the design of a 3D scanning system.
INTRODUCTION
The availability of accurate 3D terrain models can be a benefit to a number of applications, including: driving simulators [1] , robotic path planning [2] [3] [4] , terrain-tire interaction [5] , and more. In the past, these models were created by graphics artists from a library of preconstructed primitives, or from a rough measurement skeleton. However, technology has advanced enough that we can now directly acquire 3D models from real world environments. In effect, we can now "digitize reality".
In the last several years there has been several groups studying how to best acquire these 3D models of real world environments. These research efforts generally fall into one of two categories: image-based methods, where the 3D geometry is inferred from 2D images; and the laser range-based approach, where the 3D geometry is measured directly through laser range scanners.
Image-based methods have been around the longest, and have been utilized for many modeling tasks. The standard method for developing large-scale terrain models is to use stereo techniques with aerial imagery to develop coarse models of the ground below [6, 7] . Shape from Motion techniques such as those used by Pollefeys et al. [8] and Zisserman et al. [9] use the calculated motion of a single moving camera to infer the geometry of the imaged scene, while the MIT City Scanning Project [10] uses spherical cameras and Geographic Information System (GIS) localization to develop models of the environment around them. In general, these techniques give results that have centimeter-to meter-level accuracy.
Recent efforts have also been made in utilizing a more direct method of acquiring 3D models of real world environments user ground-based laser scanning systems [11] [12] [13] .
These approaches require the acquisition, registration, and merging of a large number of individual scans, and thus are only effective for a small environment, say a block's worth of data. In order to alleviate this limitation, laser scanning has been combined with mobile platforms [14, 15] . These efforts use orthogonal laser range scanners and scanline matching techniques to identify the motion of the platform during scanning. These techniques work well under semi-planar motion constraints and a scene with regular (i.e., manmade) constructs, but fail in the general case. We have developed a Mobile Scanning System similar to these methods that utilizes an approach for identifying the vehicle's motion, similar to that used in aerial terrain scanning [16, 17] , that is more flexible in the types of environments and structures that can be digitized. This system combines laser range scanners, high-resolution video cameras, and Global Positioning System (GPS) and Inertial Navigation System (INS) instrumentation to measure the system's position and orientation (pose). This sensory package is then mounted on a vehicle (see Figure 1) , which is moved past the scene to be digitized to provide a geometrically accurate 3D model of the terrain, with the added benefit of high quality texture overlays. The system is designed to be a modular package so that the hardware can be changed to meet the specific needs of the application at hand, while the data processing procedures remain the same.
MOBILE SCANNING SYSTEM
Digitizing large-scale environments is a task that has inherent constraints, depending on the target application. These constraints have to do with the target environment, the structures to be digitized, the size and expense of the equipment to be used, the time available for data acquisition, the purpose for which the models are to be used, etc. Some of these constraints are constant, and some depend on the application -e.g., what resolution is necessary for the model. Perhaps one of the main constraints is the time on site necessary to do the data acquisition. Closing down the Aberdeen Proving Grounds for 3 months in order to digitize a single course is not an ideal solution.
We use high-resolution sensors mounted on a mobile platform to acquire cm-level resolution models. This allows us to quickly digitize the target scene in a variety of environments, under a variety of conditions and varying lighting. Texture overlays can be provided as necessary through the imagery acquired by our highresolution video cameras. Additional texture overlays can be provided through the use of thermal cameras or chemical sensors.
Meanwhile, pose estimation hardware and video cameras are acquiring and calculating the position and orientation information for the mobile platform. This information is used to align the range profiles and texture images and bring them into a common coordinate system. Figure 2 shows how our Mobile Scanning System digitizes a target scene. As the vehicle moves past the scene to be digitized, the system acquires 3D geometry profiles of the terrain around it while the pose estimation system acquires information about the motion of the platform. Let [X Y Z] be the global coordinate reference for the digitized scene.
This can be either a georeferenced coordinate system or a local equivalent. Let [x y z] be the laser scanner's internal coordinate system and let the orientation parameters for the scanner be [roll pitch yaw]. Each point P in the current profile has a 3D identity of ) , , ( z y x v P , as seen from the scanner, and the scanner has a 3D identity of
in the global reference. Thus, the location of P in the world reference can be found as:
where R is the rotation matrix generated from the roll, pitch, and yaw values determined from the pose sensing instrumentation.
The Mobile Scanning System essentially can be broken down into 3 main sub-systems: the geometry and texture acquisition sensors; the pose estimation module, and the data fusion and processing system. The first two are hardware systems, while the third is software-based. 
SELF-LOCALIZATION
Self-localization, or pose estimation, is a critical part of the Mobile Scanning System as the accuracy of the 3D model is directly related to the accuracy of the estimation of the sensor package's position and orientation at the time of each acquisition. We have utilized an Inertial Measurement Unit (IMU) to provide orientation and acceleration information for the platform. For absolute positioning, we have integrated a highly accurate differential real-time kinematic (D-RTK) GPS receiver, which is accurate up to 2 cm. To augment the self-localization process, we have also implemented a Pose from Video (PfV) algorithm that utilizes the highresolution images acquired by our sensing module. Figure 3 . shows the hybrid pose estimation system block diagram. Figure 3 . Block diagram of a hybrid pose estimation system. When the confidence of the hardware-based motion estimate falls below a specified threshold, the video-based self-localization system takes over.
Utilizing the GPS system for positioning occasionally results in lost positional information, due to the loss of GPS signal that occurs when vegetation or manmade structures block or attenuate the satellite signals. Thus, we have incorporated the video self-localization, which allows us to take advantage of the onboard color texture cameras and computer vision techniques to provide pose estimates in areas where GPS is either not available, or just has a low accuracy.
Hardware (Direct) Self-Localization GPS data gives us the ability to georeference the data acquired my the Mobile Scanning System. This means that we have an absolute frame of reference to apply to the data -even to data acquired using different scanners on different days. The majority of the localization instrumentation available only provides a relative reference, e.g., using the start location as a zero point and measuring from there. The GPS data allows us to incorporate all the localization information available from the INS, PfV, and other systems into a common reference frame, and one that has an absolute meaning. The fusion of the localization data thus involves mainly the computation of the fixed rotations and translations if the various sensors with respect to the global reference, the GPS [18] .
Let us denote the position of the platform at a given time as p(t) = [x y z], and its orientation as r(t)=[ φ ψ ω]
. Since the acquisition rates are different for the various sensors and we only have discrete time sampled data, interpolation is needed to obtain a continuous path trajectory. For a full 3D motion estimate
, the displacements and rotations are defined as:
where A, B, C, and D and the third order polynomial coefficients given by the tridiagonal system, as per Bartels et al. [19] The roll, pitch, and yaw parameters for the system are measured by the IMU through a series of gyroscopes and linear accelerometers, as seen in Figure 4 . These measurements can provide the instantaneous velocity of the system, as well as the orientation. Because the accelerations are being measured, in a pinch the IMU information can be used to estimate the position of the system as well, through double integration of the measurements. Unfortunately, the errors that accrue at each sampling point eventually degrade the estimate beyond the acceptable bounds of accuracy. When a fixed reference is available -e.g., using the GPS points (when available) as keystones -the positional estimates from the IMU can be accurate, as long as the system is not allowed to drift without a reference for too long.
In our system, the GPS is the only device that provides these absolute points of measurement, bounding the accuracy of the pose estimation subsystem to the accuracy of the GPS data. Under non-ideal conditions, the degradation of the GPS signal increases the uncertainty in the self-localization process. In this case, we can monitor the uncertainty of the hardware-based pose estimation system, and when it falls below a specified threshold, we can switch over to a video-based method as described in the next section. 
Video (Indirect) Self-Localization
With the advent of inexpensive video cameras, optical navigation is being increasingly utilized on robotic vehicles [20] [21] [22] [23] . Using video for navigational purposes involves determining the interframe motion between successive images, and often relies on the matching of feature points from one image to another.
It is known that two images of a static scene are related to each other through their epipolar geometry [24, 25] and epipolar geometry constraints have been used to perform Structure and Pose from Video tasks [26] [27] [28] . A robotic vehicle's pose can be determined from a video sequence by finding corresponding features between adjacent images in the video sequence and using the scene's epipolar geometry to calculate the position and orientation changes between the two images [29] [30] [31] [32] .
The pose estimation from video process can be seen in Figure 5 . First, distinctive features in an image pair are identified. Next, the features in the first image are matched to corresponding features in the second image. Given a good set of correspondences, the motion state of the camera can be calculated, up to scale, using a two stage motion estimation algorithm. We can then use the onboard laser range finder of our system to get an absolute distance to a known point in the scene, providing the scale, and giving us the full 6 Degree of Freedom (DoF) motion estimate.
The feature detection and matching is an important part of the video self-localization process. There are a number of feature types, detection algorithms, and [34, 35] , as well as its prevalence in the literature. Intensity correlation is used for the matching, and combined with our own in-house algorithm for false match removal to improve the performance of the pose computation. The pose estimation is performed using a robust algorithm similar to that described by Johnson [21] . The approach is based on a probabilistic solution following the well-known RANSAC procedure [24] . A random selection of 7 feature correspondences are used to define the Fundamental Matrix F i for the image pair, using Hartley's 7-point Algorithm [28]. The epipolar error e i is computed for all feature tracks, measuring the distance of each feature from its corresponding epipolar line, defined by the computed F i . If this error is less than that from previous iterations, the current fundamental matrix and its associated mean epipolar error become the best estimate for this two-frame motion. The process is then iterated until convergence.
When the procedure is complete, the best estimate of F is used to compute the robust F by removing all features that were considered outliers -epipolar error greater than 2 pixels -and recomputing F using all the inlying feature matches. Then, the camera's pre-computed calibration matrix K is used to calculate the essential matrix E via
The translation and rotation parameters are extracted from E. The output of this motion estimation system is a 5 DoF motion state, with an unknown scale factor γ. We use an absolute distance measurement from the onboard laser range scanner to provide γ.
DATA FUSION AND MODEL PROCESSING
For our target application range, the Mobile Scanning System acquires data in realtime, but processes the data offline. This allows us to meet our parallel goals of minimal time on site and maximal model quality. A typical terrain model can consist of over 200,000 geometry profiles, 1,000,000 position and orientation measurements, and 20,000 high-resolution color images. A rough estimate of the storage capacity required for the raw data alone exceeds 10 gigabytes. Thus, we need to combine the data together in a meaningful fashion, while reducing the amount of memory required to deliver the model's information to the target application. This procedure consists of the following stages: (1) fusion of the raw data into a single model, and (2) geometry processing to remove the effects of noise, fill holes and remove duplicate data, and provide and adaptive simplification of the model.
Combining the Raw Data
Data fusion is carried out in two main stages: combining the localization information to provide position and orientation of the sensor package at each scanning step, and using that pose information to relate the individual laser range profiles and digital images. The localization and scanning instruments are synchronized by a common timing signal. Then, for range profiles we find the corresponding localization information by combining interpolated values for the position and orientation.
As mentioned previously, we use the localization information provided by the video system to provide position and orientation information when the instrumented systems' quality falls below a given level. Figure 6 shows an experimental comparison of the direct-and indirect localization methods. The experimental subject shown here is a building in a small strip shopping center. The dotted line is the position as measured by the GPS. The solid line is the position estimate as made by the video-based system. The breaks in the GPS signal were deliberate, in order to simulate a loss of signal condition. The GPS data available was high-quality, with an accuracy of 2-3 cm. Unsurprisingly, the video system deviated from this accurate path, and that deviation was the strongest in the areas of turning -as the feature tracks become less coherent, and yaw-turning and y-translation are highly coordinated in PfV. However, using the GPS data as keystones when available, the pose estimates from video are accurate enough in the short term to be used until the GPS system can come back online.
Once the data fusion of the localization information has been done, the alignment of the individual laser range profiles and color images is a straightforward process. Pose estimates local to the individual range scans are interpolated to find the best estimate of the position and orientation of the scanner at the time of acquisition. A rigid transformation is then applied to the coordinate system of the scanner to bring the data into the world reference frame, as defined by the pose instrumentation.
Processing the Data
Once all the raw data has been fused, we have a rough 3D model available for processing. There are a wide variety of processing algorithms available for 3D models.
We have focused our efforts on 3 main areas: hole filling and redundant geometry removal; noise removal; and adaptive simplification. The strategies followed were designed to remove as many of the effects of system noise on the scanned data as possible, without degrading the information that is present in the scanned data.
Redundancy comes from areas that are scanned multiple times due to the motion of the mobile platform. Figure 7 shows another case of redundant scans, where the mobile platform is turning into the laser scanner's field of view. In this case, the vehicle's turning angle is large enough so that the scanning planes for sequential range profiles cross each other before they reach the target object. This causes geometry that was scanned in a previous profile to be scanned again. These cases are identified by determining when the object in question is beyond the intersection distance d cross and removing those crossing scans. The critical distance d cross is calculated as
where ∆t is the inter-frame translation distance and ∆θ is the turning angle.
As with any system that measures real data, our Mobile Scanning System has a noise component associated with it. This noise corrupts the data, and derives from the inherent inaccuracies of the laser range scanners as well as the uncertainty associated with each pose estimate. For many applications the noise reduction stage may not be necessary, but for most it is desirable to remove or at least reduce these noise effectsespecially in areas where the noise effects are on the same order of magnitude as the local detail, obscuring the desired information. The filter that we currently use to remove the noise is based on the assumption that the system noise is an additive Gaussian noise and the characteristics are based on those of the scanner. These characteristics were determined experimentally within our lab. Ongoing research is geared towards a more elegant and automated solution to removing system noise from the model, while preserving and even enhancing the regions of small-scale details.
For many applications, the full-resolution 10GB model may not be necessary. For example, you are creating an a priori model of terrain that will be driven over by a small robot. The robot will only operate in a small region of that terrain, but for other simulation reasons you wish to have at least a gross model of the surrounding areas. In this instance, you would be satisfied to have all objects outside the mission area processed at a lower resolution than those interacting with the robot. In order to have the generality of a system that can acquire highresolution geometry information and provide lowresolution models as needed, we have developed a multi-resolution processing scheme [36] . This scheme defines the operations needed to display/store/process the generated 3D model in various levels-of-detail. Figure 8 shows this process on our test model at the original resolution, and at 25% and 2.5% of the original resolution. Notice that the geometry is increasingly simplified, and storage/computations reduced, but the overall appearance of the model remains the same.
EXPERIMENTAL RESULTS
We have used our Mobile Scanning System to acquire 3D models for a number of different environments, in a variety of configurations. For this paper we will discuss 2 different configurations of the Mobile Scanning System. The first will be the system we use to develop models of building and other above-ground-level structures. These models are suitable for populating driving simulators, aiding robotic path planning and manipulation tasks, etc. The second configuration is a working example of how the Mobile Scanning System can acquire detailed models of the terrain over which it moves -i.e., 3D models of the ground itself.
For the structure scanning configuration, we have used a mobile platform -in this case a van -with the sensor package mounted on the roof for maximum field of view and minimal pedestrian impact. The sensor package consists of: a Leica GS500 D-RTK GPS system, with a 2 cm positional accuracy and an acquisition rate of 10 Hz; an XSens MT9 IMU, which gives orientation and acceleration information at a rate of 100 Hz with subdegree angular accuracy; a JVC GR-HD1 high definition camera that acquires color images at a rate of 30 frames per second; and a Riegl LMS-Z210 laser range scanner that acquires the 3D geometry at 10,000 points per second (corresponding to 20 profiles/sec), and has a 5 cm accuracy at up to 350 m. Figure 9 shows the results of the Mobile Scanning System along 2-block subset of a larger 2 mile stretch of data. Figure 9a shows an aerial view of the area, with the vehicle's path superimposed. Figure 9b shows the 3D geometry in point cloud form for this subset. The focus of this model is the Women's Basketball Hall of Fame, a Knoxville, TN landmark, whose textured 3D model is shown in Figure 9c . This dataset contains over 700,000 triangles but required only 3 minutes to acquire. Figure 10 shows the process on a smaller, but more complex scene. In this case, the Mobile Scanning System was driven around a shopping strip, acquiring the 3D geometry from all 4 sides of the building, to generate a more complete model. This model consists of 500,000 triangles and was acquired in 5 minutes. Figure 11 is a large-scale structure model of the Downtown West Shopping Mall in Knoxville, TN. The Mobile Scanning System was driven around the entire mall, acquiring the geometry and color information to combine into a detailed 3D model. The dataset is rather large, consisting of over 5,000,000 data points, 5,000 color images, and 48,000 pose measurements. However, only 18 minutes of scanning time was required to acquire the data, which encompassed over 1.5 km of scanning. The textured 3D model shown in Figure 11 is a small subset of the entire dataset, which is shown in reduced point cloud form. In addition to the structure scanning system, we are also currently working with a scanning platform designed to acquire the terrain (ground) the system is moving over. This system uses a downwards looking laser range scanner to digitize the terrain. The process for data fusion and model processing is the same as the previous system due to the modularity that went into the system design process. There are two versions of the downward looking system that we are currently using. One is a micro-scale system that is capable of measuring the geometry very densely (approximately 1mm between data points) with an accuracy on the order of 5 mm, at the cost of having a very limited field-of-view and a high amount of raw data to process. The other system uses a laser range scanner designed to scan larger objects, similar to the Riegl scanner used in the previous discussion.
The micro-scale system utilizes an IVP Ranger to acquire high-resolution, high-accuracy 3D models of roads and other surfaces. This level of resolution is useful for tasks such as pavement inspection. Figure  12a shows an example patch of road surface, with the corresponding path the scanning system followed superimposed. Figure 12b shows the corresponding digitized 3D surface for that surface patch. Notice the highly detailed nature of the data, where even the texture of the asphalt is evident. It took approximately 45 seconds to acquire this 25 cm x 50 cm dataset, which contains over 50,000 data points. The macro-scale terrain scanning system uses a SICK LMS200 system to acquire terrain models on a larger scale. The LMS200 has a 180° field-of view and a depth accuracy on the order of 1 cm. With this field-of-view and a working range of up to 8 m, this scanner provides terrain models appropriate for terrain-tire interaction, vehicle dynamics simulation, etc. Figure 13 shows an example of the Mobile Scanning System with this laser range scanner providing the 3D terrain geometry. The 1.2 km path scanned is on a gravel road and parking lot, with a number of cars, ditches, and railroad tracks to provide obstructions and details on the ground. Figure13a shows an aerial view of the region that was digitized, with the scanning platform's path superimposed. Figure 13b shows the digitized surface, with a zoomed in view of the raw data in point cloud form, showing the geometry of the road as well as the ditches, cars, and other objects of interest in the terrain model. The model contains over 3,000,000 data points, and took approximately 6 minutes to acquire. 
CONCLUSION
We have presented experimental results from the UTK Mobile Scanning System, as applied to terrain modeling. The system we have developed uses laser range scanners, high-resolution digital cameras, GPS, and INS mounted on a mobile platform to quickly digitize 3D models of real world environments. Our scanning system can acquire kilometers' worth of data in real time, and process the data offline to obtain accurate 3D models of the target scenes. It has been developed modularly, so that the system can be reconfigured according to the application with minimal amount of effort and changes to the processing.
The results we presented showed that our system is capable of scanning both terrain and the accompanying structures, at the desired level of resolution. The structure scanning configuration is appropriate for populating simulators and providing a priori models for robotic tasks. The micro-scale terrain scanning configuration is appropriate for inspection tasks of relatively small region, while the macro-scale terrain scanning configuration is appropriate for developing models for use in simulation, dynamics testing, etc. The configurability of the system is such that a larger scale system could be implemented using an aerial platform to extend the working range of the system even more, if desired.
Current work is underway to extend the capabilities and robustness of our Mobile Scanning System. Some of these efforts include: improving the quality and robustness of the pose estimation algorithms, adaptive regularization of the surface for noise removal, algorithmic enhancing of small-scale detail regions in the presence of noise, and improving the automation of the data processing tasks. Also under consideration is the development of a fore-and-aft scanning system, that can model vehicle-soil interaction by providing before and after models and comparing the two to validate existing and upcoming theoretical terrain impact simulations.
