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  c＝1，2，．．．，S，ゴ＝1，2，．．．，M，々＝！，2，．．．，T，
  γ、乞（n）：八時点に於いて。番目の調査会杜の得たゴ番目のカテゴリの占有
       率のデータ，
  β、｛  ：c番目の調査会杜の乞番目のカテゴリに対する相対的な調査特性，
  γ。｛（T。）：不規則成分（分散共分散構造は省略），
Xゴ（＾）＝2X｛（T。一1）一兄（Tゐ一。）十肌（丁庄），
  ゴ＝1，2，．．．，M，々＝3，4，．．．，T．
 本報告では，不規則成分の分散共分散構造として，単純標本抽出とした時の標本誤差に比例
した構造を採用した．それは，単純標本抽出を基準として，揺らぎの大きさを測ろうとしたか
らである．本報告の分散共分散構造は一つの例に過ぎず，原則として，退化した分布の分散共
分散構造であれば何でも構わないのは言うまでもない．本報告の本質的た部分は，揺らぎ乗数
を導入し，揺らぎの大きさをフレキシブルに推定しようとする所にある．
 以上のモデルのパラメータの推定及びトレンドの予測は，赤池のベイズ手順に沿って行なう．
参考として，揺らぎの大きさの推定の為のモデルの適用例を，図にて掲載しておく．図1はデー
タで，上から，内閣を支持する，支持しない，わからないと答えた者の占有率の時系列を表わ
す．そして，図2が予測されたトレンドを表わす．この時，αの推定値は3．49であった．
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生存時間分布関数の推定とベイズモデル
統計数理研究所鎌倉稔成
 1．はじめに
 生存時問分析は，医学・薬学および信頼性工学の分野において，近年，急速に脚光を浴びつ
つある統計的手法の1つである．とりわけ，Cox（1972）の開発した比例ハザードモデルは，背
景因子などの共変量と寿命分布の関係を評価する標準的な方法になりつつある．統計解析の大
きな目的の1つは，解析の対象とする集団になんらかの意味で同質性を仮定して，集団全体を
支配している確率法則である寿命分布に対する情報を得ることにある．寿命分布の推定は通常
の分布関数の推定と同様にして行われるが，大きく異なるのは，打ち切りを含む標本を対象と
する点にある．経験分布に打ち切りデータを含む形で一般化したものにKap1an and Meier
（1958）のProduct－1imit estimateがある．これは普通Kap1an－Meierの推定量と呼ばれ，生存
時間分析の基本となるものである．
 今，寿命データがm個観測され，m個のペアー（ル，δゴ）（ゴ＝1，．．．，m）で表されるものとすれ
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ば，Kap1an－Meierの推定量は次式のようになる．ただし，δ｛は打ち切りデータの場合にはO，
そうでない場合には1を取るインディケーター関数とする．
（1） 5（κ）一ノ＝呉王（1一青）
ここに，めは，κj（～＝1，．．．，m）のδF1のものを順序付け，同順位のものを1つにまとめてC1，
．，㍍としたときのノ番目の死亡数（あるいは故障数）を示し，m5はC5。時点で生存している個
体数を表す．また，0＜κ＜オユに対しては，6。＝O，m。＝m，a。＝0と定義する．
 また，生存時間分布関数S（κ）を用いて一a1ogS（κ）／aκと表現されるハザード関数に比例
性を仮定した比例ハザードモデルにおいても，生存時間分布関数の推定問題はいくつか文献に
見受けられる．たとえば，Bres1ow（1974）では，死亡のデータによって与えられる区間（才5一、，
アゴ］，ノ＝1，．．．，々十1で基準ハザード関数が一定であることを仮定したモデルによって生存時間
分布関数の推定を行っている．ただし，才用＝∞としている．比例ハザードモデルを
（2）                         λ（C）＝λo（左）exp（zβ）
とし，λo（才）に対して，
（3）       λ。（才）＝ん∠5－1＜才≦わ（ノ＝1，．．．，々十1）
とすれば，んの推定値は，最尤法によって次のように求められる（フィックスしたβに対して）．
             一      ゐ（4）    ん＝（オ、一才、．1）Σ、、。（、、β）（／＝1，・々）
                   ｛∈刷む〕
βに関しては次式を最大にするようにして推定され，これを（4）に代入し，ハザード関数と生存
時間分布関数との関係式より生存時間分布関数の推定量が計算される．
                    左 exP（．Σ．みβ）
（・）     ム（β）＝只｛Σ蒜（、β）｝幻
                      ｛∈R（ω
ここで，〆5時点においてのみ質量を持つ分布を考えると，
（・）   争（む）一宮［1一Σ島（、、β）1
                       ｛∈刷ω
という推定量が得られる．（6）式が多くの生存時間分析のプログラムパッケッジ（SAS，BMDP，
SURVREG）ヒ用いられている推定量である．また，Prentice and Ka1bneish（1979）の与え
た，繰返し計算を利用した推定法もある．両者は漸近的に等価た推定量であることが知られて
いる．これまでに議論した推定量は，いずれもKap1an－Meierの推定量をべ一スにした離散的
た推定量であったが，ここでは滑らかな生存時問分布関数を推定するための統計的方法につい
て議論を与えることにする．
 2．3スプラインを利用した推定法
 スプライン関数は，区分的な多項式であり，プロットされた点を通る滑らかな曲線を得るた
めに用いられている．スプライン関数は歪エネルギー最小を近似的に実現するという最適性を
備えており，種々の応用が考えられている（市田・吉本，1979）．生存時間分布関数の推定の問
題にスプライン関数を持ち込んだのは，K1otz（1981）である．彼は，Bスプラインを利用して
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滑らかだ推定量を得ることに成功している．次節でこの推定方法にベイズ的手法を組込むため
に，3スプラインを利用した生存時間分布関数の推定法について簡単にふれることにする．プ次
のβスプラインを考え，節点を，
           τイ斗1，τ一r＋2，．・・，τo，τ1，…，τ尾，τ々十1，…，τ々十フー1
とし，基準化された3スプラインを
 （7）      凡ブ（オ）＝（τ。十、1。）9、（τ。，τ5。、，．．．，τ。。、；∠）
で定義する．ただし，g、（・）は次式のように与えられる．
         9、（τゴ；左）＝［τ5－c］草■1
         9ブ（η，τ。。1；c）＝［9、（τゴ。1；≠）一9、（τ。；z）］／（τ。。、1。）
         9、（τゴ，τゴ。。，…，τ。。、；C）＝［9、（τ。。1，…，τ。十ブ；≠）一9、（τゴ，…，τゴ十、山1；才）1／
                      （τゴ十、一τゴ）
K1otz（1981）は，
        τ＿。十王＝τ＿。十2二…＝τo＝0≦τユ≦…≦τ冶＝τ々十1＝…＝τ左十ブ＿ユ
とし，ハザード関数に対して
                      是一1 （8）       ん（κ）＝Σθ八5、（κ）                     ゴ＝一r＋1
のモデル化を行って，最尤法によってθゴをイテラティブに解く方法を与えている．特に節点を
死亡時点に合わせ，プ＝2としたときの累積ハザード関数の推定量は，
§
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図1，Klotzの推定値とBayesモデルによる生存時間分布関数の推定値（データはK1otz（1981）によ
   る）
34 統計数理 第33巻 第1号 1985
               走                   η （9）       ∬（κ）＝Σ｛m｛Σ凡。（κ）／ΣΣM、。（ル）｝
              j＝1    ゴ≧j－1        ゴ呈1ブ≧j－1
で与えられる．exp｛一H（κ）｝が生存時間分布関数の推定量とたる．この推定量は一致性を持つ
ことが証明されている．しかしながら，実際に推定された図を見ると，滑らかさが十分とは言
えたい．そこで次節では，滑らかだ推定量を得るために最近よく用いられているベイズモデル
によってこの問題を扱う．
 3．ベイズモデル
 モデノレを一般化するために，滑らかに変化するパラメータの部分とそうでない，通常のパラ
メータの部分との両方を含むモデルについて議論する．滑らかに変化するパラメータは，たと
えば，時系列データのように時間軸上に整列したパラメータ，あるいは，空問上の位置関係を
保存したパラメータに見られる．比例ハザードモデノレの場合は，基準ハザード関数を構成する
パラメータがこれに対応する．今，通常のパラメータを，
                β。＝（β1。，．．．，β、力、），
滑らかさの情報をベイズモデルによって組込むパラメータを，
                β。＝（β。ユ，．．．，β。力、）
で示す．前節で扱ったBスプラインのモデルでは，θ5に関して時問的変動を少なくするための
モデルを入れるので，β1の入っていたいモデルとなる．比例ハザードモデルではβ1に対応する
ものは，共変量の回帰係数のパラメータである．β。の滑らかさに関する情報をここでは次の事
前分布として表現する．
              力1＋力2（10）     π（β）＝（2π）’ ・ 1」D－1Σ。D’■11 exp｛一β’（D－1ΣD’一1）一1β／2｝
ただし，D，Σは以下のように定義される．
               1     σ壬、01。
・一m㍑い一’！10，1一・呼・∴一
                             。1α
               0    －1 1                  1 0  σ2∫力，＿1
このベイズモデルでは，事前分布を決定するパラメータ，超パラメータの設定が重要な問題と
たる．超パラメータの決定に際しては，Akaike（1980）のABIC一最小化の基準が有効であるこ
とが多くの応用例に見受けられる．ここではこの基準によって超パラメータを選択する…とに
する．ABICを評価する際には，！・∬のβに関する積分が必要になるが確率密度関数！が特
別た形をしていない限りは，一般には容易ではない．そこで，
                9（β）＝1n！（κ1β）
とおいて，g（β）をβ。の回りでテーラー展開した2次近似を用いた．
 前節の3スプラインのモデルにBayesモデルを組入れるには，力1＝O，力。＝后十に1のβ1の
退化したモデルを考えればよい．ただし，β1，．．．，β力、をθ一、。ユ，．．．，θ尾。。一1に対応させる．また，
死亡時間の起った各時点の間隔が一様でたいので分散共分散行列Σのσをむ一オト1で重み付
ける．このようにして得られた推定量を図1に示す．
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討  論
田辺：時間問隔が規則的でないのにこうしたベイズ手デルを使ってもあまりうまくいかないの
   ではたいか．
鎌倉：Norma1izeした3スプラインを用いているので良いと思います．
田辺：どのようなNorma1izeか．高さなのか．Vo1umeたのか．
鎌倉：この式で示される意味です（（7）式）．
尾形：積分形の分布関数でみるよりイソテソシィティーで見た方が意味があるのでないか．
鎌倉：そうした要求があるのであれば，それは簡単に計算できます．ここでは生存時間分布関
   数の滑らかだ推定値ということで議論を展開しました．
非定常モデルとエントロピー最大化
統計数理研究所北川源四郎
1．ま え が き
 エントロピー最大化原理によれば，モデルの良さはエントロピーによって評価する．しかし，
実際には，エントロピーは直接求めることができないので観測値から推定する必要がある．よ
く知られている様に，対数尤度はこのエントロピーの推定を目ざしたものと考えることができ
る．したがって，たとえば，ある船のモデルがいくつか考えられるとき，その船の実際の運動
の記録が得られると，尤度を求めることによってモデルの良し悪しが比較できる．しかし，こ
こに一つの問題が生じる．データの採録中に，海象や気象の変化や海流，変針の影響などによっ
て船体運動の様子が徐々にあるいは急激に変化することがある．この様た場合，固定されたモ
デルの良さは時間とともに変化しており，尤度はモデルの良さの平均的な値に対応しているに
すぎない．もし，各時刻におけるモデルの良さが何らかの形で評価できれば，それにもとづい
て，各時刻でモデル選択を行なうといったより細かい解析が行なえるようになるであろう．
 第2節では，時間とともに変化するエントロピーの様子をシミュレーションの結果を用いて
例示する．第3節では，時間とともに変化するエントロピーを推定するために，区分化尤度と
平滑化尤度を提案する．第4節では，これらを用いて非定常時系列の局所的モデル構成を行なっ
