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Resumen- El objetivo del presente trabajo es pro-
porcionar una implementación para un caso típico en 
la industria, como es el uso de sistemas de visión por 
parte de brazos manipuladores para la realización de 
tareas de montaje o ensamblado. Para ello se utiliza 
una arquitectura de realimentación visual que depen-
de tanto del modelo del objeto a seguir como del mo-
delo de la cámara utilizada.
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1 INTRODUCCIÓN
La realización de tareas por parte de sistemas au-
tomatizados o robotizados en entornos estructurados 
con presencia de objetos cuya posición y orientación 
son conocidas, es un problema que se ha tratado con 
profundidad durante las últimas décadas. Sin embar-
go, si se considera la evolución de los procesos de 
ensamblaje o industriales, donde la configuración del 
contexto puede cambiar continuamente, se pone de 
manifiesto lo vital que es dotar de información senso-
rial extra al sistema, dado que un brazo manipulador, 
por ejemplo, tan solo dispone (a priori) de elementos 
sensoriales internos (medición de fuerza o posición 
en las articulaciones).
La utilización de un sistema sensorial externo de 
visión en la realización de una tarea por parte de un 
sistema automatizado, tiene la denominación genéri-
ca de Control Visual (Visual Servoing) [4]. El sistema 
de visión obtiene información visual de la escena en 
forma de características de imagen, que son realimen-
tadas al lazo de control del sistema. 
Los primeros estudios [5] aplicados sobre todo a 
procesos industriales ante la presencia de sistemas 
robotizados, desacoplaban las acciones de la extrac-
ción de imágenes y el control del robot, de tal manera 
que el controlador, después de recibir la información 
visual y determinar la posición a la cual moverse, 
ordenaba al robot a moverse a dicha posición asu-
miendo que no se había producido ningún cambio 
en la escena, esto es, el entorno permanece estático 
desde que el comando de movimiento fue ejecutado. 
La ventaja de este tipo de control es su simplicidad, 
siendo ésta una de las razones (entre otras) por la 
que tan sólo puede ser aplicable a sistemas en los 
que la tarea a realizar esté determinada y no varíe 
(muy común en entornos industriales). 
En contraposición, el control visual permite que el 
sistema de visión cierre el lazo de control, de manera 
que en cada ciclo la información visual del entorno 
o de algún objeto de interés situado en la escena sea 
actualizada de forma que el controlador corrija el mo-
vimiento a una nueva posición de destino. Esta tarea 
se realizaría bien de forma indefinida o hasta que el 
objeto a seguir haya desaparecido de la escena, con lo 
que se volvería a una posición por defecto. La calidad 
del seguimiento y del control dependen del tipo y nú-
mero de características de la imagen que se utilicen, 
donde la redundancia juega un papel muy importante 
(muy habitual en las tareas de control visual).
Lo que se propone en el presente trabajo es una im-
plementación práctica del control visual. Se trata de 
dotar a un supuesto brazo manipulador de la capacidad 
de disponer de información visual para interaccionar 
con el entorno. Dicho mecanismo no es propio de bra-
zos manipuladores: la misma técnica puede ser incor-
porada a la arquitectura de control de vehículos aéreos 
autónomos [8], por ejemplo, para el proceso de gene-
ración de trayectorias o el seguimiento de las mismas. 
La organización del presente documento consta de 
una primera sección en la que se aporta una descrip-
ción de un brazo manipulador común en la industria, 
junto con las ecuaciones que rigen su cinemática. En 
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la sección III se modela el sensor óptico, y toda la 
información visual que se puede obtener del mismo, 
mediante el algoritmo propuesto en la sección IV, 
donde se expone de forma gráfica la solución pro-
puesta para este caso práctico. Por último, en la sec-
ción V se plantean algunas consideraciones y posibles 
líneas de trabajo. 
2 PLATAFORMA ROBÓTICA. 
En esta sección se presenta una descripción detalla-
da del manipulador robótico planteado para su inte-
gración en este caso práctico, el modelo de Mitsubishi 
Melfa RV-12SDL, mostrado en la figura 1. 
2.1 Mitsubishi Melfa RV 12SDL
La serie Melfa de Mitsubishi comprende una gran 
variedad de brazos articulados y robots de tipo SCA-
RA, diseñados para satisfacer de forma óptima los 
requerimientos de prácticamente todo tipo de aplica-
ciones industriales, debido a las grandes prestacio-
nes que poseen [1], con un coste estimado por hora 
de trabajo de alrededor de 1,65 €.
La nomenclatura de los distintos modelos de la serie 
Melfa se puede observar en la figura 2, y más concre-
tamente, para el modelo actual, destacan las siguien-
tes características:
• RV: Robot de brazo articulado vertical. 
• 12: Capacidad de carga en Kg. 
• SD: Se corresponde con la serie SD. La principal 
diferencia entre la serie SD y SQ es que la segunda 
incluye una CPU. 
• L: Ejecución con brazo largo.
FIGURA 1. Manipulador Mitsubishi Melfa modelo RV-
12SDL
Este modelo resulta ideal para la manipulación de 
piezas en la fabricación industrial o para el ensambla-
je de componentes de planta. Posee una configuración 
de 6 ejes, una velocidad máxima de 9500mm/s, una 
repetibilidad de 0,05mm, y un peso total de 98kg. De 
forma general, todos los modelos de la serie en su 
conjunto disponen de las siguientes características: 
• Transmisión de tipo Harmonic Drive de alta preci-
sión, para obtener un alto grado de repetibilidad, con 
una precisión de 0,005mm  con un tiempo de ciclo 
de 0,28seg.
• Proceso de aprendizaje muy rápido, gracias a la 
combinación del toolbox de programación (RT Tool-
Box2) y el software de simulación MELFA WORKS. 
• Posee además Ethernet y CC-Link, para integración 
en redes de control industriales e interfaz Profibus.
• Gracias al controlador multitarea CR2D, permite 
la conexión con multitud de sistemas de procesado de 
imágenes.
39RAMA DE ESTUDIANTES DEL IEEE DE BARCELONA
FIGURA 2. Nomenclatura serie Melfa de Mitsubishi.
2.2 Geometría. Estudio del modelo 
cinemático 
El estudio del modelo cinemático directo, utilizan-
do la técnica extendida sistematizada de Denavit-Har-
tenberg, es necesario para que pueda ser incorporado 
en el esquema de realimentación visual propuesto. En 
general, el modelo directo viene dado por una fun-
ción, la cual permite expresar la posición y orienta-
ción del sistema de referencia objetivo en el espacio 
cartesiano p en términos de las variables articulares q:
FORMULA 1
donde f es un conjunto de funciones no lineales, y 
para este caso en particular:
FORMULA 1.2
El siguiente paso consiste en la asignación de ejes 
a las distintas articulaciones, para la obtención de los 
parámetros de Denavit-Hartenberg, que quedan iden-
tificados por los siguientes elementos (junto a la asig-
nación de sistemas de coordenadas, en la figura 3):
• ai-1: Ángulo (rad) de rotación necesario para con-
vertir  a  medido sobre el eje .
• ai-1: Traslación (m); distancia entre  a  medi-
do sobre el eje .
• : Ángulo (rad) de rotación necesario para con-
vertir  a  medido sobre .
• di: Traslación (m); distancia entre  a  sobre .
Tal y como se puede observar en las figuras 2 y 3, 
el conjunto de articulaciones del manipulador y sus 
principales características quedan recogidas en el 
Cuadro 1.
FIGURA 3 Simulación en SolidWorks de la posición y 
orientación de los sistemas de coordenadas asociados a 
cada articulación para el estudio del modelo cinemático 
directo.
CUADRO 1. CONJUNTO DE ARTICULACIONES
Tras el estudio geométrico del manipulador, se esti-
ma que los parámetros de Denavit Hartenberg necesa-
rios para obtener el modelo directo del manipulador, 
son los mostrados en el Cuadro 2. El primer sistema 
de referencia, el considerado como universal, se ha 
establecido coincidente en el mismo punto que el 
sistema de referencia de la primera articulación. Las 
medidas mostradas en esta tabla son en mm para la 
longitud, y en grados para la rotación.
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CUADRO 2. PARÁMETROS DE Denavit-Hartenberg. 
Reescribiendo (1) como
FORMULA 2
para el caso particular de este estudio, se dispone de 
seis articulaciones y de un sistema de referencia uni-
versal { } , el cual es coincidente con el primer sis-
tema de referencia físico del robot, el etiquetado como 
{1} (base). Dados los parámetros anteriores (ai-1, qi, di 
y ai-1), la obtención del modelo geométrico directo del 
robot es inmediata. Suponiendo la expresión que liga 
un sistema de referencia i con un hipotético i-1, la 
matriz de transformación homogénea que liga ambos 
sistemas es la siguiente1: 
FORMULA 3
Para obtener la relación entre el sistema de referen-
cia solidario al efector final y el sistema de referencia 
de la base (coincidente con el universal), necesario 
para la posterior fusión con el sistema de la cámara, 
bastaría con realizar el producto del conjunto de ma-
trices de transformación homogéneas que ligan a los 
distintos sistemas articulares:
FORMULA 3.1
donde R es la matriz de rotación (orientación del 
efector final) y t es el vector de traslación (posición 
en coordenadas cartesianas del efector final respec-
to del sistema de la base). Como conclusión, a partir 
del estudio del modelo cinemático directo del brazo 
manipulador, se dispone de lo imprescindible para, 
utilizando la unidad de control propia del dispositi-
vo, realizar aplicaciones industriales que requieran de 
sistemas ópticos. 
Sin embargo, es posible continuar el estudio para 
obtener ciertos parámetros relativos a la dinámica 
del conjunto. Estos incluyen, entre otros, el cálculo 
de la densidad y el volumen del brazo, así como los 
momentos de inercia asociados a cada articulación 
por paralepípedos. Dado que en este trabajo lo que 
interesa es la disposición entre garra/efector final y 
cámara y el estudio de la realimentación visual, no 
se profundizará en el control dinámico del robot, por 
asumir que es la unidad de control la que gestiona di-
cha tarea. 
3 SENSOR ÓPTICO
En la presente sección se introduce el sensor óptico, 
el cual proporcionará la información visual comple-
mentaria (gTo) necesaria para cerrar el lazo de control 
y posicionar el objeto de interés respecto a la base del 
manipulador. Se introducen los parámetros internos 
para modelar el sistema de la cámara en conjunción 
con parámetros externos o extrínsecos que ligan la 
relación entre objeto y sensor visual. Por último se 




 La modelización del sistema de la cámara plantea-
do se basa en el modelo pinhole, en el cual se realiza 
una proyección en perspectiva de un punto espacial 
M a un punto m en el plano de la imagen a través del 
centro óptico de la cámara \mathcal{ }. El punto es-
pacial M con coordenadas (Xc, Yc, Zc) con referencia 
al sistema de coordenadas de la cámara, queda repre-
sentado en el plano de la imagen por un punto m con 
coordenadas (u,v) , o también denominadas coordena-





) (figura 4), donde el punto principal de 
la cámara se encuentra en el eje óptico de la misma a 
una distancia focal f de su centro (sensor), en el que se 
verifica
1Donde c y s corresponden respectivamente al cálculo del seno y coseno
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FORMULA 4
La expresión anterior se denomina transformación 
en perspectiva, donde se ha supuesto un modelo libre 
de distorsión óptica. 
3.1.2 Parámetros intrínsecos 
El punto m también puede referirse con respecto al 
borde superior izquierdo de la imagen que se da en 
coordenadas (x,y) en píxeles, o también denominadas 




que de forma matricial puede también escribirse 
como:
FORMULA 7
donde la matriz K 2 es la denominada matriz de pará-
metros intrínsecos, siendo ésta una matriz de 3x3 que 
describe tanto la geometría como la óptica de la cá-
mara. Se tiene que fx y fy son las denominadas distan-
cias focales3 en las direcciones  e  respectivamen-
te.
FIGURA 4. Modelo pinhole.
Una forma alternativa de expresar estas distancias 
focales es la siguiente:
FORMULA 8
FORMULA 9
donde kx y ky  son los factores de escala, que rela-
cionan el tamaño del píxel con la distancia real. Si 
se asume que f=1 , las coordenadas del punto m se 
denominan coordenadas normalizadas (representan 
coordenadas pertenecientes a un plano imagen ideal 
ubicado a una distancia del centro óptico igual a la 
unidad, y está representado por q), a partir de la ecua-
ción (4) se tiene que:
FORMULA 10
donde el símbolo ~ representa que el punto se expresa 
en coordenadas proyectivas. Las coordenadas norma-
lizadas se pueden conseguir a partir de las coordena-
das en píxeles  a través de la matriz de parámetros 
intrínsecos K despejando  de la relación =K .
3.1.3 Parámetros extrínsecos
La superficie de los puntos de la escena se correspon-
de con el sistema de coordenadas, podríamos decir, del 
mundo real, con un origen { }, y un sistema de ejes 






). Dado un punto de un objeto, P, 
éste queda expresado en el sistema de coordenadas res-







ahora que se establece otro sistema de referencia, por 
ejemplo, en el origen { } , y cuyos ejes quedan etique-
tados como (Xc, Yc, Zc), situado en el centro del eje óp-
tico de la cámara, tal y como se muestra en la Figura 5. 
Gracias a esta relación geométrica se pueden definir 
cuáles son los parámetros extrínsecos4 del modelo, los 
que determinarán la posición y orientación del sistema 
de coordenadas de la cámara respecto del sistema de 
coordenadas del mundo real o del objeto5.
2El coeficiente g representa la pérdida de perpendicularidad entre los 
ejes de la imagen. Se asume cero, puesto que prácticamente no afecta 
para los cálculos posteriores.
3Se puede considerar como la distancia del sensor hasta el origen del 
sistema de referencia del plano de la imagen.
4También denominada como técnica de calibración externa.
5La definición puede ser al revés, considerando el sistema de referencia de 
la cámara como el origen.
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FIGURA 5. Relación geómetrica-espacial entre el sistema 
de coordenadas de la cámara y el sistema de coordenadas 
del objeto.
La posición del centro óptico { } respecto a { } 
se da mediante el vector de traslación t:
FORMULA 11
y la orientación de los ejes del sistema de la cámara 
respecto al sistema de ejes del objeto de referencia 
viene dada por la matriz de rotación R (cuadrada de 
orden 3), la cual puede ser obtenida a partir del pro-
ducto de matrices de las tres rotaciones simples en 
cada eje. En esta situación, una rotación de f grados 




Así, cámara y mundo quedan relacionados cum-
pliendo la siguiente expresión:
FORMULA 15
Por lo que usando lo anterior, para un punto cual-







al sistema de coordenadas{ }, se puede obtener su 
representación respecto al sistema de coordenadas { }, 
quedando sus componentes como (Pxc, Pyc, Pzc) usan-
do (15) como sigue
FORMULA 15.1
La ecuación anterior se suele representar también 
como una única matriz cuadrada de dimensión 4, ex-
presada en forma de coordenadas homogeneas
FORMULA 16
donde la matriz cT
w
 indica la matriz respecto del sis-
tema de coordenadas de la cámara, teniendo la forma:
FORMULA 17
3.1.4 Proceso de calibración
En la calibración de la cámara se estiman los pa-
rámetros intrínsecos y extrínsecos. Su precisión es 
importante pues a partir de ellos se obtiene informa-
ción métrica de la escena tal como dimensiones rea-
les del objeto, profundidad, movimiento a partir de 
imágenes, posiciones, orientaciones, etc. También se 
determinan las distorsiones geométricas producto de 
las imperfecciones de la cámara (distorsiones radial 
y tangencial). 
La calibración de la cámara es llevada a cabo al 
observar un objeto de calibración cuya geometría en 
el espacio 3D es conocida con muy buena precisión. 
Usualmente el objeto de calibración consiste en uno 
o varios planos (si hay varios planos, suelen estable-
cerse perpendiculares entre sí) en los cuales se ha 
impreso un determinado patrón de calibración. Los 
parámetros de la cámara son recuperados a partir de 
la relación entre las coordenadas tridimensionales del 
objeto con sus correspondientes proyecciones bidi-
mensionales en la imagen, como por ejemplo en el 
método de transformación lineal directa (DLT). Así, 
el método propuesto hace uso de un objeto con úni-
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co patrón de calibración impreso, muy generalizado, 
denominado tablero de ajedrez, combinando el uso 
de un método basado en el algoritmo de Zhang, en el 
cual los parámetros de la cámara son obtenidos a par-
tir de la transformación 2D entre el plano del patrón y 
el plano de la imagen. 
En la bibliografía se puede encontrar referencia [2] 
a un toolbox de calibración para Matlab muy exten-
dido, el cual, conociendo el ancho de cada uno de los 
«cuadros» del tablero, para una cámara monocroma 
de resolución (HxV) 752x480 pixels, con sensor 
CMOS de 1/3” (pixel cuadrado de 6\mu m  de ancho 
y alto), en concreto el modelo uEye UI-1220-M de 
IDS, a la que se le ha acoplado una óptica fija están-
dar COSMICAR/PENTAX de 12mm de distancia focal 
nominal, ha devuelto los valores de calibración inter-
na mostrados en el Cuadro 3.
CUADRO 3. PARÁMETROS INTRÍNSECOS DE CALI-
BRACIÓN
El proceso llevado a cabo incluye la toma de multi-
tud de planos del mismo objeto, en condiciones simi-
lares, cambiando la relación aparente cámara-objeto 
de calibración. Dicho toolbox permite obtener al mis-
mo tiempo una representación gráfica de los distintos 
valores de los parámetros extrínsecos extrapolados, 
tal y como se puede observar en la figura 6.
FIGURA 6. Representación de los parámetros extrínsecos 
del sistema cámaraobjeto.
3.2 Posicionamiento 3D mediante el sistema 
de visión
El sistema completo estará formado por la cámara, 
cuyo sistema de coordenadas ligado se etiqueta como 
{ }, acoplada rígidamente a una plataforma sobre el 
brazo manipulador próxima al efector final (sistema 
{ }) y un objeto de control apropiado para la tarea a 
realizar. Por otro lado, se propone que el objeto visua-
lizado por la cámara sea una plantilla plana que se co-
rresponde con el objeto de calibración usado para la 
calibración interna, es decir, el denominado tablero de 
ajedrez. El sistema ligado al mismo se denomina { }. 
En general, tal y como se ha expresado en (17), la 
posición y orientación de un sistema cualquiera { } 
respecto a otro sistema { } podría expresarse me-
diante la matriz de transformación homogénea aTb:
FORMULA 17.1
 De manera que planteando la posición y orienta-
ción del objeto { } respecto de { } (base del mani-
pulador):
FORMULA 18
 Para el cálculo de la relación anterior, y recapitu-
lando los elementos de los cuales se dispone, se tiene:
• Relación entre el sistema de referencia inercial 
(coincidente con la base, { }) con el efector final 
({ }), gracias al cálculo del modelo cinemático di-
recto: T
• Haciendo uso del sistema de visión, relación entre 
el sistema de referencia de la cámara ({ }) y el ob-
jeto de referencia ({ }): T .
 .• Falta el nexo de unión entre la base del mani-
pulador y la cámara. En este caso, la matriz gTc, 
calculada a partir de un proceso de calibración 
fuera de línea. Una propuesta pudiera ser el mé-
todo conocido como hand-eye calibration de Tsai 
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y Lenz (figura 7), tradicionalmente empleado para 
la calibración entre la cámara y el efector final de 
un robot manipulador al que está rígidamente aco-
plada aquélla, en el cual también se hace uso del 
mismo objeto de calibración utilizado para la cali-
bración de la cámara. El método parte de la captura 
de varias imágenes desde diversos puntos de vista 
de dicho objeto, el cual debe permanecer inmóvil, 
mientras se varían las posiciones de la cámara ha-
ciendo uso del brazo articulado. Para cada uno de 
los puntos de vista, debe registrarse la posición del 
efector final del brazo manipulador y realizar una 
estimación de la posición y orientación del objeto 
respecto a la cámara.
Una vez que se haya establecido esta relación entre 
cámara y garra, será constante, puesto que se estable-
ce un acoplamiento rígido mecánico entre ambos ele-
mentos. Dada esta matriz, es posible obtener la posi-
ción y orientación del efector final respecto al sistema 
de coordenadas del objeto:
FORMULA 18.1
Así, aplicando sucesivos cambios de base, se tendrá 
disponible la relación entre la base del manipulador y 
el objeto de referencia, de manera que si se considera 
{ } como el sistema de referencia de la base, todo 
podrá ser interpretado respecto a la misma de la for-
ma:
FORMULA 19
FIGURA 7. Esquema gráfico de calibración cámara-
garra mediante Tsai Lenz
FIGURA 7.1
 para que, en cada momento, haciendo uso del algo-
ritmo de localización y seguimiento propuesto en la 
siguiente sección, se puedan realizar las acciones que 
se consideren oportunas en un entorno industrial.
4 MECANISMOS DE EXTRACCIÓN 
DE INFORMACIÓN VISUAL
4.1 Introducción
El algoritmo de localización y seguimiento presen-
tado en esta sección permite obtener la información 
visual necesaria para cerrar el lazo de realimentación 
visual. Se obtendrán los parámetros extrínsecos del 
sistema, esto es, rotación y traslación del sistema que 
liga al objeto de interés y la cámara, para poder inte-
grarlo en la unidad de control del manipulador, indi-
cando así la posición y orientación deseadas respecto 
del sistema { }.
Esta técnica se correspondería, si se mantiene o no 
el tipo de realimentación articular, con la técnica de 
«Mirar y mover dinámico» (figura 8), en la que se es-
tablecen dos frecuencias de operación: lazo interno y 
más rápido, lazo externo más lento. Si se establece la 
clasificación en base al espacio de control, el lazo de 
control externo se corresponde con la técnica denomi-
nada control visual basado en posición (PBVS - Posi-
tion Based Visual Servo, figura 9), en la que es necesa-
rio conocer tanto la geometría de la cámara como la del 
objeto, y en la que el lazo externo realimenta valores en 
el espacio cartesiano, al tiempo que el lazo interno (uni-
dad de control del robot) trabaja en el espacio articular. 
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La implementación aportada en esta sección se ha 
llevado a cabo con una librería de procesamiento di-
gital de imágenes basadas en estándares abiertos, de-
nominada OpenCV [3]. Aunque existen multitud de 
alternativas libres, como OpenTrackingLibrary[6], se 
propone OpenCV debido al elevado número de mé-
todos y funciones de los que ya dispone, al tiempo 
de diversos manuales y documentación on-line. Sin 
embargo, existen alternativas bajo licencia muy ex-
tendidas en entornos industriales, como la alternativa 
comercial de MVTec Halcon [7]. Es un software que 
incluye multitud de algoritmos, herramientas de cali-
bración, y entornos integrados de desarrollo, que per-
mite desplegar soluciones de visión artificial en entor-
nos industriales con elevados índices de calidad. Sin 
embargo, la licencia más básica tiene costes prohibiti-
vos para entornos de investigación universitarios.
FIGURA 8. Esquema «Mirar y mover dinamico»
Para exponer la presente sección, en primer lugar 
se muestra una descripción del modelado del objeto, 
el cual se corresponde con el elemento a seguir en el 
entorno mediante algoritmos de localización y segui-
miento que son ejecutados en tiempo real. Posterior-
mente, y una vez localizado el mismo en la escena, 
se extraen los parámetros extrínsecos para, en última 
instancia, ser reproyectados estos puntos en el plano 
de la imagen para verificar que la estimación es co-
rrecta.
FIGURA 9. Esquema PBVS
4.2 Objeto de referencia tridimensional
La razón principal por la cual se propone el tablero 
de ajedrez como objeto de interés es porque su geo-
metría (puntos por filas y por columnas) es sencilla 
de implementar. Pero dado que si se pretende que 
la presente propuesta sea factible en el mundo de la 
industria, para cada aplicación en la que se requiera 
control basado en posición, será necesario contar con 
un modelo muy preciso del objeto. Dado el modelo, 
una vez que se hayan calculado la rotación y trasla-
ción del objeto respecto de la cámara (o viceversa) 
en cada escena, estos parámetros serán realimentados 
al control para cerrar el lazo. Así pues, se supone que 
se dispone de los siguientes elementos en el entorno:
• Cámara: calibrada, o al menos se dispone de los 
parámetros intrínsecos obtenidos fuera de línea. 
Correctamente conectada al computador o unidad 
de control, y transmitiendo en modo contínuo.
• Objeto de interés: Se dispone de la plantilla del 
tablero de ajedrez, conociendo perfectamente su 
geometría, midiendo el alto y ancho de sus cuadra-
dos con un calibre, por ejemplo. Para esta propues-
ta se requiere la asumpción del que el objeto de 
interés es plano. En otros casos, tanto la implemen-
tación de los algoritmos de localización como la 
representación del modelo serían más complejos.
 En Algoritmo 1 se recoge la lógica más básica que 
resume los pasos a seguir para obtener los parámetros 
extrínsecos, si el objeto está dentro del espacio de vi-
sión de la cámara.
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4.3 Representación, localización y 
seguimiento
Es relativamente sencillo localizar los puntos carac-
terísticos o corners de un tablero de ajedrez después 
de consultar la documentación de OpenCV [3]. La 
función cvFindChessboardCorners() se utiliza pues 
para la obtención de las coordenadas de los puntos ca-
racterísticos en el plano de la imagen. Además, dichos 
corners de la parrilla interior de puntos del tablero de 
ajedrez presentan unas propiedades muy buenas para 
la localización y seguimiento, no tanto como pudiera 
tener otro objeto de interés. Existen otras alternati-
vas para la localización de dichos puntos: detector de 
corners de Harris; intersección entre rectas interiores 
al tablero usando algoritmos de detección de bordes, 
como Canny, etc. 
En cada toma, para la localización de los puntos 
interiores al tablero, se usa la función de OpenCV 
cvFindChessboardCorners(), cuyo prototipo es el si-
guiente: 
int cvFindChessboardCorners( 
const void* image, 
CvSize pattern_size,
CvPoint2D32f* corners,
int* corner_count = NULL,
flags = CV_CALIB_CB_ADAPTIVE_THRESH );
donde:
 image : Imagen que contiene al objeto de in-
terés. 
 pattern_size : Estructura para la definición de 
tamaño en OpenCV. Se indican el número de filas y 
columnas, especificados por el número de corners in-
ternos a lo ancho y número de corners internos a lo 
alto del tablero.
 corners : Estructura tipo array de OpenCV en 
la que se almacenan las coordenadas (del plano de la 
imagen) correspondientes a los puntos extraídos del 
tablero. 
 corner_count : Puntero a entero, en el cual se 
indica el número de corners del tablero encontrados.
Máscaras de comportamiento :
• CV_CALIB_CB_ADAPTIVE_THRESH: Se usará 
un umbral adaptativo para el contraste en la imagen 
para la localización de los corners.
• CV_CALIB_CB_FILTER_QUADS: Conjunto de 
restricciones son aplicadas para rechazar posibles fal-
sos corners.
Una limitación que presenta esta función es que si 
el tablero completo no está contenido dentro de la es-
cena, y no se detecta, por ejemplo, una fila o colum-
na, no devuelve el conjunto de puntos de la parte del 
tablero visible, dado que no cumple con los paráme-
tros de entrada indicados. Esto da pie a otros métodos 
para la localización de objetos (basados en descripto-
res, como SIFT o SURF), pero no son del ámbito del 
presente trabajo.
El siguiente paso consiste en aplicar un proceso 
de refinamiento sobre el conjunto de coordenadas 
para precisar aún más la localización de los puntos 
característicos o corners obtenidas en el punto ante-
rior. Esta tarea se realiza con la función de OpenCV 
cvFindCornerSubPix(), cuyo prototipo es: 
void cvFindCornerSubPix( 







 image, corners y count : Igual que en el caso 
anterior, salvo que se supone que en image están pre-
sentes los corners pasados como argumento de entra-
da.
 win : Estructura en OpenCV para especificar 
el tamaño de la ventana de búsqueda del punto caracte-
rístico, en píxeles. En esta propuesta se considera una 
ventana de 5x5 de radio desde la posición del punto, 
con lo que sumando el tamaño del píxel en horizontal y 
vertical queda una ventana de CvSize(11,11).
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 zero_zone : No relevante para el caso actual.
 criteria : Se establecen el número de iteracio-
nes máximo en el proceso de búsqueda. En este caso: 
cvTermCriteria(CV\_TERMCRI\_TPS\mid CV\_TER-
MCRIT\_IER,30,0.1). indicando que el algoritmo ite-
rará un número máximo de iteraciones que se estable-
ce en 30 ó cuando se haya alcanzado una precisión del 
10%.
Almacenadas las coordenadas de los puntos en es-
tructuras de memoria intermedias, y obtenidas las 
coordenadas precisas de la localización de los puntos 
del tablero, queda realizar la representación de la geo-
metría del objeto, definiendo los puntos del objeto, y 
calcular los parámetros extrínsecos del sistema, asu-
miendo que tanto la cámara como el objeto pueden 
desplazarse en cualquier momento.
El objeto se puede definir virtualmente como una 
malla de puntos, ordenados por filas y columnas, cuya 
distancia de separación sea dada en milímetros (Al-
goritmo 2). La tercera coordenada (z) se establece a 
0, puesto que se supone que el objeto descansa sobre 
el plano que contiene al sistema de referencia propio. 
Un último detalle es indicar qué se considera eje X 
y eje Y respecto del sistema de coordenadas del ob-
jeto. En la figura 10 se observa la asumpción del eje 
horizontal del objeto como Y, el vertical etiquetado 
como X y apuntando hacia la cámara, el eje Z.
4.4 Cálculo de los parámetros extrínsecos
En OpenCV existe una función que permite calcular 
los parámetros extrínsecos, denominada cvFindEx-
trinsicCameraParam2(), la cual se detalla a continua-
ción:
void cvFindExtrinsicCameraParams2( 
const CvMat* object_points, 
const CvMat* image_points, 
const CvMat* intrinsic_matrix, 
const CvMat* distortion_coeffs, 
CvMat* rotation_vector, 
CvMat* translation_vector );
 La descripción de los parámetros es la siguiente:
 object_points : Representación virtual de la 
geometría del objeto. Presentada en el Algoritmo 2. 
Coordenadas tridimensionales respecto al sistema del 
objeto. 
 image_points : Coordenadas bidimensionales 
respecto al plano de la imagen de los puntos extraídos 
con la función cvFindChessboardCorners(). 
 intrinsic_matrix : Función de parámetros in-
trínsecos de la cámara K.
 distortion_coeffs : Vector de coeficientes de 
distorsión radial y tangencial. Expresado de la forma: 
k1, k2, p1, p2 y k3 (donde ki indican coeficientes de 
distorsión radial y pi coeficientes de distorsión tan-
gencial)6.
 rotation_vector : Vector de rotación, en el que 
se devuelve, por cada eje, el vector unitario asociado 
y el ángulo de giro sobre el mismo. Para obtener la 
matriz de orden 3 necesaria para la aplicación, se pue-
de usar la función de OpenCV cvRodrigues2().
 translation_vector : Vector de traslación del 
sistema. Los valores devueltos están expresados en 
mm.
6De forma muy resumida, la distorsión radial está asociada a la curvatura 
de la lente, mientras que la distorsión tangencial queda asociada a la 
disposición existente entre el sensor (CMOS, por ejemplo) de la cámara 
y la óptica.
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FIGURA 10. Representación de los ejes del sistema de 
coordenadas del objeto.
4.5 Proyección tridimensional
En este punto se puede verificar:
• Si la calibración interna de la cámara se ha reali-
zado correctamente.
• Si se ha definido correctamente el objeto tridi-
mensional.
• Si se ha realizado correctamente la extracción de 
los parámetros extrínsecos del sistema.
Si alguna de las tres etapas anteriores se ha superado 
con algún tipo de error, la reproyección de la estima-
ción de los puntos del objeto no será adecuada, y por 
lo tanto, la reconstrucción 3D del mismo contendrá 
errores. Esto es, dada una localización en el espacio 
tridimensional respecto del sistema de coordenadas 
de la cámara, es posible reconstruir de forma unívo-
ca donde debería aparecer en el plano de la imagen 
en coordenadas expresadas en píxeles, el punto ex-
terno tridimensional. Dicha transformación se realiza 
usando la función de OpenCV denominada cvProject-
Points2(), cuyo prototipo se expone a continuación:
void cvProjectPoints2( 
const CvMat* object_points, 
const CvMat* rotation_vector, 
const CvMat* translation_vector, 
const CvMat* intrinsic_matrix, 




 object_points : Representación virtual (Al-
goritmo 2) de la geometría del objeto. Coordenadas 
tridimensionales respecto al sistema del objeto. 
 rotation_vector : Vector de rotación, repre-
sentado como rotación respecto a cada eje.
 translation_vector : Vector de traslación del 
sistema. Los valores devueltos están expresados en 
mm.
 intrinsic_matrix : Función de parámetros in-
trínsecos de la cámara, \mathbf{K}. Junto con los co-
eficientes de distorsión, es usada para corregir geomé-
tricamente la imagen.
 distortion_coeffs : Vector de coeficientes de 
distorsión. 
 image_points : Parámetro de salida; conten-
drá las coordenadas tridimensionales de la localiza-
ción del objeto, respecto del sistema de coordenadas 
de la imagen. Posteriormente será usado para dibujar 
los puntos reproyectados.
Tras la ejecución de la anterior función, es posible 
dibujar la reproyección de los puntos calculados so-
bre el tablero, con una precisión que depende direc-
tamente tanto de la óptica como de las características 
de la cámara. 
FIGURA 11. Disposición brazo manipulador-cámara-
objeto de interés. Transformación entre sistemas de 
referencia.
El último paso consiste en dibujar el eje Z sobre el 
tablero (profundidad), y para conseguir la reconstruc-
ción parcial completa es necesario dividir esa peque-
ña cantidad por la reproyección del eje Z, haciendo 
49RAMA DE ESTUDIANTES DEL IEEE DE BARCELONA
uso de la expresión (4). Los resultados obtenidos se 
muestran en la figura 12, donde una “reproyección 
tridimensional” del objeto de interés a partir de los 
parámetros extrínsecos del sistema es llevada a cabo. 
Como conclusión, tras realizar el conjunto de pasos 
anteriores, ya se dispone de los parámetros extrínse-
cos, con una resolución del orden de mm , para poder 
ser integrados en la unidad de control del manipula-
dor e indicar referencias asociadas al campo visual, 
para tareas propias del entorno industrial. Aplicando 
el producto de matrices recogido en la expresión (19), 
es posible indicar movimiento a coordenadas del en-
torno del objeto, referenciadas desde la base del ma-
nipulador, { }, siguiendo el esquema de la figura 11.
FIGURA 12. Reconstrucción 3D del objeto de interés.
4.6 Otras alternativas
Existen otras técnicas, no expuestas en este trabajo, 
para la obtención de la relación entre la cámara aso-
ciada al efector final y algún objeto de interés, y para 
la localización del mismo (Surf, Sift, flujo óptico, 
etc). De hecho serían muy beneficiosas para entornos 
industriales, dado que son independientes del modelo 
del objeto de referencia (en este tipo de técnicas no se 
considera la estructura tridimensional del objeto, sino 
que se asume que el mismo es plano).
Ya no se calculan los parámetros extrínsecos del 
sistema, tal cual; en este tipo de alternativas tan solo 
existe el plano de la imagen, y el conjunto de pun-
tos extraídos del mismo es lo que se intenta seguir en 
una secuencia de imágenes. Se plantea una relación 
de transformación proyectiva, en la que se toma la 
primera imagen del objeto (imagen de referencia) y 
se calcula en cada toma sucesiva la matriz de homo-
grafía con la nueva imagen del objeto capturada, de 
forma que en cada instante de tiempo tenemos una 
matriz H, cuyos coeficientes transformarían la posi-
ción actual del objeto a la posición de referencia. 
Una vez calculada dicha matriz entre cada par de 
imágenes (referencia y actual), se pueden plantear 
diversas técnicas para la extracción de la rotación y 
traslación, entre las cuales destacan las de descompo-
sición analítica y numérica. Sin embargo, aunque la 
rotación no se vea afectada, el vector de traslación no 
viene dado en unidades métricas como en la primera 
propuesta, sino que viene escalado y determinado por 
un factor \alpha  desconocido. Por ello, propuestas 
que utilizan este tipo de técnicas para el control vi-
sual basado en posición incluyen también medidas de 
sensores de distancia, que aportan la componente de 
profundidad necesaria para poder extrapolar los pará-
metros extrínsecos reales.
5 CONCLUSIÓN
El presente trabajo ha presentado una propuesta 
para un caso práctico de implementación de un es-
quema de realimentación visual basado en posición, 
alternativa la cual requiere de múltiples modelos: mo-
delo de parámetros intrínsecos de la cámara, especi-
ficación tridimensional del objeto de interés, etc. No 
se ha presentado ninguna referencia a controladores 
articulares bajo la asumpción de que es la unidad de 
control del brazo manipulador quien, indicando re-
ferencias externas en espacio cartesiano, se encarga 
del control cinemático y dinámico del manipulador. 
Sin embargo, sí ha sido necesario el presentar las 
ecuaciones del modelo cinemático directo para poder 
calcular la matriz de transformación homogénea que 
liga base y efector final, para poder relacionarlo del 
mismo modo con el objeto de interés capturado por 
el sensor óptico.
La técnica de extracción de información visual no es 
característica de este tipo de aplicaciones. De hecho, 
es posible integrarla en equipos robóticos terrestres o 
aéreos, complementando así la carga sensorial de los 
mismos, pudiendo ser alternativas en situaciones en 
las que, por ejemplo, para funciones de navegación no 
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se disponga de cobertura GPS, sensor muy utilizado 
en la navegación autónoma. Simplemente con tomar 
diversas asumpciones sobre el o los objetos a tomar 
como referencias, el control visual para navegación 
es factible. 
En la literatura existen diversos métodos para la 
localización y seguimiento de objetos: algunos de 
ellos presentan mejores propiedades ante oclusiones 
parciales o condiciones lumínicas pobres (es el caso 
de SURF o SIFT). El motivo por el cual no se han 
presentado en este trabajo es porque en entornos in-
dustriales todo en el área o celda de trabajo se prepara 
de la mejor forma posible para que las condiciones 
de trabajo sean las mejores; incluyendo (si existen 
sensores ópticos) el mejor acondicionamiento para la 
extracción de información visual.
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