Abstract. Almost all the decision questions concerning the resource requirements of a computational device are undecidable. Here we want to understand the exact boundary that separates the undecidable from the decidable cases of such problems by considering the time complexity of very simple devices that include NFAs (1-way and 2-way), NPDAs and NPDAs augmented with counters -and their unambiguous restrictions. We consider several variations -based on whether the bound holds exactly or as an upper-bound and show decidability as well as undecidability results. We also introduce a stronger version of machine equivalence (known as run-time equivalence) and identify classes of machines for which run-time equivalence is decidable (undecidable). In the case of decidable problems, we also attempt to determine more precisely the complexity class to which the problem belongs.
Introduction
Decision questions concerning the time complexity of a computational device are very basic to understanding its performance (correctness, efficiency, optimality) and hence such questions have been addressed from the beginning of computation theory. The earliest such questions can be traced back to Turing's original paper in which halting problem on blank tape was addressed [20] . Most such questions are undecidable, however. It is therefore natural to explore the simplest of such questions for which decision algorithms exist. For example, consider an NFA M with ε-moves. Such an NFA may require, on an input w, an accepting path that is much longer than |w| because of ε-moves. One basic question is: Is it true that every string w in L(M ) can be accepted within 2|w| steps? We address such questions in this paper. Most of the problems we consider involve determining if the time complexity of all the accepted input strings can be upper-bounded in a certain way. Note that many of the devices we consider are nondeterministic and thus the time complexity we consider is the shortest among all possible accepting computations. The precise nature of the problem considered leads to questions such as: (a) Is the time bound at most |w| + k for some k independent of the length of |w|)? This means the number of ε-moves is bounded above by a constant. (b) Is the time complexity at most k|w|, where k could be fixed, or be part of the input. (c) Is the time complexity exactly k|w| for a given k?
The primary motivation for this work is to understand the boundary between decidable and undecidable cases of such analysis questions since we feel that these are fundamental questions. The problems we consider have the same flavor as those studied in [4, 3] . The research in [4] investigated the mean-payoff in NFA models in which the edges are weighted by real numbers and the goal is to compute for a given string w, the minimum average weight of computation which is defined as the total weight divided by the length of string, minimized over all paths leading to acceptance of the string. The paper [3] studied the "amplitude" of an automaton, which intuitively characterizes how much a typical execution of the automaton fluctuates. We note that similar constructions in some of our results in this paper have also been used in [3] . Our work is also related to studies on measures of nondeterminism in which the number of nondeterministic moves on an accepting computation is used as a complexity measure [6] .
We use a wide range of undecidable (e.g. 
Preliminaries
We use the standard machine models such as DFA, NFA, DPDA, NPDA etc. (with ε-moves) as for example, in [12] . We will also look at machines with a two-way read-only input. These devices have left and right end markers, and acceptance is when the input head falls off the right end marker in an accepting state. At each move, the input head can move left or right or remain stationary. A two-way device M is k-crossing (where k ≥ 1) if every accepted input can be accepted in an accepting computation in which the input head crosses the boundary between any pair of adjacent cells at most k times. Note that the head can stay on a cell an unbounded (but a finite) number of steps, and these "stays" are not counted in the crossing bound. Staying is like ε-move. M is finite-crossing if it is k-crossing for some given k.
A fundamental model that we will use is a one-way or two-way NFA or NPDA augmented with a finite number of reversal-bounded counters. At each step, each counter (which is initially set to zero and can never become negative) can be incremented by 1, decremented by 1, or left unchanged and can be tested for zero. The counters are reversal-bounded in the sense that there is a specified r such that during any computation, no counter can change mode from increasing
