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Abstract
With the development of deep learning, the deep models based on neural networks play
an important role in vision applications. This dissertation focuses on two limitations of
previous deep models. First, early approaches for vision tasks usually focus on global
representations, while ignoring the discriminative partial features. However, partial
representations provide su cient recognition information for vision tasks and need to
be well developed. Second, deep learning models are eager for massive data with labels,
which is hard to acquire. The lack of labeled data inherently introduces uncertainty in
deep models. Thus, a robust model should not only provide accurate predictions but
also estimate uncertainty precisely.
This dissertation presents part-aware and robust deep models for some important
vision applications, i.e., the occluded person re-identification (re-id), the interactive
video object segmentation (VOS) and the few-shot image classification. Concretely, for
the occluded person re-id task, partial features are learned by partitioning the global
feature map extracted by neural networks. Pose keypoints are adopted to indicate
the visible and occluded parts. The information of occluded parts is depressed. For
the interactive VOS, the partial similarity between adjacent frames is important to
propagate segmented masks from the previous frame to the current processing frame.
Thus, the pixel distances in a local part and the global map are computed for generating
masks. For the few-shot image classification, a metric-based Bayesian framework
is proposed for generating robust representations and reasoning about uncertainty,
including calibration, recognition of out-of-distribution images and robustness against
attacks.
In sum, I investigate the significance of the discriminative and robust partial
representations and the ability of estimating uncertainty for the deep learning models,
and apply them to some common vision applications to illustrate the e ectiveness of
the deep models.
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