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Abstract
For suitable families of locally infinitely divisible Markov processes {ξǫ
t
}0≤t≤T with frequent
small jumps depending on a small parameter ǫ > 0, precise asymptotics for large deviations of
integral forms Eǫ
[
exp{ǫ−1F (ξǫ)}] are proved for smooth functionals F. The main ingredient of
the proof in this paper is a recent result regarding the asymptotic expansions of the expectations
E
ǫ [G(ξǫ)}] for smooth G. Several connections between these large deviation asymptotics and
partial integro-differential equations are included as well.
Keywords and phrases: Cra´mer’s transformation, large deviations, normal deviations, locally in-
finitely divisible, compensating operators
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1 Introduction
The study of large deviations in limit theorems can be formulated as follows. Let X be a metric
space with metric ρ, and µǫ be a family of probability measures on X depending on a parameter
ǫ > 0. Suppose there is a point x∗ ∈ X such that for any δ > 0 and small ǫ, µǫ{y : ρ(x∗, y) < δ}
have overwhelming probabilities: limǫ→0 µǫ{y : ρ(x∗, y) < δ} = 1. Problems on large deviations are
concerned with the limiting behavior as ǫ→ 0 of the infinitesimal probabilities µǫ(A) for measurable
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sets A ⊆ X that are situated at a positive distance from point x∗. Problems concerning asymptotics
as ǫ→ 0 of integrals in the form ∫
X
fǫ(x)µ
ǫ(dx) also belong to large deviations if the main part of
such integrals for small ǫ is due to the values of x far away from point x∗. This paper deals with
the later (asymptotics of integrals).
Classical large deviation problems are about empirical means S¯n =
∑n
i=1 ξi/n of random vari-
ables ξi. In general, results obtained deal with asymtotics up to logarithmic equivalence lnP{S¯n ∈
A} or lnE exp{nf(S¯n)}, and we call these results rough large deviations, see [44], [11], [14] and
[46]. If we assume that the random variables ξi are real-valued and independent identically dis-
tributed (i.i.d.), Crame´r in [10] made use of limit theorems on normal deviations (asymptotic
expansions in limit theorem for i.i.d. random variables) and proved a precise large deviation
result: P{S¯n > a} ∼ c√n exp{−nI(a)} for a > 0, some constant c and a rate function I(x) pro-
vided ξi are non-lattice having zero mean and finite moment generating function. He used what
we will call Crame´r’s transformation to define a new distribution µ˜(dx) = ez0xµ(dx)/
∫
ez0xµ(dx)
for some z0 so that new random variables ξ˜i corresponding to µ˜ have mean a. If more condi-
tions are assumed on ξi, then Crame´r derived precise asymptotics for large deviation probabilities
P{S¯n > a} = exp{−nI(a)}(
∑
1≤i≤N lin
−i/2+o(n−N/2)) for an integer N depending on the moments
of ξi (see also [6], [26] and the references therein for related works). If we use µ
n to denote the distri-
butions of S¯n, then results concerning integrals
∫
R
fn(x)µ
n(dx) with fn(x) = exp{nf(x)} can be ob-
tained similarly in the form
∫
R
exp{nf(x)}µn(dx) = exp{n[f(x0)−I(x0)]}(
∑
0≤i≤M kin
−i+o(n−M ))
provided max[f(x)− I(x)] is reached uniquely at x0 for some integer M depending on the smooth-
ness of f(x). If ξi are not independent or the moment generating function doesn’t exist, similar
precise large deviations can be also obtained (see for instance [31], [32], [28] and the references
therein). For related treatments on other types of sequences of random variables (such as ran-
domly indexed sums), we refer to [29] and [34]. Precise large deviations are also called in the
literature as sharp (or exact) large deviations.
When we study large deviations for stochastic processes ξǫt defined on probability spaces (Ω,F,P
ǫ),
one usually investigates the asymtotics up to logarithmic equivalence lnPǫ{ξǫ ∈ A} ∼ g(ǫ,A) or
lnEǫfǫ(ξ
ǫ) ∼ g(ǫ, fǫ) (we use Eǫ to denote the expectation with respect to the probability measure
P
ǫ). More precisely, if (X,B) denotes a function space with a metric and the Borel σ-algebra B, then
the family {ξǫ} is said to satisfy the large deviation principle with a normalized action functional
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S(x) on (X,B) if for every Borel measurable set Γ ∈ B,
− inf
x∈Γo
S(x) ≤ lim inf
ǫ→0
ǫ lnPǫ{ξǫ ∈ Γ} ≤ lim sup
ǫ→0
ǫ lnPǫ{ξǫ ∈ Γ} ≤ − inf
x∈Γ¯
S(x) (1.1)
where S(x) takes values in [0,+∞] such that each level set Φ(s) := {x ∈ X : S(x) ≤ s} is compact
(s ≥ 0). The normalized action functional S(x) is also called a rate function in the literature. Here
we also consider the large deviation principle as rough large deviations. We refer to [11], [44], [41],
[30], [24], [1] and [27] for the large deviation principles for various classes of stochastic processes.
Of note, references [1] and [27] study processes with jumps, which will be included in this paper.
The following identity, to be called as Varadhan’s integral lemma according to [11], was derived
in [41] from (1.1)
lim
ǫ→0
ǫ lnEǫ exp
{
ǫ−1F (ξǫ)
}
= max
x∈X
[F (x) − S(x)] (1.2)
for every bounded and continuous functional F (x) on X. If the metric space X is regular enough, then
(1.2) and (1.1) are equivalent, see Section 3.3 in [25], [7] and [11]. Related works were considered
in [12]. Two questions arise here. First, it is natural to expect precise large deviation probabilities
from (1.1) for suitable stochastic processes. This direction has been extensively studied, such as
for random walks, actual aggregate loss processes, prospective-loss processes, (fractional) Ornstein-
Uhlenbeck processes, Gaussian quadratic forms, Markov chains and so on (see [37], [33], [35], [2],
[3], [4], [5], [21] and [22]). Second, it is natural to expect precise large deviations of integral forms
from (1.2) for more regular F such as what we had for sums of i.i.d. random variables. Namely, we
want to specify the conditions on F and ξǫ under which Eǫ exp
{
ǫ−1F (ξǫ)
}
has precise asymptotics.
Not many references can be found along this direction, and below is a summary.
Indeed, for the family of stochastic processes {√ǫWt}t∈[0,T ], where {Wt} is the standard Wiener
process, it was proved by Schilder in [38] that the following precise asymptotics hold
E
ǫ
[
exp
{
ǫ−1F (
√
ǫW )
}]
= exp{ǫ−1[F (φ0)− S(φ0)]}
 ∑
0≤i≤s/2
Ki · ǫi + o(ǫs/2)
 (1.3)
for a positive integer s depending on the smoothness of F, where the normalized action functional
S(φ) = 12
∫ T
0 φ
′(t)2dt for absolutely continuous φ and S(φ) =∞ for other φ. We note that the tra-
jectory metric space X here is the continuous function space C[0, T ], and F (φ0)− S(φ0) indicates
the maximum of F (φ)−S(φ) is reached uniquely at φ0. The proof of (1.3) made use of many partic-
ular properties of Wiener processes such as dµφ+
√
ǫW/dµW and the distribution of maxt∈[0,T ] |Wt|.
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In 1970s, Dubrovskii and Wentzell showed precise large deviation of the first order, i.e. s = 0 in
(1.3), for suitable Markov processes by a transformation similar to Crame´r’s. The general precise
asymptotics can’t be obtained due to the lack of tools which will be explained below, see [13] and
[44]. Ellis and Rosen in 1980s derived precise asymptotics in the form (1.3) for Gaussian probability
measures by suitable technical arguments based on Hilbert spaces, see [16], [17], [18], [36] and [23].
The purpose of this paper is to study precise asymptotics for large deviations in form (1.3) for
a wide class of families of stochastic processes including diffusion processes, pure jump processes,
deterministic processes and the mixture processes of them - locally infinitely divisible processes.
Most of the proofs regarding the precise large deviations mentioned above made use of a trans-
formation P˜ǫ(A) =
∫
A π
ǫ
φdP (π
ǫ
φ is chosen such that P˜
ǫ(Ω) = 1) in order that the main part of
E
ǫ
[
exp{ǫ−1F (ξǫ)}] for small ǫ is due to the set of paths in a neighborhood of φ which has large P˜ǫ
probability. We call such a transformation the generalized Crame´r’s transformation which will be
used also in this paper.
Back to the classical precise asymptotics for large deviations
∫
R
exp{nf(x)}µn(dx) on i.i.d.
random variables, Crame´r’s main tools are the asymptotic expansions on normal deviations for
√
nS¯n in the form F√nS¯n(x) = F∞(x) +
∑k
i=1 Pi(x)n
−i/2 + o(n−k/2) where F∞(x) is the limiting
distribution of F√nS¯n(x) (the distribution function of the random variable
√
nS¯n). Equivalently,
for smooth function g(x), the normal deviations take the following form
Eg(
√
nS¯n) = Eg(Y ) +
k∑
i=1
pin
−i/2 + o(n−k/2) (1.4)
where Y is the random variable corresponding to the distribution function F∞(x). It is well-known
that a family of stochastic processes ηǫ converges weakly to a process η as probability measures on
the trajectory function space X if for any continuous and bounded functional G(x) on X
E
ǫG(ηǫ) = EG(η) + o(1).
The exact order for o(1) is generally unknown. Thus, if one wants to follow the idea of Crame´r on
random variables to derive precise asymptotics of large deviations for stochastic processes by using
the asymptotic expansions on normal deviations for stochastic processes, then the first step would
be to obtain normal deviations for stochastic processes, namely,
E
ǫG(ηǫ) = EG(η) +
k∑
i=1
Piǫ
i/2 + o(ǫk/2). (1.5)
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But normal deviations (1.5) are far from clear until a recent result [47], and we refer to [45] and the
references therein for closely related works. The method of deriving precise asymptotics of large
deviations from precise normal deviations for stochastic processes seems to appear for the first time
in this paper.
In Section 1.1 we give the definition of a locally infinitely divisible process and list several
related concepts. The main result of this paper is contained in Section 2, where some examples are
also included. After appropriate recall from [47] on normal deviations for stochastic processes in
Section 3.1, we present the proof of our main theorem in the rest of Section 3.
As related problems, in Section 4 we study the connections between precise asymptotics for
large (or normal) deviations and for the solutions to partial integro-differential equations
∂
∂t
uǫ(t, x) =
ǫ
2
a(t, x)∆uǫ(t, x) + b(t, x)∇uǫ(t, x) + ǫ−1c(x)uǫ(t, x)
+ ǫ−1
∫
R
[uǫ(t, x+ ǫu)− uǫ(t, x)− ǫu∇uǫ(t, x)] νt,x(du)
uǫ(0, x) = g(x)
under suitable smooth and growth conditions on a, b, c and g. For instance, if c = 1, a(t, x) = a(x),
b(t, x) = b(x), 0 < infx a(x) ≤ supx a(x) < ∞, νt,x(du) = u21{|u|≤1}(du), the smooth functions
a(x), b(x) and g(x) are bounded together with their derivatives dja/dxj , djb/dxj and djg/dxj , then
the precise asymptotics for the solution uǫ(t, x) for fixed (t, x) is (with n being an arbitrary integer)
uǫ(t, x) = et/ǫ ·
[
n∑
k=0
ki(x)ǫ
k/2 + o(ǫn/2)
]
, for constants ki depending on x.
1.1 Locally infinitely divisible processes
If (ξt,Ps,x), t ∈ [s, T ], is a real-valued Markov process (the subscript s,x means the process starts
from x at time s), we use P s,t, 0 ≤ s ≤ t ≤ T, to denote the corresponding multiplicative family of
linear operators acting on functions according to the formula
P s,tf(x) = Es,xf(ξt),
where Es,x is the expectation with respect to probability measure Ps,x. The compensating operator
A of this Markov process, taking functions f(t, x) to functions of the same two arguments, is defined
by
P s,tf(t, ·)(x) = f(s, x) +
∫ t
s
P s,uAf(u, ·)(x)du (1.6)
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under suitable assumptions on the measurability in (t, x) of Af(t, x), where P s,tf(t, ·)(x) means
that P s,t is applied to the function f(t, x) in its second argument x, and P s,uAf(u, ·)(x) means
that P s,u is applied to function g(u, x) := Af(u, x) in its second argument x. If some measurability
conditions are imposed on the process ξt(ω), then (1.6) is equivalent to that
f(t, ξt)−
∫ t
s
Af(u, ξu)du
is a martingale with respect to the natural family of σ-algebras and every probability measure
Ps,x. Of course, compensating operator A is not defined uniquely. Different versions are such that
Af(u, ξu) coincide almost surely except on a set of time argument u of zero Lebesgue measure.
We say At is the generating operator of our process (ξt,Ps,x) if for s ≤ t,
P s,tf(x) = f(x) +
∫ t
s
P s,uAuf(x)du
for suitable f. Also a generating operator has different versions. For a wide class of Markov
processes, a version of the compensating operator A of process ξt for smooth functions f(t, x) is
given by
Af(t, x) =
∂f
∂t
(t, x) +Atf(t, ·)(x),
where generating operator At acts on functions of the spatial argument x only.
For each fixed ǫ > 0, let (ξǫt ,P
ǫ
0,x), t ∈ [0, T ], be a one-dimensional process with jumps whose
trajectories are right continuous with left limits. We assume that the generating operator of ξǫt is
Aǫtf(x) = ǫ
−1
∫
R
[
f(x+ ǫu)− f(x)− ǫuf ′(x)] νt,x(du) + α(t, x)f ′(x) + ǫ
2
a(t, x)f ′′(x) (1.7)
for functions f that are bounded and continuous together with their first and second derivatives,
and that a version of its compensating operator is given by Af(t, x) = ∂f∂t (t, x) + Atf(t, ·)(x) for
bounded functions f(t, x) that are absolutely continuous in t, twice continuously differentiable in
x for fixed t with bounded derivatives ∂f/∂t, ∂f/∂x and ∂2f/∂x2. In order to make sense of the
integral in Aǫtf(x) and also for the purpose of the proof, throughout this paper we impose two
conditions on measures νt,x :
∫
u2νt,x(du) <∞ for every (t, x), and there is a bounded support K
for all νt,x(·), i.e., νt,x(Kc) ≡ 0. The family {ξǫt} is the underlying family of stochastic processes in
this paper, and we call them locally infinitely divisible processes with bounded support, see also [45]
and [44]. We note that this family contains diffusion processes, pure jump processes, deterministic
processes and the processes coming from the mixture of them.
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For each ǫ, the process ξǫ makes jumps of size ǫ · u, according to the rate measure ǫ−1νt,x(du),
and moves with velocity α(t, x)−∫ uνt,x(du) between the jumps. We define the cumulant Gǫ(t, x; z)
of (ξǫt ,P
ǫ
0,x) by, for t ∈ [0, T ], x, z ∈ R,
Gǫ(t, x; z) = zα(t, x) +
ǫ
2
a(t, x)z2 + ǫ−1
∫
R
(ezǫu − 1− zǫu) νt,x(du).
Here Gǫ(t, x; z) is well defined because of two conditions we imposed on νt,x, and it satisfies
Gǫ(t, x; z) = ǫ−1G0(t, x; ǫz), where
G0(t, x; z) = zα(t, x) +
1
2
a(t, x)z2 +
∫
R
(ezu − 1− zu) νt,x(du).
Let H0(t, x;u), G0(t, x; z) be coupled by the Legendre transformation in the third argument,
H0(t, x;u) = sup
z∈R
[zu−G0(t, x; z)] .
For an absolutely continuous function φ0 (which will be specified later as a maximizer) we define
zǫ(t) = ǫ−1z0(t), z0(t) = ∂H0∂u (t, φ0(t);φ
′
0(t)) and generalized Crame´r’s transformation:
P
zǫ
0,x(A) :=
∫
A
πǫ(0, T )dPǫ0,x,
with πǫ(0, T ) = exp
{
ǫ−1
∫ T
0 z0(t)dξ
ǫ
t − ǫ−1
∫ T
0 G0(t, ξ
ǫ
t ; z0(t))dt
}
. For each ǫ > 0, this transforma-
tion gives us a new probability measure Pz
ǫ
0,x if we assume π
ǫ(0, T ) is a martingale as a process in
T with respect to Pǫ0,x. For each ǫ > 0, under P
zǫ
0,x it turns out ξ
ǫ is again a jump process with
compensating operator (see [44], Section 2.2.2),
A
zǫf(t, x) =
∂f
∂t
(t, x) +
∂G0
∂z
(t, x; z0(t))
∂f
∂x
(t, x) +
ǫ
2
a(t, x)
∂2f
∂x2
(t, x
+ ǫ−1
∫
R
[
f(t, x+ ǫu)− f(t, x)− ǫu∂f
∂x
(t, x)
]
ez0(t)uνt,x(du).
(1.8)
Let us define the normalized action functional as follows
S(φ) = S0,T (φ) =
∫ T
0
H0(t, φ(t);φ
′(t))dt
for absolutely continuous function φ, otherwise S(φ) = +∞. At the end of this section, we introduce
several notations which are needed for our formulation of the main theorem. Let φ0 be continuously
differentiable,
G∗0(t, x; z) =z
[
α(t, φ0(t) + x)−
∫
R
uνt,φ0(t)+x(du)− φ′0(t)
]
+
1
2
a(t, φ0(t) + x)z
2 +
∫
R
(ezu − 1) ez0(t)uνt,φ0(t)+x(du),
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and H∗0 (t, x;u) be the Legendre transformation of G
∗
0(t, x; z) in the third argument. For simplicity,
throughout this paper we will only consider Pǫ0,0,P
zǫ
0,0, and use symbols P
ǫ,Pz
ǫ
for short. The
following symbols are also used,
α1(t, x) =
∂G0
∂z
(t, x; z0(t)), α
2(t, x) = a(t, x) +
∫
u2ez0(t)uνt,x(du);
αj(t, x) =
∫
ujez0(t)uνt,x(du), β
j(t, x) =
∫
|u|jez0(t)uνt,x(du), j ≥ 3.
(1.9)
1.2 Functional derivatives
Let us include in this section the function spaces related to the trajectory spaces of our stochastic
processes and the corresponding functional derivatives. We use D0[0, T ] to denote the space of
all functions defined on [0, T ] vanishing at 0 which are right continuous with left limits; C10 [0, T ]
the space of all continuously differentiable functions on [0, T ] vanishing at 0; and W 1,20 [0, T ] the
space of absolutely continuous functions vanishing at 0 having square integrable derivatives. In
the space D0[0, T ], the uniform norm ||φ|| = sup0≤t≤T |φ(t)| will be used. Throughout this paper,
we understand the differentiability of a functional F (φ) on D0[0, T ] as Fre´chet differentiability.
Moreover, we assume that the derivatives F (j)(φ)(δ1, · · · , δj) can be represented as integrals of the
product δ1(s1) · · · δj(sj) with respect to some signed measures, denoted by F (j)(φ; •):
F (j)(φ)(δ1, · · · , δj) =
∫
[0,T ]j
δ1(s1) · · · δj(sj)F (j)(φ; ds1 · · · dsj). (1.10)
The norm of the signed measure is defined by
||F (j)|| := sup
x[0,T ]∈D0[0,T ]
∣∣∣F (j)(x[0, T ]; •)∣∣∣ ([0, T ]j).
The notation F (j)(φ)(y[0, T ]⊗j ) stands for the j-th derivative F (j)(φ)(y[0, T ], · · · , y[0, T ]) of the
functional F at point φ[0, T ] in directions y[0, T ].
2 The main theorem and examples
From now on, an integer s ≥ 2 will be used. To precisely state our main result, we make a list
of assumptions on two pairs G0,H0 and G
∗
0,H
∗
0 introduced in Section 1.1. The first five general
assumptions (A)-(E) can be found in [44]. Let p(t, x; z) and q(t, x;u) be coupled by the Legendre
transformation in the third arguments.
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(A). p(t, x; z) ≤ p0(z) for all t, x, z, where p0 is a downward convex non-negative function, finite
for all z, and such that p0(0) = 0.
(B). q(t, x;u) < ∞ for the same u for which q
0
(u) is finite, where q
0
is the Legendre transfor-
mation of p0.
(C).
sup
|t−s|<h,|x−y|<δ,q(t,x;u)<∞
q(s, y;u)− q(t, x;u)
1 + q(t, x;u)
→ 0 for h ↓ 0, δ ↓ 0.
(D). The set {u : q
0
(u) <∞} is open, and supt,x q(t, x;u0) <∞ for some point u0 of it.
(E). For any compactum UK ⊆ {u : q0(u) < ∞}, the partial derivative
∂q
∂u(t, x;u) is bounded
and continuous in u ∈ UK uniformly with respect to all t, x.
Besides, one more technical assumption is imposed directly on G0 and α
j .
(F). Let G0(t, x; z) and H0(t, x;u) be twice differentiable with respect to (x; z) and (x;u)
respectively, and their first and second derivatives be continuous with respect to (t, x; z) and (t, x;u).
Furthermore, assume G0(t, x; z) is differentiable in x up to s+1 times,
∂s+1G0
∂xs+1
(t, x; z) is bounded for
all x ∈ R, t ∈ [0, T ] and bounded z. Suppose supt,x,z |∂
2G0
∂z∂x (t, x; z)| < ∞, inft,x,z |∂
2G0
∂z2 (t, x; z)| > 0,
supt,x |a(t, x)| < ∞, and ||α1(i+1)|| + ||αj+1(i) || < ∞ for all integers i, j ≥ 1 where the subscript (i) in
αj(i)(t, x) := α
j
22 · · · 2︸ ︷︷ ︸
i
(t, x) means the i-th partial derivative of αj in its second argument x.
2.1 The main theorem
Theorem 2.1. Let (ξǫt ,P
ǫ), t ∈ [0, T ], be a family of one-dimensional locally infinitely divisible
processes with bounded support introduced in Section 1.1, For a continuous functional F on D0[0, T ]
which is bounded above, let the maximum of functional F − S be attained at a unique function
φ0 ∈ C10 [0, T ], and the assumption (F) be fulfilled. Furthermore, assume that the assumptions
(A)-(E) are satisfied for p(t, x; z) = G0(t, x; z) and p(t, x; z) = G
∗
0(t, x; z).
Suppose F is s+1 times differentiable at all points φ in a neighborhood of φ0 and F
(2)(φ0)(x, x) <
S(2)(φ0)(x, x) for any non-zero function x ∈ W 1,20 [0, T ]. For all φ in this neighborhood of φ0, any
x[0, T ], xi[0, T ] ∈ D0[0, T ], we assume
F (2)(φ)(x[0, T ], x[0, T ]) +
∫ T
0
(x(t))2
∂2G0
∂x2
(t, φ0(t); z0(t))dt ≤ 0,
∣∣∣F (i)(φ)(x1[0, T ], · · · , xi[0, T ])∣∣∣ ≤ p
|x1(T ) · · · xi(T )|m + i∏
j=1
(
1 +
∫ T
0
|xj(t)|n dt
) (2.1)
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with 2 ≤ i ≤ s+ 1 and some constants m,n, p ≥ 1. Another continuous and bounded functional H
is assumed to be s− 1 times differentiable at all points φ in a neighborhood of φ0, and∣∣∣H(i)(φ)(x1[0, T ], · · · , xi[0, T ])∣∣∣ ≤ p′
|x1(T ) · · · xi(T )|m′ + i∏
j=1
(
1 +
∫ T
0
|xj(t)|n
′
dt
) (2.2)
with 1 ≤ i ≤ s− 1 and some positive constants m′, n′, p′ ≥ 1, for all xi[0, T ] ∈ D0[0, T ].
Then as ǫ→ 0, the following precise asymptotics hold
E
ǫ
[
H(ξǫ) exp{ǫ−1F (ξǫ)}] = exp{ǫ−1 [F (φ0)− S(φ0)]}
 ∑
0≤i≤(s−2)
Ki · ǫi/2 + o
(
ǫ(s−2)/2
) (2.3)
where the coefficients Ki are determined by F,H and their derivatives at φ0; in particular,
K0 = H(φ0) · E (exp{Q(2, η)}) ,
K1 = C01H(φ0) +C11 + E
[
exp{Q(2, η)}
(
Q(3, η)H(φ0) +H
(1)(φ0)(η)
)]
with the constants Cij depending on F,H and φ0, the process η being a Gaussian diffusion having dif-
fusion coefficient A(t) = ∂
2G0
∂z2 (t, φ0(t); z0(t)) and drift coefficient B(t, x) = x · ∂
2G0
∂z∂x (t, φ0(t); z0(t)) ,
and
Q(n, x[0, T ]) =
1
n!
F (n)(φ0)(x[0, T ], · · · , x[0, T ]) +
∫ T
0
1
n!
(x(t))n
∂nG0
∂xn
(t, φ0(t); z0(t))dt.
Remark: (1). The constants Cij are determined from the asymptotic expansions for normal
deviations formulated in (III) of Section 3.3. The finiteness of the coefficients Ki is proved in
Section 3.5.
(2). In the spacial case when ξǫ =
√
ǫW , each coefficient Ki in (2.3) with an odd index i is
equal to zero because of the symmetry of the distribution of W.
(3). If the initial position of ξǫ is x instead of 0, then we think of ξǫ − x as a new process with
zero initial position and
E
ǫ
0,xΦ(ξ
ǫ) = Eǫ0,0Φ(ξ
ǫ − x).
2.2 Examples
Example 1. Let us consider a family of one-dimensional pure jump processes ξǫt , t ∈ [0, 1], with
generating operator given by
Aǫtf(x) = ǫ
−1
∫
R
(f(x+ ǫu)− f(x)) νt,x(du),
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where νt,x(du) =
1
2 (δ1(du) + δ−1(du)) with δ1(·) (resp. δ−1(·)) denoting the probability measure
concentrating at point 1 (resp. −1). For each ǫ, the trajectories of ξǫ are step functions with finitely
many steps on [0, 1]. This process makes jumps of size ±ǫ according to the rate 12ǫ−1.
The most probable trajectory for ξǫ as ǫ→ 0 is identically zero. To see this, we first note that
G0(t, x; z) =
∫
R
(ezu − 1) νt,x(du) = 1
2
(
ez + e−z − 2) ;
H0(t, x;u) = sup
z∈R
[zu−G0(t, x; z)] = u ln
(
u+
√
u2 + 1
)
+ 1−
√
u2 + 1;
S(φ) =
∫ 1
0
H0(t, φ(t);φ
′(t))dt, for absolutely continuous φ in D0[0, 1].
As a function of u, H0(t, x;u) is positive except at u = 0, strictly increasing on (0,∞), and strictly
decreasing on (−∞, 0). Thus, in order to make S(φ) = 0, it is required φ′(t) = 0 almost everywhere
with respect to Lebesgue measure. But φ(t) is absolutely continuous and φ(0) = 0, it follows that
φ(t) ≡ 0. This proves that the most probable trajectory is zero.
Let the functional F on D0[0, 1] be
F (φ) =
∫ 1
0
(
φ(t)− φ2(t)) dt,
and H(φ) ≡ 1. We need to show that max(F − S) is attained at a unique function φ0 ∈ C10 [0, 1],
that is, the following variational problem
max
φ∈C10 [0,1]
∫ 1
0
[
φ(t)− φ(t)2 −
(
φ′(t) ln
(
φ′(t) +
√
φ′(t)2 + 1
)
+ 1−
√
φ′(t)2 + 1
)]
dt, (2.4)
has an unique (nonzero) solution. The existence and uniqueness for a nonzero solution of (2.4) are
shown in the Appendix. All other conditions of Theorem 2.1 can be easily checked.
We could have considered some wider families of processes and more general functionals (e.g.
F (φ[0, T ]) = h
(∫ T
0 g (φ (s)) ds
)
), and each time we will have to verify the existence and uniqueness
of the solution for the corresponding variational problem.
Example 2. Suppose ξǫt , t ∈ [0, 1] is a family of one-dimensional pure jump processes with gener-
ating operator
Aǫtf(x) = ǫ
−1
∫
R
(f(x+ ǫu)− f(x)) νt,x(du),
where νt,x(du) = r(x)δ1(du) + l(x)δ−1(du) and r(x) = l(x) = sin(x) + 2. It is easy to get
G0(t, x; z) =
∫
R
(ezu − 1) νt,x(du) = r(x)(ez − 1) + l(x)(e−z − 1).
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Again we consider functional F (φ) =
∫ 1
0
(
φ(t)− φ2(t)) dt. The existence and uniqueness of the
variational problem maxφ∈C10 [0,1][F (φ) − S(φ)] can be similarly obtained as Example 1. Now we
check G∗0(t, x; z) satisfies conditions (A)-(E). Let us recall that in this example
G∗0(t, x; z) =− z[φ′0(t) + r(φ0(t) + x)− l(φ0(t) + x)]
+ r(φ0(t) + x)(e
z − 1)ez0(t) + l(φ0(t) + x)(e−z − 1)e−z0(t).
For conditions (A) and (B): we choose G¯0(z) = C(e
|z| − 1) with a positive constant C, then
H0(u) = Ch(|u|/C), where function h(y) = y ln y − y + 1 for y ≥ 1, and = 0 for 0 ≤ y < 1. For
condition (C): for any fixed h > 0, if (t, x) and (s, y) are close enough, then
G∗0(t, x; (1 − h)z)− (1− h)G∗0(s, y; z) ≤ h. (2.5)
To see (2.5), note that for large z → ∞ or z → −∞, the left hand side of (2.5) goes to −∞
uniformly in t and x. This means that we just need to consider bounded z, which proves (2.5).
Conditions (D) and (E) are easy to be checked.
3 Proof of Theorem 2.1
As mentioned in the introduction, we will use precise normal deviations for stochastic processes in
our proof. The normal deviations needed here are not for the processes ξǫ, but for another family
of processes ηǫ related to ξǫ.
Because of assumption (F) in Section 2, the ordinary differential equation x′(t) = α1(t, x(t))
with an initial condition x(0) = 0 has a unique solution with α1 defined in (1.9). Furthermore, this
unique solution can be proved to be φ0 from Legendre transformation. Let us set
ηǫt = ǫ
−1/2(ξǫt − φ0(t)).
Note that here the initial point ηǫ0 = 0. More generally, we consider an initial point η
ǫ
0 = x in this
section in order to fully exhibit the normal deviations. It was proved in [45] that as ǫ → 0 the
family ηǫ under Pz
ǫ
0,x converges weakly to a process η, which is a Gaussian diffusion process on the
real line with generating operator
Aηt f(x) = α
1
2(t, φ0(t)) · x · f ′(x) +
1
2
α2(t, φ0(t)) · f ′′(x), (3.1)
where the subscript 2 means differentiation in the second spatial argument.
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3.1 Results on normal deviations
Before the statement of normal deviations, let us recall a differential operator A1 which was defined
in [45] for functionals G on D[0, T ] (consisting of right continuous functions with left limits):
A1G(x[0, T ]) =
3∑
k=1
∫
[0,T ]k
Γk1(x[0, T ]; s1, · · · , sk)G(k)(x[0, T ]; ds1 · · · dsk)
where
Γ11(x[0, T ]; s1) =
1
2
∫ s1
0
α122(t, φ0(t))x(t)
2 exp
{∫ s1
0
α12(v, φ0(v))dv
}
dt,
Γ21(x[0, T ]; s1, s2) =
1
2
∫ min{s1,s2}
0
α22(t, φ0(t))x(t) exp
{
2∑
i=1
∫ si
0
α12(v, φ0(v))dv
}
dt,
Γ31(x[0, T ]; s1, s2, s3) =
1
6
∫ min{s1,s2,s3}
0
α3(t, φ0(t)) exp
{
3∑
i=1
∫ si
0
α12(v, φ0(v))dv
}
dt.
A crucial functional in [45] and [47] is defined through a conditional expectation on the past path
f(t, x[0, t]) = Et,x[0,t]G(η), t ∈ [0, T ].
Theorem 3.1 (Theorem 5.2 in [47]). Let a functional G(x[0, T ]) on D[0, T ] be 3(s − 2) times
differentiable with the following conditions:
(I). there is a constant C > 0 such that for all x[0, T ], y[0, T ] ∈ D[0, T ]
|G(x[0, T ])| ≤ C
(
1 + |x(T )|s +
∫ T
0
|x(t)|sdt
)
,∣∣∣G(i)(x[0, T ])(y[0, T ]⊗i )∣∣∣ ≤ (1 + ||y||i)C (1 + |x(T )|s−2 + ∫ T
0
|x(t)|s−2dt
)
, 1 ≤ i ≤ 3(s− 2),
(II). G(i)(x[0, T ])(I[t,T ]δ, · · · , I[t,T ]δ), 1 ≤ i ≤ 3(s − 2), are continuous with respect to x[0, T ]
uniformly as x[0, T ] changes over an arbitrary compact subset of D[0, T ], t over [0, T ], and δ[0, T ]
over the set of Lipschitz continuous functions with constant 1, ||δ|| ≤ 1.
Then as ǫ→ 0, under the assumptions of Theorem 2.1 the precise normal deviations hold
E
zǫ
0,xG(η
ǫ) = E0,xG(η) +
s−2∑
i=1
ǫi/2E0,xAiG(η) + o(ǫ
(s−2)/2) (3.2)
where A1 is a third-order differential operator defined before, A2 is a sixth-order differential operator
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given by
A2G(x[0, T ]) =
∫ T
0
A1G˜(x[0, t])dt +
∫ T
0
[ 1
3!
α1222(t, φ0(t))x(t)
3f (1)(t, x[0, t])(I{t})
+
1
4
α222(t, φ0(t))x(t)
2f (2)(t, x[0, t])(I⊗
2
{t}) +
1
3!
α32(t, φ0(t))x(t)f
(3)(t, x[0, t])(I⊗
3
{t})
+
1
4!
α4(t, φ0(t))f
(4)(t, x[0, t])(I⊗
4
{t})
]
dt
with
G˜(x[0, t]) =
1
2
α122(t, φ0(t))x
2(t)f (1)(t, x[0, t])(I{t}) +
1
2
α22(t, φ0(t))x(t)f
(2)(t, x[0, t])(I⊗
2
{t})
+
1
6
α3(t, φ0(t))f
(3)(t, x[0, t])(I⊗
3
{t}),
and A3, · · · , As−2 are suitable differential operators defined through derivatives of f(t, x[0, t]).
3.2 Large deviations for ǫ1/2ηǫ
It can be easily seen that the process ηǫ = ǫ−1/2(ξǫ−φ0) under the measure Pzǫ, has compensating
operator
A
ηǫf(t, x) =
∂f
∂t
(t, x) + ǫ−1/2
[
∂G0
∂z
(t, φ0(t) + ǫ
1/2x; z0(t))− φ′0(t)
]
∂f
∂x
(t, x)
+
1
2
a(t, φ0(t) + ǫ
1/2x)
∂2f
∂x2
(t, x)
+ ǫ−1
∫
R
[
f(t, x+ ǫ1/2u)− f(t, x)− ǫ1/2 ∂f
∂x
(t, x) · u
]
ez0(t)uνt,φ0(t)+ǫ1/2x(du),
(3.3)
and cumulant
Gη
ǫ
(t, x; z) =z · ǫ−1/2
[
∂G0
∂z
(t, φ0(t) + ǫ
1/2x; z0(t))− φ′0(t)
]
+
1
2
a(t, φ0(t) + ǫ
1/2x)z2
+ ǫ−1
∫
R
[
ez
√
ǫu − 1− z√ǫu
]
ez0(t)uνt,φ0(t)+ǫ1/2x(du).
The limiting process η has compensating operator given by
A
ηf(t, x) =
∂f
∂t
(t, x) + x · ∂
2G0
∂z∂x
(t, φ0(t);z0(t)) · ∂f
∂x
(t, x) +
1
2
∂2G0
∂z2
(t, φ0(t); z0(t)) · ∂
2f
∂x2
(t, x),
and cumulant
Gη(t, x; z) = zx · ∂
2G0
∂z∂x
(t, φ0(t); z0(t)) +
1
2
z2 · ∂
2G0
∂z2
(t, φ0(t); z0(t)).
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In this case, the Legendre transformation of Gη(t, x; z) in z becomes
Hη(t, x;u) =
1
2
∂2H0
∂u2
(t, φ0(t);φ
′
0(t))
(
u− x · ∂
2G0
∂z∂x
(t, φ0(t); z0(t))
)2
.
It then follows from Section 5.2.6 of [44] that the normalized action functional for the family of
processes ǫ1/2η is
Iη(f(·)) =
∫ T
0
Hη(t, f(t); f ′(t))dt.
An important tool we need for the proof of Theorem 2.1 is the following convergence
P
zǫ
{
||ηǫ|| ≥ ǫ−1/2
}
→ 0 exponentially fast as ǫ ↓ 0. (3.4)
3.2.1 Proof of (3.4)
Let us consider the family of processes ζǫ = ǫ1/2ηǫ = ξǫ − φ0 with respect to probabilities Pzǫ.
Since ηǫ converge weakly to η, it is expected that the the most probable trajectory of ζǫ as ǫ ↓ 0
is path zero. Then the exponential convergence to zero of Pz
ǫ {||ηǫ|| ≥ ǫ−1/2} = Pzǫ {||ζǫ|| ≥ 1}
follows provided a large deviation result for ζǫ is proved. To be precise, we now prove that a large
principle holds for ζǫ under the assumptions of Theorem 2.1
First it is straightforward to compute the cumulant of ζǫ :
Gζ
ǫ
(t, x; z) =z
[
∂G0
∂z
(t, φ0(t) + x; z0(t))− φ′0(t)
]
+
ǫ
2
a(t, φ0(t) + x)z
2
+ ǫ−1
∫
R
[ezǫu − 1− zǫu] ez0(t)uνt,φ0(t)+x(du),
which satisfies ǫGζ
ǫ
(t, x; ǫ−1z) = G∗0(t, x; z). Then by taking into account the assumptions (A)-(F),
we can deduce a large deviation principle with the following normalized action functional
S∗0,T (φ) =
∫ T
0
H∗0 (t, φ(t);φ
′(t))dt,
for absolutely continuous function φ (see Theorem 3.2.1 in [44] for details).
Now let us consider a closed set A in D0[0, T ] given by A = {x[0, T ] : ||x[0, T ]|| ≥ 1}. The large
deviation principle for ζǫ gives that, for any small γ > 0, there is ǫ0 such that for all ǫ ∈ (0, ǫ0),
P
zǫ
{
||ηǫ|| ≥ ǫ−1/2
}
= Pz
ǫ {||ζǫ|| ≥ 1} = Pzǫ {ζǫ ∈ A} ≤ exp
{
−ǫ−1[ inf
φ∈A
S∗0,T (φ) − γ]
}
.
So (3.4) is proved if CA := infφ∈A S∗0,T (φ) > 0.
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Note that CA is reached at some point φA. This is because A is closed and any level set{
φ ∈ D0[0, T ] : S∗0,T (φ) ≤ s
}
is compact for any s > 0. Now we set CA = S
∗
0,T (φA). If S
∗
0,T (φA) = 0,
thenH∗0 (t, φA(t);φ
′
A(t)) = 0 almost everywhere with respect to Lebesgue measure, i.e., for all z ∈ R,
z · φ′A(t)−G∗0(t, φA(t); z) ≤ 0, almost all t.
Thus for almost all t,
φ′A(t) ≤ lim
z↓0
z−1G∗0(t, φA(t); z) =
[
∂G0
∂z
(t, φ0(t) + φA(t); z0(t))− φ′0(t)
]
+ lim
z↓0
z−1
∫
R
(ezu − 1− zu) ez0(t)uνt,φ0(t)+φA(t)(du) =
∂G0
∂z
(t, φ0(t) + φA(t); z0(t))− φ′0(t),
where the fact that the second limit is equal to zero is from the assumption that νt,x have a bounded
support K. Similarly,
φ′A(t) ≥ lim
z↑0
z−1G∗0(t, φA(t); z) =
∂G0
∂z
(t, φ0(t) + φA(t); z0(t))− φ′0(t),
thus φ′A(t) =
∂G0
∂z (t, φ0(t)+φA(t); z0(t))−φ′0(t). Taking the initial condition φA(0) = 0 into account,
we deduce that φA ≡ 0. But this is a contradiction with ||φA|| ≥ 1, so S∗0,T (φA) 6= 0, i.e. CA > 0.
3.3 Taylor’s expansions and estimates
We start this section with a technical lemma which suggests that when we consider the precise
asymptotics for large deviations, the part away from the most probable path can be simply dropped.
Lemma 3.1. Let the family ξǫ satisfy a large deviation principle with a normalized action functional
S, and F be a continuous measurable functional on D0[0, T ]. Suppose F is bounded above and the
difference F − S attains its maximum at a unique function φ0 ∈ D0[0, T ]. Then for any h > 0,
there is a γ > 0 such that as ǫ→ 0,
E
ǫ
[
1{||ξǫ−φ0||≥h} exp{ǫ−1F (ξǫ)}
]
= o
(
exp
{
ǫ−1[F (φ0)− S(φ0)− γ]
})
.
The proof of this lemma is contained in the Appendix. It follows from this lemma that for any
h > 0, there exists some γ > 0 such that as ǫ→ 0,
E
ǫ
[
H(ξǫ) exp{ǫ−1F (ξǫ)}] =Eǫ [1{||ξǫ−φ0||<h}H(ξǫ) exp{ǫ−1F (ξǫ)}]
+ o
(
exp
{
ǫ−1 [F (φ0)− S(φ0)− γ]
})
.
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Noticing that exp{−ǫ−1γ} tends to zero exponentially fast, we thus only focus on the first part
over the set {||ξǫ − φ0|| < h} . Simple calculations yield
E
ǫ
[
1{||ξǫ−φ0||<h}H(ξ
ǫ) exp{ǫ−1F (ξǫ)}]
= Ez
ǫ
[
1{||ξǫ−φ0||<h}H(ξ
ǫ) exp
{
ǫ−1F (ξǫ)− ǫ−1
∫ T
0
z0(t)dξ
ǫ
t + ǫ
−1
∫ T
0
G0(t, ξ
ǫ
t ; z0(t))dt
}]
= Ez
ǫ
[
1{||ηǫ||<ǫ−1/2h}H(φ0 + ǫ1/2ηǫ) exp
{
ǫ−1F (φ0 + ǫ1/2ηǫ)− ǫ−1/2
∫ T
0
z0(t)dη
ǫ
t
− ǫ−1
∫ T
0
(
z0(t)φ
′
0(t)−G0(t, φ0(t) + ǫ1/2ηǫt ; z0(t))
)
dt
}]
.
(3.5)
Now we apply Taylor’s expansion for F at φ0 up to order s with an integral’s remainder (IR) (see
[8] for details),
F (φ0 + ǫ
1/2ηǫ) = F (φ0) + ǫ
1/2F (1)(φ0)(η
ǫ) + · · · + ǫ
s/2
s!
F (s)(φ0)(η
ǫ, · · · , ηǫ) + IR1,
IR1 = ǫ
s+1
2
∫ 1
0
(1− u)s
s!
F (s+1)(φ0 + uǫ
1/2ηǫ)(ηǫ, · · · , ηǫ)du.
For G0, Taylor’s expansion at φ0(t) in the second argument up to order s with an integral’s re-
mainders yields∫ T
0
G0(t, φ0(t) + ǫ
1/2ηǫt ; z0(t))dt =∫ T
0
(
G0(t, φ0(t); z0(t)) + ǫ
1/2ηǫt
∂G0
∂x
(t, φ0(t); z0(t)) + · · ·+
(
ǫ1/2ηǫt
)s
s!
∂sG0
∂xs
(t, φ0(t); z0(t))
)
dt
+ IR2
where
IR2 =
∫ T
0
(
ǫ1/2ηǫt
)s+1 ∫ 1
0
(1− u)s
s!
∂s+1G0
∂xs+1
(t, φ0(t) + uǫ
1/2ηǫt ; z0(t))dudt.
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We use these expansions to replace the exponential in (3.5) to get
exp
{
ǫ−1F (φ0 + ǫ1/2ηǫ)− ǫ−1/2
∫ T
0
z0(t)dη
ǫ
t
−ǫ−1
∫ T
0
(
z0(t)φ
′
0(t)−G0(t, φ0(t) + ǫ1/2ηǫt ; z0(t))
)
dt
}
= exp
{
ǫ−1
[
F (φ0)−
∫ T
0
(
z0(t)φ
′
0(t)−G0(t, φ0(t); z0(t))
)
dt
]
+ ǫ−1/2
[
F (1)(φ0)(η
ǫ)−
∫ T
0
z0(t)dη
ǫ
t +
∫ T
0
ηǫt
∂G0
∂x
(t, φ0(t); z0(t))dt
]
+
[
1
2!
F (2)(φ0)(η
ǫ, ηǫ) +
∫ T
0
1
2!
(ηǫt )
2∂
2G0
∂x2
(t, φ0(t); z0(t))dt
]
+ ǫ1/2
[
1
3!
F (3)(φ0)(η
ǫ, ηǫ, ηǫ) +
∫ T
0
1
3!
(ηǫt)
3 ∂
3G0
∂x3
(t, φ0(t); z0(t))dt
]
+ · · ·
+ ǫ
s−2
2
[
1
s!
F (s)(φ0)(η
ǫ, · · · , ηǫ) +
∫ T
0
1
s!
(ηǫt )
s∂
sG0
∂xs
(t, φ0(t); z0(t))dt
]
+ ǫ−1(IR1 + IR2)
}
= exp
{
ǫ−1 [F (φ0)− S(φ0)] +
[
1
2!
F (2)(φ0)(η
ǫ, ηǫ) +
∫ T
0
1
2!
(ηǫt )
2∂
2G0
∂x2
(t, φ0(t); z0(t))dt
]
+ ǫ1/2
[
1
3!
F (3)(φ0)(η
ǫ, ηǫ, ηǫ) +
∫ T
0
1
3!
(ηǫt)
3 ∂
3G0
∂x3
(t, φ0(t); z0(t))dt
]
+ · · ·
+ ǫ
s−2
2
[
1
s!
F (s)(φ0)(η
ǫ, · · · , ηǫ) +
∫ T
0
1
s!
(ηǫt )
s∂
sG0
∂xs
(t, φ0(t); z0(t))dt
]
+ ǫ−1(IR1 + IR2)
}
= exp
{
ǫ−1 [F (φ0)− S(φ0)] +Q(2, ηǫ)
}×
exp
{
ǫ1/2Q(3, ηǫ) + · · ·+ ǫ s−22 Q(s, ηǫ) + ǫ−1(IR1 + IR2)
}
.
(3.6)
For the second exponential function in the last equality of (3.6), we apply ea = 1 + a + · · · +
as−2/(s − 2)! + eθ(a)·a(s−1)!as−1 with 0 ≤ θ(a) ≤ 1, then formula (3.6) is equal to
(3.6) = exp
{
ǫ−1 [F (φ0)− S(φ0)] +Q(2, ηǫ)
}×{
1 + ǫ1/2Q(3, ηǫ) + ǫ
(
Q(4, ηǫ) +
1
2
Q(3, ηǫ)2
)
+ · · ·+ ǫ s−22 ℓ(ǫ, ηǫ) + ℜ(ǫ, ηǫ)
}
where the coefficient ℓ(ǫ, ηǫ) of ǫ
s−2
2 is a functional of ηǫ and depends on ǫ. Special attention
needs to be paid to the structure of the remainder term ℜ(ǫ, ηǫ). There are two different aspects
ℜ(ǫ, ηǫ) = ℜ1(ǫ, ηǫ) +ℜ2(ǫ, ηǫ), where the first ℜ1(ǫ, ηǫ) can be bounded by powers of ηǫ, while the
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second ℜ2(ǫ, ηǫ) involves a part eθ(a)·a. By taking conditions (2.1)-(2.2) into account,
|ℓ(ǫ, ηǫ)|+ |ℜ1(ǫ, ηǫ)| ≤ ǫ
s−1
2 · c ·
(
1 + |ηǫT |k +
∫ T
0
|ηǫt |k dt
)
,
for some nonnegative constants c and k. The second one ℜ2(ǫ, ηǫ) on the set {||ηǫ|| < ǫ−1/2h}) can
be estimated as
|ℜ2(ǫ, ηǫ)| ≤ ǫ
s−1
2 · c ·
(
1 + |ηǫT |k +
∫ T
0
|ηǫt |k dt
)
eh·||η
ǫ||2 .
Ho¨lder’s inequality and the fact Ez
ǫ
1{||ηǫ||<ǫ−1/2h}e
h·||ηǫ||2 < C <∞ uniformly in ǫ (see Section 5.2.6
in [44]) suggest that we only need to take care of ℜ1(ǫ, ηǫ).
Taylor’s expansion for H(φ0 + ǫ
1/2ηǫ) at φ0 up to (s− 2)-derivative gives
H(φ0 + ǫ
1/2ηǫ) = H(φ0) + ǫ
1/2H(1)(φ0)(η
ǫ) + · · ·+ ǫ
s−2
2
(s− 2)!H
(s−2)(φ0)(ηǫ, · · · , ηǫ) + IR3,
IR3 = ǫ
s−1
2
∫ 1
0
(1− u)s−2
(s− 2)! H
(s−1)(φ0 + uǫ1/2ηǫ)(ηǫ, · · · , ηǫ)du,
(3.7)
Now we combine (3.6) and (3.7) to rewrite (3.5) on the set {||ηǫ|| < ǫ−1/2h} as follows,
E
ǫ
[
1{||ηǫ||<ǫ−1/2h}H(ξǫ) exp{ǫ−1F (ξǫ)}
]
= exp
{
ǫ−1 [F (φ0)− S(φ0)]
}×
E
zǫ
{
exp{Q(2, ηǫ)} ·
(
H(φ0) + ǫ
1/2
[
Q(3, ηǫ)H(φ0) +H
(1)(φ0)(η
ǫ)
]
+ ǫ
[(
Q(4, ηǫ) +
1
2
[Q(3, ηǫ)]2
)
H(φ0) +H
(2)(φ0)(η
ǫ, ηǫ) +Q(3, ηǫ)H(1)(φ0)(η
ǫ)
]
+ · · · + ǫ s−22 ℓ˜(ǫ, ηǫ)
)}
− exp{ǫ−1 [F (φ0)− S(φ0)]}×
E
zǫ
{
1{||ηǫ||≥ǫ−1/2h} exp{Q(2, ηǫ)} ·
(
H(φ0) + ǫ
1/2
[
Q(3, ηǫ)H(φ0) +H
(1)(φ0)(η
ǫ)
]
+ ǫ
[(
Q(4, ηǫ) +
1
2
[Q(3, ηǫ)]2
)
H(φ0) +H
(2)(φ0)(η
ǫ, ηǫ) +Q(3, ηǫ)H(1)(φ0)(η
ǫ)
]
+ · · · + ǫ s−22 ℓ¯(ǫ, ηǫ)
)}
+ exp
{
ǫ−1 [F (φ0)− S(φ0)]
} ·Ezǫ {1{||ηǫ||<ǫ−1/2h} exp{Q(2, ηǫ)} × ℜ1(ǫ, ηǫ)}
(3.8)
for two functionals ℓ˜(ǫ, ηǫ) and ℓ¯(ǫ, ηǫ). Now it becomes quite clear that Theorem 2.1 is proved if
the following (I)-(III) are proved:
(I).
E
zǫ
{
1{||ηǫ||<ǫ−1/2h} exp{Q(2, ηǫ)} × ℜ1(ǫ, ηǫ)
}
= o
(
ǫ
s−2
2
)
. (3.9)
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(II). Each term over the set
{||ηǫ|| ≥ ǫ−1/2h} in (3.8) tends to zero exponentially fast.
(III). The expectations Ez
ǫ
in (3.8) without
{||ηǫ|| ≥ ǫ−1/2h} have precise asymptotic expan-
sions. Obviously, this is the place where normal deviations for stochastic processes are used. To
make (III) more precise, we need to show the following asymptotic expansions for normal deviations
E
zǫ {exp{Q(2, ηǫ)}} = E {exp{Q(2, η)}} + ǫ1/2C01 + ǫC02 + · · · + o(ǫ
s−2
2 ),
E
zǫ
{
exp{Q(2, ηǫ)}
[
Q(3, ηǫ)H(φ0) +H
(1)(φ0)(η
ǫ)
]}
= E
{
exp{Q(2, η)}
[
Q(3, η)H(φ0) +H
(1)(φ0)(η)
]}
+ ǫ1/2C11 + ǫC12 + · · · + o(ǫ
s−3
2 ),
E
zǫ
{
exp{Q(2, ηǫ)}
[(
Q(4, ηǫ) +
1
2
[Q(3, ηǫ)]2
)
H(φ0) +H
(2)(φ0)(η
ǫ, ηǫ) +Q(3, ηǫ)H(1)(φ0)(η
ǫ)
]}
= E
{
exp{Q(2, η)}
[(
Q(4, η) +
1
2
[Q(3, η)]2
)
H(φ0)
+H(2)(φ0)(η, η) +Q(3, η)H
(1)(φ0)(η)
]}
+ ǫ1/2C21 + ǫC22 + · · ·+ o(ǫ
s−4
2 )
and so on, where Cij are constants which can be determined by Theorem 3.1 in Section 3.1. If we
replace all terms in (3.8) by these asymptotic expansions for normal deviations, then we get
E
ǫ
[
H(ξǫ) exp{ǫ−1F (ξǫ)}] = Eǫ [||ξǫ − φ0|| < h;H(ξǫ) exp{ǫ−1F (ξǫ)}]
+ o(exp{ǫ−1[F (φ0)− S(φ0)− γ]})
= exp
{
ǫ−1 [F (φ0)− S(φ0)]
} ·
 ∑
0≤i≤(s−2)
Kiǫ
i/2 + o
(
ǫ(s−2)/2
) ,
which is exactly (2.3). That is, Theorem 2.1 is proved if (I), (II), (III) and the finiteness of Ki are
proved.
3.4 Proofs of (I)-(III)
3.4.1 Proof of (I)
It is clear that (I) will be proved if for any positive integer k,
E
zǫ
{
1{||ηǫ||<ǫ−1/2h} exp{Q(2, ηǫ)}ǫ
s−1
2
(
1 + |ηǫT |k +
∫ T
0
|ηǫt |k dt
)}
= o
(
ǫ
s−2
2
)
. (3.10)
In order to prove (3.10), we establish a lemma first.
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Lemma 3.2. Under the assumption (F), for any positive k, there are constants c1 and c2 (depending
only on k) such that for all t ∈ [0, T ], 1 > ǫ > 0,
E
zǫ
[
(ηǫt )
k
]
≤ t · c1 + c1 · c2 ·
∫ t
0
s · ec2·(t−s)ds.
Proof. We consider a sequence of functions fn(x) =
xk
1+(x/n)k
with an even positive integer k. Then,
according to (3.3), the generating operator Aη
ǫ
t applying to fn gives
Aη
ǫ
t fn(x) = ǫ
−1/2
[
∂G0
∂z
(t, φ0(t) + ǫ
1/2x; z0(t)) − φ′0(t)
]
f ′n(x) +
1
2
a(t, φ0(t) + ǫ
1/2x)f ′′n(x)
+ ǫ−1
∫
R
[
fn(x+ ǫ
1/2u)− fn(x)− ǫ1/2f ′n(x) · u
]
ez0(t)uνt,φ0(t)+ǫ1/2x(du)
=
∂2G0
∂z∂x
(t, φ0(t) + θ1ǫ
1/2x; z0(t)) · x · f ′n(x)
+
f ′′n(x)
2
(∫
R
u2ez0(t)uνt,φ0(t)+ǫ1/2x(du) + a(t, φ0(t) + ǫ
1/2x)
)
+ · · · + 1
k!
∫
R
ǫ
k−2
2 ukf (k)n (x+ θ2ǫ
1/2u)ez0(t)uνt,φ0(t)+ǫ1/2x(du),
which is less than or equal to c3+ c4 · fn(x), since f (k)n is bounded, and x · f ′n(x), f ′′n , f ′′′n , · · · , f (k−1)n
are bounded by c5 + c6 · fn(x). So
E
zǫ [fn (η
ǫ
t)] ≤ fn(0) +
∫ t
0
(
c1 + c2 · Ezǫ [fn (ηǫs)]
)
ds.
Applying Gronwall’s lemma with such nonnegative Ez
ǫ
[fn (η
ǫ
t)] , we obtain
E
zǫ [fn (η
ǫ
t)] ≤ t · c1 + c1 · c2 ·
∫ t
0
s · ec2·(t−s)ds,
then the proof is done by sending n to infinity.
From this lemma, we have supǫ∈(0,1) Ez
ǫ [
(ηǫT )
k
]
< ∞ and supǫ∈(0,1) Ez
ǫ
[∫ T
0 (η
ǫ
t )
kdt
]
< ∞ for
any integer k. These together with the fact exp{Q(2, ηǫ)} ≤ 1 yield (3.10).
3.4.2 Proof of (II)
It is immediate that the first term goes to zero exponentially fast,
E
zǫ
{
1{||ηǫ||≥ǫ−1/2h} exp{Q(2, ηǫ)} ·H(φ0)
}
→ 0 exponentially fast,
which is from (3.4). Every other term has an upper bound by using estimates (2.1)-(2.2):
c · Ezǫ
{
1{||ηǫ||≥ǫ−1/2h}ǫ
j−2
2
(
1 + |ηǫT |k +
∫ T
0
|ηǫt |k dt
)}
, (3.11)
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for some nonnegative constants c and k. By applying Ho¨lder’s inequality to (3.11) and using Lemma
3.2, it follows each term over the set
{||ηǫ|| ≥ ǫ−1/2h} in (3.8) tends to zero exponentially fast.
3.4.3 Proof of (III)
(a) Proof of the first expansion
The task is to prove
E
zǫ {exp{Q(2, ηǫ)}} = E {exp{Q(2, η)}} + ǫ1/2C01 + ǫC02 + · · ·+ ǫ(s−2)/2C0(s−s) + o(ǫ(s−2/2).
Denoting
F˜ (x[0, T ]) = exp {Q(2, x[0, T ])} =exp
{
1
2
F (2)(φ0)(x[0, T ], x[0, T ])
+
∫ T
0
1
2
(x(t))2
∂2G0
∂x2
(t, φ0(t); z0(t))dt
}
,
we need to check such F˜ (x[0, T ]) satisfies all conditions of Theorem 3.1 in Section 3.1.
Claim 1. F˜ (x[0, T ]) is 3(s − 2) times differentiable. It is easy to see that F˜ is infinitely
differentiable. Furthermore, the derivatives can be computed as follows
F˜ (1)(x[0, T ])(δ) = lim
h→0
h−1
[
F˜ (x[0, T ] + hδ)− F˜ (x[0, T ])
]
= F˜ (x[0, T ])
(
F (2)(φ0)(x[0, T ], δ) +
∫ T
0
x(t)δ(t)
∂2G0
∂x2
(t, φ0(t); z0(t))dt
)
,
F˜ (2)(x[0, T ])(δ1, δ2) = lim
h→0
h−1
[
F˜ (1)(x[0, T ] + hδ2)(δ1)− F˜ (1)(x[0, T ])(δ1)
]
= F˜ (x[0, T ])
(
F (2)(φ0)(x[0, T ], δ2) +
∫ T
0
x(t)δ2(t)
∂2G0
∂x2
(t, φ0(t); z0(t))dt
)
·
(
F (2)(φ0)(x[0, T ], δ1) +
∫ T
0
x(t)δ1(t)
∂2G0
∂x2
(t, φ0(t); z0(t))dt
)
+ F˜ (x[0, T ])
(
F (2)(φ0)(δ1, δ2) +
∫ T
0
δ1(t)δ2(t)
∂2G0
∂x2
(t, φ0(t); z0(t))dt
)
and so on.
Claim 2. F˜ satisfies condition (I) of Theorem 3.1. First we have
∣∣∣F˜ (x[0, T ])∣∣∣ ≤ 1. The derivatives
of F˜ satisfy (I). For instance, here we check for F˜ (2).
∣∣∣F˜ (2)(x[0, T ])(δ, δ)∣∣∣ ≤ (F (2)(φ0)(x[0, T ], δ) + ∫ T
0
x(t)δ(t)
∂2G0
∂x2
(t, φ0(t); z0(t))dt
)2
+ c(||δ||),
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where c(||δ||) is a constant depending on the uniform norm of δ. Taking into account the assumptions
on F (2), the above is less than or equal to
p2 ·
(
|x(T )δ(T )|m + (1 + T ||δ||n)(1 +
∫ T
0
|x(t)|ndt) + ||δ∂
2G0
∂x2
||
∫ T
0
x(t)2dt
)2
+ c(||δ||).
We apply Ho¨lder inequality several times to get an upper bound
c1(||δ||)
(
1 + |x(T )|2m +
∫ T
0
|x(t)|2ndt
)
.
Claim 3. F˜ (i)(x[0, T ])(I[t,T ]δ, · · · , I[t,T ]δ), 3 ≤ i ≤ 3(s−2), are continuous with respect to x[0, T ]
uniformly as x[0, T ] changes over an arbitrary compact subset of D0[0, T ], t over [0, T ], and δ[0, T ]
over the set of Lipschitz continuous functions with constant 1, ||δ|| ≤ 1.
It follows from [39] that any compact subset of D0[0, T ] is a bounded set in uniform topology.
Taking |I[t,T ]δ| ≤ 1 into account, Claim 3 is done easily. For instance, the uniform continuity of
F (2)(φ0)(x[0, T ], I[t,T ]δ) in x[0, T ] can be achieved as follows:∣∣∣F (2)(φ0)(y[0, T ], I[t,T ]δ)− F (2)(φ0)(x[0, T ], I[t,T ]δ)∣∣∣
=
∣∣∣F (2)(φ0)(y[0, T ] − x[0, T ], I[t,T ]δ)∣∣∣ ≤ C||y − x||,
where C is independent of x, y, t, δ. Uniform continuity of F (2)(φ0)(x[0, T ], x[0, T ]) in x[0, T ] can be
also obtained by∣∣∣F (2)(φ0)(y[0, T ], y[0, T ]) − F (2)(φ0)(x[0, T ], x[0, T ])∣∣∣
≤
∣∣∣F (2)(φ0)(y[0, T ] − x[0, T ], y[0, T ])∣∣∣ + ∣∣∣F (2)(φ0)(y[0, T ]− x[0, T ], x[0, T ])∣∣∣
≤ C · (||y||+ ||x||) · ||x− y|| ≤ C · C1 · ||x− y||,
where C is independent of x, y, and C1 can be chosen independently of x, y, because a compact set
is a bounded set in uniform topology.
(b) Proofs of the second expansion and the other expansions
The second expansion is
E
zǫ
{
exp{Q(2, ηǫ)}
[
Q(3, ηǫ)H(φ0) +H
(1)(φ0)(η
ǫ)
]}
= E
{
exp{Q(2, η)}
[
Q(3, η)H(φ0) +H
(1)(φ0)(η)
]}
+ ǫ1/2C11 + ǫC12 + · · ·+ o(ǫ(s−3)/2).
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We use F̂ to denote
F̂ (x[0, T ]) = exp {Q(2, x[0, T ])} [Q(3, x[0, T ]) +H(1)(φ0)(x[0, T ])]
= F˜ (x[0, T ]) · [Q(3, x[0, T ]) +H(1)(φ0)(x[0, T ])].
Claim 1. F̂ (x[0, T ]) is infinitely differentiable. The first two derivatives are
F̂ (1)(x[0, T ])(δ) = lim
h→0
h−1
[
F̂ (x[0, T ] + hδ) − F̂ (x[0, T ])
]
= F˜ (1)(x[0, T ])(δ) · [Q(3, x[0, T ]) +H(1)(φ0)(x[0, T ])] + 3
3!
F˜ (x[0, T ])
×
(
F (3)(φ0)(x[0, T ], x[0, T ], δ) +
∫ T
0
x2(t)δ(t)
∂3G0
∂x3
(t, φ0(t); z0(t))dt+H
(1)(φ0)(δ)
)
,
F̂ (2)(x[0, T ])(δ1, δ2) = lim
h→0
h−1
[
F̂ (1)(x[0, T ] + hδ2)(δ1)− F̂ (1)(x[0, T ])(δ1)
]
= F˜ (2)(x[0, T ])(δ1, δ2) · [Q(3, x[0, T ]) +H(1)(φ0)(x[0, T ])]
+
3
3!
∑
1≤i 6=j≤2
F˜ (1)(x[0, T ])(δj )
(
F (3)(φ0)(x[0, T ], x[0, T ], δi)
+
∫ T
0
x2(t)δi(t)
∂3G0
∂x3
(t, φ0(t); z0(t))dt+H
′(φ0)(δi)
)
+
6
3!
F˜ (x[0, T ])
(
F (3)(φ0)(x[0, T ], δ1, δ2) +
∫ T
0
x(t)δ1(t)δ2(t)
∂3G0
∂x3
(t, φ0(t); z0(t))dt
)
.
Claim 2. F̂ satisfies condition (I) of Theorem 3.1. We notice that Q(3, x[0, T ]) satisfies
|Q(3, x[0, T ])| =
∣∣∣∣ 13!F (3)(φ0)(x[0, T ], x[0, T ], x[0, T ]) +
∫ T
0
1
3!
x3(t)
∂3G0
∂x3
(t, φ0(t); z0(t))dt
∣∣∣∣
≤ p
3!
[
|x(T )|3m +
(
1 +
∫ T
0
|x(t)|ndt
)3]
+
1
3!
∣∣∣∣∣∣∣∣∂3G0∂x3
∣∣∣∣∣∣∣∣ · ∫ T
0
|x(t)|3dt.
This together with (2.2) imply that the first part of (I) is fulfilled. For the second part of (I) on
derivatives of F̂ , similar arguments can be applied. We can also prove the following
Claim 3. F̂ (i)(x[0, T ])(I[t,T ]δ, · · · , I[t,T ]δ), 3 ≤ i ≤ 3(s−3), are continuous with respect to x[0, T ]
uniformly as x[0, T ] changes over an arbitrary compact subset of D0[0, T ], t over [0, T ], and δ[0, T ]
over the set of Lipschitz continuous functions with constant 1 and ||δ|| ≤ 1.
The other expansions are proved in the same way.
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3.5 Finiteness of the coefficients
First it is obvious that K0 is finite since H is bounded and exp{Q(2, η)} ≤ 1. For the rest, we will
use Theorem 2.3.1 in [44] to prove each finiteness. The very first requirement of Theorem 2.3.1 is
that Gη(t, x; z) satisfies condition (A) in Section 2. Let us recall Gη(t, x; z) :
Gη(t, x; z) = zx · ∂
2G0
∂z∂x
(t, φ0(t); z0(t)) +
1
2
z2 · ∂
2G0
∂z2
(t, φ0(t); z0(t)),
which doesn’t satisfies condition (A) obviously because of the linear term in x. So we turn to
consider the following transformation
η˜t = exp
{
−
∫ t
0
g(s)ds
}
ηt,
where g(t) = ∂
2G0
∂z∂x (t, φ0(t); z0(t)). Straightforward computation will give us
A
η˜f(t, x) =
∂f
∂t
(t, x) +
1
2
∂2G0
∂z2
(t, φ0(t); z0(t)) · ∂
2f
∂x2
(t, x) exp
{
−2
∫ t
0
g(s)ds
}
,
Gη˜(t, x; z) =
1
2
z2 · ∂
2G0
∂z2
(t, φ0(t); z0(t)) exp
{
−2
∫ t
0
g(s)ds
}
,
H η˜(t, x;u) =
1
2
∂2H0
∂u2
(t, φ0(t);φ
′
0(t)) exp
{
2
∫ t
0
g(s)ds
}
u2.
Now Gη˜(t, x; z) satisfies condition (A). We will apply Theorem 2.3.1 restricting ourself to Gη˜(t, x; z).
It is then shown that each finiteness can be deduced from this.
3.5.1 Finiteness of K1
We now show an auxiliary result.
Lemma 3.3. For any positive integer j,
E(||η˜||j) <∞. (3.12)
Proof. The normalized action functional for the family of processes
√
ǫ · η˜ is
I η˜(f(·)) =
∫ T
0
H η˜(t, f(t); f ′(t))dt.
Let us consider, for some positive α, positive integer m,
Φη˜0(m) =
{
f ∈ D0[0, T ] : I η˜(f(·)) ≤ m
}
;
Φη˜0(m)+α
√
m : α
√
m− neighbourhood of Φη˜0(m).
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The space D0[0, T ] decomposes into the union
Φη˜0(1)+α ∪
∞⋃
m=1
Φη˜0(m+ 1)+α
√
m+1\Φη˜0(m)+α√m,
thus we have
E(||η˜||j) ≤
∞∑
m=0
E
{
η˜ ∈ Φη˜0(m+ 1)+α√m+1\Φη˜0(m)+α√m; ||η˜||j
}
≤
∞∑
m=0
P
{
η˜ /∈ Φη˜0(m)+α√m
}
· sup
{
||f ||j : f ∈ Φη˜0(m+ 1)+α√m+1
}
.
(3.13)
We first analyze the supremum term in (3.13). Let us recall a fact that, for any fixed a > 0, any
integer l > 0, there exists a constant A > 0 (only depends on a and l, independent of x) such that
|x|l ≤ Aeax2 , for all x ∈ R. (3.14)
Thus, for any a > 0, any positive integer j, there is some A = A(a, j) > 0 such that
||f ||j ≤ A exp{a||f ||2} .
And for any f ∈ Φη˜0(m + 1)+α√m+1, we can choose a small a such that (such a can be chosen
independent of m by using Lemma 5.2.5 on in [44])
a||f ||2 ≤ 1
3
(m+ 1).
So the supremum term can be estimated as follows
sup
{
||f ||j : f ∈ Φη˜0(m+ 1)+α√m+1
}
≤ A exp
{
1
3
· (m+ 1)
}
. (3.15)
Now we analyze the probabilities in (3.13) by using Theorem 2.3.1 in [44]. We check all the
conditions of Theorem 2.3.1 as follows. We suppose supt |∂
2G0
∂z2 (t, φ0(t); z0(t)) exp
{
−2 ∫ t0 g(s)ds} | ≤
c for some constant c. Let us consider a constant Z, an integer n, whose values will be determined a
little later. We set ǫ2 =
mZ2c2κ
6T , ti =
iT
n ,△tmin = △tmax = Tn , k = 2, z(1) =
√
mZ, z(2) = −√mZ,
d(1) = d(2) = mZ2c, δ′ = α
√
m
3 , A = m,
U0 = {u : z(j) · u < d(j), j = 1, 2} =
(−√mZc,√mZc) .
Now we define a small ǫ1 such that ǫ1(2− ǫ1)+Tǫ1(3− ǫ1)+ Z2c2κ6 (1− ǫ1) ≤ Z
2c2κ
3 . Firstly we know
Gη˜ satisfies condition A with G(z) = 12z
2c. Secondly Gη˜ has the property:
Gη˜(t, y; (1− ǫ1)z) ≤ (1− ǫ1)Gη˜(s, x; z),
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for t, s which are close enough (this can be guaranteed by choosing a large n). Finally we can
approximate H η˜ on U0 by tangent lines from below with any accuracy. More precisely, we can
obviously find some z0{1}, · · · , z0{N} such that
sup
u∈[−1,1]
(
H η˜(t, x;u)− max
1≤j≤N
[
z0{j}u −Gη˜(t, x; z0{j})
])
≤ κ
6T
.
For general u ∈ U0, we set z{j} =
√
mZcz0{j}, 1 ≤ j ≤ N (here N can be chosen indepen-
dent of m). For short, we will use h1(t) =
∂2H0
∂u2
(t, φ0(t);φ
′
0(t)) exp{2
∫ t
0 g(s)ds} and h2(t) =
∂2G0
∂z2
(t, φ0(t); z0(t)) exp{−2
∫ t
0 g(s)ds}. Then
sup
u∈U0
(
H η˜(t, x;u)− max
1≤j≤N
[
z{j}u −Gη˜(t, x; z{j})
])
= sup
u∈(−√mZc,√mZc)
(
1
2
h1(t)u
2 − max
1≤j≤N
[
z{j}u − 1
2
z{j}2h2(t)
])
= mZ2c2 · sup
u∈(−√mZc,√mZc)
(1
2
h1(t)
(
u√
mZc
)2
−
− max
1≤j≤N
[
z{j}√
mZc
u√
mZc
− 1
2
(
z{j}√
mZc
)2
h2(t)
])
= mZ2c2 · sup
u∈(−1,1)
(
1
2
h1(t)u
2 − max
1≤j≤N
[
z0{j}u− 1
2
z0{j}2h2(t)
])
≤ mZ
2c2 · κ
6T
= ǫ2.
All conditions of Theorem 2.3.1 are thus checked. Applying this theorem with δ′ ≥ Tn
√
mZc, i.e.
n ≥ 3ZTcα , we get
P
{
η˜ /∈ Φη˜0(m)+α√m
}
= P
{
dist
(
ηǫ,Φη˜0(m)
)
≥ α√m
}
≤ 4n exp
{
T
n
[
Z2cm
2
− Z2cm
]}
+Nn exp
{
−m+mǫ1(2− ǫ1) + T
(
mǫ1(3− ǫ1) + mZ
2c2κ
6T
(1− ǫ1)
)}
= 4n exp
{
−m
[
TZ2c
2n
]}
+Nn exp
{
−m
[
1− ǫ1(2− ǫ1)− Tǫ1(3− ǫ1)− Z
2c2κ
6
(1− ǫ1)
]}
≤ 4n exp
{
−m
[
TZ2c
2n
]}
+Nn exp
{
−m
(
1− Z
2c2κ
3
)}
, definition of ǫ1
= 4n exp {−m}+Nn exp
{
−m
(
1− Z
2c2κ
3
)}
, choose Z =
√
2n
Tc
, n ≥ 18T
α2c
.
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Noticing that Z
2c2κ
3 can be as small as possible by choosing a small κ, we thus assume 1− Z
2c2κ
3 >
1/2. Then it follows
P
{
η˜ /∈ Φη˜0(m)+α√m
}
≤ 4n exp {−m}+Nn exp
{
−m
2
}
.
Let us now go back to (3.13) combining above estimate and (3.15)
E(||η˜||j) ≤
∞∑
m=0
(
4n exp {−m}+Nn exp
{
−m
2
})
A exp
{
1
3
· (m+ 1)
}
≤ Ae1/3(4n+Nn)
∞∑
m=0
exp
{
−m
6
}
<∞.
By observing the transformation η˜t = exp
{
− ∫ t0 g(s)ds} ηt, we immediately derive
E(||η||j) ≤ Be1/3(4n +Nn)
∞∑
m=0
exp
{
−m
6
}
<∞.
It is clear that K1 can be bounded by expectation of c1+ c2 · ||η||j for some j, c1 and c2, from which
finiteness of K1 follows according to Lemma 3.3.
3.5.2 Finiteness of the rest of the coefficients
Since all derivatives of F and H are bounded symmetric linear functionals, we can use Lemma 3.3
to prove the finiteness of the rest of the coefficients.
4 Connections with partial integro-differential equations
The connections are between large (or normal) deviations and solutions to
∂
∂t
uǫ(t, x) =
ǫ
2
a(t, x)∆uǫ(t, x) + b(t, x)∇uǫ(t, x) + ǫ−1c(x)uǫ(t, x)
+ ǫ−1
∫
R
[uǫ(t, x+ ǫu)− uǫ(t, x) − ǫu∇uǫ(t, x)] νt,x(du)
uǫ(0, x) = g(x)
(4.1)
over (t, x) ∈ R+ × R. More precisely, it is expected that
uǫ(t, x) = Eǫ0,x
[
g(ξǫt ) exp
{
ǫ−1
∫ t
0
c(ξǫs)ds
}]
, (4.2)
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then the precise asymptotics for large deviations (or normal deviations) developed in Theorem
2.1 (or Theorem 3.1) can be applied. Of course, formula (4.2) is not always true unless suitable
conditions are imposed. In the first part of this section, we prove (4.2) for a special case when c(x)
is a constant. Then from Theorem 2.1, it follows
uǫ(t, x) = et/ǫ ·
[
n∑
k=0
ki(x)ǫ
k/2 + o(ǫn/2)
]
.
The second part of this section is on the study of precise asymptotics of uǫ(t, x) in more general
settings.
4.1 The specific case
In (4.1), we set c = 1 and νt,x(du) = u
21{|u|≤1}(du). What is more, we assume a(t, x) = a(x),
b(t, x) = b(x), and 0 < infx a(x) ≤ supx a(x) < ∞, the smooth functions a(x), b(x) and g(x) are
bounded together with their derivatives dja/dxj , djb/dxj and djg/dxj . In this case, we consider a
family of jump processes ξǫ with generating operators
Aǫf(x) =
ǫ
2
a(x)f ′′(x) + b(x)f ′(x) + ǫ−1
∫ 1
−1
[f(x+ ǫu)− f(x)]u2du
for continuous bounded f together with its first and second derivatives. From the theory of semi-
groups, the function
vǫ(t, x) := Eǫ0,xf(ξ
ǫ
t)
is the unique solution to the problem, for f in the domain of Aǫ,
∂
∂t
vǫ(t, x) = Aǫvǫ(t, x),
vǫ(0, x) = f(x).
Now it is easy to see that uǫ(t, x) := et/ǫ · Eǫ0,xf(ξǫt ) is the unique solution of
∂
∂t
uǫ(t, x) = Aǫuǫ(t, x) + ǫ−1uǫ(t, x),
uǫ(0, x) = f(x).
The conditions imposed on a, b and g are mainly for the smooth and growth assumptions in Theorem
2.1, such as (F) and (2.2). The condition c(x) = 1 is crucial in this special case since it forces the
max[F−S] is reached uniquely at φ0 ≡ 0. This example should be considered as the asymptotics for
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normal (not large) deviations since the main part of the integral (4.2) is due to the most probable
sample path (which is identically zero). Asymptotics for large (not normal) deviations can be seen
below.
4.2 In more general settings
Let ξǫ now be the locally infinitely divisible family of processes considered in Theorem 2.1 satisfying
all the assumptions. Then the corresponding partial integro-differential equation is (4.1) with b(t, x)
replaced by α(t, x). In order to show (4.2), it is natural to impose suitable conditions on two new
functions c(x) and g(x). What is more, more conditions on the processes are also expected. This
leads to a theorem borrowed from [42].
Theorem 4.1 (Section 10.3 in [42]). Let ξǫ be uniformly stochastically continuous, the function
g(x) be in the domain of the generating operator Aǫt , and the function c(x) be bounded uniformly
continuous. Then the function given by (4.2) is the unique solution of (4.1).
For (4.2), we need further assumptions in order to apply Theorem 2.1. For instance, it is
assumed that max
[∫ t
0 c(φ(s)) −H0ds
]
is reached uniquely at non-zero φ0.
5 Appendix
5.1 Compensating operators after transformations
In preceding sections, we presented many compensating operators after transformations without
any proofs. In order to show the method, we give the details for deriving the compensating operator
appeared in Section 3.5. There, Gaussian process η was considered with compensating operator
A
ηf(t, x) =
∂f
∂t
(t, x) + x · ∂
2G0
∂z∂x
(t, φ0(t);z0(t)) · ∂f
∂x
(t, x) +
1
2
∂2G0
∂z2
(t, φ0(t); z0(t)) · ∂
2f
∂x2
(t, x).
for f(t, x) which is bounded and continuous together with its first derivatives in t and x and its
second derivative in x. The following transformation was used
η˜t = exp
{
−
∫ t
0
g(s)ds
}
ηt, t ∈ [0, T ].
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After such a transformation, we give the details in this section that η˜ has compensating operator
given by
A
η˜f(t, x) =
∂f
∂t
(t, x) +
1
2
∂2G0
∂z2
(t, φ0(t); z0(t)) · ∂
2f
∂x2
(t, x) exp
{
−2
∫ t
0
g(s)ds
}
for the same class of functions f.
The generating operator Aηt of process η is A
η
t f(x) = A
ηf(t, x) for f(t, x) = f(x). Let us
assume the starting position of process η is ηs = x. From definitions of compensating operator and
generating operator, we have the following two equalities:
P s,tη f(x)− f(x) =
∫ t
s
P s,vη A
η
vf(x)dv,
P s,tη f(t, ·)(x) − f(s, x) =
∫ t
s
P s,vη A
ηf(v, ·)(x)dv,
for suitable f(x) and f(t, x), where P s,tη is the multiplicative family of operators of Markov process
η given by P s,tη f(x) = E
η
s,xf(ηt). The following two connections between multiplicative families of
η and η˜ are easily derived:
P s,tη f(x) = E
η
s,xf(ηt) = E
η˜
s,x exp{− ∫ s
0
g(u)du}f
(
η˜t exp{
∫ t
0
g(u)du}
)
= P s,tη˜ G(t, ·)
(
x exp{−
∫ s
0
g(u)du}
)
, G(t, x) = f
(
x exp{
∫ t
0
g(u)du}
)
,
P s,tη˜ f(x) = E
η˜
s,xf(η˜t) = E
η
s,x exp{∫ s0 g(u)du}
f
(
ηt exp{−
∫ t
0
g(u)du}
)
= P s,tη F (t, ·)
(
x exp{
∫ s
0
g(u)du}
)
, F (t, x) = f
(
x exp{−
∫ t
0
g(u)du}
)
.
Now we look for Aη˜t in the following way.
P s,tη˜ f(x)− f(x) = P s,tη F (t, ·)
(
x exp{
∫ s
0
g(u)du}
)
− F
(
s, x exp{
∫ s
0
g(u)du}
)
=
∫ t
s
P s,vη A
ηF (v, ·)
(
x exp{
∫ s
0
g(u)du}
)
dv
=
∫ t
s
P s,vη g(v, ·)
(
x exp{
∫ s
0
g(u)du}
)
dv, set h(v, x) = AηF (v, ·)(x)
=
∫ t
s
P s,vη˜ h˜(v, ·)(x)dv, where h˜(v, x) = h
(
v, x exp{
∫ v
0
g(u)du}
)
.
It is straightforward to compute
h(v, x) =
1
2
∂2G0
∂z2
(v, φ0(v); z0(v)) · f ′′
(
x exp{−
∫ v
0
g(u)du}
)
· exp
{
−2
∫ v
0
g(u)du
}
,
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thus
Aη˜t g(x) = h˜(t, x) = h
(
t, x exp{
∫ t
0
g(u)du}
)
=
1
2
∂2G0
∂z2
(t, φ0(t); z0(t)) · f ′′ (x) · exp
{
−2
∫ v
0
g(u)du
}
.
5.2 Proof of Lemma 3.1
Proof. The same conclusion with a continuous and bounded functional F was given in [44] without
a proof. For completeness, we first present the proof for continuous and bounded F and then
extend the argument to include the continuous functional F which is only bounded above.
We take
γ =
[
F (φ0)− S(φ0)− max‖(φ0−φ‖≥δ[F (φ)− S(φ)]
]
/2.
Here the max‖(φ0−φ‖≥δ[F (φ)− S(φ)] is reached at some point φ1 ∈ X. To see this, we note that
sup
‖(φ0−φ‖≥δ
[F (φ)− S(φ)] = sup
φ∈A
[F (φ) − S(φ)]
where
A =
{
φ ∈ D0[0, T ] : ‖(φ0 − φ‖ ≥ δ and S(φ) ≤ sup
x∈X
F (x)− [F (φ˜)− S(φ˜)]
}
given a fixed φ˜ such that ‖φ0− φ˜‖ ≥ δ and
∣∣∣F (φ˜)− S(φ˜)∣∣∣ <∞. The compactness of A implies that
supφ∈A[F (φ)− S(φ)] attains its maximum at some φ1.
We first assume that F is bounded, thus F can be split into finitely many parts as
F (x) ∈
k⋃
i=−k
[iγ/4, (i + 1)γ/4].
It then follows∫
{‖ξǫ−φ0‖≥δ}
exp {F (ξǫ)/ǫ} dPǫ
≤
k∑
i=−k
∫
{‖ξǫ−φ0‖≥δ,F (ξǫ)∈[iγ/4,(i+1)γ/4]}
exp {F (ξǫ)/ǫ} dPǫ
≤
k∑
i=−k
exp {(i+ 1)γ/(4ǫ)} · Pǫ {‖ξǫ − φ0‖ ≥ δ, F (ξǫ) ∈ [iγ/4, (i + 1)γ/4]} .
On each set {‖ξǫ − φ0‖ ≥ δ, F (ξǫ) ∈ [iγ/4, (i + 1)γ/4]} ,
S(ξǫ) ≥ F (ξǫ)− [F (φ1)− S(φ1)] ≥ iγ/4− [F (φ1)− S(φ1)],
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then according to large deviation principle, for small enough ǫ,
P
ǫ {‖ξǫ − φ0‖ ≥ δ, F (ξǫ) ∈ [iγ/4, (i + 1)γ/4]}
≤ exp
{
− inf
{φ:{‖ξǫ−φ0‖≥δ,F (φ)∈[iγ/4,(i+1)γ/4]}}
S(φ)/ǫ + γ/(4ǫ)
}
≤ exp {[F (φ1)− S(φ1)]/ǫ− iγ/(4ǫ) + γ/(4ǫ)} .
Therefore, ∫
{‖ξǫ−φ0‖≥δ}
exp {F (ξǫ)/ǫ} dPǫ
≤
k∑
i=−k
exp {(i+ 1)γ/(4ǫ)} · exp {[F (φ1)− S(φ1)]/ǫ − iγ/(4ǫ) + γ/(4ǫ)}
=
k∑
i=−k
exp
{
1
ǫ
[
F (φ0)− S(φ0)− 3γ
2
]}
= o (exp {[F (φ0)− S(φ0)− γ]/ǫ}) .
Now we assume F to be bounded above, i.e., M := supx∈D0[0,T ] F (x) < ∞. Let us define a
sequence of truncated functionals GN as follows
GN (x) =

F (x) if F (x) ≥ −N,
−N if F (x) < −N.
Taking into account the fact that F ≤ G, it is clear that the proof is complete if we can prove
GN −S attains its maximum uniquely at φ0 for large N given the condition that F − S attains its
maximum uniquely at φ0. We will argue this by contradiction. Suppose for every large N, there is
a point φN ∈ X different from φ0 such that
GN (φN )− S(φN ) ≥ GN (φ0)− S(φ0) = F (φ0)− S(φ0) for large N. (5.1)
Noticing that
sup
φ∈X
[GN (φ) − S(φ)] = sup
φ∈B
[GN (φ)− S(φ)]
for a compact set B = {φ ∈ X : S(φ) ≤M − [F (φ0)− S(φ0)]} , we have {φN} ⊆ B. Then there
must be a limiting point φ̂ of a subsequence of {φN} (we still denote the subsequence as φN ),
lim
N→∞
φN = φ̂.
From (5.1), it follows
F (φN ) ≤ −N
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because of the uniqueness of the maximizer of F − S. Now we take the limit
F (φ̂) = lim
N→∞
F (φN ) ≤ lim
N→∞
−N = −∞,
which is impossible.
5.3 On a variational problem
In this section, we show the existence and uniqueness of the variational problem of Example 1 in
Section 2.2 (note that T = 1 in Example 1)
max
φ∈C10 [0,T ]
∫ T
0
[
φ(t)− φ(t)2 −
(
φ′(t) ln
(
φ′(t) +
√
φ′(t)2 + 1
)
+ 1−
√
φ′(t)2 + 1
)]
dt.
The proof of uniqueness of our problem is standard and is included in Section 5.3.1. For
existence, many references deal with problems having two fixed boundaries and satisfying coercivity
assumption (see (5.7) in Section 5.3.2), our problem fails to meet these two requirements. A proof for
the existence is given in Section 5.3.2 mainly based on nice properties of the functional F (φ)−S(φ)
and the analysis on absolutely continuous function space.
5.3.1 Uniqueness
For short, let us define,
H(u) = u ln
(
u+
√
u2 + 1
)
+ 1−
√
u2 + 1, (5.2)
v(φ) =
∫ T
0
[
φ(t)− φ(t)2 −H(φ′(t))] dt. (5.3)
Let f(x, y) = H(y) + x2 − x, then the variational problem becomes
α = max
φ∈C10 [0,T ]
∫ T
0
[
φ(t)− φ(t)2 −H(φ′(t))] dt = − min
φ∈C10 [0,T ]
∫ T
0
f(φ(t), φ′(t))dt. (5.4)
Now suppose φ1 and φ2 are two minimizers of problem (5.4). Let w(t) = [φ1(t) + φ2(t)]/2, then on
one hand,
∫ T
0 f(w(t), w
′(t))dt ≥ −α; on the other hand, convexity of f yields∫ T
0
f(w(t), w′(t))dt =
∫ T
0
f
(
1
2
(φ1(t), φ
′
1(t)) +
1
2
(φ2(t), φ
′
2(t))
)
dt
≤ 1
2
∫ T
0
f(φ1(t), φ
′
1(t))dt+
1
2
∫ T
0
f(φ2(t), φ
′
2(t))dt = −α,
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which indicates that w(t) is also a minimizer of (5.4). From equality∫ T
0
[
1
2
f(φ1(t), φ
′
1(t)) +
1
2
f(φ2(t), φ
′
2(t))− f(w(t), w′(t))
]
dt = −1
2
α− 1
2
α+ α = 0 (5.5)
where the integrand of (5.5) is always nonpositive (from convexity of f), we have
1
2
f(φ1(t), φ
′
1(t)) +
1
2
f(φ2(t), φ
′
2(t)) = f(w(t), w
′(t)), for all t ∈ [0, T ].
Rewrite above identity as follows
1
2
φ21(t) +
1
2
φ22(t)−
(
φ1(t) + φ2(t)
2
)2
= H(
φ′1(t) + φ
′
2(t)
2
)−
(
1
2
H(φ′1(t)) +
1
2
H(φ′2(t))
)
. (5.6)
If there were a point t0 ∈ [0, T ] such that φ1(t0) 6= φ2(t0), then left hand side of (5.6) would be
strictly < 0 (which is from strict convexity of function x2), while the right hand side is always ≥ 0
from convexity of H. This contradiction proves that (5.4) has at most one minimizer.
5.3.2 Existence
When one deals with the existence of variational problems, the following coercivity condition is in
general assumed: for all p, z ∈ R,
H(p)− (z − z2) ≥ α|p|q − β, ∃ α > 0, β ≥ 0, q > 1. (5.7)
(see Section 8.2 in [20], or see [40] for the case q = 2). But this condition is not satisfied for our
problem since lim|p|→∞
H(p)−(z−z2)
|p|q = 0 for any fixed z. What is more, calculus of variations in
references were given in general with two fixed boundaries: φ(0) = A and φ(T ) = B. But our
problem has one movable boundary φ(T ).
We define a space AC0[0, T ] consisting of absolutely continuous functions on [0, T ] vanishing at
zero:
AC0[0, T ] = {f : [0, T ]→ R being absolutely continuous with f(0) = 0} .
The existence of our variational problem is solved in the following way. We first prove the exis-
tence for maxφ∈AC0[0,T ] v(φ), which implies that this variational problem coincides with a two fixed
boundary problem
max
φ∈AC0[0,T ]
φ(T )=c
v(φ), for some c.
Then we show C1 regularity of the maximizer by means of two fixed boundary variational results,
which immediately implies the existence of maxφ∈C10 [0,T ] v(φ).
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Existence of maxφ∈AC0[0,T ] v(φ)
Obviously, we can find some φ∗ ∈ AC0[0, T ] with |v(φ∗)| < T/4 (for instance φ∗ ≡ 0). We define a
subset A of AC0[0, T ],
A =
{
φ ∈ AC0[0, T ] :
∫ T
0
H(φ′(t))dt ≤ T
4
− v(φ∗)
}
.
Then
sup
φ∈AC0[0,T ]
v(φ) = sup
φ∈A
v(φ). (5.8)
To see (5.8), we notice that for any φ /∈ A,∫ T
0
H(φ′(t))dt >
T
4
− v(φ∗), then v(φ∗) > T
4
−
∫ T
0
H(φ′(t))dt ≥ v(φ).
Let us write
α = sup
φ∈A
v(φ),
and let {φn(t)}n≥1 ⊆ A be chosen such that
lim
n→∞ v(φn) = α, and limn→∞ max0≤t≤T
|φn(t)− φ0(t)| = 0 for some φ0 ∈ AC0[0, T ].
The reason why we can choose such a sequence φn is from the fact that A is compact in AC0[0, T ]
according to the following Lemma 5.1 (after passing to a subsequence). We now show v(φ0) = α.
In fact, v(φ0) ≤ α is trivial. Lower semi-continuity of −v(·) in Lemma 5.1 gives
v(φ0) ≥ lim sup
n→∞
v(φn) = α.
So (5.8) can be rewritten as
max
φ∈AC0[0,T ]
v(φ) = max
φ∈A
v(φ),
which proves the existence of maxφ∈AC0[0,T ] v(φ).
Lemma 5.1. A defined above is compact in AC0[0, T ] and −v(φ) is lower semi-continuous in
AC0[0, T ] in uniform topology.
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Proof. We will finish the proof in several steps. First we show A is an absolutely euqicontinuous
family of functions: for any ǫ > 0, there is δ(ǫ) > 0 such that whenever finitely many non-
overlapping intervals
∑
i(ti − si) ≤ δ, then∑
i
|φ(ti)− φ(si)| < ǫ, ∀ φ ∈ A. (5.9)
To see (5.9), first we have a nice property for H :
H(p) ≥ |p| · ln
(
|p|+
√
p2 + 1
)
+ 1−
√
2|p| −
√
2, for all p ∈ R. (5.10)
Then lim|p|→∞H(p)/|p| =∞, so there is some P (ǫ) > 0, such that when |p| > P,
H(p)/|p| ≥ 2
[
1
4
− v(φ∗)
]
/ǫ.
Let δ(ǫ) = ǫ/(2P ), then for all φ ∈ A,
1
4
− v(φ∗) ≥
∫ T
0
H(φ′(t))dt ≥
∑
i
∫ ti
si
H(φ′(t))dt ≥
∑
i
∫ ti
si
H(φ′(t))
|φ′(t)| |φ
′(t)|1{|φ′(t)|>P}(t)dt
≥
∑
i
∫ ti
si
|φ′(t)|1{|φ′(t)|>P}(t)dt · 2
[
1
4
− v(φ∗)
]
/ǫ,
so
ǫ/2 ≥
∑
i
∫ ti
si
|φ′(t)|1{|φ′(t)|>P}(t)dt =
∑
i
∫ ti
si
|φ′(t)|dt−
∑
i
∫ ti
si
|φ′(t)|1{|φ′(t)|≤P}(t)dt,
⇒
∑
i
|φ(ti)− φ(si)| ≤
∑
i
∫ ti
si
|φ′(t)|dt ≤ ǫ/2 +
∑
i
∫ ti
si
|φ′(t)|1{|φ′(t)|≤P}(t)dt
≤ ǫ/2 + ǫ/2 = ǫ.
The second step is to prove lower semi-continuity of −v(·). Let φn ∈ AC0[0, T ] be a family of
absolutely continuous functions such that max0≤t≤T |φn(t) − φ∞(t)| → 0 as n → ∞. It turns out
that φ∞ is also absolutely continuous. More precisely, according to absolute equicontinuity (5.9),
for any ǫ > 0, there is δ(ǫ) > 0 such that if
∑
i(ti − si) < δ, then supn
∑
i |φn(ti) − φn(si)| < ǫ.
Sending n → ∞ we get ∑i |φ∞(ti) − φ∞(si)| < ǫ, which proves the absolute continuity of φ∞.
Now we show the lower semi-continuity of
∫ T
0 H(φ(t))dt. Let 0 = t0 < t1 · · · < tk = T, Jensen’s
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inequality implies
lim inf
n→∞
∫ T
0
H(φ′n(t))dt = lim infn→∞
k−1∑
i=0
∫ ti+1
ti
H(φ′n(t))dt
≥ lim inf
n→∞
k−1∑
i=0
(ti+1 − ti)H
(
φn(ti+1)− φn(ti)
ti+1 − ti
)
=
k−1∑
i=0
(ti+1 − ti)H
(
φ∞(ti+1)− φ∞(ti)
ti+1 − ti
)
=
k−1∑
i=0
∫ ti+1
ti
H (Ψ(t)) dt, where Ψ(t) =
φ∞(ti+1)− φ∞(ti)
ti+1 − ti for ti ≤ t < ti+1
=
∫ T
0
H (Ψ(t)) dt.
Now let a sequence △m of partitions be infinitely small, then the corresponding functions Ψm(t)
converge to φ′∞(t) almost everywhere (because of absolute continuity of φ∞). Using continuity of
H and Fatou’s lemma we get∫ T
0
H
(
φ′∞(t)
)
dt ≤ lim inf
n→∞
∫ T
0
H(φ′n(t))dt,
which gives us the lower semi-continuity of
∫ T
0 H(φ(t))dt. Then the lower semi-continuity of −v(·)
is from lower semi-continuity of
∫ T
0 H(φ(t))dt.
The last step will present the compactness ofA in AC0[0, T ]. Lower semi-continuity of
∫ T
0 H(φ(t))dt
shows A is closed in AC0[0, T ]. What’s more, the equicontinuity in step one and the fact all func-
tions in A have zero initial value imply that A is pre-compact in C0[0, T ], thus A is compact in
AC0[0, T ].
C1 regularity of a maximizer of maxφ∈AC0[0,T ] v(φ)
Let us consider two fixed boundaries problem as follows
g(c) := max
φ∈AC0[0,T ]
φ(T )=c
v(φ).
First we note that g(c) is well defined because of the existence of a maximizer of v(φ) under
restrictions φ ∈ AC0[0, T ] and φ(T ) = c. Clarke and Vinter in their paper [9] showed several
powerful regularity theorems under pretty mild hypotheses by using nonsmooth analysis.
More precisely, Clarke and Vinter in [9] considered the basic problem in the calculus of variation,
which is to minimize
J(φ) :=
∫ T
0
−L(φ(t), φ′(t))dt
38
over the class of absolutely continuous functions φ having two fixed boundaries φ(0) = A and
φ(T ) = B. Assuming L satisfies suitable conditions, they proved that if there is a φ(t) solving the
variational problem, then at every point t ∈ [0, T ], the function φ is C∞ in a neighborhood of t, see
Theorem 2.1 and Corollary 3.1 in [9]. Our functional φ(t) − φ(t)2 −H(φ′(t)) has nice properties
which make it satisfy all the hypotheses in [9], so we immediately deduce the C1 regularity (actually
C∞ regularity) of the maximizer of g(c).
Now, according to Section 5.3.2,
max
φ∈AC0[0,T ]
v(φ) = max
φ∈AC0[0,T ]
φ(T )=c
v(φ) for some (possibly not unique) c ∈ R.
because of the existence of maxφ∈AC0[0,T ] v(φ).
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