Correlations in traffic patterns are an important facet of the workloads faced by real systems, and one that has far-reaching consequences on the performance and optimization of the systems involved. However, all the existing analytical work on understanding the effect of correlations between successive service requirements (job sizes) is limited to First-Come-First-Served scheduling. This leaves open fundamental questions: How do various scheduling policies interact with correlated job sizes? Can scheduling be used to mitigate the harmful effects of correlations? In this paper we take the first step towards answering these questions. Under a simple model for job size correlations, we present the first asymptotic analysis of various common size-independent scheduling policies when the job size sequence exhibits high correlation. Our analysis reveals that the characteristics of various scheduling policies, as well as their performance relative to each other, are markedly different under the assumption of i.i.d. job sizes versus correlated job sizes. Further, among the class of size-independent scheduling policies, there is no single scheduling policy that is optimal for all degrees of correlations and thus any optimal policy must learn the correlations. We support the asymptotic analysis with numerical algorithms for exact performance analysis under an arbitrary degree of correlation, and with simulations. Finally, we verify the lessons from our correlation model on real world traces.
Introduction
The M/G/1 single-server queue has been used as a guiding model for performance analysis 1 . Therefore,
48
1 Note that the mean sizes of the two classes can in fact be close. We have chosen the names of the classes to map to low (L) and high (H) load, respectively, in Section 2.
Scheduling Policy Description

F-C-F-S (FCFS)
Jobs are served in the order of arrival.
L-C-F-S (LCFS)
Whenever a job completes service, the next job to be served is the one that arrived last.
P LCFS  R (P-LCFS)
New arrivals immediately begin service by preempting the job at the server. On a service completion, the next job to resume service is the one that arrived last.
L-A-S (LAS)
The job with the least amount of received service (age) gets to serve.
P S (PS)
If there are n jobs in the system, each job gets 1 n th of the server's capacity.
R-O--S (ROS)
Whenever a job completes service, the next job to be served is picked uniformly at random from amongst the jobs currently in the queue.
O O (OPT)
A hypothetical optimal scheduling scheme that knows the class of all jobs, and gives preemptive priority to class L jobs. our jobs belong to a 2-phase hyperexponential (H 2 ) distribution. The system operates under a job, otherwise it is an independent sample from the H 2 distribution.
63
Let · · · , X −2 , X −1 , X 0 , X 1 , X 2 · · · represent the sequence of job sizes. An appealing property of the above correlation model is the simple closed-form autocorrelation function (acf). In particular, the lag n correlation for n ≥ 1 is given by: 
65
Scope of the MMAP correlation model:. The MMAP correlation model analyzed in this paper is 66 similar to the model used in [2] . While MMAP models with more than 2 phases (e.g., [19] ) or lo- cal sampling based models [11] are capable of modeling more general auto-correlation functions,
68
the goal of this paper is to use an analytically tractable correlation model to explore qualitative 69 behavior of different scheduling policies in the presence of correlated job sizes, and to gain in-
70
sights for these behaviors and the effect of various system parameters on the performance.We 71 believe that the qualitative behavior of scheduling policies discovered in this paper would extend 72 to more general correlation structures, and we partially test this via real-world traces in Section 3.
73
Summary of Contributions
74
Most of our results look at the effect of the parameter α on mean response time, E[T ]. We
75
prove that, although all scheduling policies we consider are hurt by increasing the correlation,
76
the degree to which correlation affects different policies varies widely. We consider two regimes: ) difference in E[T ] between the policies. Also, the ordering of policies from "best" to 
86
• LAS is provably sub-optimal among size-independent policies when α → 0, while it has 87 provably the best mean response time when α → ∞ for an H 2 job size distribution (due to its 88 decreasing failure rate [21]).
89
• LCFS is provably best when α → 0, while it is worst (along with FCFS, ROS) when α → ∞.
90
• P-LCFS is also provably best when α → 0, which is interesting because under α → ∞ (i.i.d.
91
case) LCFS and P-LCFS can be far apart for high variability job size distributions.
92
• PS can be arbitrarily worse than P-LCFS as α → 0, while they are provably equal as α → ∞.
93
The effect of correlation on the mean response time of the L jobs, E[T L ], is even more pro-
94
nounced. In particular, we prove that:
95
• While E[T L ] increases for most policies, as α decreases (correlation increases), E[T L ] always 96 decreases for P-LCFS and for LCFS. An example is shown in Figure 1 (c).
97
• LAS performs poorly for E[T L ] compared to OPT, and even worse for E T 2 L . Thus, while
98
LAS is designed to help the little jobs by biasing towards jobs with least attained service, it 99 fails to do this under correlation, and policies like LCFS which are entirely oblivious to job 100 size distribution can actually help the little jobs.
101
The above results are primarily obtained by using fluid analysis and looking at asymptotic behav- will analyze will involve asymptotic analysis of busy periods. We have chosen to present the 120 main results on busy period analysis in Appendix B and focus on the messages in the main body.
121
For ready reference, we have summarized the notation used in this section in Table 2 .
122
Note on scaling and asymptotic notation:. The asymptotic analysis of the scheduling policies 123 is performed by considering a sequence of systems, indexed by the parameter α. The system 124 with index α is obtained by setting the switching rates of the environment process as α H = p · α 125 and α L = (1 − p)α, where p, µ L , µ H and λ are held constant. We are interested in seeing the 126 behavior of the scheduling policies in the asymptote α → 0, and hence the expressions for mean 127 response times presented in this section will be written in the asymptotic notation: We say that 128 a function g(α) is of a 'smaller order' than h(α) (and make the limit α → 0 implicit), denoted
h(α) → 0 when α → 0 (see Table 2 ). When we write the expressions
130
for the mean response time under the αth system, we only identify the dominant term in the 131 expression, expressing the remaining terms which become negligible in comparison as α → 0 as 132 2 Due to lack of space, the asymptotic analysis of PS and ROS, and the results on exact numerical analysis of LCFS, OPT, P-LCFS and FCFS are presented in the extended version [15] . 3 The analysis of the asymptote α → 0 should be seen analogously to heavy traffic analysis where the traffic intensity ρ is allowed to approach 1 to observe the "first order" effect of system parameters (variance, cross-correlations) on the system performance.
Notation
Meaning
mean response time of a class L, H job of size x under policy π
stationary fluid workload in a system with flow rates r L and r H , conditioned on being in state L, H
stationary fluid workloads in a system with flow rates r L (x), r H (x)
Laplace transform of r.v. X being of a smaller order than the dominant term. Similarly, we say g(α) is of 'the same order' tively, under scheduling policy π (see Table 2 ). When µ H > λ, the system is stable during both L
141
and H states, and we have the following intuitive result which we state without proof.
142
Theorem 1. Let π be any work-conserving, size-independent policy. When µ H > λ,
Remark 1: Theorem 1 says that as job sizes become more and more correlated, the behavior of 144 all work-conserving, size-independent scheduling policies will tend to become the same, pro- is unstable and the workload built up during the H states results in significant transient effects.
149
Remark 2: Since LAS is optimal (among size-independent policies) at each extreme, we intu-
150
itively expect LAS to be near-optimal through the entire range of α, and thus for all levels of 151 correlation. We verify that this is indeed true in Section 3, Figure 2 . 
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W * 
Taking Laplace transforms of the above equations, we get the following fixed point equations:
which yield the expressions in Lemma 1.
Proof of Lemma 2:
The lemma is proven by starting with Theorem 5 (Appendix A) which gives the exact expressions for the Laplace transforms of W L and W H . According to Theorem 5:
, and ξ
179
denotes the unique root of the denominator of (1) (viewed as a cubic in s) in the interval (0, +∞).
The quantity π L (0) denotes the long run fraction of time that the system is empty conditioned on 181 being in state L. Taking the limit α → 0, we get
and thus,
Note that the above is not in disagreement with the result Pr W *
as the latter is
The other roots of the denominator of (1) in the limit α → 0 185 are given by:
Canceling the common factor (s − ξ), and noting that
.
Matching the coefficients of s, we get
188
Thus we have proved that, as α → 0, the distribution of W L is a mixture of an Exponential distri-189 bution with mean
, and with the remaining probability the stationary 190 distribution of an M/M/1 with arrival rate λ and service rate µ L .
191
Goals of asymptotic analysis. Since we are interested in analyzing work-conserving policies, 
. Finally, by applying Little's law, we get size-independent scheduling policy π grows as
depends only on the scheduling policy and the parameters µ H , µ L , p and λ.
201
Our goal is to identify the K π for different policies. This is analogous to heavy traffic analysis,
202
where space (response time, number of jobs in system, etc.) is scaled by (1 − ρ) and analyzed in 203 the limit ρ → 1. 
FCFS
205
Theorem 2. In the regime µ H < λ, 
OPT, P-LCFS and LCFS
212
While it is hard to characterize the optimal size-independent policy when job sizes are correlated 213 since the optimal policy might (and will) exploit the correlation structure to predict classes of but not the exact size, and gives preemptive priority to class L jobs. We call this policy OPT.
217
Theorem 3. When µ H < λ, we have for each policy π ∈ {OPT, P-LCFS, LCFS}:
Proof of Theorem 3: We first consider class L jobs. Under OPT, class L jobs get priority, and 
222
Under LCFS, the delay of class L jobs is a busy period started either by Exp(µ L ), Exp(µ H ) or 0 223 work. Again, by Theorem 6, Case 2, this is Θ(1).
224
To understand the delay of class H jobs, note that the above implies that the mean number of 225 class L jobs in the system, and hence their contribution to the total workload is Θ(1). However, , yielding the mean number of class H jobs of
By Little's law, we obtain the mean delay of class H jobs as
Remark 5: The proof does not extend to other policies in Table 1 as their E[T L ] is not Θ(1). given by the following lemma, whose proof we omit.
under OPT, LCFS and P-LCFS are given by:
where 
for P-LCFS is always lower than the uncorrelated E[T L ]. We can prove a similar result for LCFS.
237
Remark 8: A further difference between the three policies emerges if one looks at higher order
As a byproduct of the proof of Theorem 6 (Case 2), we can see system where jobs of original size s are truncated to size min {s, x} when they enter the system.
246
Under LAS, the response time of the tagged arrival is given by the busy period generated by the 247 work it sees on arrival in this modified system. policy is given by:
where Case λs H (x) < 1: In this case, the modified system with truncated job sizes is stable during the with a net effect of Θ(1). Under LAS, however, all L jobs with a size bigger than
which is a Θ(1) fraction, experience Θ 1 α mean response time.
Evaluation via Simulations
273
While Section 2 provided fluid asymptotics as α → 0 for a wide range of size-independent 274 scheduling policies, we are only able to perform exact numerical analysis of the case 0 < α < ∞ 275 for a smaller subset (FCFS, LCFS, P-LCFS, OPT) via algorithms proposed in the supplement
276
[15]. This section studies the full range of policies for all α via numerical techniques for the 277 policies mentioned above, and via simulation for the remaining policies in Table 1 . We start with shows the E[T ] vs. α curves for the different scheduling policies. We see that FCFS is the worst 290 policy and LAS is optimal or close to optimal throughout the range of α shown. On the other 291 hand, P-LCFS starts out equal to PS when α → ∞ and is clearly suboptimal; yet for low α (high 292 correlation), P-LCFS approaches and even overtakes LAS, and becomes optimal. This is consis-293 tent with Theorem 3. Similarly, LCFS starts out equal to FCFS when α → ∞ and is worst in 294 performance, but becomes optimal as α → 0, again confirming Theorem 3. period. This happens with probability proportional to α, which becomes zero as α → 0. 
319
To investigate this, we consider two very different traces, one involving packets sizes (Bellcore) 320 and a second involving supercomputing job sizes (SHARCNET). We have simulated FCFS, ROS, 321 PS, LCFS and P-LCFS policies. In addition, we simulate PRIO-P, which gives preemptive pri-322 ority to class L jobs, where class L jobs are defined as jobs with size below some threshold.
323
Hence the PRIO-P policy is similar to the OPT policy, but is not necessarily the optimal size-324 independent policy because class L and H jobs are no longer Exponentially distributed. We also .
345
We also see that PS outperforms LCFS but not P-LCFS cross-correlations and bursty arrivals, the effect of scheduling will be more pronounced. 
Conclusions
373
To the best of our knowledge, this is the first paper to study analytically how common scheduling 
where,
and ξ denotes the unique root of the denominator of (A.1) in the interval (0, +∞). The quantity given by E e −sX 1 = X(s). We can write the following equation for the evolution of the workload 400 W(t) in this M/G/1:
Let W t (s) = E e −sW(t) . Taking Laplace transforms in the above equation, and then letting δt → 0,
Let T be an Exp(ν) random variable and W T (s) = E e −sW(T ) . Using integration by parts, we get:
Specializing to our problem, we obtain the following two relations by applying the above equation during L and H states, and noting that by PASTA W L (s) and W H (s) also denote the stationary workloads at the ends of L and H states, respectively:
Eliminating W H (s), and π H (0) by using the fact
, we obtain which we denote by ξ, at which there is a degeneracy in the denominator. Since the transform 408 must converge in Re(s) > 0, the numerator must share this root, yielding the unknown π L (0).
409
Appendix B. Asymptotic Expressions for Mean Busy Periods
410
Busy periods form the core of the analysis for scheduling policies, and therefore we deal with 411 the problem of analyzing busy periods in as much generality as possible.
412
We consider a system with an environment controlled by a 2- 
Goal: Let B L (W α ) and B H (W α ) denote the random variables for the busy periods started by work
425
W α in states L and H, respectively, in the αth system. We will be interested in obtaining the mean 426 busy period in the asymptotic regime α → 0. That is, we are interested in obtaining the dominant
We first present the theorems on asymptotic expressions for the mean busy periods. After pre-
429
senting the theorems, we first present a brief proof sketch to elucidate how the theorems were 
432
Theorem 6. Let r H < 0. That is, the system is under temporary overload during H states.
where, p switch denotes the probability that the environment state switches to H before the busy 433 period started by W in state L ends. We call this event a 'switch'. The expression for p switch is
The quantity Q f denotes the probability that, given a 'switch' 435 occurs, the residual busy period is finite if the H state were to last indefinitely from then on:
where V(·) is given by
, and p f ∈ (0, 1) solves the fixed point equation 5 :
438
The quantity P f denotes the probability that the busy period started by W during an H state is 439 finite if the H state were to last indefinitely and is given by P f = W(λ(1 − p f )). 
and:
In the above,
The function V(s) denotes the Laplace transform of the workload in the system just before the 'switch' event occurs. V(s) is obtained as the Laplace transform of the stationary workload conditioned on server being busy in an M/G/1 with repeated vacations, with service distribution S L and i.i.d. vacations distributed as W. 5 The quantity p f denotes the probability that a busy period started by an H job in an H state is finite if the H state were to last indefinitely. Theorem 7. Let r H > 0. That is, the system is stable during H states.
442
Case 1:
Case 2:
445
Case 3:
Proof Sketch of Theorems 6 and 7: Recall our fluid model, in which the workload decreases at 447 deterministic rate r L during the L states, and increases at rate −r H during the H states. We would to an empty system, or one with workload that is Θ(α −1 ) so that we can apply [4, Theorem 1(b)].
455
We describe this below.
456
Case: W α = ω(α −1 ): In this case, the initial workload is of a higher order than the scale at which 457 the system switches. Thus, asymptotically, the number of times the system switches states before 458 W α drains goes to ∞ as α → 0, and the workload sees the "average system" during its sojourn.
459
Thus the mean busy period is Case:
In this case, the system is stable in both states. Consider a busy 467 period starting in state L. If the L state were to last forever, the busy period would exactly be
. However, since we may switch at rate Θ(α), there is a o(1) probability that the system 469 switches to state H before the busy period finishes. If this switch were to happen, the remaining 470 busy period would be stochastically bounded by a Θ(W α ) random variable, as the system is 471 always stable, thus giving a o(W α ) contribution to the overall busy period after multiplying by the probability of switching. Thus asymptotically, the mean busy period started by W α workload 473 in state L would be sions for the busy periods are as given. Then we will argue that when W α = ω(1), the fluid 493 approximation for the mean busy period is asymptotically the same as the stochastic busy period.
494
Let W α be deterministic x, and τ L ∼ Exp α L . Then we can write the following recurrence relation for the fluid busy period started in L or H state by workload x. and 495 then verify that these forms are indeed correct by identifying the unknown constants. Under the 496 assumed forms for fluid busy periods, the recurrences reduce to:
Since the above equations should be satisfied for all x, we get
yielding the expressions in the theorem statement.
499
Now we verify that when W α = ω(1), the fluid busy period expressions are asymptotically cor-500 rect. In the simple case W α = ω(α −1 ), the system switches on a faster time-scale (Θ(α −1 )) than 501 the initial amount of work (ω(α −1 )). Thus this workload sees the "average" system (rather than 502 the transient system) and its busy period is simply ).
507
Subcase 1: Busy period beginning in state H: We will show that even though the initial workload
508
is o(α −1 ), since it is ω(1), with overwhelming probability, the sample paths will follow the fluid 509 trajectory. Let W α (s) = E e −sW α . Since reordering the jobs served in a busy period does not 510 change the busy period duration, consider the case where the initial workload W α is served first.
511
If the H state were to last forever, the z−transform for the number of arrivals of class H jobs 512 while workload W α is served is given by W α (λ (1 − z) ). 
Since the M/G/1 is in overload, there is a constant probability that the busy period is infinite.
519
The probability that the busy period is finite is obtained as
Taking limit in the expression for B H (s), we obtain:
The busy period started by W α , given the H phase lasts forever, is finite if and only if the busy 522 period started by each H arrival while W α was served is finite. This probability, then is given by 523 Pr busy period started during H is finite =
The last fact is true since H state before the period ends, the workload at the beginning of the H state is again Θ(g(α)).
539
We have already argued above that subsequently the workload follows the fluid trajectory -and the residual busy period will be Θ(α −1 ) within an o(α −1 ) term. Therefore, the mean busy period 541 started in L phase will be the mean busy period under the fluid regime, within a o(W α ) term. in overload, there is a constant probability that the busy period does not end before the system 545 switches to the L state. This probability is given by 1 − P f where,
and p f is the solution to the fixed point equation p f = S H (λ(1 − p f )). P f denotes the proba-547 bility that a busy period started by work W in the M/G/1 under overload is finite, and p f is the 548 probability that a busy period started by a single class H job is finite.
549
Given that the busy period does not end before the system switches, the work that builds up in 550 the system is given by τ H ( the system can switch with probability Θ(α), and the contribution of the residual busy period 563 conditioned on this event can be Θ(α −1 ) (from the previous subcase). Therefore, this event also 564 contributes a Θ(1) term to the mean busy period, and we handle this event next.
565
Consider an M/G/1 busy period started by work W. We let this M/G/1 evolve in the L state, and 566 consider an independent Poisson(α L ) marking process. Our aim is to find the workload in the 567 M/G/1 when the first mark arrives during the busy period. The probability that no mark arrives
, which we denote by 1 − p switch in the theorem statement. Thus, with 569 probability p switch , at least one mark arrives, or equivalently, the environment processes switches 570 before the busy period ends and hence the busy period now evolves in the H state.
571
The subsequent busy period (that which evolves after the system switches to H) is given by the 572 the busy period that starts in H state with work V(s), where V(s) denotes the transform of the 573 work that is seen by the Poisson(α L ) marking process conditioned on being the first mark of a 574 busy period. We will now argue that this is asymptotically given by the stationary work in an
575
M/G/1 conditioned on the server being busy, with exceptional service distribution for the job 576 that starts the busy period given by W, and service distribution S L . We first note that if we 577 have such an M/G/1 where we consider the distribution of work seen by all marks, then this 578 is indeed the stationary work conditioned on the server being busy, and hence is given by the 579 stationary delay seen by arrivals finding the server busy in an M/G/1 system with special first
, is given in the theorem statement; see [26] or [15,
581
Appendix B] for proof). However, we are interested in the work that the first mark sees in a 582 busy period, call this W 1 . We will argue that as the probability of marking goes to 0, the work 583 seen by the first mark converges in distribution to the stationary work conditioned on the server an upper bound on the work seen by the nth marked arrival in a busy period. We also have the 591 trivial lower bound of 0 on the work seen by the nth marked arrival in a busy period. Note that 592 both these upper and lower bounds are independent of the marking probability. Let p i denote the 593 probability that there are i marked arrivals in a busy period. We can thus sandwich the stationary 594 work of the M/G/1 conditioned on it being busy between
and
. However, as 595 the marking probability (Θ(α)) goes to 0, p i ∼ Θ(α i ). Therefore, W 1 converges to the stationary 596 work in the M/G/1 with special service, conditioned on server being busy.
597
Proof of Theorem 7:
598
Recall that the work is decreasing during both the L and H states. There is a negative drift of 
606
We now set up the recurrences for busy periods started by deterministic work x during the H and L phases under the fluid regime:
where τ H is an Exp (α H ) random variable and τ L is an Exp (α L ) random variable. , our recurrences become:
Since the above equalities hold for all x, together with a i = −c i , we get:
Therefore the expected busy period started by a work of size x during L and H phases, respectively, can be expressed in the following convenient/intuitive form: the busy period would indeed be
. Now either the system switches to the H state before 615 this busy period ends, and this event happens with probability 1 − o(1). In this case, the length 616 of the busy period conditioned on it being smaller than Exp(α L ) will be
). However, if the system switches before the busy period ends, which happens with 618 probability o(1), the residual busy period is still Θ(W α ). The overall contribution of the second 619 event to the mean busy period started by W α is o(W α ). By law of total probability, the mean busy 620 started in L phase is
+ o(W α ).
621
The proof for busy periods started during H phases is identical. 
