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 要  旨 
現在のインターネットはホスト間で通信を行うために設計されている．しかし, ユーザは
コンテンツが配信される場所ではなく，実際のコンテンツを入手することに関心があること
から，新たなネットワークアーキテクチャとして CCN(Content Centric-Network)が注目さ
れている. CCN の利点の一つとして，コンテンツを CCN ルータでキャッシュすることによ
るネットワークの利用効率の向上，応答時間の短縮などが挙げられる．しかし，コンテンツ
が通信経路上のルータにキャッシュされることから，CCN においての通信品質はネットワー
クに残るキャッシュにおけるコンテンツチャンクの分布によって左右される．さらに，キャ
ッシュの管理は各 CCN ルータによってそれぞれおこなわれるため，通信品質の保証が難し
いという課題がある． 
この課題に対して，本研究室では CCN において帯域予約を実現するため，CCN において
用いられるパケットである INTEREST / DATA を拡張することで資源を予約と解放を制御
し，コンテンツに対して帯域幅を保証する方式が提案している．帯域幅を予約することで通
信品質が保証しているが，ルータのキャッシュ置換ポリシで帯域幅を保証したコンテンツと
帯域幅を保証しなかったコンテンツに対して同様に扱っていたため，キャッシュを置換する
ときに帯域予約されたコンテンツのキャッシュの優先度をどのように判断するのかという課
題がある. 
本論文では，この課題に対して，帯域予約のあるコンテンツと内コンテンツ別に CCN ル
ータのキャッシュを管理することで通信品質を確保することを提案する．本提案方式は，
CCN ルータにおいて帯域予約されたコンテンツと予約されていないコンテンツに分けて各
自 LRU 方式を用意してキャッシュの管理をおこなうことで，帯域予約したコンテンツのキ
ャッシュを確保する方式を提案する．評価実験では，先行研究と提案方式の性能を比較する
ために，コンテンツ数とノード数を変化させて，予約されたコンテンツと予約されていない
コンテンツの転送時間を分析した．提案方式が先行研究の方式より帯域予約したコンテンツ
のダウンロード時間の悪化を防ぐことができることを示した． 
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概要 
現在のインターネットはホスト間で通信を行うために設計されている．しかし, ユーザはコンテン
ツが配信される場所ではなく，実際のコンテンツを入手することに関心があることから，新たなネッ
トワークアーキテクチャとして CCN(Content Centric-Network)が注目されている. CCN の利点と
して，コンテンツを CCN ルータでキャッシュすることによるネットワークの利用効率の向上，応答
時間の短縮などが挙げられる．しかし，コンテンツがどこでもキャッシュされることが可能なことか
ら，CCN においての通信品質はネットワークに残るキャッシュにおけるコンテンツチャンクの分布
によって左右されている．さらに，キャッシュの管理は各ネットワークノードによってそれぞれおこ
なわれるため，通信品質の保証が難しいという課題がある． 
この課題に対して，本研究室では CCN において帯域予約を実現するため，CCN において用いら
れるパケットである INTEREST / DATA を拡張することで資源を予約と解放を制御し，コンテンツ
に対して帯域幅を保証する方式が提案している．帯域幅を予約することで通信品質が保証しているが，
ルータのキャッシュ置換ポリシで帯域幅を保証したコンテンツと帯域幅を保証しなかったコンテン
ツに対して同様に扱っていたため，キャッシュを置換するときに帯域予約されたコンテンツのキャッ
シュの優先度をどのように判断するのかという課題がある. 
本論文では，この課題に対して，帯域予約のあるコンテンツと内コンテンツ別に CCN ルータのキ
ャッシュを管理することで通信品質を確保することを提案する.本提案方式は，CCN ルータにおいて
帯域予約されたコンテンツと予約されていないコンテンツに分けて各自LRU方式を用意してキャッ
シュの管理をおこなうことで，帯域予約したコンテンツのキャッシュを確保する方式を提案する．提
案方式を実装した評価実験では，先行研究と提案方式の性能を比較するために，コンテンツ数とノー
ド数を変化させて，予約されたコンテンツと予約されていないコンテンツの転送時間を分析した．提
案方式が先行研究の方式より帯域予約したコンテンツのダウンロード時間の悪化を防ぐことができ
る．このため，予約された帯域幅の総占有時間を減らすことで，Default コンテンツがもっと帯域幅
を使う機会が多くなり，全体的な通信品質が向上させることが可能になる. 
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1. 研究背景 
全世界の年間 IP トラヒック量は，2016 年には ZB を越え，2020 年までに 2.3 ZB に到達す
る見込みがある[1]. そのため，コンテンツサーバやネットワークへの負荷が増加し, サーバやネ
ットワーク資源が足りなくなる可能性がある. 現在のインターネットはホスト間で通信を行うた
めに設計されたが, ユーザはコンテンツが配信される場所ではなく,実際のコンテンツを入手する
ことに関心があることから，新たなネットワークアーキテクチャとして CCN(Content 
Centric-Network)が注目されている. 
CCN は，コンテンツの名前を識別子としてパケットを処理する通信方式であり，利点として
コンテンツをルータノードでキャッシュすることによるネットワークの利用効率の向上や，応答
時間の短縮などが挙げられる．さらに通信の過程で経路に残されるキャッシュを有効利用して冗
長なネットワークトラヒックを削減できる．しかし，CCN において，通信品質はネットワークに
残るキャッシュにおけるコンテンツチャンクの位置に影響される．特に，今後ますます大容量化
する多数のコンテンツを CCN で有効にキャッシュするためには，適切なコンテンツキャッシュ
管理方式が必要不可欠である． 
既存の CCN の通信方式のままでは通信品質を保証することは困難であるため，文献[2]ではト
ラヒックの状況やネットワーク内のコンテンツチャンクのキャッシュ分布といった情報を用いて
コンテンツの取得先を決定している．しかし，経路上にキャッシュがある状況，つまり以前にコ
ンテンツ配信がなされた状況でないと近傍のキャッシュへ経路を集約することはできない．また，
文献[3]ではよりユーザに近い CCN ルータに人気のコンテンツがキャッシュされるようにするキ
ャッシュ置換アルゴリズムによって，平均遅延や遅延の揺らぎを減少させるようにキャッシュに
コンテンツチャンクを分布させている．しかし，人気のコンテンツに対してだけ通信品質を向上
させるだけでは平均の通信品質を向上させることはできても，人気の無いコンテンツに対しては
通信品質を改善することはできないため，必ずしもユーザの要求する通信品質を提供することが
できない． 
この問題に対して，帯域予約 CCN 通信方式[5]が，CCN において用いられるパケットである 
INTEREST / DATA を拡張することで資源を予約と解放を制御し，コンテンツに対して帯域幅を
保証するために提案されている．しかし，キャッシュ置換ポリシが帯域幅を保証したコンテンツ
と帯域幅を保証しなかったコンテンツに対して同様に扱っていたため，キャッシュを置換すると
きに帯域予約されたコンテンツのキャッシュの優先度をどのように判断するのかという課題があ
る[6]． 
本研究は，この課題に対して，帯域予約 CCN 通信方式において，優先度を変更したキャッシ
ュ置換ポリシ LRU(Least Recently Used)を使用することを提案する. 本提案方式では帯域予約
されたコンテンツと帯域予約されていないコンテンツに分けてキャッシュの管理をおこなう.キ
ャッシュサイズの割合を管理することで，予約されたコンテンツと予約されていないコンテンツ
の通信品質を制御することが目標である．予約されたコンテンツと予約されていないコンテンツ
の転送時間を分析し，提案方式の有用性を明らかにする． 
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2. CCN 関連技術と関連研究 
2.1 CCNの概要 
Content-centric Network（CCN）：米国パロアルト研究所の Van Jacobsen が提案したコンテ
ンツの名前（ID）に基づいて通信を行うネットワークアーキテクチャである[7]．位置依存型アド
レス（IP アドレス）ではなく，コンテンツの名前（ID）を用いて通信する．CCN には Interest 
と Data の 2 種類のパケットが存在する．ユーザは Interest を接続しているノードにブロード
キャストすることによって，データを要求する. Interest に含まれる主な情報はコンテンツ ID 
である．端末は通信相手の位置を意識する必要がない．そして，中継ノードがコンテンツを保持
（キャッシュ）してリレーすることで，コンテンツ配信サーバと端末の間に end-to-end の通信が
不要となる 
 
2.2 コンテンツを入手する動作 
CCN の基本動作について図１で説明する．CCN では，INTEREST / DATA パケット二種類の
パケットを使っている. INTEREST パケットはコンテンツ名を有しており，この名前のコンテン
ツを要求することになる．DATA パケットは，コンテンツ名とそのデータ部分を共に有しており，
更にシグネチャーというセキュリティ機能が追加されている． 
 
図 1 CCN の基本動作 
  
ユーザ 1 が，（1）INTEREST パケットを送出すると，（2）CCN ルータで名前をベースにして
ルーティングして次のルータに送る（要求されたコンテンツがもうルータにキャッシュされた場
合は，コンテンツを要求するユーザへ返されて来ることになる）．（3）次のルータも名前をベース
にしてルーティングして目的のソースに要求が届けられる．（4）ソースから DATA パケットが返
されて，（5）DATA パケットが来るときに要求されたコンテンツがルータにキャッシュされてい
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ない場合は，ルータにキャッシュされ，（DATA パケットが来るときに，コンテンツがもうルータ
にキャッシュされた場合は，もらった DATA パケットを破棄する．これは，下流からコンテンツ
を要求すれば，キャッシュから返さられるためである）（6）元のルートを通って，（7）再びキャ
ッシュされて，（8）ユーザ１に要求したコンテンツが到着することになる．（9）ユーザ 2 が
INTEREST パケットにより同じコンテンツを要求すると，（10）ルータにキャッシュされている
ので，それが応答として返されて来ることになる． 
 
 
2.3 ルータの構造 
 
CCN では，各ルータが Forwarding Information Base（FIB），Pending Interest Table（PIT），
Content Store（CS）という 3 つのデータ構造がある． 
 
図 2 CCN ルータのデータ構造 
  
 
CS は，コンテンツをキャッシュしておくバッファである．CS には，コンテンツ名とそのコン
テンツそのものの組が保存される． 
FIB は，コンテンツ名に基づく Interest パケットの転送に使用するデータ構造である．FIB に
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はコンテンツ名のプレフィックスと，そのプレ フィックスに一致した Interest パケットの転送
方向のネットワークインタフェース（フェイスと呼ぶ）を示す情報の組が格納される． 
PIT は，Interest パケットが送られてきた方向を示すテーブルである．PIT には，到着した
Interest パケットのコンテンツ名と，その Interest パケットを受信したフェイスの組を格納する． 
以上の 3 つのデータ構造により，CCN ルータが INTEREST/DATA パケットを処理する． 
INTEREST パケットが到着するときに，各データ構造にルックアップ順序は，まず，CS，次
に PIT，最後は FIB である．マッチがあれば，以下の動作になる． 
CS：要求されたデータが持っているなら，すぐデータを返す． 
PIT：このデータがほかの face から要求されたということなので，今回の face 番号をエント
リに追加する．次回，要求されたデータが来たら，PIT の中に格納されている face 番号
よりデータを送信する． 
FIB：上流がこのデータを持っているということから，Interest パケットを上流へ送信する． 
DATA パケットが到着するときに，各データ構造にマッチがあれば，以下の動作になる． 
CS：コンテンツがキャッシュされているから，DATA パケットを破棄する． 
PIT：コンテンツがある face から要求されたということため，face リストにより，転送する．
PIT にマッチがなければ，求められていないから，破棄する． 
 
2.4 CCNルータにおけるキャッシング 
2.4.1 キャッシュ管理 
CCN では，データが各ノードの CS にキャッシュされている.キャッシュがコンテンツチャンク
という単位に分割されて管理される.CS にキャッシュできるチャンク数の上限値は設定される.デ
ータを転送したあとに，CCN がデータを CS にキャッシュする.有限のキャッシュサイズに有用の
データをキャッシュするため，CCN のネットワーク性能がキャッシュ置換方式に左右される[8]. 
良いキャッシング戦略は，ネットワークの効率を改善するための重要な手段である．キャッシ
ュ置換ポリシは，CCN の研究の重要な課題の一つである．TCP/ IP ネットワーク中のノードの最
大の違いは，CCN の各ノードが CS データ構造を保持し，ルータがキャッシング機能を有すると
いうことである． 
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図 2.2 
図 3 CCN のキャッシュ置換方式のフローチャート 
  
一般的な CCN は，図３のように示す，ルータが自身を通過するコンテンツをキャッシュする．
ノードのバッファスペースはネットワークのデータ総量より有限であるため，ネットワーク効率
を向上するために，バッファがいっぱいになると，置換ポリシで過去のコンテンツキャッシュに
新しいコンテンツを置き換える． 
CCN のキャッシュは，以下のように独自の特性を持っている． 
1. CCN では，多くのルータが連続で同じコンテンツを要求する可能性があり，これらの要求が
関連している． 
2. CCN では，ノードのリクエスト動作は，複数のノードで発生する．要求したコンテンツがな
い場合，リクエストのパケットが他のノードに転送されている． 
3. CCN のノードにキャッシュしているコンテンツが人気と関係しているため，キャッシュされ
るコンテンツは動的に変化する． 
4. CCN のキャッシュ置換ポリシは，高速ネットワークに対応するために単純な制御が必要であ
る． 
 
2.4.2 キャッシュ置換方式 
CCN には，使用されているキャッシュ置換ポリシに Least Frequency Used(LFU) や Least 
Recently Used(LRU) よく用いられる． 
1. LFU はチャンクの参照回数に基づいてチャンクを置換する．キャッシュされたコンテンツ
が要求されると，参照回数を更新して，参照回数が最も少ないコンテンツを置換対象にす
る方式である． 
2. LRU とは分散型キャシングであり，分散型キャシングでは，各ルータが自身を通過するコ
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ンテンツに関する情報のみを使用してキャッシュするコンテンツを決定する．単純なアル
ゴリズムであるが, 様々な CCN でのアーキテクチャにおいて LRU が想定されている. 
LRU が最初のキャッシュ置換戦略を考えられたキャッシュ手法の一つで, 参照されてい
ない時間が最も長いデータを置換対象にする方式である. 数理モデル下式のようになる． 
𝑈𝑖 =
1
𝑡𝑖 − 𝑡0
 
𝑡0は今のタイミング，𝑡𝑖はより最終コンテンツ iをアクセス時間である．コンテンツを置換
する時に，𝑈𝑖の値が小さい方が置換される． 
 
 
2.5 QoS制御 
QoS（Quality of Service）とはネットワーク上で提供するサービス品質のこと[9]．ネットワー
ク機器に QoS を実装することで，ある特定の通信を優先して伝送させたり，帯域幅を確保したり
することができる．ネットワークに QoS を適用する場合のモデルには IntServ，DiffServ，ベス
トエフォートの 3 つがある． 
 
IntServ(Integrated Services): アプリケーションの通信フローごとに帯域を予約する方式．
RSVP というプロトコルを使用する． 
 
DiffServ(Differentiated Services): トラフィックを分類，マーキング(優先度付け)，キューイング
(トラフィックのキューへの振り分け)スケジューリング（キューの優先度に応じたパケットの送出）
して，ネットワーク機器ごとに実施． 
 
ベストエフォート: DiffServ や IntServ のアーキテクチャによる QoS が実装されていなかった
場合，パケットの内容やサイズに関係なく，先着順にパケットを送出していくベストエフォート
型 (=FIFO) が提供される． 
  
QoS の処理では，スイッチへ流入したパケットに対して優先順位を決めて，スイッチが，優先度
値に基づいて適切な QoS 動作を実行する．Diffsev モデルの動作がいくつかの段階がある．ここ
では，順番に説明する． 
 
クラス分け： 図４のように，パケットの種類や目的を調べて優先度を決める．たとえば，音声
パケットは最優先する，動画なら音声の次に優先する，データはできるだけ届けるようにする，
といった決定を行う． 
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図 4 パケットの種類や目的の確認 
 
ポリシング： ポリシングでは，設定されたポリシー（Qo パラメータ）にしたがって，不要なパ
ケットを取り除く．たとえば，輻輳が発生していて処理が停滞しているようなら，優先度の低い
パケットを破棄する． 
 
マーキング： マーキングでは，優先度に応じて IP パケットのなかに優先度を書き込んでいく作
業である（図 5 のように，右側数字 1,2,3 が優先度の順序を示す）．このマーキングは，次の段階
であるキューイングで，どのキューを使用するかを決定するものである．また，送信先に到着し
たときにも優先して宛先に届くようにするためにも必要になる． 
 
 
図 5 優先度のマーキング 
  
キューイング： キューイングとは，1 つずつ処理する作業があるとき，処理されるものを順番
に並べておくこと．QoS を提供するために，優先度の異なる複数のキューを使用している．パケ
ットは，マーキングされた情報に応じたキューに並ぶことになる． 
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図 6 キューイング 
 
シェーピング：  最後に，アプリケーションごとに割り当てられた帯域幅に合わせてパケット
を送り出す． 
 
図 7 パケットの送出 
 
 
2.6 関連研究 
2.6.1  CCNにおけるサービスをクラス分けする研究 
CCN においてサービスをクラス分けすることにで優先度の高いサービスの通信 品質を向上さ
せる研究として、Qian らによる QoCS(Quality of Cache Service)[10] がある。この研究では、
CCN ルータにおいて空間性, 一時性, 可用性の 3 つの制御を設けている  
空間性：確率的キャッシングアルゴリズムを適用することにより CCN ルータ間で異なる チャ
ンクをキャッシュして領域を有効利用する。  
一時性：チャンクをキャッシュしてから一定時間キャッシュの書き換えを禁止する制御を設け
ることにキャッシュの書き換え回数を低減する。  
可用性：中継する各 CCN ルータにおいて、キャッシュヒットしなかったときにユーザとサー
バの間の経路以外にも INTEREST を転送する。さらに、サービスの種類毎にトラヒックをクラ
ス分けして、3 つのパラメータにより優先度付けする。 
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さらに, コンテンツの種類によって優先度付けすることで, キャッシュパフォーマンスの優れ
たコンテンツ転送を行うことができる. 
 
2.6.2  関連研究の問題点 
 CCN はクライアント-サーバモデルとは異なる通信方式である。CCN において 通信品質は
ネットワークに残るキャッシュにおけるコンテンツチャンクの分布によって左右される。既存
の CCN の通信方式のままでは通信品質を保証することは困難であるため、 [10]は限られた通
信資源や計算資源において相対的に資源を割り振れるように各サービスに対してクラス付けを
行うっている。しかし、ユーザによっては 事前に提供される通信品質を確認した上で所望の通
信を始めたい場合や通信の途中で著しく通信品質が低下することを避けたい場合もある。QoS
では、ユーザが要求する通信品質を保証することが出来ない。 
このように、関連研究はあくまで通信品質の向上を目指したものであるため通信品質の保証
はできない。 
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３. 先行研究 
3.1 帯域予約 CCN概要 
桑山ら[3]，[11]は，既存の CCN の通信方式では, 通信品質を保証できないという課題に対して, 
シグナリングにより通信経路上の帯域幅を予約する通信方式を提案した.この提案方式がCCN に
おいて用いられるパケットである INTEREST / DATA を拡張することで資源を予約, 解放する
ための制御パケットを実現している.  
資限予約においてはコンテンツ毎ではなくコンテンツの識別子の preﬁx，つまりコンテンツの
グループ毎で帯域幅の予約を可能にする．各ルータは face 毎に予約できるコンテンツの識別子数
の上限を指定することができ, コンテンツの識別子の preﬁx によってパケット転送のキューイン
グを行い，通信品質を保証する. 通信の概略を図８示す. 
 
 
 
図 8 通信モデル 
 
 
3.2 予約・解放手順 
3.2.1 資源予約手順 
資源予約パケットを転送したときの処理手順を以下に示す． 
 
(1) 帯域幅を予約するために，ユーザが資源予約パケットを送信する． 
(2) 資源予約パケットが帯域保証 CCN ルータに到着したとき， 
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(2-a) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがある場合は，資源予約パケ
ットを元の方向へ転送する． 
(2-b) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがない場合は，資源予約パケ
ットを破棄する． 
(3) 資源予約パケットがサーバに到着したとき， 
(3-a) 受信したサーバが予約された帯域幅に空きがある場合は，確保通知パケットを PIT に
よりユーザ方向へ返信する． 
(3-b) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがない場合は，資源予約パケ
ットを破棄する． 
(4) 帯域保証 CCN ルータが確保通知パケットを受信したときに，PIT によりユーザへ送信して，
この確保通知パケットの prefix において帯域幅を予約する． 
(5) 確保通知パケットがユーザに到着すると，資源予約が成功したと判定する．資源予約パケッ
トを破棄する動作に対して，ユーザが資源予約パケットを送信してから一定時間が経過して
も確保通知パケットを受信できなかった場合は，資源予約が失敗したと判定する． 
 
図 9 資源予約手順 
 
 
 
 
3.2.2 資源解放手順 
 解放要求パケットの処理手順を以下に示す． 
 
(1) ユーザが資源予約した方向へ解放要求パケットを送信する． 
(2) 解放要求パケットが帯域保証 CCN ルータに到着すると 
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(2-a) 受信した帯域保証 CCN ルータが帯域幅を予約されている場合は，解放要求パケットを FIB
によりコンテン ツ方向へ転送する． 
(2-b) 受信した帯域保証 CCN ルータが帯域幅を予約されていない場合は，解放要求パケットを破
棄する． 
(3) 解放要求パケットがサーバに到着すると 
(3-a) 受信したサーバが帯域幅を予約されている，また予約された帯域幅が使用していない場合は，
資源解放パケットを PIT によりユーザ方向へ返信する． 
(3-b) 予約されていないもしくは予約された帯域幅が使用している場合は，解放要求パケットを破
棄する． 
(4) 帯域保証 CCN ルータが資源解放パケットを受信したときに，PIT に よりユーザ方向へ転送
する．このとき，CCN ルータは転送した資源解放パケットの face における preﬁx で帯域幅を解
放する． 
(5) 資源解放パケットがユーザに到着すると，資源解放が成功したと判定する． 
 
 
図 10 資源解放手順 
 
 
 
 
3.3 帯域予約ルータの機能 
帯域保証のためのシグナリングを実現するために，予約されている帯域幅を格納するリストを
作った．また CCN ルータにおいて帯域幅の確保が可能かどうか判断するために, コンテンツ転
送の各 face に帯域幅数を格納するプールを導入した．データ構造を図 3.4 に示す. 
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図 11 帯域保証 CCN ルータのデータ構造 
 
図 11 の帯域保証 CCN ルータは予約リストに Uec/net/movie/c と Uec/net/picture/a が存在
しており, Uec/net/movie/c は face1 に 50Mbps, Uec/net/picture/a は face2 に 60Mbps 予約
されていることを表している. ここで, face1 から Uec/net/movie/c への資源予約パケットを受
信した場合,  FIB を参照した後新たなエントリに予約リストと PIT に追加する. また, face0 
から  Uec/net/picture/a への資源解放パケットを受信した場合 , 予約リストから  face2 の 
Uec/net/picture/a のエントリを削除し, face2 に資源解放パケットを転送する.   
図 3.4 中,予約リストはシグナリングの制御と, 確保した帯域幅による転送を制御する表である. 
帯域保証されたDATA を受信したとき, この表を参照することで帯域幅を予約されているか確認
後, パケットを帯域保証キューへ格納する. 帯域幅プールは予約可能な帯域幅である. 帯域幅が
予約された場合は, 帯域幅プールを減少させる. 帯域幅が解放された場合は, 帯域幅プールを増
加させる. 資源予約をするとき, この値を参照することで帯域幅が予約可能かどうかを判定する. 
帯域幅付き DATA パケット転送の際のフローチャートを図 12 に示す． 
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図 12 帯域幅付き DATA パケット転送のフローチャート 
 
 
 
 
 
 
 
１．帯域幅付き DATA パケットを受信すると， 
２．予約リストをルックアップする． 
３．マッチするエントリがある場合はメタ情報を書き換えて DATA パッケト転送手順へ行く． 
４．CS をルックアップする． 
５．CS にマッチするエントリがあれば，コンテンツがキャッシュされているから，帯域幅付き
DATA パケットを破棄する． 
６．チャンクをキャッシュして CS にエントリを追加する． 
７．PIT をルックアップする． 
８．PIT にマッチがなければ，求められていないから，破棄する． 
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９．PIT にマッチがあれば，コンテンツがある face から要求されたということため，face リスト
により，データパケットを送信する． 
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4. 提案方式 
4.1 概要 
本研究室の先行研究において，帯域予約 CCN 通信方式が，CCN において用いられるパケット
である INTEREST / DATA を拡張することで資源を予約と解放を制御し，コンテンツに対して
帯域幅を保証するために提案されている．しかし，先行研究が帯域幅を確保したが，CCN におい
て通信品質を左右する予約されたコンテンツのキャッシュの置き換えを考慮しなかった問題があ
る． 
この問題に対して，本論文が帯域予約されたコンテンツと予約されていないコンテンツに分け
てキャッシュの管理をおこなう.本提案方式は, 先行研究の帯域幅を予約する通信方式より, キャ
ッシュ置換ポリシを増やし，帯域予約されているコンテンツ（Guarantee コンテンツ）と帯域予
約されていないコンテンツ（Default コンテンツ）二つ範囲の中に対して, 別々に LRU 手法で処
理する. 提案方式ではキャッシュを分割して管理するため，提案方式がチョウ方式[11]より
Guarantee コンテンツのキャッシュ領域を確保することで通信品質を改善することを目指す．図
13 のように，帯域幅を予約する通信方式に適応するために，LRU について優先度を変更するこ
とを提案する. 既存の帯域予約 CCN 通信方式に対して，Data パケットが到着するときに，キャ
ッシュ置換優先度を考えて提案する. 本提案方式では一般的な LRU ではなく，帯域予約されてい
るコンテンツと，予約されていないコンテンツを別々に対して優先度を決める. CS （Content 
Store）の中に格納しているすべてのコンテンツが予約されている状況避けるために，Guarantee
コンテンツと Default コンテンツを一定割合で格納する． 
 
 
 
 
 
図 13 提案方式のキャッシュ構成 
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4.2 キャッシュ管理方式 
節 2.4 説明した本来の CCN キャッシュ管理方式より，提案方式が新た方式によって CCN ルー
タの CS を管理している．コンテンツパッケトを受信する時に，パッケトのパラメータを登録し，
提案方式により CS の中にキャッシュする. 
各種類のコンテンツのキャッシュを管理するため，新しいパラメータを作った（表 1）． 
 
表 1 提案方式の各作ったパラメータの説明 
パラメータ 意味 作用 
name_for_lru コンテンツの prefix 各コンテンツを区別するた
め 
time_for_lru コンテンツの最終訪問され
た時間 
キャッシュの置換を管理す
るため 
flag_for_lru コンテンツ種類のフラグ コンテンツが予約されてい
るかどうかを判断するため 
cap_Ratio_Gua キャッシュされた予約され
たコンテンツの比率 
キャッシュされた各種類コ
ンテンツの割合を管理する
ため 
 
 
      
図 14 キャッシュ置換方式 
 
キャッシュ置換方式が図 14 のように示す.図の中に，パラメータ Flag の値が G（Guarantee コ
ンテンツ）と D（Default コンテンツ）に設定して，コンテンツの種類を区別する．キャッシュ
置換方式によって，スベースが足りない場合，新しいコンテンツをキャッシュする時に，手順を
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以下に示す. 
 
１. time_for_lru を𝑡1にして，今の時間を𝑡0にして，同じ flag_for_lru 値を持っているコンテン
ツのなかで，下式で計算される𝑈𝑖が最も小さい値のデータを探して削除する. 
𝑈𝑖 =
1
𝑡𝑖 − 𝑡0
 
２. 新しいコンテンツを最初に格納する. 
提案方式のフローチャートは図 15 のようになっている.  
 
 
図 15 提案方式のフローチャート 
（１） DATA パケットを受信． 
（２） パラメータ flag_for_lru と name_for_lru により，受信されたコンテンツが CS に存在す
るかどうかを判断して，(2-1)存在すれば，ノードをキャッシュの最初に移動することで，最
近参照時間を更新する． 
（３） 受信されたコンテンツが CS に存在しない場合は，パラメータ flag_for_lru と一定割合
により，CS に格納できるかどうかを判断して(3-1) ，格納できれば，直後に格納する． 
（４） CS に格納できないと判断すると，LRU による同じ flag_for_lru 値を持っている置換す
るデータを探す． 
（５） 探されたノードを削除する．CS に格納できる状態まで，コンテンツを格納して，終了す
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る． 
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5. 評価実験 
5.1 実験目的 
提案方式によって，ユーザがコンテンツを要求する時からコンテンツがユーザに到着時間まで
の転送時間を評価指標にして，同じ実験条件で提案方式とチョウ方式[11]の結果を比較する.実験
条件として，Guarantee コンテンツと Default コンテンツそしてユーザ数を変化させることで転
送時間を評価指標にして比較する. 
 
5.2 実験環境 
実験には仮想マシンを用いた．以下に利用した仮想マシンとネットワークトポロジと実験に
用いたパラメータについて示す． 
表 2 物理マシン                          
 
 
 
 
 
 
 
 
表 3 仮想マシン 
 
 
 
 
 
 
 
 
ベース 
PowerEdge R220 
OS Ubuntu 16.04LTS 
CPU Xeon E3-1220 v3 
メモリ 
16GB 
OS Ubuntu 16.04LTS 
CPU Xeon E3-1220 v3 
メモリ 
1GB 
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図 16 ネットワークトポロジ 
  
 図 16 に示すネットワークトポロジは，Guarantee コンテンツを要求するユーザを１つ設置し
て，Default コンテンツを要求するユーザが 2 から n までを設置して評価実験を行う．本研究で
は，n の値は最大 7 になる．実験パラメータを表 4 に示す. 
 
表 4 実験パラメータ 
 
 
 表 4 のように実験パラメータを設定する．帯域幅を予約するコンテンツは Guarantee コンテン
ツ，帯域幅を予約しないコンテンツは Default コンテンツと呼ぶ.コンテンツサイズは index 単位
として，１index は 4096Byte である.総キャッシュサイズは 1000 index で，提案方式の実験する
ときに，Guarantee コンテンツの専用キャッシュサイズが 500 index として，Defualt コンテン
ツの専用キャッシュサイズも 500 indexに設定する.ネットワークの転送速度を 20Mbpsに制限し
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て実験を行った.予約帯域幅はユーザからサーバまで各コンテンツに５Mbps 割り当てられる.各
ユーザから要求時間間隔 32 秒で，一つ種類のコンテンツを 20 回要求している.コンテンツの要求
時間間隔とは，コンテンツの要求時間から次回の要求開始時間までの平均時間間隔であり，指数
分布に従う. 
 
 
5.3 実験結果 
ノード数とコンテンツ数を変化させて，提案方式とチョウ方式の結果を比較する．チョウ方式
ではキャッシュサイズを 1000 index に設定し，提案方式では，キャッシュサイズを Guarantee
コンテンツが専有するサイズを 500 index，Default コンテンツが専有するサイズを 500 index に
設定した． Guarantee コンテンツが 5Mbps の帯域幅を占有して転送する．同時にダウンロード
している Default コンテンツは予約されていない帯域幅を使えるため，15Mbps から 20Mbps の
帯域幅を分けながら利用することになる．図 17〜24 にダウンロード時間の累積分布を示す． 
図 17 と 18 により， Default コンテンツのダウンロード時間はチョウ方式より提案方式の方が
速いことがわかる．チョウ方式では Guarantee コンテンツのダウンロード時間の最も速い部分は
提案方式より速いが，提案方式の方がダウンロード時間に差がなく安定している．これは，チョ
ウ方式の方ではすべてのキャッシュがGuaranteeコンテンツとDefaultコンテンツ両方で分けあ
っており一方で最大値 1000 index まで使えるためである．そして，提案方式が，Guarantee コ
ンテンツのキャッシュサイズが 500 index に確保するため，速い部分のダウンロード時間が長く
なるが，ダウンロード時間のばらつきが小さくなり安定した通信が可能となる． 
図 19 と 20 は，Default コンテンツが 3 つ，Guarantee コンテンツが 1 つに設定した場合のダ
ウンロード時間を示す．チョウ方式の Default コンテンツのダウンロード時間が提案方式より早
いが，提案方式の Guarantee コンテンツのダウンロード時間が安定している． 
図 21 と 22 は，Default コンテンツ数を 4 つ，Guarantee コンテンツが 1 つに設定した場合の
ダウンロード時間を示す．提案方式の Default コンテンツのダウンロード時間とチョウ方式が同
じ形になっているが，Guarantee コンテンツのダウンロード時間がチョウ方式より短縮できるこ
とがわかる.  
図 23 と 24 は，より Default コンテンツ数を 6 つ，Guarantee コンテンツが 1 つに設定した場
合のダウンロード時間を示す．提案方式の Default コンテンツのダウンロード時間と Guarantee
コンテンツのダウンロード時間がチョウ方式より短縮できることが分かる． 
図 17 から図 24 では全体として，Default コンテンツ数を増加しても，提案方式がチョウ方式
より Guarantee コンテンツのダウンロード時間の悪化を防ぐことができている.このため，予約
された帯域幅の総占有時間を減らすことで，Default コンテンツがより帯域幅を使う機会が多くな
り，全体的な通信品質が向上されることがわかる. 
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図 17 ダウンロード時間（チョウ方式，Cache 1000 index，要求間隔 32 秒，Default コンテン
ツ数 2，Guarantee コンテンツ数 1） 
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図 18 ダウンロード時間(提案方式，Guarantee cache 500 index，Default cache 500 index，要
求間隔 32 秒，Default コンテンツ数 2，Guarantee コンテンツ数 1) 
 
   
図 19 ダウンロード時間（チョウ方式,Cache 1000 index,要求間隔 32 秒，Default コンテンツ数
3，Guarantee コンテンツ数 1） 
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図 20 ダウンロード時間(提案方式,Guanrantee cache 500 index,Default cache 500 index,要求
間隔 32 秒，Default コンテンツ数 3，Guarantee コンテンツ数 1) 
 
  
図 21 ダウンロード時間（チョウ方式,Cache 1000 index,要求間隔 32 秒，Default コンテンツ数
4，Guarantee コンテンツ数 1） 
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図 22 ダウンロード時間(提案方式,Guanrantee cache 500 index,Default cache 500 index,要求
間隔 32 秒，Default コンテンツ数 4，Guarantee コンテンツ数 1) 
 
 
図 23 ダウンロード時間（チョウ方式,Cache 1000 index, 要求間隔 32 秒，Default コンテンツ
数 6，Guarantee コンテンツ数 1） 
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図 24 ダウンロード時間(提案方式,Guarantee cache 500 index, Default cache 500 index,要求間
隔 32 秒，Default コンテンツ数 3，Guarantee コンテンツ数 1) 
 
 
 
 
6. 結び 
 本研究室の先行研究において帯域予約 CCN 通信方式が，CCN において用いられるパケット
である INTEREST / DATA を拡張することで資源を予約と解放を制御し，コンテンツに対して
帯域幅を保証するために提案している．しかし，先行研究が帯域幅を確保することで通信品質を
保証したが，予約されたコンテンツのキャッシュの管理方法が CCN における通信品質を左右す
ることを考慮していない問題がある． 
本論文では，桑山らが提案した帯域保証 CCN 方式によって，帯域予約したコンテンツに対し
て LRU 方式とともにキャッシュ領域を確保することで，全体的な通信品質の向上することを目指
すキャッシュ置換方式を提案した．評価実験にでは，先行研究と提案方式の結果を比較するため
に，コンテンツ数とノード数を変化させることで，予約されたコンテンツと予約されていないコ
ンテンツの転送時間を評価指標にして分析をした．結果により，帯域予約したコンテンツに対し
て LRU 方式とともに帯域予約をしたコンテンツのキャッシュ領域を確保することで，Guarantee
コンテンツの転送時間を確保する同時に，予約された帯域幅の総占有時間を減らすことで，
Default コンテンツがもっと帯域幅を使う機会が多くなり，全体的な通信品質が向上されることが
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わかる. 
 本研究では，評価実験の Guarantee コンテンツと Default コンテンツのキャッシュサイズを 1:1
に固定しているが，Guarantee コンテンツのキャッシュを確保する量が最適かは明らかにできて
いない．今後の課題として，人気を考慮して Guarantee コンテンツと Default コンテンツのキャ
ッシュを動的な割合で管理する方式を検討する必要がある． 
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