Under the condition of existence of a sufficient number of experimental data, ANN models can 78 be proven quite efficient and accurate, both in correlating the existing data as well as in 79 predicting the system behavior (within the limits of the explored experimental space), while 80 they can also be easily customized to different systems. They are commonly developed with the 81 aid of specifically designed software or software package toolboxes (e.g., the ANN toolbox of 82 Matlab®), which are simple to use and quite flexible in terms of the customization of the model 83 structure and characteristics (Sivanandam et al., 2006) . Table 1 . As can be seen, ANN models can be used to assess the effect of numerous important factors of 100 the process, such as light intensity, organic/inorganic ions concentration and oxygen dose, 
109
In the present work, a novel modeling framework is proposed for the study of a photocatalytic decision variables of the second optimization study on the first ANN model).
122
The system under study concerns the use of silver-modified ZnO particles (Ag/ZnO) as effective
123
catalysts for the photodegradation of BPA in water. ZnO, charged with silver nanoparticles
124
(AgNPs), is a prominent photocatalyst that has been employed in several contaminant 125 photodegradation studies due to its decreased charge-carriers recombination rate, increased 
127
The detailed characteristics of the experimental system have been extensively presented in a 128 recent publication (Jasso-Salcedo et al., 2016) and will not be the subject of the present work.
129
To the best of the authors' nowledge, this is the first time that a two- 
250
Photocatalytic processes are greatly influenced by both catalyst properties and reaction
251
conditions. These effects are traditionally studied separately (see Table 1 ), probably due to the experiments and equal to 120 min.
284
The experimental ranges of all factors of the two sub-models (i.e., ANN 1 and ANN 2 ) are given in the experimental data is typically calculated by the expression:
308
where the exponents 'mod' and 'exp' denote the outputs of the model (i.e., the responses) and 309 the experiment (i.e., the targets), respectively and N is the total number of experimental data.
310
Note that, in the present work, log-sigmoidal and linear transfer functions were used for hidden 311 and output layers, respectively. The Neural Network Toolbox of the commercial software 312 package MATLAB 8.3.0.532 (academic license) was used for the development of the models. 314 An ultimate purpose of process models, especially data-driven models, is their implementation 315 in an optimization study in order to identify the combination of the different process conditions 316 that will result to the desired properties/performance of the product/process under study.
Optimization study

317
Among the plethora of different mathematical methods and techniques that have been 318 developed for the treatment of optimization problems, evolutionary algorithms constitute a 319 powerful approach with specific advantages and disadvantages.
320
In general, an evolutionary algorithm (EA) is based on the principle of the continuous 321 improvement of a criterion (i.e., the optimization criterion) of the individuals of a population.
322
The initial population is composed of a large set of randomly selected individuals (e.g. 
336
In the present work, an optimization study, on the basis of an EA, was also carried out in order 337 to identify the optimal catalyst synthesis and photodegradation conditions that would result to 
Selection of optimal network topology
369
The selection of the network topology was based on a typical trial and error approach where the number of neurons of the hidden 370 layer(s) was varied in the range 1-20 (i.e., for a single hidden layer) and 1:1-10:10 (i.e., for two hidden layers) and the accuracy of the developed and evaluated) and the average value of MSE was used for comparison, in order to avoid random correlation effects. 
377
Analysis of the model results
420
Once the ANN models have been successfully developed and validated, they can be directly On the other hand, the effects of BPA concentration and UV wavelength are not so evident.
451
Nevertheless, the initial contaminant concentration seems to display an inversely proportional 452 effect on the values of k app , since they seem to be decreasing at higher BPA concentrations. This Table 7 . Note that, for the EA algorithm, the following 495 parameters were used: the size of the population was set to 1000 individuals, the survival rate In order to follow the evolution of the optimization and to verify its convergence around one (or exist so the optimization does not converge around one single set of optimal conditions. The 527 conditions reported in Table 7 are the ones that lead to the maximum attaint value of the 528 apparent rate constant and correspond to the set of points located on the right in Figure 8c and 529 on the top left in Figure 8d . In any case, this method seems to lead to significantly lower optimal 530 values of the rate constant, in comparison to the photodeposition method. Table 8 . In both cases, the error between the desired and attained value was inferior 545 to 0.01%, significantly lower than the associated experimental error of the measurements. The results of these optimization runs are quite similar to the first optimization runs as, once 559 again, the impregnation method seems to provide several alternatives as local minima, 
595
The decoupling of these two processes that was proposed in this study allowed a better 
