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Abstract
We obtain real analytic invariant manifolds for trajectories of maps assuming only the existence of a
nonuniform exponential behavior. We also consider the more general case of sequences of maps, which
corresponds to a nonautonomous dynamics with discrete time. We emphasize that the maps that we consider
are defined in a real Euclidean space, and thus, one is not able to obtain the invariant manifolds from
a corresponding procedure to that in the nonuniform hyperbolicity theory in the context of holomorphic
dynamics. We establish the existence both of stable (and unstable) manifolds and of center manifolds. As
a byproduct of our approach we obtain an exponential control not only for the trajectories on the invariant
manifolds, but also for all their derivatives.
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1. Introduction
Our main objective is to establish the existence of analytic invariant manifolds for trajec-
tories of real analytic maps satisfying the weakest possible hyperbolic behavior. Namely, we
only assume that the trajectories admit a nonuniform exponential behavior. We still require some
amount of partial hyperbolicity to establish the existence of the invariant manifolds, but this
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particular, in the case of nonuniform exponential dichotomies we obtain stable manifolds (and
unstable manifolds), and in the case of nonuniform exponential trichotomies we obtain center
manifolds. We also consider the more general case of sequences of maps, which corresponds to
a nonautonomous dynamics with discrete time.
We now give a more detailed description of our results. We first briefly describe the setup. For
each m ∈ Z, let Am be an invertible n × n real matrix, and let fm : Rn → Rn be an analytic map
with fm(0) = 0. We consider the trajectories (vm)m∈Z ⊂ Rn satisfying
vm+1 = Amvm + fm(vm) (1)
for every m ∈ Z. We notice that the constant sequence vm ≡ 0 is a trajectory of (1). For simplicity,
we assume in addition that the matrices Am have the block form
Am =
(
Bm 0
0 Cm
)
for every m ∈ Z, (2)
with an appropriate exponential behavior for each of the blocks, as detailed below. We note that
the theory is already quite involved even when the matrices Am take the form in (2). We obtain
two main types of results:
1. When the blocks Bm and Cm correspond respectively to the stable and center-unstable com-
ponents of a weak nonuniform exponential dichotomy (see Section 2.1 for the definition), we
show that if each perturbation fm has a holomorphic extension to the unit polydisk Δ with
Lipschitz constant
Lip(fm|Δ) δe−δ|m| for every m ∈ N (3)
and some δ > 0 sufficiently small, then there is a sequence Vm, m ∈ N, of analytic invariant
stable manifolds for the trajectory vm ≡ 0 that are tangent at zero to the real Euclidean spaces
corresponding to the stable blocks Bm. This is the content of Section 2.
2. When the blocks Bm and Cm correspond respectively to the center and stable-unstable
components of a weak nonuniform exponential trichotomy with isometric central part (see
Section 5.1 for the definition), we show that if each perturbation fm has a holomorphic
extension to the unit polydisk Δ without central component and with Lipschitz constant sat-
isfying (3), for every m ∈ Z and some δ > 0 sufficiently small, then there is a sequence Vm,
m ∈ Z, of analytic invariant center manifolds for the trajectory vm ≡ 0 that are tangent at
zero to the real Euclidean spaces corresponding to the central blocks Bm. This is the content
of Section 5.
We can also obtain unstable manifolds, simply by reversing time in the case of stable mani-
folds. We emphasize that when we want to establish the existence of stable manifolds (or unstable
manifolds) one can simply consider one-sided sequences (vn)n∈N.
Our work naturally belongs to the theory of nonuniformly hyperbolic dynamics. In a certain
sense, this is indeed the weakest possible setting in which one can construct the desired invariant
manifolds. See [1] for a detailed exposition of the theory. The classical notions of exponential
dichotomy and exponential trichotomy demand considerably from the dynamics and it is of inter-
est to look for more general types of hyperbolic behavior, that can be much more typical. This is
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exponential trichotomy. Invariant stable and unstable manifolds were first obtained for nonuni-
formly hyperbolic trajectories by Pesin in his landmark work [7]. See [1] for details and further
references. On the other hand, to the best of our knowledge, the first center manifold theorem in
the nonuniformly hyperbolic setting was obtained in our recent work [2].
In the case of nonuniformly hyperbolic holomorphic dynamics in Cn, the existence of invari-
ant stable and unstable complex manifolds was announced by Wu in [8], unfortunately without
giving a proof, and referring instead to his doctoral thesis. The proof is a combination of Pesin’s
results with the Cauchy–Riemann equations and the complex structure of Cn. Furthermore, in the
case of polynomial automorphisms of C2 it was shown independently by Wu in [8] and Bedford,
Lyubich and Smillie in [3] (both developing the approach of Pesin in the “classical” nonuni-
form hyperbolicity theory) that with respect to the unique measure μ of maximal entropy, the
stable and unstable manifolds of almost every point are conformally equivalent to the complex
plane. The polynomial automorphisms of C2 can arguably be considered the simplest interest-
ing examples of invertible holomorphic dynamics. The measure μ was introduced by Sibony
(see [3,4]) and it was shown to be the unique measure of maximal entropy in [3]. The more
general case of arbitrary holomorphic diffeomorphisms of a complex manifold was considered
by Jonsson and Varolin in [6], where they showed that for each Lyapunov regular trajectory the
stable and unstable manifolds are complex manifolds biholomorphic to a complex Euclidean
space.
Here we consider instead the case of real analytic dynamics. To the best of our knowledge, it
exists nowhere in the literature a corresponding stable manifold theorem in the nonuniformly hy-
perbolic setting that covers this situation. Furthermore, there exists also no corresponding center
manifold theorem in the nonuniformly hyperbolic setting, even for holomorphic dynamics (i.e.,
for complex analytic dynamics). One could try to establish the existence of invariant manifolds
using the results described above for holomorphic dynamics, but the fact that a given real ana-
lytic map may have singularities arbitrarily close to the real Euclidean space in which it is defined
prevents us to proceed in this manner, at least without further hypotheses and modifications. We
chose not to follow this path and to proceed instead in a natural manner from the point of view
of real analytic dynamics.
2. Stable manifolds
In this section we study the existence of invariant stable manifolds composed of trajectories
(vm)m∈N of (1). More precisely, when the matrices Am possess stable and center-unstable compo-
nents Bm and Cm (see (2)), we establish the existence of analytic invariant stable manifolds, with
appropriate hypotheses on the analytic perturbations fm in (1) (see Theorem 1 below). We can
obtain in a straightforward manner an analogous statement concerning the existence of invariant
unstable manifolds, and thus we omit the details.
2.1. Setup
We assume that:
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position Rk = E × F (independent of m) we have
Am =
(
Bm 0
0 Cm
)
for each m ∈ N. (4)
Due to the block form in (4), each sequence (vm)m∈N ⊂ Rk satisfying vm+1 = Amvm for every
m ∈ N can be written in the form
vm =
(
B(m,n)xn,C(m,n)yn
)
for every m n 0,
where vn = (xn, yn) ∈ E × F , and for each m n 0,
B(m,n) =
{
Bm−1 · · ·Bn, m > n,
Id, m = n, C(m,n) =
{
Cm−1 · · ·Cn, m > n,
Id, m = n.
We say that the sequence (Am)m∈N admits a weak nonuniform exponential dichotomy if there
exist constants a > 0, b 0, ε  0, and D  1 such that for every m n 0 we have∥∥B(m,n)∥∥De−a(m−n)+εn, ∥∥C(m,n)−1∥∥De−b(m−n)+εm. (5)
One can think of the constants a and b as Lyapunov exponents, while the nonuniformity of the
exponential behavior is controlled by the constant ε.
We now consider the l∞ norm in Rk , and we denote by B(Rk) ⊂ Rk the unit ball centered
at 0. We also consider the space H of analytic functions f : B(Rk) → Rk with f (0) = 0 and
d0f = 0, admitting a holomorphic extension f˜ to the interior of the polydisk
Δ
(
R
k
)= {(z1, . . . , zk) ∈ Ck: |zi | 1 for i = 1, . . . , k} (6)
which is continuous on Δ(Rk). We equip the space H with the norm
‖f ‖ := sup
{‖f˜ (u) − f˜ (v)‖
‖u − v‖ : u,v ∈ Δ
(
R
k
)
with u 	= v
}
.
We assume that:
(S2) there exist maps fm ∈ H, m ∈ N, and a constant δ ∈ (0,1) such that
‖fm‖ δe−2εm for each m ∈ N. (7)
2.2. Lyapunov norms
Because of the nonuniform exponential behavior of the norm bounds in (5), we now introduce
Lyapunov norms as in the nonuniform hyperbolicity theory (see for example [1]). We denote by
E˜ = E ⊗R C ⊂ Ck the complexification of the vector space E ⊂ Rk . We fix  > 0 such that
a − 2 > 0, and for each m ∈ N we define
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+∞∑
k=m
∥∥B(k,m)u∥∥e(a−)(k−m) for u ∈ E˜,
‖v‖′m =
m∑
k=0
∥∥C(m, k)−1v∥∥e(b−)(m−k) for v ∈ F˜ . (8)
Using (5) it is straightforward to verify that the series in (8) converges, and setting C = D/
(1 − e−), for each u ∈ E˜, v ∈ F˜ , and m ∈ N we have
‖u‖ ‖u‖′m  Ceεm‖u‖, ‖v‖ ‖v‖′m Ceεm‖v‖. (9)
We also set
Bn(E) =
{
x ∈ E: ‖x‖′n  1
}
, Δn(E) =
{
z ∈ E˜: ‖z‖′n  1
}
. (10)
2.3. Existence of stable manifolds
Let now X be the space of sequences (ϕm)m∈N of analytic functions ϕm : Bm(E) → F , m ∈ N,
with a holomorphic extension ϕ˜m to the interior of Δm(E) (see (10)) which is continuous on
Δm(E), and such that for every m ∈ N we have ϕm(0) = 0, d0ϕm = 0, and
‖ϕm‖ := sup
{‖ϕ˜m(ξ) − ϕ˜m(ξ¯ )‖
‖ξ − ξ¯‖ : ξ , ξ¯ ∈ Δm(E) with ξ 	= ξ¯
}
 1. (11)
Setting ξ¯ = 0 in (11), we obtain ‖ϕ˜m(ξ)‖ ‖ξ‖ and hence
ϕm
(
Bm(E)
)⊂ B(F) and ϕ˜m(Δm(E))⊂ Δ(F). (12)
Thus (
ξ, ϕ˜m(ξ)
) ∈ Δ(Rk) for every ξ ∈ Δm(E) ⊂ Δ(E) ⊂ E˜.
In view of the assumption (S2) we can compute f˜m(ξ, ϕ˜m(ξ)) for ξ ∈ Δm(E).
Given a sequence ϕ = (ϕm)m ∈ X, for each m ∈ N we consider the graph
Vm =
{(
ξ,ϕm(ξ)
)
: ξ ∈ Bm(E)
}⊂ Rk. (13)
We also consider the maps Fm = Am + fm, and given m n 0 and ξ ∈ Bn(E) we set
vmn(ξ) = F(m,n)
(
ξ,ϕn(ξ)
)
, (14)
where
F(m,n) =
{
Fm−1 ◦ · · · ◦ Fn, m > n,
Id, m = n.
We now present our stable manifold theorem.
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dichotomy, then provided that δ in (7) is sufficiently small there exists a unique ϕ ∈ X such that
F(m,n)(Vn) ⊂ Vm for every m n 0. (15)
In addition:
1. Vm is an analytic manifold, 0 ∈ Vm, and T0Vm = E for every m ∈ N;
2. for every  ∈ (0, a/2) there exists K > 0 such that given m  n  0 and ξ, ξ¯ ∈ Bn(E) we
have ∥∥vmn(ξ) − vmn(ξ¯ )∥∥Ke(−a+2)(m−n)+εn‖ξ − ξ¯‖. (16)
The proof of Theorem 1 is given in Section 3. We call each manifold Vm in Theorem 1 a local
stable manifold. In Section 4 (see Theorem 2) we obtain an exponential decay analogous to that
in (16) for the derivatives of vmn along the stable manifold.
The fact that the definition of Vm in (13) involves the ball Bm(E), which may depend on m
unlike the ball B(E), is a manifestation of the nonuniform exponential behavior in (5). Note
that Bm(E) ⊂ B(E) for every m ∈ N (see (9)), and that the size of Bm(E) with respect to a
fixed norm in E may decrease exponentially with m (again by (9)), at most with speed ε. This
means that the sizes of the stable manifolds Vm may decrease exponentially with m along the
zero trajectory of (1), although this will happen at smaller speed than the speed of trajectories on
the stable manifolds (as given by (16)), provided that a − 2 > ε. When ε = 0 the sizes of the
stable manifolds Vm are uniformly bounded from below along the trajectory.
3. Proof of Theorem 1
The proof will be given in several steps. We first introduce some auxiliary function spaces,
and we establish some preliminary results.
3.1. Function spaces
We write fm = (gm,hm) ∈ E × F for each m ∈ N. In view of the invariance property in (15),
each trajectory starting in a given graph Vn must be in Vm for every m n. Thus, given n ∈ N
and ξ ∈ Bn(E), and setting vn = (ξ,ϕn(ξ)) ∈ Vn we must have
F(m,n)vn =
(
xm(ξ),ϕm
(
xm(ξ)
))
for some xm(ξ) ∈ E, and each equation in (1) can be written in the form
xm(ξ) = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)gl
(
xl(ξ), ϕl
(
xl(ξ)
))
,
ϕm
(
xm(ξ)
)= C(m,n)ϕn(ξ) + m−1∑ C(m, l + 1)hl(xl(ξ), ϕl(xl(ξ))) (17)
l=n
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and we equip the space X with the norm
‖|ϕ‖| = sup{∥∥ϕ˜m(x)∥∥/‖x‖: m ∈ N and x ∈ Δm(E) \ {0}}. (18)
One can easily verify that X is a complete metric space with this norm.
For a fixed n ∈ N, given m n we set
ρ(m) = (−a + 2)(m − n). (19)
Furthermore, we let Bn be the space of sequences (xm)mn of analytic functions xm:
Bn(E) → E, for each m  n, admitting a holomorphic extension x˜m to the interior of Δn(E)
which is continuous on Δn(E), such that xn(ξ) = ξ for each ξ ∈ Bn(E), and
‖x‖′ := sup{∥∥x˜m(ξ)∥∥′me−ρ(m)/‖ξ‖′n: m n and ξ ∈ Δn(E) \ {0}} 1. (20)
It follows from (20) and (19) that
xm
(
Bn(E)
)⊂ Bm(E) ⊂ B(E), x˜m(Δn(E))⊂ Δm(E) ⊂ Δ(E). (21)
One can verify in a straightforward manner that Bn is complete metric space with the norm
in (20).
3.2. Solution on the stable direction
We now establish the existence of a unique sequence x = (xm)mn ∈ Bn satisfying the first
equation in (17) for a given ϕ ∈ X.
Lemma 1. Provided that δ is sufficiently small, for each ϕ ∈ X and n ∈ N there exists a unique
xϕ = (xm,ϕ)mn ∈ Bn satisfying the first equation in (17) for every m n.
Proof. Given m n and ξ ∈ Bn(E), we define for each x ∈ Bn the operator
(Jx)m(ξ) = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)gl
(
xl(ξ), ϕl
(
xl(ξ)
))
.
When ξ ∈ Δn(E) we have (x˜l(ξ), ϕ˜l(x˜l(ξ))) ∈ Δ(E) (see (12) and (21)), and thus (Jx)m admits
a holomorphic extension to the interior of Δn(E), which we continue to denote (Jx)m, given by
(Jx)m(ξ) = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)g˜l
(
x˜l(ξ ), ϕ˜l
(
x˜l(ξ )
))
.
Furthermore, (Jx)m is continuous on Δn(E), and clearly (Jx)n(ξ) = ξ .
We now show that ‖(Jx)m‖′m  1 for each m  n + 1 (when m = n this is immediate from
the definitions). Setting
g∗(ξ) := g˜l
(
x˜l(ξ ), ϕ˜l
(
x˜l(ξ )
))
, (22)l
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 δe−2εl
∥∥x˜l(ξ )∥∥ δe−2εl∥∥x˜l(ξ )∥∥′l  δe−2εleρ(l)‖ξ‖′n. (23)
By (8), (5), and since
B(k,m)B(m,n) = B(k, n)
for each k m n + 1, we obtain∥∥(Jx)m(ξ)∥∥′m = ∑
km
∥∥B(k,m)(Jx)m∥∥e(a−)(k−m)

∑
km
∥∥B(k,m)B(m,n)ξ∥∥e(a−)(k−m)
+
∑
km
m−1∑
l=n
∥∥B(k,m)B(m, l + 1)g∗l (ξ )∥∥e(a−)(k−m)
 e(a−)(n−m)
∑
km
∥∥B(k, n)ξ∥∥e(a−)(k−n)
+
m−1∑
l=n
∑
km
∥∥B(k, l + 1)∥∥ · ∥∥g∗l (ξ )∥∥e(a−)(k−m)
 e−(a−)(m−n)‖ξ‖′n + δDeε+a‖ξ‖′n
m−1∑
l=n
∑
kl
eρ(l)ea(l−m)−(k−m)e−εl
 e−(a−)(m−n)‖ξ‖′n + δDeε+a‖ξ‖′ne−(a−2)(m−n)
m−1∑
l=n
e(l−m)
∑
kl
e(l−k)
 e−(a−)(m−n)‖ξ‖′n +
δDeε+a
(1 − e−)2 ‖ξ‖
′
ne
−(a−2)(m−n)
= (e−(m−n) + θ)e−(a−2)(m−n)‖ξ‖′n, (24)
where θ = δDeε+a/(1 − e−)2. Taking δ sufficiently small we obtain∥∥(Jx)m(ξ)∥∥′m  (e− + θ)eρ(m)‖ξ‖′n  eρ(m)‖ξ‖′n, (25)
and ‖Jx‖′  1. Hence, Jx ∈ Bn and J : Bn → Bn is a well-defined operator.
We now show that J is a contraction. Given x, y ∈ Bn and l  n, proceeding as in (23), and
setting
Ll = g˜l
(
x˜l(ξ ), ϕ˜l
(
x˜l(ξ )
))− g˜l(y˜l(ξ ), ϕ˜l(y˜l(ξ ))),
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‖Ll‖ δe−2εleρ(l)‖ξ‖′n‖x − y‖′.
Proceeding now as in (24) yields
∥∥(Jx)m(ξ) − (Jy)m(ξ)∥∥′m ∑
km
m−1∑
l=n
∥∥B(k, l + 1)∥∥ · ‖Ll‖e(a−)(k−m)
 θ‖ξ‖′neρ(m)‖x − y‖′.
Therefore, ‖Jx − Jy‖′  θ‖x − y‖′ with θ < 1 (see (25)), and J is a contraction. Thus, there
exists a unique x = xϕ ∈ Bn such that Jx = x. This completes the proof of the lemma. 
We note that in view of (20) each function xm,ϕ in Lemma 1 satisfies
∥∥xm,ϕ(ξ)∥∥′m  eρ(m)‖ξ‖′n, m n. (26)
3.3. Auxiliary bounds
We now obtain some information on how each function xm,ϕ in Lemma 2 varies with ξ .
Lemma 2. Provided that δ is sufficiently small, for every ϕ ∈ X, n ∈ N, and ξ, ξ¯ ∈ Δn(E) we
have
∥∥x˜m,ϕ(ξ) − x˜m,ϕ(ξ¯ )∥∥′m  2‖ξ − ξ¯‖′neρ(m), m n.
Proof. Take l  n. Using the notation in (22) and proceeding as in (23), we obtain
∥∥g∗l (ξ ) − g∗l (ξ¯ )∥∥ δe−2εl∥∥x˜l(ξ ) − x˜l(ξ¯ )∥∥′l .
Set now
z(l) = ∥∥x˜l,ϕ(ξ) − x˜l,ϕ(ξ¯ )∥∥′l and S(l) = e−ρ(l)z(l)
for each l  n. Proceeding as in (24) and using the definition of θ , we obtain
z(m)
∑
km
∥∥B(k, n)(ξ − ξ¯ )∥∥e(a−)(k−m)
+
m−1∑∑∥∥B(k, l + 1)∥∥ · ∥∥g∗l (ξ ) − g∗l (ξ¯ )∥∥e(a−)(k−m)
l=n km
L. Barreira, C. Valls / J. Differential Equations 245 (2008) 80–101 89 e−(m−n)eρ(m)‖ξ − ξ¯‖′n + δDea+εeρ(m)
m−1∑
l=n
e(l−m)e−ρ(l)z(l)
∑
kl
e(l−k)
 eρ(m)
(
e−(m−n)‖ξ − ξ¯‖′n + θ
(
1 − e−)m−1∑
l=n
e(l−m)S(l)
)
. (27)
We now set S = sup{S(j): j  n}. Taking δ sufficiently small it follows from (27) that S 
‖ξ − ξ¯‖′n + S/2, and this implies the desired statement. 
We also need some information on how each function xm,ϕ varies with ϕ. Given ϕ,ψ ∈ X and
n ∈ N, let xϕ and xψ be the sequences given by Lemma 1.
Lemma 3. Provided that δ is sufficiently small, for every ϕ,ψ ∈ X, n ∈ N, and ξ ∈ Δn(E) we
have ∥∥x˜m,ϕ(ξ) − x˜m,ψ(ξ)∥∥′m  ‖ξ‖′n‖|ϕ − ψ‖|eρ(m), m n.
Proof. Take l  n. Proceeding as in (23) and using (18) we obtain∥∥g˜l(x˜l,ϕ(ξ), ϕ˜l(x˜l,ϕ(ξ)))− g˜l(x˜l,ψ (ξ), ψ˜l(x˜l,ψ (ξ)))∥∥
 δe−2εl
∥∥(x˜l,ϕ(ξ) − x˜l,ψ (ξ), ϕ˜l(x˜l,ϕ(ξ))− ψ˜l(x˜l,ψ (ξ)))∥∥
 δe−2εl
(∥∥x˜l,ϕ(ξ)∥∥ · ‖|ϕ − ψ‖| + 2∥∥x˜l,ϕ(ξ) − x˜l,ψ (ξ)∥∥)
 δe−2εl
(∥∥x˜l,ϕ(ξ)∥∥′l‖|ϕ − ψ‖| + 2∥∥x˜l,ϕ(ξ) − x˜l,ψ (ξ)∥∥′l)
 δe−2εleρ(l)‖ξ‖′n‖|ϕ − ψ‖| + 2δe−2εl
∥∥x˜l,ϕ(ξ) − x˜l,ψ (ξ)∥∥′l . (28)
Set now
ρ¯(l) = ∥∥x˜l,ϕ(ξ) − x˜l,ψ (ξ)∥∥′l and T (l) = e−ρ(l)ρ¯(l)
for each l  n. Proceeding as in (27) (see also (23) and (24)) we obtain
ρ¯(m)
m−1∑
l=n
∑
km
∥∥B(k, l + 1)∥∥
× ∥∥g˜l(x˜l,ϕ(ξ), ϕ˜l(x˜l,ϕ(ξ)))− g˜l(x˜l,ψ (ξ), ψ˜l(x˜l,ψ (ξ)))∥∥e(a−)(k−m)
 θeρ(m)‖ξ‖′n‖|ϕ − ψ‖| + θ
(
1 − e−)eρ(m) m−1∑
l=n
e(l−m)T (l).
We now set T = sup{T (l): l  n}. Taking δ sufficiently small yields
T  1
2
‖ξ‖′n‖|ϕ − ψ‖| +
T
2
,
and this implies the desired statement. 
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We can now use the former lemmas to establish the existence of a sequence ϕ ∈ X that later
will be shown to be the desired sequence in Theorem 1.
Lemma 4. Provided that δ is sufficiently small, there exists a unique ϕ ∈ X such that for every
n ∈ N and ξ ∈ Bn(E) we have
ϕn(ξ) = −
+∞∑
l=n
C(l + 1, n)−1hl
(
xl,ϕ(ξ), ϕl
(
xl,ϕ(ξ)
))
. (29)
Proof. We look for a fixed point of the operator Φ defined for each ϕ ∈ X by
(Φϕ)n(ξ) = −
+∞∑
l=n
C(l + 1, n)−1h˜l
(
x˜l,ϕ(ξ), ϕ˜l
(
x˜l,ϕ(ξ)
)) (30)
for n ∈ N and ξ ∈ Bn(E) where (xl,ϕ)ln is the unique sequence given by Lemma 1. We first
show that the series in (30) converges uniformly on Δn(E). Indeed, by (26) and (9), writing
h∗l (ξ ) = h˜l
(
x˜l,ϕ(ξ), ϕ˜l
(
x˜l,ϕ(ξ)
))
and proceeding as in (23), we obtain∥∥h∗l (ξ )∥∥ δe−2εleρ(l)‖ξ‖′n  Cδe−2εleρ(l)eεn‖ξ‖.
It follows from the second inequality in (5) that for every p  n,
+∞∑
l=p
∥∥C(l + 1, n)−1∥∥ · ∥∥h∗l (ξ )∥∥ CδD‖ξ‖eε−b +∞∑
l=p
e−(T+ε)(l−n), (31)
where T = a + b − 2 > 0. Thus the series in (30) converges uniformly on Δn(E), and the
right-hand side of (30) defines a holomorphic extension of (Φϕ)n to the interior of Δn(E) which
is continuous on Δn(E) (we continue to denote the extension by (Φϕ)n). Since xl,ϕ(0) = 0
for every ϕ ∈ X and l  n (see (26)), it follows from (30) that (Φϕ)n(0) = 0 for every n ∈ N.
Furthermore, also by (30) and since d0hl = 0, we have d0(Φϕ)n = 0 for every n ∈ N.
By (26) and (9), proceeding as in (23) we obtain
al :=
∥∥h∗l (ξ ) − h∗l (ξ¯ )∥∥ 2δCe−2εleρ(l)eεn‖ξ − ξ¯‖.
In an analogous manner to that in (31) we have
∥∥(Φϕ)n(ξ) − (Φϕ)n(ξ¯ )∥∥ +∞∑
l=n
∥∥C1(l + 1, n)−1∥∥al Kδ‖ξ − ξ¯‖
for some constant K > 0 independent of δ. Taking δ sufficiently small we have ‖(Φϕ)n‖  1
(see (11)) for every n ∈ N. This shows that Φ(X) ⊂ X and Φ : X → X is a well-defined operator.
L. Barreira, C. Valls / J. Differential Equations 245 (2008) 80–101 91We now show that Φ : X → X is a contraction with the norm in (18). Given ϕ,ψ ∈ X and
n ∈ N, let xϕ and xψ be the unique sequences given by Lemma 1. Proceeding as in (28), and
using Lemma 3, (26), and (9), we obtain
bl :=
∥∥h˜l(x˜l,ϕ(ξ), ϕ˜l(x˜l,ϕ(ξ)))− h˜l(x˜l,ψ (ξ), ψ˜l(x˜l,ψ (ξ)))∥∥
 3Cδe−2εleρ(l)eεn‖ξ‖ · ‖|ϕ − ψ‖|.
In an analogous manner to that in (31) we conclude that
∥∥(Φϕ)n(ξ) − (Φψ)n(ξ)∥∥ +∞∑
l=n
∥∥C(l + 1, n)−1∥∥bl  32Kδ‖ξ‖ · ‖|ϕ − ψ‖|.
Thus, taking δ sufficiently small, the operator Φ : X → X is a contraction in the complete metric
space X. Hence, there exists a unique ϕ ∈ X satisfying Φϕ = ϕ. This completes the proof of the
lemma. 
We can now establish Theorem 1.
Proof of Theorem 1. Consider the unique ϕ ∈ X given by Lemma 4. Since C(m,n)C(l +
1, n)−1 = C(m, l + 1), for every ξ ∈ Bn(E) and m n it follows from (29) that
C(m,n)ϕn(ξ) +
m−1∑
l=n
C(m, l + 1)hl
(
xl(ξ), ϕl
(
xl(ξ)
))
= −
+∞∑
l=m
C(l + 1,m)−1hl
(
xl(ξ), ϕl
(
xl(ξ)
))
. (32)
Given m n we set
G(m,n) =
{
Gm−1 ◦ · · · ◦ Gn, m > n,
Id, m = n,
where for each n ∈ N,
Gn(ξ) = Bnξ + gn
(
ξ,ϕn(ξ)
)
.
One can easily verify that the right-hand side of the first equation in (17) coincides with G(m,n)ξ ,
i.e., xϕ,m(ξ) = G(m,n)ξ . We know from (21) that xm(ξ) ∈ Bm(E), and hence it follows from (29)
that the right-hand side of (32) is ϕm(xm(ξ)). This establishes (15).
It remains to establish the additional properties in the theorem. By Lemma 2 and (9), for each
ξ ∈ intBn(E) we have
‖dξxm‖ sup
{‖x˜m(ξ + h) − x˜m(ξ)‖
‖h‖ : ξ, ξ + h ∈ Δn(E), h 	= 0
}
 2Ceρ(m)+εn. (33)
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 2
∥∥xm(ξ) − xm(ξ¯ )∥∥ 2Ceρ(m)+εn‖ξ − ξ¯‖.
This completes the proof of the theorem. 
4. Control of derivatives along the stable manifold
We now show that all derivatives of the functions vmn in (14) exhibit an exponential decay
similar to that in (16), with the same exponential speed.
Theorem 2. Assume that (S1)–(S2) hold. If (Am)m∈N admits a weak nonuniform exponential
dichotomy, then provided that δ in (7) is sufficiently small, for the unique ϕ ∈ X in Theorem 1
and every  ∈ (0, a/2) there exists κ > 1 such that given j ∈ N, m  n  0, and ξ, ξ¯ ∈ Bn(E)
we have ∥∥djξ vmn − djξ¯ vmn∥∥ κj e(−a+2)(m−n)+ε(j+1)n‖ξ − ξ¯‖.
Proof. We start with an auxiliary lemma. For each σ ∈ (0,1] we set
Δ(σ) = {z = (z1, . . . , zk) ∈ Ck: |zi | σ for i = 1, . . . , k}.
Lemma 5. Let f : intΔ(1) → C be a holomorphic function. There exists d = d(k) > 0 such that
for every ρ ∈ (0,1] and j = 1, . . . , k we have
sup
z∈Δ(σe−ρ)
∣∣∣∣ ∂f∂zj (z)
∣∣∣∣ dσρk+1 supz∈Δ(σ)∣∣f (z)∣∣. (34)
Proof. We use the usual multi-index notation for vectors j = (j1, . . . , jk) ∈ Nk0. We have f (z) =∑
j∈Nk0 fj z
j on the interior of Δ(1), with coefficients (see for example [5])
fj = 1
(2πi)k
∫
B
f (z)
z
j1+1
1 · · · zjk+1k
dz1 · · ·dzk,
where
B = {z = (z1, . . . , zk) ∈ Ck: |zi | = σ for i = 1, . . . , k}.
Therefore, setting Δ = Δ(σ),
|fj | supz∈Δ |f (z)|
(2π)k
∫
B
|dz1| · · · |dzn|
|z1|j1+1 · · · |zn|jn+1 
(2π)k
σ |j |
sup
z∈Δ
∣∣f (z)∣∣.
Furthermore, since z ∈ Δ(σe−ρ) we obtain
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∣∣∣∣∑
l∈Nk0
lj |fl | · |z||l|−1  (2π)k sup
z∈Δ
∣∣f (z)∣∣∑
l∈Nk0
lj
|z||l|−1
σ |l|
 (2π)k supz∈Δ |f (z)|
σ
∑
l∈Nk0
lj e
−ρ(|l|−1).
We claim that for each k,m ∈ N we have
card
{
j ∈ Nk0: |j | = m
}
 kmk−1. (35)
Clearly (35) holds for k = 1, and we can easily prove the claim by induction in k. Namely, if (35)
holds for k = 1, . . . , l − 1, then
card
{
j ∈ Nl0: |j | = m
}

m∑
i=0
card
{
j ∈ Nl−10 : |j | = i
}
 (l − 1)
m∑
i=1
il−2
 (l − 1)
m∑
i=1
ml−2 = (l − 1)ml−1  lml−1.
Therefore, using (35) we obtain
∣∣∣∣ ∂f∂zj (z)
∣∣∣∣ (2π)kkeρ supz∈Δ |f (z)|σ
+∞∑
m=1
mke−ρm. (36)
Since the maximum of x → xke−ρx is reached only when x = k/ρ, we can estimate the series in
(36) by this maximum times (k/ρ) + 1 plus the integral
+∞∫
0
xke−ρx dx = (k + 1)/ρk+1,
that is,
+∞∑
m=1
mke−ρm 
(
k
ρe
)k(
k
ρ
+ 1
)
+ (k + 1)
ρk+1
 1
ρk+1
[(
k
e
)k
2k + k!
]
.
It follows from (36) that there exists a constant d = d(k) > 0 for which (34) holds. This com-
pletes the proof of the lemma. 
We now proceed with the proof of the theorem. We consider a sequence (σj )j∈N0 satisfying
σj = σj−1e−1/j2 for j  1, (37)
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T (j) =
{1, j = 2,∏j−2
l=1
∏l
i=1 e1/i
2
, j  3.
We have
σl = σ0
l∏
r=1
e−1/r2 and lim
l→∞σl = σ0e
−π2/6. (38)
Set now ϕ∗m(ξ) = ϕ˜m(x˜m(ξ)). By the chain rule,∥∥dξϕ∗m∥∥ ‖dxm(ξ)ϕ˜m‖ · ‖dξ x˜m‖.
For each ξ ∈ intΔm(E) we have
‖dξ ϕ˜m‖ sup
{‖ϕ˜m(ξ + h) − ϕ˜m(ξ)‖
‖h‖ : ξ, ξ + h ∈ Δm(E), h 	= 0
}
 1,
and thus,
b1 := sup
{∥∥dξ ϕ˜∗m∥∥: ξ ∈ Δ(σ0)} sup{‖dξ x˜m‖: ξ ∈ Δ(σ0)}=: a1. (39)
We claim that for each j  2,
aj := sup
{∥∥djξ x˜m∥∥: ξ ∈ Δ(σj−1)} T (j)
σ
j−1
0
j−1∏
l=1
(
de(k+1)/ l2
)
a1 (40)
and
bj := sup
{∥∥djξ ϕ˜∗m∥∥: ξ ∈ Δ(σj−1)} T (j)
σ
j−1
0
j−1∏
l=1
(
de(k+1)/ l2
)
a1. (41)
For j = 2, by Lemma 5 and (39) we have
a2 
dek+1
σ0
a1 and b2 
dek+1
σ0
b1 
dek+1
σ0
a1.
This proves (40) and (41) for j = 2. We now assume that (40) and (41) hold for j = l −1 (l  3).
Then, by Lemma 5,
al 
de(k+1)/(l−1)2
σl−2
al−1 
T (l − 1)
σl−2σ l−2
l−1∏(
de(k+1)/j2
)
a1. (42)0 j=1
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σ0
T (l − 1)
σl−2
=
l−3∏
j=1
j∏
i=1
e1/i
2
l−2∏
r=1
e1/r
2 =
l−2∏
j=1
j∏
i=1
e1/i
2 = T (l),
and we conclude from (42) that
al 
T (l)
σ l−10
l−1∏
j=1
(
de(k+1)/j2
)
a1,
i.e., (40) holds for j = l. Analogously, we show that (41) holds for j = l.
We now establish the statement in the theorem. It follows from (9) that
C−1e−εnΔ(E) ⊂ Δn(E),
and we take σ0 = C−1e−εn < 1 in (37) (for each fixed n). Furthermore, proceeding as in (33)
we obtain a1  2Ceρ(m)+εn. By the mean value theorem, (40), and (41), for each j  1 and
ξ , ξ¯ ∈ B(σ0e−π2/6) (note that this ball is contained in Δ(σj ) for every j ) we obtain
∥∥djξ vmn − djξ¯ vmn∥∥= ∥∥djξ xm − djξ¯ xm∥∥+ ∥∥djξ ϕ∗m − djξ¯ ϕ∗m∥∥
 (aj+1 + bj+1)‖ξ − ξ¯‖
 4Cj+1eρ(m)+ε(j+1)nT (j + 1)
j∏
l=1
(
de(k+1)/ l2
)‖ξ − ξ¯‖
 4C(dC)j e(k+1)π2/6eρ(m)+ε(j+1)nT (j + 1)‖ξ − ξ¯‖.
Noticing that
logT (j + 1) =
j−1∑
l=1
l∑
i=1
1
i2
=
j−1∑
i=1
j − i
i2
 j π
2
6
,
we obtain the desired statement taking κ > 4dC2e(k+2)π2/6. 
5. Center manifolds
In this section we study the existence of analytic invariant center manifolds composed of
trajectories (vm)m∈Z of (1). The approach is analogous to that in Section 2 in the case of stable
manifolds, although it requires several modifications. We note that we are only able to deal with
perturbations without central component.
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We continue to consider the space H of analytic functions introduced in Section 2.1. We
assume that:
(C1) there exist invertible k × k real matrices Am, m ∈ Z, such that for some invariant decom-
position Rk = E × F1 × F2 (independent of m) we have
Am =
(
Bm 0 0
0 C1m 0
0 0 C2m
)
for each m ∈ Z; (43)
(C2) there exist maps fm ∈ H, m ∈ Z, such that fm = (0, h1m,h2m) ∈ E × F1 × F2 with Fm =
Am + fm invertible for each m ∈ Z, and a constant δ ∈ (0,1) satisfying
‖fm‖ δe−ε|m| for each m ∈ Z. (44)
Due to the block form in (43), each sequence (vm)m∈Z ⊂ Rk satisfying vm+1 = Amvm for every
m ∈ Z can be written in the form
vm =
(
B(m,n)xn,C1(m,n)y1n,C2(m,n)y2n
)
for every m,n ∈ Z,
where vn = (xn, y1n, y2n) ∈ E × F1 × F2, and for each m,n ∈ Z,
B(m,n) =
⎧⎨⎩
Bm−1 · · ·Bn, m > n,
Id, m = n,
B−1m · · ·B−1n−1, m < n,
with analogous definitions for C1(m,n) and C2(m,n). We say that the sequence (Am)m∈Z admits
a weak nonuniform exponential trichotomy with isometric central part if
B(m,n) is an isometry for every m,n ∈ Z,
and there exist constants b > 0, ε  0, and D  1 such that for every m,n ∈ Z with m  n we
have ∥∥C1(m,n)∥∥De−b(m−n)+ε|n|, ∥∥C2(m,n)−1∥∥De−b(m−n)+ε|m|. (45)
5.2. Existence of center manifolds
As in Section 2.1, we denote by B(E) ⊂ E the unit ball centered at zero, and by Δ(E) ⊂ E˜
the polydisk in (6). Let now Y be the space of sequences (ϕm)m∈Z of analytic functions
ϕm = (ϕ1m,ϕ2m) : B(E) → F1 × F2, m ∈ Z, with a holomorphic extension ϕ˜m to the interior
of the polydisk Δ(E) which is continuous on Δ(E), and such that for every m ∈ Z, ϕm(0) = 0,
d0ϕm = 0, and
‖ϕm‖ := sup
{‖ϕ˜m(ξ) − ϕ˜m(ξ¯ )‖
¯ : ξ, ξ¯ ∈ Δ(E) with ξ 	= ξ¯
}
.‖ξ − ξ‖
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Vm =
{(
ξ,ϕm(ξ)
)
: ξ ∈ B(E)}⊂ Rk,
and given ξ ∈ B(E) and m,n ∈ Z we set vmn(ξ) = F(m,n)(ξ,ϕn(ξ)), where
F(m,n) =
⎧⎨⎩
Fm−1 ◦ · · · ◦ Fn, m > n,
Id, m = n,
F−1m ◦ · · · ◦ F−1n−1, m < n.
We now present our center manifold theorem.
Theorem 3. Assume that (C1)–(C2) hold. If (Am)m∈Z admits a weak nonuniform exponential
trichotomy with isometric central part, then provided that δ in (44) is sufficiently small there
exists a unique ϕ ∈ Y such that
F(n,m)(Vm) = Vn for every m,n ∈ Z. (46)
In addition:
1. Vm is an analytic manifold, 0 ∈ Vm, and T0Vm = E for every m ∈ Z;
2. there exists κ > 1 such that for j ∈ N, m,n ∈ Z, and ξ, ξ¯ ∈ E we have∥∥djξ vmn − djξ¯ vmn∥∥ κj‖ξ − ξ¯‖.
We call each manifold Vm in Theorem 3 a local center manifold.
We note that, under the hypotheses of Theorem 3, an immediate consequence of Theorem 1 is
that there also exist families of stable and unstable manifolds. For this it is enough to rewrite the
block form in (43) as in (4); for example, to obtain the stable manifolds we consider the stable
and center-unstable blocks, respectively given by C1m and Bm ⊕ C2m.
5.3. Proof of Theorem 3
In view of the required invariance in (46), any trajectory starting in Vn must be in Vm for every
m ∈ Z. Thus, given (n, ξ) ∈ Z×B(E) with vn = (ξ,ϕn(ξ)) ∈ Vn, and setting xm(ξ) = B(m,n)ξ
for each m ∈ Z, the equations in (1) can be written in the form
ϕim
(
xm(ξ)
)= Ci (m,n)ϕin(ξ) + m−1∑
l=n
Ci (m, l + 1)hil
(
xl(ξ), ϕl
(
xl(ξ)
))
, i = 1,2,
for m n, and
ϕim
(
xm(ξ)
)= Ci (m,n)ϕin(ξ) − n−1∑Ci (m, l + 1)hil(xl(ξ), ϕl(xl(ξ))), i = 1,2,
l=m
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for each (x, y, z) ∈ E × F1 × F2, and we equip the space Y with the norm
‖|ϕ‖| = sup{∥∥ϕm(x)∥∥/‖x‖: m ∈ Z and x ∈ Δ(E) \ {0}}. (47)
One can easily verify that Y is becomes a complete metric space.
We first establish an auxiliary statement.
Lemma 6. Provided that δ is sufficiently small, there exists a unique ϕ ∈ Y such that for every
(n, ξ) ∈ Z × B(E) and i = 1,2 we have
ϕin(ξ) = ai
∑
l∈Ani
Ci (l + 1, n)−1hil
(
xl(ξ), ϕl
(
xl(ξ)
))
, (48)
where a1 = 1, An1 = (−∞, n − 1] and a2 = −1, An2 = [n,+∞).
Proof. Set
h∗il(ξ ) := h˜il
(
xl(ξ), ϕ˜l
(
xl(ξ)
))
.
We look for a fixed point of the operator Φ defined for each ϕ ∈ Y by
(Φϕ)n(ξ) =
(
n−1∑
l=−∞
C1(l + 1, n)−1h∗1l (ξ ),−
+∞∑
l=n
C2(l + 1, n)−1h∗2l (ξ )
)
(49)
for (n, ξ) ∈ Z × B(E). We first prove that each series in (49) converges uniformly on Δ(E). It
follows from (45) that ‖xl(ξ)‖ = ‖ξ‖ for every ξ ∈ E˜. Furthermore,(
xl(ξ), ϕ˜l
(
xl(ξ)
)) ∈ Δ(Rn) for every ξ ∈ E˜.
Hence, we can compute h∗il(ξ ), and∥∥h∗il(ξ )∥∥ δe−ε|l|‖ξ‖, i = 1,2. (50)
It follows from the inequalities in (45), (50), and |l| |l − n| + |n| that∑
l∈Ani \[−p,p]
∥∥Ci (l + 1, n)−1∥∥ · ∥∥h∗il(ξ )∥∥ δD‖ξ‖eε ∑
l∈Ani \[−p,p]
e−b|n−l−1|
for each p ∈ N, and thus the two series in (49) converge uniformly on Δ(E). This shows that
(Φϕ)n is a well-defined analytic function with a holomorphic extension to the interior of Δ(E)
which is continuous on Δ(E). Moreover, since xm(0) = 0 for every ϕ ∈ Y and m ∈ Z, it follows
from (49) that (Φϕ)n(0) = 0 for every n ∈ Z. Also by (49), and since d0h1l = d0h2l = 0, we
have d0(Φϕ)n = 0 for every n ∈ Z.
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for i = 1,2 we have
ail :=
∥∥h∗il(ξ ) − h∗il(ξ¯ )∥∥ δe−ε|l|‖ξ − ξ¯‖.
Thus, by (45), the norm of (Φϕ)n(ξ) − (Φϕ)n(ξ¯ ) is bounded by∑
l∈An1
∥∥C1(l + 1, n)−1∥∥a2l + ∑
l∈An2
∥∥C2(l + 1, n)−1∥∥a1l
Dδ‖ξ − ξ¯‖eε
(
eb
∑
l∈An1
e−b(n−l) + e−b
∑
l∈An2
e−b(l−n)
)
 δK‖ξ − ξ¯‖
for some constant K > 0 independent of δ. Taking δ sufficiently small so that δK < 1 we obtain∥∥(Φϕ)n(ξ) − (Φϕ)n(ξ¯ )∥∥ ‖ξ − ξ¯‖
for every n ∈ Z and ξ, ξ¯ ∈ Δ(E). This shows that Φ(Y) ⊂ Y and the operator Φ : Y → Y is well
defined.
We now show that Φ : Y → Y is a contraction with the norm in (47). Given ϕ,ψ ∈ Y and
(n, ξ) ∈ Z × Δ(E), for j = 1,2 we have
bjl :=
∥∥h˜j l(xl(ξ), ϕ˜l(xl(ξ)))− h˜j l(xl(ξ), ψ˜l(xl(ξ)))∥∥
 δe−ε|l|‖ξ‖ · ‖|ϕ − ψ‖|.
Using the inequalities in (45) we conclude that∥∥(Φϕ)n(ξ) − (Φψ)n(ξ)∥∥∑
l∈An1
∥∥C1(l + 1, n)−1∥∥b2l + ∑
l∈An2
∥∥C2(l + 1, n)−1∥∥b1l
 δK‖ξ‖ · ‖|ϕ − ψ‖|.
Therefore
‖|Φϕ1 − Φϕ2‖| δK‖|ϕ1 − ϕ2‖|,
and Φ : Y → Y is a contraction in the complete metric space Y. Hence, there exists a unique
ϕ ∈ Y satisfying Φϕ = ϕ. This completes the proof of the lemma. 
We can now establish Theorem 3.
Proof of Theorem 3. Consider the unique ϕ ∈ Y given by Lemma 6. Since
Ci (m,n)Ci (l + 1, n)−1 = Ci (m, l + 1)
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Ci (m,n)ϕin(ξ) +
m−1∑
l=n
Ci (m, l + 1)hil
(
xl(ξ), ϕl
(
xl(ξ)
))
= ai
∑
l∈Ami
Ci (l + 1,m)−1hil
(
xl(ξ), ϕl
(
xl(ξ)
))
= ai
∑
l∈Ami
Ci (l + 1,m)−1hil
(
B(l,m)xm(ξ),ϕl
(
B(l,m)xm(ξ)
)) (52)
for m n, and
Ci (m,n)ϕin(ξ) −
n−1∑
l=m
Ci (m, l + 1)hil
(
xl(ξ), ϕl
(
xl(ξ)
))
= ai
∑
l∈Ami
Ci (l + 1,m)−1hil
(
xl(ξ), ϕl
(
xl(ξ)
))
= ai
∑
l∈Ami
Ci (l + 1,m)−1hil
(
B(l,m)xm(ξ),ϕl
(
B(l,m)xm(ξ)
)) (53)
for m  n. It follows from (48) that the right-hand sides of (52) and (53) are ϕim(xm(ξ)). This
establishes (46) and the first property in the theorem.
To obtain the second property, we set ϕ∗m(ξ) = ϕm(xm(ξ)) and we note that (see (51))∥∥vmn(ξ) − vmn(ξ¯ )∥∥= ∥∥xm(ξ) − xm(ξ¯ )∥∥+ ∥∥ϕ∗m(ξ) − ϕ∗m(ξ¯ )∥∥
 2
∥∥xm(ξ) − xm(ξ¯ )∥∥= 2‖ξ − ξ¯‖.
To obtain the estimates for the derivatives we proceed in a similar manner to that in the proof of
Theorem 2. We also use the same notation. We set σ0 = 1 in (37), and we have a1 = 1 (see (39)).
By the mean value theorem and (41), for each j  1 we have∥∥djξ vmn − djξ¯ vmn∥∥= ∥∥djξ ϕ∗m − djξ¯ ϕ∗m∥∥ bj+1‖ξ − ξ¯‖
 T (j + 1)
j∏
l=1
(
de(k+1)/ l2
)‖ξ − ξ¯‖.
This completes the proof of the theorem. 
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