关于产生式系统并行执行与收敛性问题的探讨 by 郭福顺 et al.
　　第 19 卷　第 1 期 小 型 微型 计 算 机 系 统 Vol. 19 No . 1






性问题。基于并行知识库机 PKBM95, 为了解决收敛性问题, 本文给出了一种称为规
则顺序锁定的方法。另外, 为了发现隐循环以及为了提高性能, 我们给出了一系列动
态分析和测试的方法, 如路径跟踪, 等等。




题。何况, 产生式系统的并行执行使收敛性( cov erg ence)
〔1〕问题更加复杂。一个产生式系统的














并行执行时, 还模拟一台 T ransputer CPU 的活动, 以
使前后端机的负载更接近于平衡。因此, 整个硬件系统支持两个层次上的并行推理, 一是前
后端机之间的并行推理, 二是后端机各处理单元之间的并行推理。关于 PKBM95 的软、硬件
设计详情见〔4〕。本文讨论的并行处理技术、就是在这样的软、硬件环境中实现的。
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( 2) ＄A表示模式 A 与任意表达式匹配。
( 3) ＄C表示模式 C与任意常数匹配。
( 4) 设 E 是一个表达式, 且已经和某个模式匹配上,
则＄S( i)表示在 E 的表达式(二元)树中先深编号(从 0 编
起)为 i的子表达式。其中:
(Ⅰ) E 本身是＄S(省略先深编号 0)。
(Ⅱ) 若＄S( i) 是 E 的一个子表达式, 则它的左操作
数是＄S( i+ 1) , 右操作数是＄S( po st ( i) )。函数 post ( i)的值, 是在 E 的表达式树中按后根顺
序求结点 i的前导结点并取其先深编号而得的。如在( y↑z+ x) * ( e+ f )中, ＄S( 1)是 y↑z+
x ; ＄S( 2)是 y↑z; ＄S( po st ( 1) )是 x ; 见图 2
( 5) 子表达式＄C< 算子> ＄C 的值用＄V ( i)表示; i是< 算子> 所在结点的先深编号。
如 5* ( 7* ( x+ y ) )经下述两条产生式处理之后变成 35* ( x+ y ) :
＄C* (＄C* ＄A) (＄C* ＄C) * ＄A
＄C* ＄C ＄V
利用上述表示法, 可以写出一个对数学表达式进行处理的产生式程序块:
( 1) ＄C+ ＄C ＄V
( 2) ＄C* ＄C ＄V
( 3) ＄C- ＄C ＄V
( 4) ＄C↑＄C ＄V
( 5) ＄A+ ＄C ＄S( post ( 1) ) + ＄S( 1)
( 6) ＄A* ＄C ＄S( post ( 1) ) * ＄S( 1)
( 7) ＄A↑0 1
( 8) ＄A↑1 ＄S( 1)
( 9) 1* ＄A ＄S( 2)
( 10) 0* ＄A 0
( 11) 0+ ＄A ＄S( 2)
( 12) ＄C* (＄C* ＄A) (＄S( 1) * ＄S( 3) ) * ＄S( 4)
这些规则的语义是明显的, 如( 6)是将图 3( a)的表达式树变换成图 3( b)。象这样的规则
还可以写出许多。但这里的主要目的是想说明基本问题, 并不想追求产生式系统的完整性。
问题是一个表达式 E 可能与几条规则的左部匹配, 那么按什么顺序将规则用于处理 E 呢? 就
是说:
( 1) 当几个子表达式可以同时由一条或几条规则处理时, 先处理哪个子表达式呢?
( 2) 当几条规则可以同时用于处理同一个子表达式时, 先用哪一条规则?
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例如表达式2+ 3与( 1)和( 5)的左部都匹配。如果在用( 5)之前先用( 1)进行处理, 则此产
　　　　　( a )　　　　　　　( b)
图 3　经规则( 6)变换的表达式树
生式系统是正确的并且对表达式的变换将终止(收








( 2) 如果被处理对象 E 是一个复合对象, 则按自左而右的顺序先处理所有子对象, 再处



















现在进而讨论多个规则块并行执行的情形。设系统中有规则 L 1 R 1和 L 2 R2 ;顺序上
L 1 R1排列在前; 若某对象 E 与 L 1和 L 2都匹配, 则必须先执行 R 1后执行 R 2才正确。问题
是, 在产生式系统并行划分时, 很可能将 L 1 和 L2 分在后端的 T i和 T j 的规则库中。执行时,
前端机可能将 E 分别发送到 T i和 T j去并行匹配。如果 E 与 L 2很快匹配成功, 而 E 与 L 1的
匹配却迟得, 则前端机可能早早就收到执行R2 的信号并错误地执行了R 2。本文通过规则的顺
序锁定关系解决这个问题。
定义 1. 设系统中有规则 i1 : L 1 R 1 , i2 : L 2 R2。其中 i1和 i2分别是二规则附带的标号。用
序对〔i1 , i2〕表示: 如果两条规则都获得点火的机会, 则执行右手部的顺序必须是先 R 1后 R 2。
我们说这两条规则是顺序锁定的。
定义 2.设 I= { i1 , i2, ⋯, in}是一个产生式系统中规则所附带的标号。按定义 1构造的序对
集{ ( i, j) i, j∈I}叫作该系统中规则的顺序锁定关系。
现在假设某系统的规则顺序锁定关系已经形成。对产生式系统的正确的顺序锁定应使 I
成为一个偏序集。在多个规则块并行执行时, 当前端机收到信号, 要求执行 j: l r 中的 r 时,
应先检查一下:若有顺序锁定( i, j) , 且 i: L R中的R 尚未执行, 则 r 的执行必须推迟到 R之
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后。
有了顺序锁定关系, 当把一个产生式系统 P 分成多个块时, 并行执行的收敛可能性不会
比将P 作为单块串行执行的收敛可能性更差。
3　产生式系统的动态分析
对一般的产生式系统而言, 其顺序锁定关系的构造, 无论是手工做的还是用程序的, 都
不敢说它的执行一定终止。利用动态分析的手段, 有可能发现隐蔽的死循环, 或为规则块的
重新划分提供新的数据。
( 1) 路径跟踪:利用规则附带的标号, 可在产生式的运行过程中记下规则的执行路径。每
当执行一条规则时, 按执行的先后顺序将( K, count ( addr ) )插入一个运行图 G中, 如果在此
之前标号K 尚未在G 中出现的话。其中 count记下该规则在这条路上执行的次数, addr 表示
图 5　一个运行图 G
结点的地址。
随着系统的运行, 可能形成图 5的 G。结点中的 k,
k1, k2 ,⋯, k1 , k2,⋯是已执行过的规则的标号。如果K 此
前在 G 中出现过, 则 G 中将产生有向回路, 或无向回
路。且该结点的 count ( addr) > 1。通过对运行图 G 的分
析, 能够发现产生式系统运行中是否出现“循环”。因为
G中存在有向回路的充要条件是 G 中有回退边(如
( Km, k) ) ; 而交叉边(如( k1 , k3 ) )的出现则使 G中出现
无向回路, 从而使回路的形态更加复杂。对象E 在k1处
经 k1: l1 r 1处理时, 由于 E 自身瞬时状态的不同, 可能
进入回路( k1 , k2 , k3 , ⋯, k, k1 )或( k1, k1, k3, ⋯, k, k1)或
转入( k1 , k2, k3 )而终止。每当 G 中形成一条新的回路时, 回路中各结点的计数值都要重新设
置。因此, 如果系统的执行在一个回路中长时间兜圈子, 则回路中各结点的 count值相等, 而
且这个值很大。这时可能进入了死循环, 可以考虑进行必要的人工干预。
( 2) 匹配成功率:如何对产生式进行划分, 要考虑到粒度的大小, 各处理机间的负载平
衡, 处理机之间通讯的多少等复杂因素, 很难划分得合理。因此在 PKBM95中采取“静态并
行划分;再根据运行数据对子规则库进行改组”的方法。所谓匹配成功率就是运行时统计的数
据之一, 是指在 T i 中与规则左手部匹配上的对象元素数目与进入 T i 的对象元素总数之比。
如果匹配成功率低下, 就意味着有很多对象元素在处理机之间白白跑来跑去。影响匹配成功
率的因素有: T i 的规则库 i 太小; i 中各规则左手部之间相同或相似的条件元素太多; 等
等。
( 3) 匹配开销　指进入T i的对象元素总数 ni 与 i 的乘积 O( ni* i , 其中 i 是 i 的
大小。
( 4) 匹配额外消耗:指匹配成功率之倒数与 i 的乘积。如果 i 太大, 而且规则的并行
划分又不太合理, 使对象元素 i 中未能获得较高的匹配成功率, 则额外销耗增大。
( 5) 负载平衡度。可用 O( n i* i / ( n j* j 来衡量。其中 n i 和 nj 分别是进入 T i 和 T j
的对象元素的总数。由于后端各 T i 是相同的 T ransputer CPU, 它们之间的负载平衡并不难
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把握。只要 i 与 j 大体相同, 每次进入 T i 和 T j 的对象元素总数 n i 和 n j 大体一样多, 则
T i 和 T j将接近平衡。但目前我们在前端机只模拟一台 Transputer CPU 的活动, 能否在产生
式系统运行时使前后端机达到基本平衡? 这一点很难说清, 因为前端机要执行对后端机的管
理等复杂事务, 其运行速度与 T ransputer CPU 相差又比较大。因此只有实测才能得到更可
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RESEARCHON PARALLEL EXECUTION AND CONVERGENCE
PROBLEM OF PRODUCTION SYSTEMS
GUO　Fushun　SONG　Zhen　MENG　Yao　LIAO　M inghong
( Dep t . of Comp uter Sc ience of H arbin Insti tut e of Technology, H arbin 150001)
Abstract　With the adopt ion of parallel techno logy to pr oduct ion systems, two new har d
pr oblems appeared: the compatibility problem and the converg ence problem. Based on the
parallel knowledge base machine PKBM 95, in order to solve the convergence problem, this
paper presents a method called sequent ial rule- locking . In addit ion, to find out potent ialcy-
cles and impr ove perfo rmance, we give a series o f dynam ic analysis and test methods, such
as path- tracing, etc.
Key words　Parallel know ledge base machine, Conver gence problem, Sequent ial rule- lo cking
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