For graphs with maximum degree A and diameter D, an upper bound on the number of vertices is 1 + AxF:-,'(A -1)'. This bound is called the Moore bound for graphs and the graphs that attain it are called Moore graphs. Similar bounds for directed graphs and for hypergraphs have been defined and the existence of directed Moore graphs and of Moore hypergraphs has been studied.
Introduction
Let G be an (undirected) graph with n vertices, maximum degree d and finite diameter D. Counting the maximum number of vertices at distances 0, 1,2, . . . , D, from any vertex gives the following upper bound on the number of vertices in G:
This upper bound is known as the Moore bound for graphs and the graphs attaining it are called Moore graphs. Note that if equality holds in (l) , then it holds no matter (2) This is the Moore bound for digraphs and the digraphs attaining it are called Moore digraphs. Every vertex in a Moore digraph must have out-degree d since the upper bound will be attained no matter which vertex is chosen as a starting vertex. Moore digraphs are necessarily simple; that is, in Moore digraphs there are no loops and there is at most one arc in each direction between pairs of vertices. Also, Moore digraphs are strongly geodetic [27] : no cycle has length less than or equal to D and there is a unique path of length less than or equal to D from each of the vertices to the others. Thus, if A is the adjacency matrix of a Moore digraph then I + A + A2 + ... + AD = J.
(Throughout the paper, J denotes the n x n all-ones matrix and I the n x n identity matrix.) In particular, AJ = JA = dJ and so each vertex in a Moore digraph must also have in-degree d. Consequently, taking d to be the maximum in-degree in (2) leads to an equivalent definition of Moore digraph. Using the matrix equation above and an eigenvalue argument, Plesnik and Znam [27] proved that every Moore digraph has either d = 1 or D = 1. (For a short proof, see also [lo] .) When d = 1, the Moore digraphs are the directed cycles of length D + 1; when D = 1, they are the complete digraphs on d + 1 vertices. We let z" denote the complete simple digraph on n vertices: it has n(n -1) arcs, one from each vertex to every other vertex. There is a similar upper bound on the number of vertices for (undirected) hypergraphs. (For further information on hypergraphs, see [4] .) For a given hypergraph with maximum degree A (the maximum number of hyperedges containing any vertex), rank r (the maximum number of vertices in any hyperedge), and diameter D, the Moore bound on the number of vertices is:
The hypergraphs attaining this upper bound are called Moore geometries [S] . As in (l), we note that if equality holds in (3), then each hyperedge has r vertices and each vertex has degree A. Moore geometries with r = 2 are Moore graphs. The work of Fuglister [ 19, 201, Damerell and Georgiacodis [ 161, and Damerell [ 151 shows that, with the exception of the odd cycles, all Moore geometries have diameter D < 2. There are no known Moore geometries with D = 2 and r > 3 (for a survey, see [S, p. 201 ). If D = 1, the number of vertices is 1 + A(r -1) and every pair of vertices must occur in exactly one hyperedge. Thus the Moore geometries of diameter one are the balanced incomplete block designs with parameters (u, k, A) = (Ar -A + l,r, 1). (For further information on designs see, for example, [22] .)
In this paper we examine an upper bound on the number of vertices in a directed hypergraph. The paper is organized as follows: In Section 2, we give our terminology and notation for directed hypergraphs. In Section 3, we introduce a Moore bound for directed hypergraphs and call those that attain it the directed Moore hypergraphs. Using the result of Plesnik and Znam, we show that a directed Moore hypergraph is either a directed cycle or else its diameter is one and its hyperarcs are associated with a family of directed complete bipartite graphs that partition the arc set of E,. In Section 4, we characterize directed Moore hypergraphs of diameter one in terms of factorizations J -I = XY where X and Y are (not necessarily square) (0, l)-matrices with constant row sums. We conclude with a survey of results on factorizations of
Several structures that appear in the computing literature can be regarded as directed hypergraphs; these include Petri nets [26] , functional dependencies in database schemes [2] , and directed bus interconnection networks [6] . This work was motivated by the third area of application.
In a bus interconnection network, buses provide communication channels between processors (vertices) to exchange messages. The network is directed if for each bus (hyperarc) in the network, the processors on the bus are divided into two (possibly intersecting) sets: the in-set and the out-set of the bus. Every processor in the in-set of a bus can send messages through the bus to every processor in the out-set.
For practical reasons the numbers of processors on a bus (the in-and out-sizes), as well as the numbers of buses on a processor (the in-and out-degrees) are limited. Therefore, messages may have to pass through several buses to reach their destinations. The distance from one processor to another is measured in terms of the minimum number of buses that have to be traversed. For performance reasons, it is desirable to limit the maximum distance (the diameter) in the network.
The directed bus interconnection networks problem deals with finding schemes that allow messages to pass among as many processors as possible, given bounds on the bus sizes, processor degrees, and diameter. For a survey of bus interconnection networks (in both the directed and undirected cases), please also see [7] .
Directed hypergraphs

A directed hypergraph H is a pair (Y(H),&(H))
where Y(H) is a nonempty set of elements (called vertices) and b(H) is a set of ordered pairs of nonempty subsets of *Y-(H) (called hyperarcs). If E = (E-, E+) is a hyperarc in b(H), then the nonempty vertex sets E-and E+ are called the in-set and the out-set of the hyperarc E, respectively. The sets E-and Ef need not be disjoint. If E is a hyperarc in a directed hypergraph H then 1 E -) is the in-size, and ( E+ 1 is the out-size of E where the vertical Let G be a digraph of order n. For each vertex u of G let r+(u) = {u 1 do(u,u) = l} and r-(u) = {ul do(u,u) = l}. If G is simple, then {~({u},~'(u))l u E T(G)} and @(r-(u), {r)) IO E Y(G)1 are two partitions of b(G) into n dicliques. We call these diclique partitions the claw partitions of G.
Directed Moore hypergraphs
Let H be a directed hypergraph with n vertices, maximum out-degree d+, maximum out-size s +, and diameter D. By counting the maximum number of vertices at distance 0,1,2, . . . , D, from a given vertex in H, we obtain the following upper bound: 
Proof.
Suppose that H is a directed Moore hypergraph of diameter 1. We observed in the proof of Theorem 2 that Z? = z,. By Proposition l(i), the dicliques g(E-,E+), E E d(H) satisfy conditions(i) and (ii) above with r = d+ and s = s+. (As noted earlier, these dicliques always partition the arc set of A.)
Conversely, if the dicliques in a partition of the arc set of & satisfy conditions (i) and (ii) above, and H is the associated directed hypergraph with hyperarcs (E;,E+) = (Xi, Yi), i = 1,2, . . . ,m, then each vertex of H is in r of the in-sets Xi and each out-set has size s. Thus d+(H) = r and s+(H) = s. As there are n -1 arcs leaving each vertex of i&, and each arc is in one of the dicliques, we have n -1
= d+(H).s+(H).
Thus equality holds in (5) with D = 1 and so H is a directed Moore hypergraph. 0
The conditions in Theorem 3 do not imply that 1 Xi1 = 1X,( for all i,j. For if any lXi1 2 2, take Xi = SU T where Sn T = 8 and replace E(Xi, Yi) by K(S, Yi) and R(T, Yi) to obtain another diclique partition satisfying conditions (i) and (ii).
If H is a directed hypergraph, then the reversal of H is the directed hypergraph H' where Y(H') = V (H) and B(H') is the set of all pairs (E+,E-) where (E-, Ef ) E 6(H). By Theorem 3, if both H and its reversal are directed Moore hypergraphs, then the dicliques K(E;, ET ), i = 1,2, . . . , m in the partition of R,, are isomorphic, that is, (E,: ( = IE,: 1 ( = s-) and 1ET 1 = IE,: I ( = s+) for all i, j. The converse is also true; for if the dicliques in a partition of z, are isomorphic, then the n -1 arcs leaving (resp. entering) each vertex will be partitioned by the dicliques into sets of size s+ (resp. s-) and so each vertex will be in the same number of in-sets (resp. out-sets). Thus condition (ii) will be satisfied for H (resp. H'). We summarize these observations in the next theorem. Even if the dicliques are required to be isomorphic, new diclique partitions can often be formed from old. For example, suppose that we have an arc partition of z, into m isomorphic dicliques and that the common in-set size is s-= ks where k,s > 1. If we arbitrarily partition each of the in-sets into k sets of equal size s and replace each of the dicliques by the k dicliques with these in-sets (and the same common out-set) we obtain an arc partition of 17, into mk isomorphic dicliques.
We shall see in the next section that any diclique partition of the arc set of i?, must contain m > n dicliques, and can contain precisely n only if the dicliques are isomorphic. The case where m = n is perhaps the most interesting.
Since a directed Moore hypergraph of diameter 1 has n = d+s+ + 1 vertices, it follows that if n -1 is a prime, then the two claw partitions are the only possible partitions of z7, into isomorphic dicliques. Suppose then that n -1 is composite. Then we may write n = d+sf + 1 where both d+ and s+ are greater than 1. One method for partitioning z, into n isomorphic dicliques K(E;, ET) is the following [13, 173: Number the vertices from 0 to n -1 = d+s+. For all i = 0, . . . ,n -1 let
where the additions are modulo n. Chvatal et al.
[13] introduced two methods that extend the above construction. However, in general, characterizing all possible partitions of z, into n isomorphic dicliques seems to be a difficult problem. There has been some work on this problem in terms of matrix factorizations. In the next section, we outline the relation between directed hypergraphs and matrix factorizations, and survey the results in the literature on the factorizations associated with directed Moore hypergraphs.
Matrix factorizations
Let A = A(@ be the n x n adjacency matrix of the underlying digraph fi of a directed hypergraph H; that is, Ai,j is the number of arcs in G (or the number of hyperarcs in H) going from vertex vi to vertex Vj. It is clear that A and @ determine each other. Of course, H cannot be determined from A or Z? alone: in fact, we have seen that H is specified by a diclique partition of the arc set of fi. We now show that such a diclique partition can be formulated as a factorization A = XY where X and Y are (0, l)-matrices. Suppose that the directed hypergraph H has m hyperarcs, El, E2, . . . , E,. Let X be the n x m vertex-hyperarc incidence matrix: Xi-j = 1 if Ui E EJ, Xi,j = 0 otherwise. Similarly, let Y be the m x n hyperarc-vertex incidence matrix: Yi,j = 1 if Uj E E:, Yi,j = 0 otherwise. It is a routine matter to check that A(@ = XY. Furthermore the process is reversible: any factorization A(@ = XY, where X and Y are (0, 1)-matrices of sizes n x m and m x n, respectively, corresponds to a partition of the arc set of fi into m dicliques. Briefly:
A directed hypergraph may be regarded as a factorization of a square nonnegative integer matrix into two (not necessarily square) (0, 1)-matrices.
Let J be the n x n all-ones matrix, and let I be the n x n identity matrix. The above correspondence leads us to the following theorem. Proof. The theorem follows from the comments above and the fact that when H is a directed Moore hypergraph, the adjacency matrix of its underlying digraph is
J-I. 0
It is actually sufficient to assume that Y (or X) has constant row sums in Theorem 5. This follows from the comment preceding Theorem 4 or by observing that if J -I = XY and Y has constant row sums s+, then YJ = s+J and so n-l
XJ=-$XYJ=$(J-I)J=-
J. S+
Note that the column sums of X and Y in Theorem 5 need not be constant. However, if X and Y do have constant column sums, then the factorization J -I = XY corresponds to a directed Moore hypergraph of diameter 1 whose reversal is also Moore. This can be easily checked by observing that if A = XY is the adjacency matrix and factorization associated with a directed hypergraph H, then A' = Y'X' is the adjacency matrix and factorization associated with its reversal H'.
Such regular factorizations can occur only if m = nk for some k. For suppose that X has row sums d+ and column sums s-, and Y has row sums s+ and column sums d-. Then n and s+ are relatively prime since n -1 = d+s+, and so n must divide m since nd-= ms+.
We begin our survey on factorizations J -I = XY with the following important result due to Bridges and Ryser [93. Proof. Since the assertions are true for directed cycles, we may assume that H has diameter 1. The first inequality and comment for m = n then follow from Theorem 6 with k = 0 and A = 1. The second inequality is immediate since each diclique in a partition of the arc set of & must contain at least one of its n(n -1) arcs. Finally, if m = n(n -l), then each diclique consists of a single arc and so the directed hypergraph H is the digraph z,. 0
Each value of m in the inequality in Corollary 7 can be attained. For example, any partition of the arc set of i& into dicliques z(E;, ET ), i = 1,2, . . . , m with 1 E+ 1 = 1 for all i ( and no restriction on the IE,: I) yields a directed Moore hypergraph with D = 1, s+ = 1 and d+ = n -1. Beginning with the particular case where 1 E; I = n -1 for all i, and successively splitting in-sets (see the remark following Theorem 3), we obtain all values of m from m = n to m = n(n -1). If we require isomorphic dicliques then, by the remark preceding Theorem 6, only the values m = kn, k = 1,2, . . . , n -1 will be attained.
If A = X Y is the adjacency matrix and factorization associated with an arbitrary directed hypergraph H, then YX is the adjacency matrix and factorization of a directed hypergraph H * called the dual of H. If H is a directed hypergraph its dual H * is found as follows: For every hyperarc E E b(H) there is a corresponding vertex e E Y(H*), and for every vertex u E Y(H) there is a corresponding hyperarc 1/=(V-,I/')~b(H*).VertexeisinI/-ifandonlyifv~E'andsimilarly,eisin1/' if and only if u E E-. 
Corollary 8. If H is a directed
