With advanced development of Internet communication and ubiquitous computing, Social Networks are providing an important information channel for smart city construction. Therefore, analyzing Location-based Social Network is a very valuable work in achieving reasonable urban zoning. In Social Networks, a main purpose of prestige assessment is to extract influential users who are regarded as the key nodes for community detection from Onine Social Networks (OSNs). However, social relationships of users are rarely used to evaluate the popularity of physical locations and zone physical locations. In order to achieve urban area function zoning by evaluating the prestige of geographic regions based on user relationships in Location based Social Networks (LBSNs), this paper proposes a Prestige Density-Based Spatial Clustering of Applications with Noise algorithm (P-DBSCAN) by improving the existing DBSCAN algorithm. Specifically, the algorithm first calculates the centrality of users in the social network, and then converts the centrality of users into the location-centrality through the users' check-in data. After the centrality of each location is obtained, the discrete locations are clustered according to four constraints of the given radius. After clustering, the result of urban area function zoning can be achieved. Extensive experiments are conducted for demonstrating the effectiveness of our proposed algorithm in this paper. In addition, the visualization results reveal the correctness of our proposed approach.
I. INTRODUCTION
As an important task of urban construction, urban area function zoning, requires the urban area function to be consistent with the actual activities of people [1] , [6] . With the rapid development of computer science and technology, OSNs have The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan . been growing from nothing to cover more and more potential application fields, in which LBSNs provide an effective way to link individual's activities to geographic regions. LBSNs have the following features: (1) allowing users to form their social networks according to social interactions; (2) allowing users to connect with places by checking in. Therefore, in this paper, we conduct prestige assessment of users according to their social relationships and then the prestige of user VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ can be further obtained in different locations according to users' check-in data. After that, we zone urban area function according to prestige of locations [2] .
As an important research topic in social network analysis, the major purpose of prestige assessment [7] is to find influential users from social networks. The influential users can be the key nodes for information diffusion and community detection [3] . There have been a number of relevant theoretical and empirical studies on the evaluation of social network prestige. Musial et al. [4] compared and summarized the user prestige assessment methods, such as Centrality Based on Node Degree [8] , Eccentricity Centrality [9] , Closeness Centrality [10] , and Betweenness Centrality [11] which are commonly used in social network analysis. Particularly, the Eigenvector Centrality [12] is also an efficient approach for prestige evaluation. However, such prestige assessment only focuses on ''user'' without the influence of user's prestige on geographic regions. It limits the value and scope of applications enabled with prestige assessment results. In real life, we often describe a busy place according to the large flow of people. However, this is only a quantitative description, where the ''quality'' of users who have checked in here, is also an important factor for measuring the prestige of this place. In OSNs, the user's quality is thus characterized as the centrality value, in which the different types of centrality reflect the quality of the user's different aspects. Therefore, the prestige value of the entire geographical area can be evaluated by accumulating the ''quantity'' and ''quality'' of the users who checked in the area [27] . To address that issue, this paper conducts prestige assessment of locations on the basis of social network users' prestige assessment, including prestige assessment for discrete locations and geographic regions derived from density clustering [26] .
As we known, density clustering using the DBSCAN algorithm can well divide many discrete locations into related geographic regions [5] , [13] . Aiming to achieve the urban area function zoning, this paper pioneers a novel Prestige Density Based Spatial Clustering algorithm (P-DBSCAN) by modifying the existing DBSCAN algorithm [20] . The major contributions of this paper are summarized as follows:
• Transformation from user centrality to location centrality: A social network can be represented with multiple nodes (i.e., users) and edges which indicates the social interactions. Normally, a social network [14] is mathematically formalized as a graph G = (V , E) with V indicating the set of vertices and E referring to the set of relationships between vertices. In this paper, the centrality value of user V i is denoted as UCV (V i ), and the centrality value of location L i is denoted as
. . ,V k are the users who had checked in location L i ).
• Prestige Density based Spatial Clustering algorithm:
Our proposed P-DBSCAN algorithm has four requirements for center point selection: 1) the radius; 2) the requirement for prestige of the center point; 3) the requirement for the number of points around the center point; 4) and the requirement for the sum of prestige of the points around the center point. The outputs are the location clustering results and the prestige of geographical area. That is to say, the clustering results are related not only to the distance between locations, but also to the prestige value.
• Evaluation: We conduct the experiments on a real location-based social networking dataset for validating the effectiveness of the proposed approach. The visualization results demonstrate that the clustering results are not only consistent with the real urban area function zoning, but also reflect the importance of each urban functional area.
The remainder of this paper is structured as follows. Section II overviews the related work. The preliminaries and problem statement are provided in Section III. Section IV proposes our approach for the addressed problem. The experimental results and discussions are presented in Section V. Section VI concludes this paper.
II. RELATED WORK
In this section, we will overview the most related research to this work from the following two aspects: (1) Influential location in LBSNs; and (2) Density based clustering.
A. INFLUENTIAL LOCATION IN LBSNs
Regarding to location promotion problem, Zhu et al. [21] formalized it as an influence maximization problem in an LBSNs. They proposed two user mobility models, i.e., Gaussian-based and distance-based mobility models, to capture the check-in behavior of individual user in LBSNs, based on location-aware propagation probabilities. Hai [22] proposed the PMNF model to capture human mobility and the IM greedy algorithms to maximize the influence spread of influential users. Their experiments validated that the PMNF model has covered important areas of human movement behavior. Wang et al. [23] first formulated the distance-aware influence maximization problem, then extracted a seed set that maximizes the expected influence over users who are more likely to be the potential customers of the promoted location. In one word, given a target location, their aim is to find the users that should be advertised to attract more visitors to this location. Doan et al. [24] evaluated the popularity ranks of locations based on the number of visitors. Aiming to find a single location which attracts most users, Zhou et al. [25] investigated the problem of choosing an optimal location for an event such that the event's influence can be maximized.
B. DENSITY BASED CLUSTERING
Density clustering method has been widely used in network analysis and data mining, etc. It considers the internally continuous dense sample subset as the same type, and the representative algorithm is DBSCAN. DBSCAN algorithm first divides all sample points into center points and non-center points, where the center points refer to those points within the radius r where the number of sample points is greater than k, where r and k are both parameters. If the distance between the two center points does not exceed r, it is called the direct density reachable. The center point with multiple direct densities is called density reachable. A class cluster is formed when a center point set with a maximum density reachable is merged with the non-center points within the radius r of each center point. It can be seen that the center point sets between various clusters obtained by DBSCAN algorithm do not intersect, but the non-center point sets may intersect, and there may be some non-center points whose r radius does not contain any center points, which is regarded as noise. Therefore, DBSCAN algorithm allows class cluster overlap and some points do not belong to any class cluster, which is an advantage that most other clustering algorithms do not have. The disadvantage of DBSCAN algorithm is that it utilizes a uniform scale r and k to measure all class clusters, which is often inappropriate [19] . Therefore, an improved version of the OPTICS [15] algorithm has been proposed, which sets the radius r as a flexible parameter to be adjusted by the algorithm itself, but it is ideologically the same as DBSCAN. However, the clustering result obtained by this improved algorithm is still only related to the distance between sample points, and our proposed P-DBSCAN algorithm increases the judgment condition of the center point, so that the clustering result is also related to the attribute (prestige of location) of the sample points.
III. PRELIMINARIES AND PROBLEM STATEMENT
This section firstly introduces the preliminaries on location social network and DBSCAN algorithm. Then, the problem of urban area function zoning based on user relationships in location-based social networks is formally defined.
Definition 1 (Location-Based Social Network [16] , [17] ): A location-based social network can be represented as a 3-tuple G = (V , E, C), where V is the set of nodes (i.e., users), and E is the set of edges which indicates the social connections between users, and C is the users' check-in data set, each of these pieces of data records a user checking in at a certain time and place. Figure 1 depicts an architecture of Location-based Social Network that are social networks using GPS features to locate you and that let you broadcast your location and locationtagged media content, such as photos, video, and texts from your mobile device. Therefore, this architecture contains two layers: (1) OSNs Layer: in this layer, users form their social networks according to interactions in LBSNs; (2) Physical Location Layer: mobile users who hold their mobile devices can broadcast their location by checking-in and checking-out with location-based services apps.
Overall, the physical location is composed of the instant location of a mobile user at a given timestamp and the location history that a mobile user has accumulated in a certain period. Further, the interdependency includes not only that two mobile users co-occur in the same physical location or share similar location histories but also the knowledge, e.g., common interests, behavior, and activities, inferred from an user's location and location-tagged data [28] .
DBSCAN Algorithm: It is a density-based clustering algorithm based on high-density connected regions, which can divide regions with sufficient high-density into clusters and find clusters of arbitrary shapes in noisy data. This algorithm needs to select a distance for measuring. For the data set to be clustered, the distance between any two points reflects the density between points, indicating whether points and points can be clustered in the same class. Because the DBSCAN algorithm is difficult to define the density of highdimensional data, the points in two-dimensional space can be measured by Euclidean distance.
DBSCAN algorithm requires two input parameters: one parameter is radius (Eps), which represents the range of circular neighborhood centered on a given point P; the other parameter is the minimum number of points in the neighborhood centered at point P (MinPts). Point P is called the center point if the number of points in the neighborhood with point P as the center and radius of Eps is no less than MinPts [18] . Unlike existing algorithms, the modified DBSCAN algorithm requires four input parameters. Besides Eps and MinPts, we add two constraints: the requirement for the center point prestige value, and the requirement for the sum of prestige value of the points around the center point. After the center points selected, the center points that can be connected are divided into a group and outliers are obtained according to the set of center points obtained and the value of radius Eps. It puts each group of center points and the points whose distance from the center point is less than the radius Eps into a cluster. Consequently, it completes the cluster division. Figure 2 shows an example of an existing DBSCAN algorithm, where the clustering result is only related to the distance of points.
Problem 1 (Urban Area Function Zoning Based on User Relationships in Location-Based Social Networks): Figure 3 shows the map of Orlando, Florida, USA presented by Google map. 1 This paper will cluster the locations of Orlando and evaluate its geographical prestige. The popularity ratings are based on public location-based social networks data sets that are available from Stanford university. 2 The social network among users active in Orlando is G(V , E), where V is the node set, representing all users in the social network, and E is the edge set. If there is an edge (V 1 , V 2 ) in E, it means there is a connection between these two users. Another user's checkin data table Q contains the time and place the user checked in. The user's reputation value can be calculated via social network G, and the user's reputation can be assigned to the location via Q. After clustering the locations, the prestige of the geographical area can be further calculated.
Gowalla is a location-based social network where users share their location by checking in. As shown in Figure 5 , each behavior has two associated users'id, representing one edge of the relational network.
IV. PROPOSED APPROACH
In this section, we introduce how to implement the urban area function zoning of Orlando based on user relationships in LBSNs. The process of implementation is shown in Figure 6 , which is composed of five steps: (1) check-in data filtering (Red module); (2) user relationship network filtering (Yellow module); (3) calculating the node centrality of location (Blue module); (4) calculating the eigenvector centrality of location (Green module); (5) density clustering (Purple modules).
Step 1: Check-in data filtering By invoking Algorithm 1, this step works as follows: It opens and reads file Gowalla_totalCheckins.txt line by line, and converts each line into a list named check_out[] (Line 2). Then it checks whether the second and third item of check_out[] (the latitude and longitude value of the check-in place) meet the requirements. If it matches, the line 
Algorithm 1 Check-In Data Filtering Algorithm Input:
Original check-in data(Gowalla_totalCheckins.txt) Output:
List of qualified users(checks_in[]), filtered check_in data(checks_1.txt) 1: begin 2: for each line in Gowalla_totalCheckins.txt 3: if this line of check-in data in Orlando 4: write this line into checks_1.txt 5: check_in.append(the user of this line) 6: end is written to the newly created document checks_1.txt (as shown in Figure 7) , and the first item of check_out[] (user id number) added to the list check_in[] (Lines 3-5).
Step 2: User relationship network filtering This step works by invoking Algorithm 2: this step opens and reads file Gowalla_edges.txt line by line, and converts each line into a list named select_out[] (Line 2). If both the zeroth and first item of select_out[] are contained in check_in[] (user a and user b have both been checked in the scope), that line is written to the document checks_2.txt (Lines 3-4) (as shown in Figure 8 ).
Step 3: Calculating the node centrality of location This step works as follows: we take checks_2.txt and checks_1.txt as inputs of this step, then we create a file named edge_2.csv with four columns for ''local_id'', ''longitude'', 
Algorithm 2 User Relationship Network Filtering Algorithm Input:
Original relational network(Gowalla_edges.txt), list of qualified users(check_in[]) Output:
Filtered user relationship network(checks_2.txt) 1: begin 2: for each line in Gowalla_totalCheckins.txt 3: if both users of this line in check_in[] 4: write this line into checks_2.txt 5: end ''latitude'' and ''degree_local''. After that, we calculate the node degree centrality of users according to checks_2.txt (Line 2 in Algorithm 3), and assign the node degree centrality of users to check-in locations according to checks_1.txt. At last, the location data is stored in edge_2.csv (as shown in Figure 9 ), and each line of data contains four components: location id, location longitude value, location latitude value, and node degree centrality of location (Lines 3-5 in Algorithm 3).
Step
4: Calculating the eigenvector centrality of location
In this step, user's node degree centrality is taken as the initial value to calculate user's eigenvector centrality. After that, we assign the eigenvector centrality of users to checkin locations by the same way we carried out in the previous step. At last, the location information data is stored in edge_Eigenvector.csv.
Algorithm 3 Calculating the Node Centrality of Location Algorithm Input:
Filtered user relationship network(checks_2.txt), filtered check_in data(checks_1.txt) Output:
Node centrality of location(edge_2.csv) 1: begin 2: calculate the node degree centrality of users 3: for each location 4: LCV (L i ) = j h=k (UCV (V h )) (V j ,. . . ,V k are the users who had checked in location L i ) 5: write this line into checks_2.txt 6: end Step 5: P-DBSCAN based clustering As shown in Algorithm 4, edge_2.csv or edge_ Eigenvector.csv is the input of this step, and we store the file contents in data[] as a list. Then we select center points from data[] and store it in the list center_p[] (Lines 3-5). After center points selected, the center points that can be connected are divided into a group. We put each group of center points and the points whose distance from the center point is less than the radius into a cluster. Thus complete the clustering division (Lines 6-7). And the total prestige value of the region is obtained by adding the prestige values of all locations in same cluster.
V. EXPERIMENTS
This section mainly carries out the experiments and evaluates the proposed approach. All the experiments are implemented on a quad-core computer with 2.50-GHZ and 8G memory.
A. VISUALIZATION OF EXPERIMENTAL RESULTS
In order to better exhibit the experimental results, we employed the bubble chart as the visualization of experimental results. Figure 10 shows the visualization result of edge_2.csv, each circle in the figure represents a place in Orlando, and the larger the circle's radius, the higher the prestige value of the place.
Algorithm 4 P-DBSCAN Based Clustering Algorithm Input:
Node centrality of location(edge_2.csv),or,eigenvector centrality of location(edge_Eigenvector.csv) Output:
Density cluster result(clusters[]) 1: data[] = edge_2.csv or edge_Eigenvector.csv 2: begin 3: for each line in data[] 4: if the location in this line meets the four constraints 5: center_p.append(this line) 6: def divi_centerP(data, eps, minPts, deg1, deg2): 7: def add_otherP(data, eps, minPts, deg1, deg2): 8: end When calculating the eigenvector centrality, we need to multiply the adjacency matrix and the initial vector many times, since the elements in the matrix and vector are both positive, the value obtained by multiple times multiplication is very large, and the output of the final result needs to be scaled down by 10 61 times. And Figure 11 is the visualization result of edge_Eigenvector.csv.
According to the clustering result, list clusters[], obtained in step 5, we respectively visualize the results of density clustering based on node degree centrality and density clustering based on eigenvector centrality (as shown in Figure 12 and Figure 13 ).
B. ANALYSIS OF EXPERIMENTAL RESULTS
In this experiment, more than 5,000 locations in Orlando are divided into 7 zones. By comparing with the real (Figure 3 ), we found out the important locations in each zone and calculated the total value of each zone (as shown in Figure 14 ). Figures 15 and 16 show the percentage of prestige for area functions (i.e., the popularity of area functions) with two approaches. Apparently, it is found that there exists a little bit difference in the relative prestige between approaches.
The running time of each step is shown in Table 1 : 
C. ANALYSIS OF INPUT CONDITION
The key problem to be solved in this paper is to use the P-DBSCAN algorithm to evaluate the popularity of geographic regions and zone them based on user's prestige. The input of the P-DBSCAN algorithm is the location information data set. We have the following four requirements: the given radius (Requirement 1), the requirement for the center point reputation value (Requirement 2), the requirement for the number of locations around the center point (Requirement 3) , and the requirement for the sum of the location reputation value around the center point (Requirement 4); and the output is the result of urban area function zoning and geographical region prestige value.
Let us take the regional prestige evaluation based on node degree centrality as an example, the locations are divided into 7 clusters, which is consistent with the location relationship in the actual map. At this time, the given radius is 0.022 longitude and latitude, at least 160 points within the radius are required, the site reputation value is required to be at least 30, and the sum of the surrounding sites reputation value is required to be at least 2000. We use the control variable method to study the relationship between each input value and the clustering division result, change the value of one constraint condition and keep the other three input values unchanged, and obtain the relationship between each input value and the number of clustering and the number of center points (as shown from Table 2 to Table 5 ).
It can be seen that the higher the requirement of the constraint condition, the fewer points meet the center point condition. When the center point becomes small, the number of clustering may increase or decrease. The increase is caused by the disappearance of the center point acting as the ''bridge'' in the original cluster, which results in the splitting of the original cluster. The reduction is due to the disappearance of a large number of center points and the disappearance of the entire cluster.
In fact, the relationship between the input and output of the P-DBSCAN algorithm can be viewed as a function with four independent variables and two dependent variables. Since such a function cannot be directly represented with a graph, the above tables only partially reflect the relationship between the input and output of the algorithm.
VI. CONCLUSION
This paper aims to evaluate the reputation of geographical areas in reality based on social networks, so as to provide a support for the actual urban planning and supporting facilities construction. We propose a modified DBSCAN algorithm, termed P-DBSCAN which is a novel Prestige Density Based Spatial Clustering algorithm. The algorithm first calculates'the centrality of users in the social network, and then converts the centrality of users into the locationcentrality through the user check-in data. After obtaining the centrality of each location, the discrete locations are clustered according to the four constraints of the given radius. After clustering, the result of urban area function zoning can be achieved. The reputation of the interior points of the geographical area divided is the total reputation of the geographical area. In order to test the performance of the proposed algorithm, we also used the control variable method to study the influence of each constraint condition on the final output.
Experimental results show that the output of our algorithm is consistent with the real map.
In this paper, we have completed the geographical area prestige assessment, however this is based on a relatively simple static social network. The original check-in data set contains user check-in time information, which is not utilized by our algorithm. In the subsequent algorithm improvement, it can be considered to construct a dynamic social network by using the time information in the check-in data, and change the user's prestige from a constant to a dynamic function, so as to change the location reputation evaluation from static to dynamic.
In addition, with the rapid growth of various online social networking services, the types of social networks are increasingly diversified. In this paper, we use only data from the location-based social networking service Gowalla. From a development point of view, we plan to conduct a prestige assessment based on data from online platforms in other potential fields to verify the applicability and universality of our approach. 
