ABSTRACT To solve the problem in which the auxiliary white-noise parameters need to be artificially selected in a noise-assisted multivariate empirical mode decomposition (NA-MEMD) and considering the fact that obtaining a large number of typical fault samples in practical engineering is difficult, a rolling bearing fault-diagnosis method based on velocity modified-mutation particle swarm optimization (PSO)-optimized NA-MEMD and improved functional neural fuzzy network (FNFN) is proposed. First, the original vibration signal is processed using the velocity modified-mutation PSO-NA-MEMD method to decompose it into a series of intrinsic mode functions (IMFs) with different characteristic time scales. Owing to the distribution characteristics of the IMF with the time scales and because the energy in different states of a bearing in different frequency bands changes, we calculate the energy moment of each IMF as a fault feature vector. Second, the fault feature vectors are then used as input to construct the improved FNFN structure. Finally, the method is validated using the data from the bearing data center of Case Western Reserve University and the vibration signals of the propulsion-motor bearings in the rudder paddle compartment during normal ship navigation and is compared with other neural network. The results show that the method proposed in this paper can quickly and more accurately diagnose rolling-bearing faults using limited training samples.
I. INTRODUCTION
As a key component of various mechanical equipment, normal operation of rolling bearings plays a crucial role in ensuring the overall safety of the equipment. In recent years, it has become a research hotspot in which many sensors are installed at different positions and simultaneously collect mechanical vibration signals. This method can collect the mechanical movement status information more comprehensively, reduce the effect of external noise to the acquisition results and improve fault detection ability [1] .
A vibration signal contains abundant information about the operating state of a machine. Therefore, when the machine breaks down, we need to accurately and completely extract the fault information, which is indispensable for improving the accuracy and reliability of the fault diagnosis. Many advanced signal-processing techniques are widely used in the field of fault feature extraction, such as wavelet transform (WT) [2] , empirical mode decomposition (EMD) [3] , and their optimization methods [4] - [7] . In WT, we need to select the appropriate wavelet bases and decomposition levels according to different signals to meet the requirements of different signals and ensure the algorithm accuracy, which makes the calculation results possess strong subjectivity and uncertainty. The emergence of the EMD method solves the above-mentioned problems. It has a strong self-adaptability and avoids the trouble of choosing a wavelet basis. However, serious endpoint effect and modal aliasing affects the correctness of the decomposition result. End effect is a phenomenon in which the spline function diverges because of the constraint of losing the extremum point at the endpoint of the spline function. The phenomenon of modal aliasing manifests itself in which different feature scales appear in the same intrinsic mode function (IMF) component or similar feature scales exist in different IMF components. To solve this problem, Zhao and Huang et al. proposed a new white-noise analysis aided method, namely, ensemble EMD (EEMD) [8] . The main idea of the EEMD method is that the statistical average of multiple measurements of a component can improve the accuracy of the measurement. The new adaptive signal timefrequency analysis method based on the time scale of local features of a signal has shown great advantages in processing nonlinear and nonstationary signals. Therefore, it is very suitable for processing vibration signals and has been widely used. In recent years, advances in engineering applications have made signal processing not only confined to univariate signals but also have become a new research trend in complex nonlinear multi-channel signals. At present, although the EMD method is widely used in univariate nonlinear and nonstationary signal processing, it suffers from limitations when dealing with multivariate signals. For example, in using EEMD to process signals of multiple channels, the number and frequency of the IMFs are difficult to match, which makes it difficult to analyze and determine the effective IMF components in the next step. [9] . After years of research, Rehman and Mandic [10] proposed the multivariate EMD (MEMD) in 2010, which is applicable to the processing of multivariate signals. The traditional EMD algorithm is extended from one dimension to multiple dimensions, which can be a good solution to the above-mentioned problems. However, there are still modal aliasing problems. Thus, Rehman et al. [11] proposed an improved algorithm similar to EEMD, named as noise-assisted MEMD (NA-MEMD). This method combines the advantages of EEMD and MEMD with the addition of a Gaussian white-noise component, and it can effectively deal with a multi-channel nonlinear nonstationary signal and reduce the modal aliasing. Unlike EEMD, which directly adds noise directly to the signal, the auxiliary white noise added in NA-MEMD has an additional independent signal path, occupying a different subspace from the original signal. Therefore, the noise will not be mixed with the original data path and can create a filter bank structure that not only guarantees the separability and completeness of the original and noise signals in the decomposition result but also resolves the modal aliasing problem in the MEMD. The NA-MEMD method decomposes a signal into a sum of IMF components according to the local feature time scale of the signal. Different IMFs contain different characteristic time scales that describe the frequency components of the signal. At present, the NA-MEMD method is successfully applied to the field of biomedical [12] and vibration signal denoising [13] . However, it has not been applied in the field of fault diagnosis.
In NA-MEMD, the number of channels, noise amplitude, and number of directional vectors are all chosen empirically.
Very small noise power cannot form a quasi-binary filter structure with stable input data, resulting in poor robustness of the decomposition result. Increasing the noise power will enhance the quasi-binary filter bank structure of the input data. However, the oversized noise power can cause a mode-aliasing of the decomposition result. In the NA-MEMD application process, determining the variance of an auxiliary white noise is very crucial, which will directly affect the quality of the decomposition, and choosing an appropriate white-noise variance can avoid unnecessary modal aliasing and endpoint effects. Rehman et al. used a method based on human experience to determine the variance. However, the sensitivity of different frequency signals to a whitenoise variance was also different, which made the use of the NA-MEMD method inconvenient. Therefore, this paper presents a method of optimizing NA-MEMD using particle swarm optimization (PSO) [14] , [15] to solve the abovementioned problems, which eliminates the trouble of determining the variance of a white noise by multiple experiments and saving experimental time. In this paper, the PSO is improved by the method of particle velocity correction and mutation, which improves the convergence rate of PSO and reduces the probability of the particle falling into the local optimum.
Fault pattern recognition is another important part of fault diagnosis. At present, artificial-intelligence methods have been widely used in the field of fault diagnosis, such as fault tree [16] , expert system [17] , [18] , support vector machine [19] - [22] , artificial neural network (ANN) [23] - [25] , and others. Among them, ANN features the advantages of large-scale parallelism, redundancy, fault tolerance, intrinsic nonlinearity and self-organization, self-learning, and self-adaptive ability. It has been widely used in various fields. In Wang et al. [26] ' s research, convolutional neural network -based hidden Markov models are presented to classify multi-faults in faulty rolling element bearings. Experimentally verified that the proposed method has high accuracy and strong stability. Cai et al. [27] , [28] explained the development of fault diagnosis based on Bayesian Networks (BNs) and presented a general procedure of fault diagnosis modeling with BNs. Further proposed a new approach incorporating object-oriented Bayesian networks in the study of real-time fault diagnosis methodology of complex systems with repetitive structures and provides new ideas for the development of fault diagnosis. Shao et al. [29] introduced a novel fault diagnosis method for rolling bearing based on improved convolutional deep belief network with compressed sensing. Wang [30] developed a fault diagnosis framework based on Sparse No-Negative Matrix Factorization and Support Vector Data Description to solve rolling element bearing compound faults. A hybrid approach to fault diagnosis of roller bearings under variable speed conditions is proposed by Wang et al. [31] , based on computed order tracking (COT) and variational mode decomposition-based time frequency representation. Because of the subjectivity of fuzzy theory and the black box of the neural network, scholars have proposed a fuzzy neural network (FNN) which combines fuzzy theory with the neural network. It not only overcomes their disadvantages but also contains more data supervision learning that deals with the experience of knowledge, mathematical symbols, language-based online learning, and other functions, which has now become the focus of research. Zhang et al. [32] proposed a fault-diagnosis method based on an expert system, a fuzzy theory, and a back propagation (BP) neural network to improve the neural network convergence speed and diagnosis accuracy. The reliability of the proposed method was verified by a piston-engine experiment. However, this method requires a wealth of expert practical experience. Zhang et al. [33] established an FNN monitoring and management system by combining fuzzy classification and neural network. Then, using a fault-diagnosis experiment of the attitude control system, they verified that the FNN learning rate is faster than that of the BP neural network and improves the handling of nonlinear and nondeterministic factors. However, it still needed 479 iterations to reach the set error value. Qin et al. [34] proposed a fault-diagnosis method based on fuzzy theory combined with radial basis function neural network. The PSO algorithm was used to optimize the structural parameters of FNN for the fault diagnosis of a spindle servo system of computer numerical control machine tools. The experimental results showed that this method has higher faultidentification accuracy and stronger generalization ability. However, this method requires many training samples to train the neural network structure and is not suitable for a system with fault signal-acquisition difficulties. To solve the problem in which a large number of training samples are needed in the fault diagnosis of FNN, this paper proposes a method of fault diagnosis using improved functional neural fuzzy network (FNFN) as a fault diagnosis of a rolling bearing. FNFN is a combination of functional connected networks and FNNs. The outputs of functional connected networks are extended using appropriate orthogonal polynomials. In this study, trigonometric functions are selected as the basis functions. Because the trigonometric functions are more concise than the Gaussian functions, the calculation is faster and more convenient. Its main function is to increase the dimensionality of the input quantity and reduce the number of required fault samples, which is more suitable for practical application. Aiming at the problem that FNFN converges slowly during training and there is fluctuation, which affects the training accuracy, an improved FNFN structure is proposed in this paper. By adding a special state layer in the network, the speed of convergence is accelerated and the result of training precision is increased.
In this paper, a novel intelligent fault-diagnosis method for rolling bearing is proposed based on velocity modifiedmutation PSO, NA-MEMD, energy moment, and improved FNFN. First, fault data in the rolling bearing are reprocessed using the velocity modified-mutation PSO-NA-MEMD method. It is decomposed into three groups of IMFs. Each IMF component contains all the frequency components of the signal in turn from the high to the low frequency. Each IMF component has a certain physical significance. Its bandwidth is determined by the characteristics of the signal itself. When the bearing fails, the energy moment of the corresponding frequency band will accordingly change. The energy moments of the IMFs of the three types of data decomposition are calculated. The first three largest orders of energy moments of each type of data are selected to obtain the useful IMF components to form a fault feature vector. Then, improved FNFN is used as the fault classifier, and the fault feature vectors composed of the energy moments is used as the target input of the network. Finally, the working state of the rolling bearing is obtained.
This paper is organized as follows. In the second section, the NA-MEMD method and moment of energy are introduced. The method of optimizing NA-MEMD using optimized PSO is proposed. The feasibility of the optimization process is verified by numerical simulation, and the energy moment is obtained as a fault feature vector after optimization decomposition. The third section introduces the design of fault recognition based on improved FNFN. In the fourth section, the fault-diagnosis method mentioned in this paper is applied to an actual diagnosis of a rolling-bearing fault, and the proposed method is verified. The fifth section presents the conclusion of this article.
II. FAULT FEATURE EXTRACTION
In fault analysis, we need to extract the information related to a mechanical equipment fault from the state information and remove the redundant or interference information, which is very necessary to improve the accuracy of the fault diagnosis. For complex mechanical systems, its vibration response is generally the result of multiple vibration sources. To eliminate or suppress external and internal interferences, signalprocessing techniques are needed to highlight some of this useful information.
A. EMD METHOD
EMD is a new adaptive signal time-frequency analysis method based on the time scales of the local features of signals. It is based on the regional characteristics of signals and shows great advantages in dealing with nonlinear and nonstationary signals. Therefore, it is very suitable for processing vibration signals. The purpose of the EMD method is to decompose the complex signals using the method of sieving iteration to obtain a series of orthogonal approximate stationary time series that characterizes the time scale of the signal characteristics, which is called IMF. IMF contains different characteristic time scales to describe the frequency components of the signal, which can be expressed as a finite sum of IMFs, as expressed in the following equation:
In this equation, c i (t) represents the i th IMF, i = 1, 2, . . . , N , which contains the components of the signal from the high-to low-frequency band and can change with the frequency of the signal. r (t) is the residual function after decomposition, which represents the center trend of signal x (t). The specific steps of the EMD decomposition are presented in [8] .
B. NA-MEMD METHOD
When the traditional EMD method is used to analyze multichannel vibration signals, each signal should be separately solved. As a result, the number and scale of the IMFs decomposed by each channel are different, which is not conducive to simultaneous correlation analysis among multichannel signals and affect the accuracy of the fault diagnosis result. The MEMD method is a multivariable extension of EMD that can adaptively decompose multiple channel data. MEMD is different from standard EMD. It cannot directly define the local extremum and then cannot obtain the upper and lower envelopes through local extremum interpolation to calculate the local average [35] . MEMD treats I-ary time series as an I-dimensional vector sequence. The vector sequence is projected in different directions in the I-dimensional space, and the envelope of each projection vector is calculated. The mean value of these envelopes is the mean vector of a multiple time series, and the same scale decomposition of multivariate signals is then achieved. The emergence of the NA-MEMD method solves the problem of modal aliasing in MEMD decomposition. NA-MEMD-processed composite signals are composed of multi-dimensional signals and Gaussian white noise of independent channels, which makes full use of the binary-filter bank characteristics of MEMD when processing a white noise. An additional independent white noise is introduced to guarantee the separability of the IMF and noisy IMF components after MEMD decomposition.
The specific steps of NA-MEMD are described as follows:
, where q ≥ 1, the added n-dimensional auxiliary white Gaussian noise is {s (t)}
is the angle in the (r − 1)-dimensional sphere, where r = q + p. The vector along the direction given by angle θ l is denoted as
. , L and L denotes the total number of directional vectors.
Step 1: p-channel non-correlated Gaussian white-noise signal {s (t)} T t=1 = s 1 (t) , s 2 (t) , . . . , s p (t) , p ≥ 1 is generated. Its length is equal to original signal {V (t)} T t=1 .
Step 2: p-channel white-noise signal {s (t)} T t=1 is added to q-channel original signal {V (t)} T t=1 to form r-channel composite signal {y (t)}
Step 3: On the (r − 1)-dimensional sphere, we select an appropriate set of points based on the Hammersley sequence.
Step 4:
of r-channel signal
Step 5: Time t
corresponding to the extreme point of all
is obtained, where i indicates the position of the extreme point.
Step 6:
is obtained using multivariate spline interpolation.
Step 7: For L-direction vectors, the mean of the envelope curve is calculated as
Step 8:
is extracted, and we determine whether D (t) satisfies the stopping criterion [9] of multiple IMFs. If it does not satisfy, Steps 4-7 are repeated using D (t) as the initial data until the multivariate IMF stop criterion is satisfied. When D (t) satisfies the multivariate IMF condition, D (t) is a multivariate IMF component, and the residual function is calculated as R (t) = y (t) − D (t). By using R (t) as a new initial signal, we perform the abovedescribed steps for w times until residual function R (t) becomes a monotone function. When the IMF component can no longer be screened, the screening process is stopped. The (q + p)-dimensional IMF component is then obtained.
Step 9: In the (q + p)-dimensional IMF components, we discard the p-dimensional IMF components resulting from the decomposition of the auxiliary noise channel. Finally, we obtain the IMF components of the q channels from the original signal decomposition.
Because the noise signal has a separate channel and does not overlap with the original signal, the result is not affected by the additional noise decomposed by NA-MEMD. Thus, we need not worry about the residual noise contaminating the original signal. The number of IMFs in each channel obtained by decomposition is the same, and similar oscillation modes are located in the IMF of the same order, which is convenient for further analysis.
C. ENERGY MOMENT
The bearings have different energy distributions between normal and fault conditions. Under normal conditions, the vibration signal energy distribution is relatively uniform. When a local damage or wear occurs, a corresponding frequency band will appear in the corresponding resonant frequency. The energy will be focused on this frequency band, and the energy distribution changes. NA-MEMD is an adaptive decomposition method based on signal characteristics. The IMF contains the local features of the original signal. Therefore, the energy entropy of each IMF can be used as the fault feature vectors to determine the working status of the bearing and the type of fault [36] . However, this method ignores the nonlinear and unstable characteristics of vibration signals and does not consider the distribution characteristics of the IMF with a time scale. The extracted feature vector cannot accurately represent the fault feature. To more fully represent VOLUME 6, 2018 the fault information in the signal, this study uses the IMF energy moment as the fault feature vectors [37] . This method adds the time characteristic factor when the IMF energy is calculated. It considers not only the size of the IMF energy but also the distribution of the IMF energy over time. Therefore, it can more effectively and accurately extract the essential features of the signal, which helps in extracting fault features and improve the fault-diagnosis accuracy.
The steps for calculating the IMF energy moment are described as follows.
Step 1: The q-dimensional vibration signal is subjected to NA-MEMD decomposition to obtain N-order IMF components c 1 , c 2 , . . . , c N and residual function Res.
Step 2: Energy moment E n of N-order IMF components c 1 , c 2 , . . . , c N is calculated using equation (3), where n = 1, 2, . . . , N . Energy moment E R of residual function Res is calculated using equation (4) . If the signal is discrete, equations (5) and (6) are used in the calculation.
where T is the sampling period, K is the total number of sampling points, and k is the sampling point.
Step 3: To facilitate the processing in the subsequent fault diagnosis, (N + 1)-dimensional vectors
Therefore E 1 , E 2 , . . . , E N , E R is the extracted fault feature vectors.
D. VELOCITY MODIFIED-MUTATION PARTICLE SWARM OPTIMIZATION
The optimization method of the standard particle swarm algorithm is flawed, and it is very likely to miss the optimal solution due to the poor local optimization ability in the evolution of particle swarm. The global optimal particle can easily fall into the local optimum and the particle search is stagnant. Therefore, this paper proposes a velocity modified-mutation particle swarm optimization method. Firstly, the inertia weight speed formula was modified. Then, performing the mutation operation on a part of particle group which can expand the search space of particles and help the particle break through the obstacle to escape the local optimal.
Assuming a population of n particles X = (X 1 , X 2 , . . . , X n ) in a D-dimensional search space. The dimension of the solution space for the particle position or velocity component is d = 1, 2, . . . , D, and the particle number is i = 1, 2, . . . , n. The position of the i th particle in the d-th dimension is x id . The speed of the i th particle is
T represents individual extremum. Global extremum is p g = p g1 , p g2 , . . . , p gD T . The basic particle swarm algorithm speed and position update formula is as follows:
where, ω is inertia weight. k is the current evolutionary generation. c 1 and c 2 are speed update parameters. r 1 and r 2 are random number between [0, 1]. The inertia weight ω can balance the global and local optimization of PSO algorithm. A larger ω can improve the global search ability, while a smaller ω can enhance the local search ability. Therefore, this paper designs a nonlinear inertia weight update method:
where, K is the total evolutionary generation. ω max and ω min respectively represent the upper and lower limits of the inertia weight value. m is a constant and m = 3 in this paper. As can be seen from the above formula, the improved ω maintains a large value in the early stages of evolution to ensure the overall search strength of evolution. At the later stage of evolution, the value of ω becomes smaller. Therefore, increasing the ability of local search and accelerating the speed of convergence.
To prevent the particles from falling into a local optimum, the search scope of the PSO algorithm is further expanded as much as possible to maintain the diversity of particles. This paper uses the Gaussian mutation method to deal with the whole particle swarm. By changing a component of a particle, it will be changed to other particles in the range of selection according to a certain probability to complete the mutation operation of particles. When the fitness function of the whole particle swarm is better after the mutation, the mutation probability of the particle should be larger. And when the particle variation makes the whole swarm fitness function worse, then the probability of mutation of particles should be lower than the previous probability. Propose the mutation probability mp of particles in this paper is as follows:
where, I represents the total number of k th generation variant particles. mp k is the k th generation mutation probability and mp 0 = 0.5. J k p represents the indicator variable of the particle variation and is used to evaluate the effect of particle variation on particle improvement.
and G x k id represent the fitness values of x k id before and after mutation, respectively.
According to the mutation probability mp, the particle position is mutated using Eq.13
And σ is Gaussian white noise.
E. PSO-NA-MEMD
An ideal NA-MEMD decomposition result indicates that no modal aliasing and end-point effects are present. The main frequency distribution contained in the signal does not interfere with each other, and the addition of each IMF component can regain the original signal properties. When a signal contains only one type of frequency, its extreme point distribution is uniform, and the amplitude difference and spacing between adjacent points in the extreme point sequence respectively reflect the vertical and horizontal distributions of the extreme value. Therefore, the standard deviation of the amplitude difference and the spacing can be calculated to measure the uniformity of the extreme point distribution. On the basis of this feature, the present study designs the following PSO optimization method. First, select the IMF with greater energy moment that contains the main components of the signal. Then, we calculate the standard deviation of the difference between the horizontal and vertical coordinates of the extreme point in the IMF to determine the decomposition of NA-MEMD and use it as an index for the PSO optimization to find the optimal white-noise variance. Finally, we use this variance in NA-MEMD, re-decompose the signal, and determine the energy moment as the final fault feature vectors. The specific fitness value calculation steps are described as follows.
Step 1: According to the calculation method of the IMF energy moment proposed in Section II-C, the energy moments of the IMF components of the N order of the q-dimensional input signal are respectively calculated as
R , where m = 1, 2, . . . , q. We find the first three largest orders in the energy moment and use them to perform the next steps.
Step 2: In the n th IMF component of the m th signal in the q-dimensional input signal, all the maximum peak points and minimum point min are found, and the Q maximum and P minimum values are obtained.
Step 3: We calculate the difference between the horizontal and vertical coordinates of two adjacent large (small) points respectively as
In these equations, xpeak and ypeak respectively represent the horizontal and vertical coordinate sequences of the maximum value. xmin and ymin respectively represent the horizontal and vertical coordinate sequences of the minimum value.
Step 4: We calculate the standard deviation of Dv_xp (k), Dv_yp (k), Dv_xm (k), and Dv_ym (k). They are denoted as std_xp m n , std_yp m n , std_xm m n , and std_ym m n , respectively, and calculated as follows: (17) where std_p m n (std_m m n ) is the product of the standard deviations of the horizontal and vertical coordinates of all the maximum (minimum) values in the n th IMF component of the m th signal.
Step 5: The fitness value is calculated as
From Eq.18, we can observe that the smaller G is, the more uniform are the extreme points in the IMF. The smaller the signal fluctuation is, the weaker are the modal aliasing and end effect after the NA-MEMD decomposition and the better is the decomposition effect. Conversely, the larger G is, the worse is the decomposition. By considering this as the optimization objective of PSO, we find the minimum value and its corresponding auxiliary white-noise variance. This value is the auxiliary white-noise variance that can yield the best decomposition effect when the signal is decomposed by NA-MEMD. The proposed optimization process flowchart is shown in Figure 1 . The process of velocity modified-mutation PSO-NA-MEMD mainly contains the following steps:
1) Initialize parameters in the PSO: Size of population, speed update parameters, the maximum and minimum particle position and velocity.
2) Randomly initialize the position and velocity of each particle in the population.
3) Update inertia weight according to Eq. (10). 4) Speed updates and position updates based on Eq. (8) and Eq. (9) respectively 5) Calculate particle's fitness according to Eq. (18). 6) According to Eq. (11) to determine whether the need for mutation. If a mutation is needed, the particle is mutated in accordance with formula Eq. (13) . If no mutation is needed, step into the step 7.
7) Determine whether the stop condition is satisfied. The stop condition is that the value of the fitness function reaches the search accuracy or the number of iterations reaches the maximum number of iterations. If the stop condition is satisfied, stop the calculation and output the optimal result. If not, go to step 3.
8) Reset the NA-MEMD parameter with the obtained optimal parameters and decompose the signal.
F. NUMERICAL SIMULATION
To further verify the above methods, the following numerical simulation is carried out. We set the simulation signal as follows:
where f 1 = 6Hz, f 2 = 13Hz, and f 3 = 26Hz. To make the simulation approach the actual situation and to verify the feasibility of the PSO-NA-MEMD method for noisy signals, Gaussian white noise with a variance of 0.02 and a mean value of zero is added to x 1 (t), x 2 (t), and x 3 (t). It is then decomposed by NA-MEMD. The number of auxiliary whitenoise channels is two, and the variance is 0.6. The decomposition results are shown in Figure 2 , and the energy moment is shown in Figure 3 . The following parameters are selected for the velocity modified-mutation PSO searching: Speed update parameters: 1.4 Size of population: 15 Number of Iterations: 30 And the fitness function is adopted as Eq.18. Figure 2 shows that the IMF components of x 1 (t), x 2 (t), and x 3 (t) contain all the frequency components of the signal from high to low frequency. The frequencies of IMF7 and IMF8 of x 1 (t) are 13 and 6 Hz, respectively. The frequencies of IMF6 and IMF8 of x 2 (t) are 26 and 6 Hz, respectively. The frequencies of IMF6 and IMF7 of x 3 (t) are 26 and 13 Hz, respectively. In IMF6, IMF7, and IMF8, different degrees of modal aliasing and end-point effect exist. The fitness value is 0.8686. Thus, it has to be optimized to obtain better decomposition results.
We select the first two largest energy moments of x 1 (t), x 2 (t), and x 3 (t). They are the seventh and the eighth IMFs of x 1 (t), the sixth and eighth IMFs of x 2 (t), and the sixth and seventh IMFs of x 3 (t). We calculate fitness value G according to the procedure described in Section II-E and use it as the optimization objective. The variance in the auxiliary white noise is optimized by velocity modified-mutation PSO. We find out the minimum value of the fitness value and its corresponding auxiliary white-noise variance and then use this variance to re-decompose the signal using NA-MEMD. The evolution of the optimal individual fitness value in the evolution process of PSO is shown in the Figure 4 . The velocity modified-mutation PSO proposed in this paper is compared with the traditional PSO. The optimal individual fitness value of the traditional PSO is 0.3647 at the 27th generation, while the optimal individual fitness value of the improved PSO is 0.3426 at the 7th generation, and the corresponding variance is 0.1316. The result shows that the velocity modified-mutation PSO can jump out of the local minimum point and get better results, and the modification of the update formula can make PSO converge faster. Therefore, we choosing 0.1316 as the auxiliary white-noise variance, we reset the NA-MEMD parameter and decompose the signal again. The optimized results of the NA-MEMD decomposition and energy moments are shown in Figures 5 and 6 , respectively. As can be seen from Figure 5 , the modal aliasing phenomenon before optimization has been well suppressed. There are only some endpoint effects, and the signal fluctuations are stable. The two frequencies in each signal are successively distributed from high to low frequency in the two different IMFs, which are closer to the decomposition result under ideal conditions. The comparison of Figure 3 with Figure 6 shows that the energy moment of x 1 (t), x 2 (t), and x 3 (t) are more concentrated in the seventh and eighth IMFs, sixth and eighth IMFs, and sixth and seventh IMFs, respectively. The energy moments in the remaining IMFs are significantly reduced. This result further shows that the optimized NA-MEMD decomposition makes the signal frequency distribution more concentrated in the decomposition result and reduces the influence of the modal aliasing. This result demonstrates that the size of fitness value G can well reflect the decomposition result. In summary, the velocity modified-mutation PSO-NA-MEMD method proposed in this paper can quickly and conveniently find the correct auxiliary white-noise amplitude according to the actual signal, which not only avoids the trouble caused by the selection of artificial parameters but also ensures that the decomposition result is relatively optimal.
III. FAULT IDENTIFICATION BASED ON IMPROVED FNFN
Fault recognition is another vital part of fault diagnosis. It is essentially a typical pattern-recognition problem, that is, designing of various classifiers for state recognition. FNFN is an advanced neural network, which is a combination of functional connectivity and FNN. It is characterized by trigonometric functions to achieve expansion of the input variable function and is very suitable for the classification problems of more input variables. The first layer is the input layer. Its function is to extend the function using appropriate orthogonal polynomials. In this paper, trigonometric functions are utilized to expand the functions of the input variables, and the output is transmitted to the next layer. The network structure includes five layers: input (first), membership (second), fuzzy-reasoning (third), functional (fourth), and output (fifth) layers. This paper proposes an improved FNFN structure for the problem of slow learning speed in the FNFN training process. In the improved FNFN, the state layer is added. Different from the traditional feedback link, the feedback value is no longer the output of the layer at the previous moment, but is defuzzification and fuzzification of the output of the fuzzy reasoning layer and enters it into the fuzzy reasoning layer. The activation degree of each rule of the network at time k includes not only the activation value calculated from the current input, but also the contribution of all rule activation values from the previous moment. This network is more suitable for fault diagnosis of small sample, and improves the accuracy and learning rate of network identification, making it more suitable for engineering applications.
The signal propagation and basic function in each layer of the FNFN are introduced below.
A. INPUT LAYER
The i th node of this layer is directly connected to the i th component of the input sample, which passes N s input samples to the next layer. The input and output of each node in this layer are denoted as (20) where N in is the number of input nodes and N in = N s .
B. MEMBERSHIP LAYER
Each node in this layer represents a language variable value. The membership function value of input variable x i for the j th linguistic variable value is expressed as
where m ij and σ ij are the mean and standard deviation of the Gaussian in the j th membership function node with respect to the i th input variable, respectively. N hide is the total number of nodes in the membership layer.
C. FUZZY REASONING AND STATE LAYER
Fuzzy reasoning layer achieves the premise of the rules of reasoning. Each node of the layer is equivalent to a rule. This layer completes the fuzzy rule matching through the membership layer. The fuzzy operations are implemented on each node, multipliers are used to compute the antecedent of the matching fuzzy rules, and the applicability of each rule is calculated. In the state layer, defuzzification and fuzzification of the output of the fuzzy reasoning layer, and selects a sigmoid function as the activation function. Takes its output as a last-moment state change and enters it into the fuzzy reasoning layer. 
D. FUNCTIONAL AND POST-ORDER LAYERS
Trigonometric function orthogonal polynomial x, sin (x) , cos (x) is used to realize the expansion of input variables, and the output result is combined with the fuzzy reasoning layer and sent to the output layer. The input and output are expressed as
where Z = 3N s refers to the total number of basis functions. w lj represents the connection weight between basis function φ l and the j th output node of the functional connection network. φ l represents the l th basis function value of the input variable.
E. OUTPUT LAYER
This layer represents the final output of the FNFN. 
where v jr represents the connection weight between the output layer node and the post layer and N out is the number of output layer nodes. θ r = f 5 r , θ r and θ r represent the actual output and expected outputs of the network at output node r, respectively. The network error of node r is expressed as e r = θ r −θ r (25) We take the cost function as
Connection weight value v jr , w lj and membership function parameter m ij , σ ij in FNFN can be adjusted using the chain rule and gradient descent method. The specific adjustment process is described as follows.
1) Output layer: weight value v jr can be adjusted as follows:
The output-layer weight-learning algorithm is expressed as
2) Functional layer: Weight w lj (k) is adjusted as follows: 
The weight-learning algorithm of the functional layer is
3) Membership layer: This layer contains two parameters m ij and σ ij , which are adjusted as follows: The update rules of the membership layer parameters are
4) State layer: The two parameters of this layer are adjusted as follows: 
The update rules of the membership layer parameters are
The FNFN structure is shown in Figure 7 .
IV. EXPERIMENT AND ANALYSIS A. EXPERIMENTS BASED ON CASE WESTERN REVERSE UNIVERSITY BEARING DATA 1) EXPERIMENTAL DESCRIPTION
To verify the effectiveness of the proposed method in practice, data from the Case Western Reverse University bearing data center is used. The experimental platform is shown in the Figure 8 , including a 2 hp motor (left), a torque transducer/encoder (center), a dynamometer (right), and control electronics (not shown). Acceleration was used to collect vibration signals in the experiment and the sensor was placed on the motor housing by using a magnetic base. Acceleration sensors are installed at the 12 o'clock position of both the drive end and fan end of the motor housing. An accelerometer was placed on to the motor supporting base plate as well during some experiments. In this study, the drive-end bearing accelerometer data are used. The sampling frequency is 12000 Hz, the motor speed is 1730 rpm, the load is 3 hp, and the fault diameter is 0.021 mils. Three types of fault signals are collected in the experiment: outer-race, inner-race, and ball faults. Each fault type contains the base, drive-end, and fan-end accelerometer data. The relevant parameters of the data are listed in Table 1 .
2) FAULT FEATURE EXTRACTION
A total of 6000 sample points of the base, drive-end, and fanend accelerometer data in each type of fault are tested. Taking the failure of the outer-race as an example, the base, driveend, and fan-end accelerometer data of the outer-race fault are used as the input signals of NA-MEMD. We set the number of auxiliary white-noise channels to two, and the noise variance is 0.6. We calculate the energy moments of the decomposition results. The first-, third-, and fourth-order IMFs, the first-, second-, and third-order IMFs, and the first-, third-, and fourth-order IMFs of the three channels data are selected. We calculate the optimization metrics as described in Section II-E and then re-process the fault signals using the velocity modified-mutation PSO-NA-MEMD method. The particle swarm achieves the optimal point of 0.1503 at the fourth generation. The corresponding variance of this point is 0.2940, which is considered as the variance of the new auxiliary white noise in NA-MEMD. The fault signal is decomposed again, and the optimized decomposition result is shown in Figure 9 . Figure 10 shows the energy moment of the outer-race fault and Figure 11 shows the energy moment under healthy state. Compared with Fig. 10 and Fig. 11 , the frequency distribution of the signal changes after the failure of the bearing, which leads to the obvious change of the energy moment. Therefore, the energy moment can be used as the feature vector to diagnose the fault of the bearing. The energy moment is larger, indicating that the correlation between this IMF and the original signal is larger. Thus, more fault information is contained. To simplify the fault feature vectors and make full and effective use of the information in the energy moment under the premise of ensuring accuracy of the fault diagnosis, we select the first three largest energy moments in the base, drive-end, and fan-end accelerometer data. The fault feature vectors is formed using the value of the energy moment, which can more completely contain the faulty information and improve the accuracy of fault diagnosis. Each failure is chosen according to the above method. We select 80 groups of fault feature vectors for each fault condition as training samples of the neural network. 60 groups of fault feature vectors for each fault condition are used as test samples.
3) FAULT PATTERN RECOGNITION
We train the improved FNFN using the training samples obtained in previous section. The number of neurons in the VOLUME 6, 2018 Figure 12 .
In order to prove the superiority of the improved FNFN proposed in this paper over the traditional FNFN, the error convergence curve is shown in Figure 13 . To better observe the training process, the number of training times is selected 1000 times. As can be seen from the figure, FNFN has more oscillations in the training process. The improved FNFN oscillates less and converges much faster than FNFN. Therefore, the improved FNFN has advantages in convergence accuracy and convergence efficiency. This shows that the optimized FNFN learning ability has been enhanced and the accuracy is higher.
As shown in Figure 14 , the following six groups' experiments were done to verify the superiority of the feature extraction method proposed in this paper. 80 training samples and 60 test samples were randomly selected for each fault condition. Use EMD, EEMD or NA-MEMD methods to process training data and test data separately, and then calculate the fault feature vectors by distance evaluation technique or energy moment. In order to facilitate the comparison of experimental results, the improved FNFN-based fault classifier proposed in this paper was used for experimentation. As can be seen from the Fig.14 , the fault feature extraction method proposed in this paper obtains the highest diagnostic accuracy. EMD and EEMD can only deal with singlechannel signals, but it shows great limitations when dealing with multi-channel signals. It is impossible to decompose the components of the same frequency in each signal into the same-order IMF, and there is modal aliasing problem, which affected the result of the fault classification. And the distance evaluation technique only extracts the more sensitive features in the signal, which makes the fault information incomplete and causes the impact on the diagnosis result. Therefore, the fault feature extraction method proposed in this paper has obvious advantages.
To verify the superiority of improved FNFN in the fault pattern recognition compared with other neural network, simulation experiment is conducted. In the case where the training samples and the testing samples are the same, the network structures are compared. Calculate the diagnostic accuracy of different fault conditions separately. The comparison results are listed in Table 2 . In order to evaluate the applicability degrees of the proposed method in different failure suitable scenarios, calculate the accuracy of different fault conditions separately. OR, IR and BA in Table 2 represent outer-race, inner-race, and ball faults, respectively. Table 2 clearly shows that although the training time of improved FNFN is not the shortest, it can maintain high accuracy and speed of diagnosis under the condition of limited training sample. Compared with other neural network, the improved FNFN network structure not only reduces the training error but also improves the accuracy of the fault diagnosis. In the case where the number of iterations is the same, the FNFN training is faster than others and is more suitable for practical applications. The accuracy Acc (Z ) of fault diagnosis in this paper is calculated as follows: where Z is the total number of testing samples. s (z i ) is a sequence representing the diagnostic of test samples and expressed as
where di (z) is the diagnostic result of the fault classifier and ts is the classification of testing samples.
B. EXPERIMENTS BASED ON SHIP PROPULSION-MOTOR BEARING DATA
To further validate the method proposed in this paper, the vibration data of the propulsion-motor bearings in the rudder paddle compartment during a normal navigation of the ship were collected. The inner diameter of the experimental bearing is 140mm, the outer diameter is 280mm and the thickness is 85mm. Manufacturing fault point with fault VOLUME 6, 2018 diameter of 0.2mm. We collected the vibration signals of a bearing outer-race fault, inner-race fault and in a healthy state. A three-axis accelerometer was used as the sensor in the experiment. The X-axis of the sensor faced the bow, the Y-surface faced the ship-width direction, and the Z-surface was vertical. We installed two sensors, namely, S 1 and S 2 , at the upper and lower ends of the motor and bearing connections respectively, sensor S 3 on the deck next to the paddle, and sensor S 4 above the rudder paddle. Figure 15 shows the experimental apparatus. The time-domain plots of the collected multivariate signal under the healthy state are shown in Figure 16 . Because of the complicated working conditions and the vibration and noise around the test points, the test signal was first denoised. Next, we used the PSO-NA-MEMD method to optimize the decomposition of signals. The decomposition effect was the best when the auxiliary whitenoise amplitude was 0.001, and the decomposition results and energy moments under the healthy state are shown in Figures 17 and 18 , respectively. The energy moment in Figure 18 shows that the third-, sixth-, and seventh-order IMFs in S 1 and S 2 , the fifth-, sixth-, and seventh-order IMFs in S 3 , and the first-, third-, and fifth-order IMFs in S 4 contained the dominant frequency components in the signal. The figure shows that the main frequencies in the signal were all concentrated in their corresponding IMFs. Hence, the velocity modified-mutation PSO-NA-MEMD method has effectively enhanced the compactness at the same frequency and the separability among different frequencies. It also excellently distinguishes the capacity, which provides a strong guarantee for the accuracy of fault identification. Similarly, the calculation result of the energy moment of the inner-race fault is shown in Fig. 19 . Due to the limitation of space, the energy moment of the outer-race fault is no longer shown. Compared with Fig. 18 and Fig. 19 , it can be seen that the distribution of the energy moments of the different IMFs has changed significantly after the inner-race fault occurs. The energy moment can effectively distinguish the different states of the bearings. Therefore, the feature extraction method proposed in this paper is effective. The value of its energy moment is used as the eigenvector and input of improved FNFN. The number of neurons in the input layer is 12. The Fuzzy reasoning layer neurons are 26. The output-layer neurons are 2, and the output value range is [0, 1]. The numbers 100, 010 and 001 represent the codes of the outer-race fault, inner-race fault and in a normal state, respectively, and are used as the network output. Learning factors and inertial factors in the improved FNFN are 1.3 and 0.8. Trigonometric function orthogonal polynomial in the functional layer is chosen as [sin (x) , sin (x) , sin (x)].
For each type of fault, 100 groups of feature vectors were selected as training samples to train improved FNFN and other network. The fault-classifier based on improved FNFN and others training and the test results are listed in Table 3 . OR, IR and NO in Table 3 represent outer-race fault, innerrace fault and normal state, respectively. All the experiments are carried out under the same condition using the same data. We can clearly see from the comparison that improved FNFN is superior to others in terms of the testing time and accuracy. In actual conditions limited by a small training sample, the diagnosis based on improved FNFN can still ensure rapidity and accuracy. The results show that the method proposed in this paper also has good superiority in practical application.
From this result, we can see that the fault feature extraction method based on velocity modified-mutation PSO-NA-MEMD and the fault classifier based on improved FNFN proposed in this paper can be well applied to this experiment. We further proved that the proposed method has a strong generalization ability and is suitable for engineering application.
V. CONCLUSION
In this paper, a fault diagnosis method based on NA-MEMD and improved FNFN has been proposed to solve the problem of simultaneous acquisition of multiple sensors signals in bearing fault diagnosis. Using multiple sensors to collect signals from different positions of machinery can more comprehensively collect the mechanical operation status, and mechanical abnormalities can be promptly discovered. To solve the problem in which the variance of white noise added to NA-MEMD is difficult to determine, the velocity modified-mutation PSO-NA-MEMD method is proposed, which eliminates the issue of artificially selecting a whitenoise variance and improves the decomposition accuracy. The improved FNFN is proposed, which solves the problem of slow convergence in the traditional FNFN training process and improves the training precision. First, signals collected by multiple sensors are decomposed using the velocity modified-mutation PSO-NA-MEMD method to obtain multiscale IMF components. Then, the energy moment of the IMF component is calculated, and the first three largest orders are selected to form the. Finally, the fault feature vectors are classified using improved FNFN to complete the fault diagnosis. We used the bearing data from the Case Western Reserve University and collected the vibration signals of the propulsion-motor bearings in the rudder paddle compartment during normal ship navigation to verify the proposed method. Finally, compared the results with those of other classification methods. The results show that the proposed fault diagnosis method is superior to other method in terms of the training speed and diagnostic accuracy and shows good generalization ability, which is suitable for engineering application. 
