Abstract. We propose an r-variable version of Kostka-Shoji polynomials K − λµ for r-multipartitions λ, µ. Our version has positive integral coefficients and encodes the graded multiplicities in the space of global sections of a line bundle over Lusztig's iterated convolution diagram for the cyclic quiverÃr−1.
Introduction
Let G be a reductive complex algebraic group. According to G. Lusztig [9] , the ICstalks of G [[z] ]-orbit closures in the affine Grassmannian Gr G are encoded by the Kostka polynomials associated to the Langlands dual group G ∨ . According to R. Brylinski [4] , the same Kostka polynomials encode the graded multiplicities in the global sections of line bundles on the cotangent bundle of the flag variety of G ∨ . According to [2] , [5] , the IC-stalks of GL N [[z]]-orbit closures in the mirabolic affine Grassmannian of GL N are encoded by the Kostka-Shoji polynomials [16] . We note that the same Kostka-Shoji polynomials encode the graded multiplicities in the global sections of line bundles on a certain vector bundle over the square of the flag variety of GL N . This vector bundle is nothing but Lusztig's iterated convolution diagram for the cyclicÃ 1 quiver [11] . The higher cohomology vanishing of the above line bundles follows from the Frobenius splitting of this convolution diagram which in turn follows from the fact that the convolution diagram is related to a Bott-Samelson-Demazure-Hansen (BSDH for short) variety of affine type A [10] .
The dilation action of G m on Lusztig's convolution diagram extends to an action of G m ×G m which gives rise to a 2-variable version of Kostka-Shoji polynomials K λµ (t 1 , t 2 ) such that K λµ (t, t) = K λµ (t) (the classical Kostka-Shoji polynomial). Note that the realization of Kostka-Shoji polynomials via the IC-stalks on mirabolic affine Grassmannian cannot give rise to a 2-variable version since these stalks are pure Tate [2] , [18] , [5] .
The (multi)graded multiplicities in the global sections of line bundles on Lusztig's iterated convolution diagram for the cyclicÃ r−1 quiver are encoded conjecturally by an r-variable version of Kostka-Shoji polynomials K − λµ (t) [16] for r-multipartitions λ, µ. The higher cohomology vanishing is proved by the same argument as above. It would be interesting to find out if Lusztig's convolution diagrams for more general quivers are Frobenius split.
We are grateful to P. Achar, R. Bezrukavnikov, A. Braverman, B. Feigin, V. Ginzburg, S. Kato, A. Kuznetsov, L. Rybnikov, V. Serganova, T. Shoji, R. Travkin, M. Vikulina, L. Yanushevich for the helpful discussions. The study has been funded by the Russian Academic Excellence Project '5-100'. A. I. was supported in part by Dobrushin stipend and grant RFBR 15-01-09242.
2. Kostka-Shoji polynomials 2.1. Dominance order on multipartitions. We denote by P r N ⊂ Z rN the set of generalized r-multipartitions λ = (λ (1) , . . . , λ (r) ) such that for any s = 1, . . . , r the corresponding
N ) is a weakly decreasing sequence of integers of length N .
We order the entries of λ lexicographically as follows:
1 , . . . , λ
1 , λ
2 , . . . , λ
N . For any n = 1, . . . , rN we denote by Σ n (λ) the sum of the first n entries in the above order. We say that λ ≥ µ in the dominance order if Σ n (λ) ≥ Σ n (µ) for any n = 1, . . . , rN − 1, and Σ rN (λ) = Σ rN (µ). If λ ≥ µ, then α := λ − µ ∈ N rN −1 is the vector with coordinates (Σ n (λ) − Σ n (µ)) n=1,...,rN −1 .
2.2.
Partition function. Let δ n , 1 ≤ n ≤ rN − 1, be the base of N rN −1 . For 1 ≤ m < n ≤ rN we set α mn := n−1 l=m δ l . We define a finite subset R + r ⊂ N rN −1 of positive pseudoroots as follows:
where p d is the number of (unordered) partitions of α into a sum of d positive pseudoroots. We extend L r (t) from N rN −1 to Z rN −1 by zero.
We also introduce a multivariable version of L α r (t 1 , . . . , t r ) where the variables are numbered by Z/rZ = {1, . . . , r}. Namely, L α r (t 1 , . . . , t r ) = p d s∈Z/rZ t ds s where d = (d 1 , . . . , d r ) ∈ N Z/rZ , and p d is the number of unorderd partitions of α into a sum of positive pseudoroots having d s summands α mn with m = d s (mod r) for any s ∈ Z/rZ. Clearly, the restriction of L α r (t 1 , . . . , t r ) to the diagonal t 1 = . . . = t r = t coincides with L α r (t). We extend L r (t 1 , . . . , t r ) from N rN −1 to Z rN −1 by zero. 2.3. Lusztig-Kato formula. We set ρ = (N, N −1, . . . , 2, 1), and ρ = (ρ, . . . , ρ) ∈ P r N . Given λ, µ ∈ P r N we define K λµ (t) :
(t), the sum over the product of r copies of the symmetric group S N acting on (Z N ) r by permutations of entries of each composition. We also introduce a multivariable version
Clearly, K λµ (t, . . . , t) = K λµ (t).
Recall the Kostka-Shoji polynomials K ± λµ (t) [16, 3.1] . In case r = 1, K + λµ (t) = K − λµ (t) is the classical Kostka polynomial, and it was proved by I. G. Macdonald [12, page 243 
1 In case r = 2, the identity K + λµ (t) = 1 A similar identity for arbitrary finite root systems was conjectured by G. Lusztig [9, (9.4) . The following generalization of these identities for arbitrary r is supported by the calculations by L. Yanushevich for multipartitions of total size ≤ 7, using P. Achar's code [1] .
3. Lusztig's convolution diagram 3.1. A vector bundle over a flag variety. We consider the following ordered base of an rN -dimensional vector space C rN : v In the adjoint representation of GL rN restricted to B r N we consider a subrepresentation n r (of B r N ) spanned by the elementary matrices E mn , 1 ≤ m < n ≤ rN such that n − m = 1 (mod r). It gives rise to a GL r N -equivariant vector bundle
Note that when r = 1, the vector bundle T * 1 B N over the flag variety B N is nothing but the cotangent bundle. Let x 1 , . . . , x rN stand for the characters of the diagonal Cartan torus T rN of GL rN corresponding to the diagonal matrix entries. Sometimes, for 1 ≤ s ≤ r, 1 ≤ j ≤ N , we denote x r(j−1)+s by x (s) j . For 1 ≤ m < n ≤ rN we set x αmn = x −1 m x n . This is the weight of the elementary matrix E nm . This rule extends to a homomorphism
The symmetric algebra Sym
• n ∨ r is graded, and its character is a formal series in x 1 , . . . , x rN , t. In fact, Sym
• n ∨ r has a finer grading by N Z/rZ arising from a Z/rZ-grading of n ∨ r : deg E nm := m (mod r). Hence the character of Sym
• n ∨ r is a formal series χ in x 1 , . . . , x rN , t 1 , . . . , t r .
Proof. Clear.
Given a multipartition µ ∈ P r N , we consider the corresponding GL r N -equivariant line bundle O(µ) on B r N : the action of B r N on its fiber at the point B r N ∈ B r N is via the character (x
The pullback of O(µ) to T * r B r N will be also denoted O(µ) when no confusion is likely. We consider the equivariant Euler characteristic χ(
N n ∨ r stands for the vector bundle over B r N dual to T * r B r N . The N Z/rZ -grading of Sym
• n ∨ r gives rise to a N Z/rZ -grading of Sym
) is a formal series in x 1 , . . . , x rN , t 1 , . . . , t r .
Proof. Same as the proof of [4, Lemma 6.1].
Convolution diagram.
Recall the notations of [11, Section 1] . We consider the typeÃ r−1 cyclic quiver Q with the set Z/rZ of vertices, and with arrows s → s − 1, s ∈ Z/rZ. Let V be a Z/rZ-graded vector space such that dim V s = N for any s ∈ Z/rZ. Let i be a length rN periodic sequence (r, r − 1, . . . , 2, 1, r, r − 1, . . . , 2, 1, . . . , r, . . . , 1) of vertices, and let a be a length rN sequence (1, occurs with coefficient 1. Since ω is SL r N -equivariantly trivial, it has an SL r N -invariant nowhere vanishing section ̟, and we will look for the desired section φ in the form
To this end recall the decomposition k rN = 1≤s≤r V s of Section 3.4. Accordingly, we will write down the matrices A ∈ gl rN in the block form      for any ζ ∈ Γ(U, ω U ) where , is the pairing between the anticanonical and canonical bundles. One can check that resη| U is independent of the choice of σ, and for U ′ ⊂ U we have (resη| U )| U ′ = resη| U ′ , so the local sections resη| U glue to the desired resη. If we have a chain of smooth divisors Y ⊃ Z 1 ⊃ . . . ⊃ Z n we can iterate the above construction to obtain res :
There is a chain of smooth divisors We consider an open cell X := X r N × n r ⊂ T * r B r N ; we have X ∩ B r N = X r N . We will calculate residues on X, so in the definition (4.1) of the function f we will assume that g s are strictly lower triangular for any 1 ≤ s ≤ r. But for g ∈ U − N and A ∈ gl N we have ∆ j (gA) = ∆ j (A) for any 1 ≤ j ≤ N . Hence ∆ j (g s A s,s+1 g
Therefore, we can identify X ⊂ T * r B r N withX :
is the Lie algebra of B N and its nilpotent radical) so that f ̟ −1 | X =f̟ −1 |X . Here̟ is an SL r N -invariant nowhere vanishing volume form onX, and
According to [14, Theorem 3.8] , the chains of divisors required in the lemma exist for each factorX s ofX (that is,
s ) and section̟ s , and the required compatibilities hold. Hence the desired compatibility holds for their external product. [10] , [11] . We fix d = (d 1 , . . . , d r ) ∈ N Z/rZ , and consider a Z/rZ-graded vector space V = s∈Z/rZ V s such that dim V s = d s . Given a length ℓ sequence i = (s 1 , . . . , s ℓ ) ∈ (Z/rZ) ℓ and a length ℓ sequence a = (a 1 , . . . , a ℓ ) ∈ N ℓ such that n : sn=s a n = d s for any s ∈ Z/rZ, we consider the iterated convolution diagram
Recollections of
such that V n−1 /V n is an a n -dimensional vector space supported at the vertex s n for any n = 1, . . . , ℓ, and f = (f s : V s → V s−1 ) s∈Z/rZ is a Q-module structure on V such that f V n−1 ⊂ V n for any 1 ≤ n ≤ ℓ. The convolution diagram F i,a is smooth, being a vector bundle over a flag variety of GL(V) = s∈Z/rZ GL(V s ). We have a projection 
for any s ∈ Z. We consider a typeÃ d−1 affine Schubert variety Z formed by all the flags of lattices . . 
This projection is a fibration with a fiber isomorphic to a (finite) flag variety of type A.
Let us choose a base point K 0 • is identified with the affine flag variety of SL d . The simple reflections of its affine Weyl group are numbered by Z/dZ, and any finite sequence u = (u(1), u(2), . . . , u(k)), u(j) ∈ Z/dZ, gives rise to a BSDH variety D u → Fℓ projecting to Fℓ with connected fibers.
We consider a concatenated sequence u = (u ℓ , . . . , u 1 ) where for 1 ≤ n ≤ ℓ u n is a sequence of integers in the interval 
Cohomology vanishing
We say that a generalized multipartition µ = (µ (1) , . . . , µ (r) ) ∈ P r N is regular if for any s = 1, . . . , r we have µ Hence for any multipartitions λ ≥ µ we have K λµ (t 1 , . . . , t r ) ∈ N[t 1 , . . . , t r ].
Added in proof
Conjecture 2.4 is proved in [17] . Conjecture 6.2 follows from [15] (see [6] ). We are grateful to Wen-Wei Li and Yue Hu for bringing [15] to our attention.
