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Abstract: In this paper we consider various iterative methods for the numerical solution of very large, sparse linear 
systems of equations, which arise in the discretization of partial differential equations. As the performance of the 
methods generally depends on the characteristics of the problems to be solved, a judicious choice between the methods 
will require knowledge about the system. The aim of this paper is to review the properties of the various iteration 
methods, in order to assist the user in making a deliberate selection. 
1. Introduction 
In many situations iterative methods for the solution of large sparse linear systems may be 
preferred over direct methods, for one or more reasons: 
_ usually less memory requirements, 
_ often a sufficiently accurate approximation to the solution is obtained with less computational 
effort, 
- in general easier to program and to adapt to different types of problems. 
The main problem, however, is to make the proper choice among the available iterative methods 
for the problem at hand. Since the convergence behaviour of the iterative methods depends on 
the spectrum of the matrix of the linear system (or some related matrix) and since the methods 
themselves often require certain properties for the matrix, like e.g. diagonal dominance, the 
problem reduces to the identification of classes of linear systems for which a successful iterative 
method is known to exist. 
Even for the classes of linear systems that arise from finite difference approximation of certain 
partial differential equations the selection of a successful iterative method may be rather 
complicated, and, in many cases, comes down to trial and error. In order to assist the reader in 
finding his way through the jungle of iterative methods we have chosen to describe a number of 
robust methods and a number of possibilities to accelerate convergence. The methods are robust 
in the sense that for a certain class of matrices the user does not have to specify additional (often 
difficult to obtain) information, like values of eigenvalues or so. Since in many cases the problem 
of identification of a class of matrices, for which (fast) convergence is guaranteed, is not yet 
solved we report also on methods for which experiments give confidence in their potential 
success. 
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The contents of this paper are as follows. In Section 2 we give some notations and 
mathematical preliminaries. The iterative methods are described and briefly discussed in Section 
3. A well-known technique to accelerate convergence is known as preconditioning. The construc- 
tion of relatively simple preconditioning matrices is subject of Section 4. We have chosen to 
discuss only relatively simple preconditioning techniques since we have also applications on 
vector and parallel computers in mind. These aspects will be treated in a separate paper. Finally 
we comment on the occurrence of classes of matrices when discretizing partial differential 
equations by finite difference approximations in Section 5 and we present tables that help to 
make the choice in iterative methods and preconditionings for certain types of problems. 
2. Mathematical preliminaries 
Consider the system of N linear equations 
Ax=b, (24 
where b is a known vector, n is the unknown solution, and A is a sparse N x N matrix. We 
assume that the elements of A are not stored explicitly, but that there exists a recipe to compute 
the (non-zero) entries of A, and to form the product of A with an arbitrary vector of appropriate 
dimension. An iterative method generates, given an initial approximation x(O) to x, a sequence 
x(U, x(2) >***, which will hopefully converge to the solution x. Throughout it is assumed that x(O) 
be the zero-vector. This is not a restriction, as (2.1) could be rewritten like 
A(x - x(O)) = b - Ax(*), (24 
and instead of (2.1) the solution of (2.2) might be considered. 
A simple iterative technique consists of the Richardson-iteration (see e.g. Varga [33]) 
X(“+‘)=(~-~)X(“)+b, (2.3) 
from which it is easily seen that xc”+‘) is a linear combination of the vectors b, Ab, . . . , A”b. 
Definition 2.1. The space spanned by the vectors b, Ab, . . . , A”b is called the Kryiov subspace 
K(“+l)( A; b). 
Most iterative methods have in common that they select as iterates vectors from the Krylov 
spaces K(“)(A; 6) for n = 1 2 2 Y---T but they differ in the choice of the selection criteria. For 
example, one could choose the vector xcn+‘) E @“+‘)(A; b) such that the residual 
.(n+i) = b _ Ax(“+i) (2.4) 
is minimized in Euclidean norm. The drawback is, however, that the computation of the residual 
requires an additional matrix-vector multiplication. For an important, special class of systems 
this drawback can be circumvented by minimizing in a different norm. 
Definition 2.2. The matrix A is said to be positive semi-definite if 
A =AT, 
and 
(2Sa) 
(Ax, x) 2 0, Vx. (2Sb) 
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Moreover, A is positive definite if equality in (2Sb) holds for the zero-vector only. These 
properties will be denoted by PSD and PD, respectively. 
Definition 2.3. Let A be positive (semi) definite. Then the (semi) norm 1) . 11 A is defined by 
IIXlI.4 = \l(Ax,. (2.6) 
The discretization of the Poisson equation usually leads to a positive definite system of 
equations, but many other problems originating from partial differential equations yield unsym- 
metric systems. In these cases the matrix A can often be written as the sum of a positive definite 
matrix (reflecting the dissipative terms of the PDE), and an skew-symmetric matrix (from 
convection terms), i.e. 
A = (A +A=)/2 + (A -AT)/2. (2.7) 
This property is defined in: 
Definition 2.4. The matrix A is said to be positive real (PR) if its symmetric part (A + AT)/2 is 
positive definite. 
Finally we wish to mention that the accuracy of the approximation to the solution of (2.1) is 
determined by the relation 
,(n) _ X = -A-$(n) (2-g) 
provided that A is regular, from which an estimate could be made if some information about 
(1 A - ’ (I is available. In case A is singular, A - ’ should be replaced by the pseudo-inverse A +, 
under the additional requirement that system (2.1) is consistent. Such information could be 
generated during the iteration process [12,14], but often a priori knowledge exists. E.g., consider 
the time integration of the system 
u’(t) = f(u(t)), u(t) E R” x R” (2.9) 
with a suitable implicit one-step method (e.g. Euler, trapezoidal, midpoint), and suppose that f 
satisfies the contractivity condition 
(f(u)-f(u), u-V),<O, Vu, 21ERrn. (2.10) 
Let x stand for the exact solution of the (nonlinear) equations occurring in the applied one-step 
method, xc”) be an approximation to X, and r (n) the residual error. Then it is nowadays a 
standard result [6] that for a small constant C 
I] .XCn) - x (1 < c I] r(n) I]. (2.11) 
Hence a relatively small residual is then a convenient criterium for the termination of the 
iteration process. 
3. Iterative methods 
3.1. The conjugate gradient method 
Suppose that A is positive definite. Then, also its inverse A -’ is positive definite, and 
minimization of the residual in the norm (I * II A-l leads to the conjugate gradient method [lo], i.e. 
the iterate A?~+‘) satisfies 
I( b -Ad”+*) II A-1 G II b -AY II A-1, Vy E K’“+l’(A; b), (3.1) 
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or equivalently, 
II x @+r)-XIIA< 11 y-xl\., v’yEK(“+‘)(A; b). (3.2) 
The rate of convergence of the conjugate gradient method is known to be dependent on the 
distribution of the eigenvalues of the matrix A. Let A,, and A,, be the largest and smallest 
eigenvalue of the PD matrix A. Then, one has approximately 
11 dk) II = (1 - 2iiih,,/X,,,)k II r(O) II. (3.3) 
When the smallest (largest) eigenvalues lie isolated, the rate of convergence improves during the 
iteration process [28]. The condition number k(A) of A, which equals A,&,,, should in 
general be small to have fast convergence. However, in many applications, e.g. the discretized 
Poisson equation, A has a quite large condition number. Consequently, it is important then to 
modify equation (2.1) multiplying with a suitable preconditioner Q-‘, and solve the equation 
Q-‘Ax = Q-lb (3 -4) 
instead. The condition number of Q- ‘A may be considerably less than Amax/hmin, resulting in a 
significantly decreased number of iteration steps, at the cost of some additional overhead in 
constructing and multiplying with Q-r. In Section 4 we give a survey of several preconditioners 
which could be of value for the equations that we want to solve. 
The conjugate gradient method is not suitable for nonsymmetry problems, therefore we will 
now discuss methods that may be used in this case. 
3.2. Solving the normal equations 
One way to get around the difficulties caused by the unsymmetry of A consists in first 
deriving the normal equations from (2.1), 
ATAx = ATb, (3.5) 
and then solving this positive definite system using the conjugate gradient method. However, the 
condition number of ATA is the square of the condition number of A, so one might expect slow 
convergence and, in particular for ill-conditioned systems, roundoff may contaminate the results. 
The latter disadvantage is avoided in the LSQR method [21], which is equivalent in exact 
arithmetic. In the LSQR method the Lanczos algorithm is applied to 
(3.6) 
so it is not necessary to form the product ATA explicitly. The costs of the method per iteration 
are nevertheless increased by a factor two in comparison with an iteration for (2-l), as two 
matrix-vector multiplications are necessary now. 
Another disadvantage of these methods could be that a preconditioning for (3.5) and (3.6) 
could be more cumbersome than the one for (2.1) as these systems are less sparse, especially in 
the case of (3.5). However, the methods are guaranteed to converge anyhow (even in a finite 
number of iterations, neglecting round-off), so they might be of value in situations where other 
methods, that are cheaper per iteration step, fail. 
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3.3. The methods orthodir, orthomin and orthores 
In the previous subsection the equation (2.1) was modified to a positive definite system. The 
methods orthodir, orthores and orthomin [34] iterate on (2.1) but they use modified norms and 
inner products instead of the ones which occur in the conjugate gradient method. For example, 
let 2 be an arbitrary matrix such that ZA is positive definite (a possible choice could be 
Z = AT). Then, the vector _xY(~) defined by 
(3.7) 
is the n th iterate of the methods orthodir and orthomin, and it can be obtained from the 
Gale&in equations 
(ZA(X’“‘-X), y) =o, vyEK’“‘(A; b). (3-g) 
However, the Galerkin equations can be solved also when ZA is PR, which leads to recurrence 
relations of the form 
X(n+U = ,(n) + x&0, 
n-1 
q(“) = Aq(“-‘) + c j3n,iq(i) (orthodir), 
i=o 
n-1 
q’“) = rcn) + c an,;qci) (orthomin), 
i=O 
(3.9) 
(3 SOa) 
(3 .lOb) 
4 . 
(0) = p) (3.11) 
If both Z and ZA are PD matrices, then (3.10a) and (3.10b) reduce to three-term and two-term 
recurrence relations, respectively, which are equivalent to the conjugate gradient method. 
From the idealized forms of orthodir and orthomin, given by (3.9)-(3.11), one can derive 
truncated forms orthodir(s) and orthomin(s) by putting the coefficients p,,; and (Y~,~ to zero for 
i < k - s. This leads to an enormous reduction in the computational effort, and one can hope 
that for almost symmetric problems these coefficients are small anyway, as orthodir(2) = 
orthomin(1) = cg in the symmetric case (i.e. Z and ZA PD). It can be shown that the truncated 
versions also satisfy a minimizing property, 
l(X(n)--XllZA G II Y-xllza, VY=+), (3.12) 
where &‘) is a subspace of dimension (s + 1) of the Krylov subspace K”‘)( A; b). 
The method orthomin( s) seems the more attractive one, as the recurrence relation is simpler in 
the symmetric case. However, there are examples that the method breaks down if Z is not a PR 
matrix (see [34]). The method orthodir(s) can be applied for arbitrary matrices Z such that ZA 
is PR. Although the process may break down with q (n) = 0, this only occurs when the solution 
lies in K(“)(A; b), assuming exact arithmetic. Consequently, the exact solution could be 
recovered then from previous iterates when these are still available, or reconstructed by 
performing the iteration once more. Saad and Schultz [24] propose a more stable variant of 
orthodir, which they call GMRES. They show that truncated versions of this algorithm often are 
to be preferred over other methods. We finally remark that the convergence properties of these 
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truncated methods are not well understood, but numerical results of Axelsson are very promising 
[34,11. 
In the method orthores the recurrence relations, 
X(n+i+/ f 
n+l n+l,n dn) + 2 fn+l,;x(‘) (3.13) 
i=o 
are constructed such that the residual vectors rCn) are semi-orthogonal with respect to 2 
( Zdi), r(j))=O, j<i, (3.14) 
and this property remains valid for j 2 i - s in the truncated version orthores( s). If Z is positive 
definite, then the expressions for the coefficients y,+ i, f,, l,i greatly simplify because of the 
orthogonality of the residuals, so in that case the method could be preferred over orthodir and 
orthomin. If, moreover, ZA is also PD, then orthores(1) is also equivalent to the conjugate 
gradient method. However, the method might fail if ZA is not a PR-matrix (see [34]). 
In [34] some possible choices for Z are considered, e.g. Z = AT, Z = A + AT, Z = AT( A + AT) 
or Z = ATQ where Q is a preconditioner for (2.1). The methods orthomin, orthores and orthodir 
can also be applied to the systems which arise after multiplication with a convenient precondi- 
tioner (Jacobi, Gauss-Seidel, SSOR, ILU, ADI). The various options will be considered in 
Section 4. 
3.4. Bi-cg and cgs 
The bi-conjugate gradient method [8] constructs two sequences of residuals, r(“) and FCn), 
n =o, l,... which satisfy similar recurrence relations 
p’“’ = #.(n) + &#n-i), (3.15a) 
p, = ;(n) + Qp”, 
,,(n+i) = ,.(“) _ (II,AP(n), 
(3.15b) 
(3.16a) 
?(“+I) = ;(“) _ an~T’(“)_ (3.16b) 
The coefficients (Y, and /3,, are determined by the requirement that the vectors rci) and F(j), 
&“’ and a(i) are mutually orthogonal for i #j. When A is positive definite, and t-(O) = F(O), the 
algorithm reduces to the standard conjugate gradient method, and in that case convergence is 
guaranteed. It seems likely that convergence also occurs if A is almost positive definite. 
Otherwise the algorithm breaks down when one of the inner products used in the computation of 
the coefficients (Y,, and & becomes nonpositive. 
The explicit occurrence of AT in the computations can be considered as a disadvantage of the 
bi-cg method. Moreover, the fact that FCn) will hopefully converge to zero just as the sequence 
da) is not exploited in the algorithm. These disadvantages are circumvented in the conjugate 
gradient squared method [25]. The inner products used in bi-cg are rewritten using the equalities 
(F, rcn)) = (P,,(AT)ico), P,(A)r(‘)) = (;(‘), {Pn(A)}2r(0)). (3.17) 
The sequence { F’,(A)} 2r(03, n = 1, 2,. . . , obtained in this way will converge faster than the 
corresponding sequence P,, ( A) do) in bi-cg (if there is convergence at all), and no multiplication 
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with AT is required. Sonneveld [25] reports results on convection diffusion equations which 
compare favourably to a variant of orthomin. For implementations and numerical results see, 
e.g., [15]. Finally we remark that both algorithms allow for preconditioning. 
3.5. Chebyshev-iteration 
The elements of the Krylov space K(“‘( A ; 6) satisfy the relation 
y-x=P,(A)(x(O)-x) (3.18) 
for some polynomial P,, of degree n, with Pn(0) = 1. If P,, is suitably chosen, then y will be a 
reasonable approximation to the solution x. A good choice is a polynomial which takes on small 
values in the eigenvalues of A. The conjugate gradient method, for example, implicitly generates 
a sequence of polynomials which are optimal in achieving this in some sense. When the 
eigenvalues of A are known to be real, positive and lying in the interval [a, b], P, can be chosen 
as a shifted Chebyshev polynomial (see e.g. [33]), such that the maximal absolute value on [a, b] 
is minimal. Manteuffel[18] has proposed an algorithm which can be applied in the case where A 
has complex eigenvalues with positive real part. When all eigenvalues lie in an ellipse in the right 
half plane with centre d and foci d + c, d - c, then the rate of convergence is determined by 
(d-X)+ {(d-h)*-c*) ’ 
max 
h d+Jd2 ’ 
(3.19) 
The problem here is to find the optimal values of d and c, which parameters are necessary in the 
Chebyshev-iteration process. In the algorithm the eigenvalues of A are estimated during the 
iteration process, and the values of d and c are adapted accordingly. In practice the method 
often shows slow convergence (or even divergence) in the first iteration steps, which improves 
when better values of d and c are found. The method would suffer less from this drawback, 
when a large number of similar systems has to be solved, because then information about the 
optimal choices of d and c is already available from previous iterations. This situation may 
occur when the linear systems originate from the solution of time-dependent PDEs. 
We note that the eigenvalues of A are known to lie in the right half plane if A is PR. Of 
course, the method can be applied after a suitable preconditioning too. However, care should be 
taken in that the eigenvalues of the preconditioned system are also in the right half plane. A 
more detailed discussion is given in Section 4. 
3.6. Relaxation methods 
Let the matrix A be positive real, and let 
A=L+D+U (3.20) 
be a splitting of A in a strictly lower-triangular matrix L, a diagonal D and a strictly 
upper-triangular matrix U. Then for w sufficiently small the Jacobi overrelaxation method (JOR) 
can be applied 
#+I) = ,(n) + wD-‘(b _ Ax’“‘). (3.21) 
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Here, the admissible values of o depend on the eigenvalues of the Jacobi matrix Z - D-IA. 
Suppose these eigenvalues lie in a rectangle with vertices + pR + ipI. Then, 
( 1 if (2j.~,--1)~+4~+<1, 
w opt = 
i 
1-h 
(1 - y,R)* + El: 
if (2y, - 1)2 f 4& > 1, 
(3.22) 
w < w,, = 2Wopt. (3.23) 
We note that all eigenvalues of D-lA have positive real part as a consequence of A being PR. 
The SOR-method, which is based upon the Gauss-Seidel iteration method 
given by 
(cf. e.g. [33]), is 
(3.24) 
of I- D-‘A lie 
++I) = ,(n) + &-‘(b _ &“+I) _ DX(“) _ uX’“‘) 
The method is convergent if A is consistently ordered and if all eigenvalues 
within the ellipse 
( 1 
2 
pi+ 2_wa l4=1- 
Hence, there is convergence for 
W<Q,, = 2/G/( PI + /LZ). (3.26) 
The expression for the optimal relaxation factor is rather complicated in the case of complex 
eigenvalues. Moreover, in practice these eigenvalues are not known, so they must be estimated 
somehow. A possibility then is to use local relaxation, i.e. the relaxation factor is different for the 
various equations within an iteration step, and the eigenvalues are estimated using a local 
Fourier analysis with frozen coefficients. Botta and Veldman [4] report satisfactory results for 
JOR. 
(3.25) 
We remark that these overrelaxation methods can also be applied to splittings of the matrix A 
which are more general than (3.20), e.g. when D is a block diagonal matrix (BJOR and BSOR, cf. 
Varga [33]). The advantage will be that the eigenvalues of the block Jacoby matrix Z - D-IA are 
usually less in modulus than the corresponding ones in the strictly diagonal case, which leads to 
an improved rate of convergence. However, the complications arising from the inversion of the 
block diagonal matrix D may annihilate this improvement (see section 4.5). 
3.7. Summary of metho& 
Method Requirements Inner A AT Remarks 
Necessary Sufficient products 
cg a 
cg on ATA 
LSQR 
orthodir( s) b 
orthomin( s) b, c 
orthores( s ) b, c 
Chebyshev f 
SOR 
bi-cg 
cg s 
f 
a 2 1 0 conv. rate depends on k(A) 
2 1 1 conv. rate depends on k(A) * 
2 1 1 conv. rate depends on k(A) 2 
4 e 
d, e 
d, e 
s-t2 
s+3 
s+2 
0 
a 
a 
0 
2 
2 
2 0 
1 0 
1 0 
1 0 
1 0 
1 1 
2 0 
less sensitive to round-off 
additional Z required 
additional Z required 
additional Z required 
convergence depends on 
eigenvalue estimation 
eigenvalue estimation required 
conv./div. twice as fast as bi-cg 
Explanations: a: A is PSD, b: ZA is PR, c: Z is PR, d: Z is PD, e: ZA is PD, f: A is PR. 
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4. Preconditioning 
In this section we discuss the use of preconditioning with the aim of reduction of the number 
of iteration steps required to obtain a good approximation to the solution x of equation (2.1). 
The best preconditioner in some sense is given by the inverse of A (cf. equation (3.4)). Then the 
solution is attained in one iteration step. The amount of work to construct the inverse, however, 
will be excessively high in practical circumstances. Consequently, preconditioning must be 
regarded as a trade off between the cost of constructing and manipulating the preconditioner, 
and the acceleration of the iteration process. We will survey some preconditioning methods 
which have proved to be of value in the last decade. 
4.1. Scaling by the diagonal of A 
The simplest form of preconditioning is scaling of the rows and columns of the matrix A, with 
e.g. the intention of obtaining a unit diagonal, rows or columns of equal norm, or in special cases 
a symmetric system. The scaling by the diagonal of A is in some respects optimal, since it 
approximately minimizes the condition number of D-‘A among all diagonal scalings [26]. 
Forsythe and Strauss [9] proved that it is indeed the optimal scaling if A has property (A) [33, p. 
991. Scaling by the diagonal of A has also the advantage that within an iteration step the number 
of multiplications is reduced (see e.g. [19]). 
4.2. Incomplete LLT factorizations for PD matrices 
Let A be a positive definite matrix. An approved method for the solution of (2.1) is obtained 
using the Cholesky decomposition 
A = LDL=, (4.1) 
where L is a lower triangular matrix with unit diagonal elements. If A is a large sparse matrix 
this decomposition has a drawback, because in general L does not reflect the sparsity of A. It is 
observed however that the entries of L corresponding to the zero values of A are usually small. 
Hence, putting these entries equal to zero, may yield a reasonable approximation of A, 
A+R=iDiT, (4.2) 
where ]I R 11 is hopefully small compared to ]I A (I . 
In the incomplete factorization methods elements of L are replaced by zero during the 
factorization process. There is a choice, then, to allow for some fill-in. For example, if A is a 
sparse structured band matrix originating from the discretized Poisson equation, one could allow 
for the fill-in of s extra diagonals in L, leading to the IC(s) method [19,20]. Of course, IC(s) 
with s > 0 will yield a better approximation of A than IC(0) at the cost of increased storage and 
computation time. Meyerink and Van der Vorst proved that these factorization processes do not 
break down in quite general circumstances. 
Definition 4.1. A is said to be an M-matrix if A is nonsingular, the off-diagonal entries are 
nonpositive, and all entries of A -’ are nonnegative. 
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Table 1 
Eigenvalues for IC and MIC for a model problem 
IC MIC 
x1 0.0342 1.0 
A* 0.08179 1.0007 
&KJ 1.2045 9.0068 
Theorem 4.2. If A is a symmetric M-matrix, then for each set P c {(i, j) 1 i > j} there exists a 
unique factorization A = LDLT - R, such that 
lii=O if (i, j)EP, (4.3a) 
rjj=r/;=O if (i, j)4P. (4.3b) 
Further it is proved that the iteration process 
X(n+l) = ,(n) + (LDL=)-‘(.~ _ A~(“)) (4.4) 
converges under the conditions of this theorem. The eigenvalue ratio Xmax/hmin of ( LDLT)-‘A is 
usually much smaller than the condition number of the original matrix A (see e.g. [20], [30] and 
[2]), so an iterative procedure applied to 
( LDLT)-~AX = ( LDLT)-% (4.5) 
then converges faster than the same method applied to (2.1). In [20] examples of IC(s) combined 
with conjugate gradient are given. 
A slight modification of the incomplete factorization is obtained by lumping the neglected 
values of L to the diagonal [ll]. This so-called MIC factorization is feasible if A is a weakly 
diagonally dominant matrix. Van der Vorst [30] shows that this modification has a strong effect 
on the eigenvalue distribution of the preconditioned matrix. He presents an example for which 
the condition number for MIC is much smaller than for IC (see Table 1). 
However the smallest eigenvalues for IC lie more isolated which is in practise often more 
advantageously for conjugate gradient (see Section 3, after (3.3)). Axelsson and Lindskog [2,3] 
discuss a class of relaxed incomplete factorization methods (RIC) where the lumping of elements 
to the diagonal depends on a parameter w E [0, 11. For w = 0 IC is obtained, and o = 1 yields 
MIC. The parameter u is then chosen such that the condition number is small whereas the 
smaller eigenvalues remain reasonably isolated. Experiments suggest that values of o slightly less 
than 1 give quite good results. 
4.3. Incomplete factorization for unsymmetric matrices 
In the general case where A is an unsymmetric matrix, similar ideas as in Section 2 can be 
applied. E.g., for M-matrices the result of Theorem 4.2 remains valid. However, it is often 
difficult to establish A to be an M-matrix, especially if the off-diagonal entries are large 
compared with the diagonal. Moreover, proofs about the position of the eigenvalues are much 
more complicated or even not available. The factorization of the symmetric part A + AT may be 
an alternative, then. We quote the following standard results. 
H.A. uan der Vorst, K. Dekker / Conjugate gradients methocis andpreconditioning 83 
Theorem 4.3. The eigenvalues of (A + AT)-‘A have all positive real part 0.5. 
Theorem 4.4. If (A + AT)/2 IS an M-matrix, and LDL’ its incomplete Cholesky decomposition, 
then all eigenvalues of (LDL’)-‘A have positive real part. 
Consequently, Chebyshev iteration could be used in both cases. When the matrix-vector 
product (A + AT)-‘y can be generated efficiently, e.g. by a Fast Poisson Solver, the first 
possibility becomes attractive. Otherwise one may resort to an incomplete factorization of the 
symmetric part of A (for comparisons, see [29]). 
Now, let us consider a decomposition of A itself, 
A = LDU, (4.6) 
with U an upper triangular matrix with unit diagonal. Gustafsson [ll] states a result for the 
special case of A being (weakly) diagonally dominant. 
Definition 4.5. The matrix A is said to be weakly diagonally dominant ifaii > Cj 1 a, j 1, i = 1,. _ . , N. 
Theorem 4.4. Let A be weakly diagonally dominant. Then the modified incomplete factorizations 
LDU exist with positive diagonal matrix D. The same holds for incomplete factorizations of a 
diagonally dominant matrix A. 
For M-matrices a result of Van der Vorst [29] is useful: 
Theorem 4.7. If A is an M-matrix, then an incomplete factorization LDU of A exists, and all 
eigenvalues of (LDU) -‘A have positive real part. 
When A is not an M-matrix, the existence of an incomplete factorization could be doubtful. 
This situation may arise if the off-diagonal entries are large compared with the diagonal, e.g. 
when A is obtained from the discretization of first order derivatives with central differences. An 
alternative is then given in some situations by the decomposition 
A=LD-‘U-R, (4.7) 
where L, D, U and R satisfy 
diag(L) = diag(U) = D, (4.8a) 
lij=aii, uji=aji, i >j, (4.8b) 
diag(R) = (u - 1) diag(A) for some (J > 1. (4.8~) 
For (J = 1 the elements of D are all positive if A + AT is an M-matrix [29]. However, the factors 
L and U may be ill-conditioned when the skew-symmetric part of A is large, while A itself is 
reasonably well-conditioned. The ill-conditioning is prevented by choosing a suitable value of 
u > 1. For u sufficiently large, the elements of D will be comparable in size to those of L and U. 
Van der Vorst [29] gives an example for which an optimal value a,_, is determined from a 
quadratic equation. The number of steps in a Chebyshev iteration process then turns out to be 
minimal for values of u in the neighbourhood of this optimal value. About the applicability of 
these decompositions in combination with Chebyshev iteration Van der Vorst [31] states: 
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Theorem 4.8. If A + AT is an M-matrix, and if L,D,- ‘U, is the incomplete decomposition of 
A + (u - l)diag( A) according to (4.7), then there exists a a0 > 1 such that the eigenvalues of 
(L,D,-%‘,)-‘A h ave positive real part for u Z a,. 
In practical applications it is, of course, not clear whether the given u satisfies the condition of 
this theorem. Moreover, it is hard to determine anything like aOr,, when the elements of A do not 
originate from a constant coefficient model problem. Therefore, the following parameterless 
decomposition, denoted by L ,,D&Y,,, is a useful alternative in those situations. 
Form LD-‘U according to (4.8), (4.9a) 
Replace the diagonal entries of L, D, U, 
during the computation of D from (4.8c), by 
i 
k-l 
d,=max d,,, c 1 ‘k, 1) 2 1 akji (4.9b) 
j=l j=k+l 
Although there is no theorem available stating that the eigenvalues of ( LEQD&TEa)-?4 have 
positive real part, results in combination with Chebyshev iteration are promising [29, 311. 
We finally remark that the versions of the decompositions which allow for no fill-in can be 
implemented in the conjugate gradient method or the Chebyshev iteration 
increase in computational effort when compared with the unpreconditioned 
the same is true for cgs and bi-cg [15]. 
almost without an 
process [7,29], and 
4.4. Summary of preconditioners 
Method A symm. Requirements Eigenvalues of A -‘A 
Ws) 
MIC(s) 
RIC( w ) 
RIC( w) 
ICon A+AT 
Cholesky on A + AT 
MI LD-‘(I 
I LD-‘U 
L,D;‘U, 
LCD,-%, 
L,D,-‘U, 
L EQDEQUEQ 
Y 
Y 
Y 
Y 
n 
n 
n 
n 
n 
n 
n 
n 
A M-matrix 
A weakly diagonally dominant 
A M-matrix (w < 1) 
A weakly diagonally dominant (w = 1) 
A + AT M-matrix 
A PR 
A weakly diagonally dominant 
A M-matrix 
L, and U, could be ill-conditioned 
A + AT M-Matrix; estimation of o required 
Estimation of (r required 
A>0 
A>0 
A>0 
A>0 
ReA>O 
Re h = 0.5 
ReX>O 
Re h > 0 for u > u0 
4.5. Other preconditioners 
When we are willing to spend more computational effort in the construction of the precondi- 
tioner, other methods come into view. For example, incomplete block factorizations [5,3], line 
relaxation methods, alternating direction methods [33]. Experiences indicate, however, that the 
block incomplete preconditioners for 3D problems are less promising than they seem to be for 
2D problems [17]. In those methods a (simple) implicit system must be solved in each iteration 
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step. Although the solution process can be implemented almost as efficient as ordinary matrix- 
vector multiplications on scalar computers, for vector machines the inherent recursion is often a 
serious drawback. Therefore, it is expected that the possible gain in the convergence acceleration 
is contaminated by the slow calculations within the iteration steps. 
5. What to do in practical situations? 
Although it is often not clear which method is optimal in many cases, we will try to provide 
some knowledge and some guidelines in this section. 
5.1. Self-adjoint elliptic partial differential equations 
The standard 5-point finite difference discretization of a self-adjoint elliptic partial differential 
equation, like, e.g. 
(a(x, y)u:):- (b(x, y)u;)k+c(x, y)u=f(x, y), 
with boundary conditions of the form 
(5 -1) 
4x9 v>u + P(% Y)% = Yh y), (5 -4 
over a rectangular grid leads to a linear system Ax = b. We assume that a, b > 0 and c > 0. In 
this case, when both c and (Y are not identical to zero along the complete boundary, A is a 
symmetric M-matrix (and hence A is PD). The linear system can be solved by the conjugate 
gradient method and a (modified) incomplete Choleski decomposition can be used as a 
preconditioner. When (Y vanishes along the entire boundary, and c is identically zero then we 
have a pure Neumann-problem. In that case A is singular, however it is proven in [16] that an 
incomplete decomposition exists, and Ax = b can still be solved by the (preconditioned) 
conjugate gradient method. Care must be taken that b is in the span of the columns of A, which 
can be done by simply removing the null space component of b with respect to A. For details, 
see [16]. 
When the coefficient c is negative, then A is not necessarily positive definite and an 
alternative might be to solve implicitly the normal equations ATAx = AT6 (see e.g. [21]), using 
the conjugate gradient method. Another possibility is to use a Lanczos-type method, i.e. to form 
a basis for the Krylov-space, to project the given linear system on this space and to solve the 
projected system (see, e.g. [23], [22] and [32]). 
5.2. Non-symmetric problems 
Partial differential equations with first order terms which cannot be written in the form (5.1), 
usually lead, after discretization, to non-symmetric linear systems. As an example consider the 
convection diffusion equation 
-cAu+d(x, y)u:+e(x, y)u;=f. (5.3) 
If one uses central differences for the first order derivative terms then the grid spacings can be 
chosen so small that all off-diagonal elements in A are nonpositive. In that case A is an 
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M-matrix and one might use, e.g. the preconditioned Chebyshev iteration method, some 
truncated orthogonal method I&e orthomin, GMRES or the cgs method. 
Often it is not very practical to choose the grid spacings so small as to have an M-matrix as 
the resulting matrix. Unless d and e vary wildly with respect to the given grid one has then the 
situation that A + AT is an PD M-matrix and one could use one of the orthogonal methods or 
the Chebyshev method with a preconditioning based upon (approximate) inversion of A + AT 
(see [29]). It is also possible to use a stabilized incomplete decomposition of A itself and to apply 
the preconditioned Chebyshev iteration (or to solve the normal equations). In [29] and [31] 
several variants are discussed and compared. 
Another way to avoid problems in A is to use one-sided differences, such that the diagonal 
elements in A increase, compared with the terms coming from the CAM part. In this case A is still 
an M-matrix and, e.g., without any problem an incomplete LU decomposition can be con- 
structed as a preconditioner for the orthogonal methods or the Chebyshev method. In [29] 
experiments are reported which show that central differences may lead to both less iterations and 
a smaller discretization error. 
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