Protecting consumption from the effects of uninsured risk is vital for rural farming households, who tend to be poor and live close to subsistence level. Income uncertainty and habit formation play important roles in the consumption and savings. Variability in weather conditions has a strong linkage with variability in agricultural income in developing countries. This study analyzes consumption and saving decisions of rural farm households in India.
consumption growth should be sensitive only to increases in income because consumers can smooth consumption by using savings if they expect future revenues to decrease.
In contrast, consumers with access to credit would follow a conventional life-cycle model prediction. However, empirical evidence reveals a deviation from this prediction. For example, Garcia, Lusardi, and Ng (1997) and Shea (1995) found that, for credit-unconstrained consumers, the level of consumption is affected by the negative realization in income. A plausible explanation for such an anomaly is the presence of asymmetric preferences. If preferences exhibit inertia, typically in the case of habit formation, studies (Deaton, 1992; Meghir & Weber, 1996) show that households adjust their consumption, but slowly. Only a few studies have examined consumption decisions in the presence of habit formation and income uncertainty.
1 For example, Alessie and Lusardi (1997) concluded that consumption depends not only on permanent income and income risk but also on past consumption-a case of habit formation. However, Guariglia and Rossi (2002) pointed out that a negative exponential utility function is not a good representation of preferences because it does not rule out the possibility of negative consumption. Guariglia and Rossi's (2002) presentation of the utility model is based on the generalization of Weil's (1993) model 2 and accounts for habit formation. Using this generalized model and panel data from British households, Guariglia and Rossi (2002) estimated changes in consumption. However, it should be noted that Guariglia and Rossi (2002) examined mostly urban households in England, and the income risk of urban households may be less than that of rural households, especially rural families involved in farming as a way of living. Recall that income from farming is risky and is significantly affected by uncertainties in weather conditions (Mishra & Goodwin, 1997) . Finally, weather risk is a primary source of fluctuations in income for rural households in developing countries (Morduch, 1995) . Interestingly, a few studies have examined the consumption-savings responses in the presence of uncertainties in farm income. For example, Kochar (1999) examined consumption-savings behavior in the face of crop income shocks in agriculture using longitudinal data. The author found that rural households may respond to crop income shocks by increasing their market (off-farm) hours of work. However, the author stresses that empirical results need to be confirmed with a larger sample size. Earlier, Paxson (1992) examined farmers' savings behavior as a response to rainfall shocks, with an assumption that variable rainfall resulted in variable household income in rural Thailand. With rainfall shocks as a proxy for income variability, the author's findings suggested that farmers have a higher propensity to save out of transitory income than farmers who do not experience rainfall shocks. However, Paxson (1992) stressed that income variability from panel data would have been a better indicator of income risk. We overcome this limitation in our study.
Finally, we cannot discount the importance of investigating the consumption-savings behavior of rural households in developing countries 3 because it has both micro-and macro-level implications. For example, if the behavior is based on saving and non-saving (spending) rates of farmers in low-income countries like India, in particular, weather variability also plays a significant role in the income and consumption behavior. Additionally, in rural areas with low or no irrigation facilities (Hussain & Hanjra, 2004) , with a lack of proper storage and processing infrastructures (Abass et al., 2014) , agricultural production depends highly on weather conditions. Further, Mondal et al. (2014) and Lobell, Schlenker, & Costa-Roberts (2011) argue that India is one of the most vulnerable countries to future climate changes. Recall that variability in weather conditions has a strong linkage to variability in agricultural income in rural areas. Protecting consumption from weather's effects on agricultural profits is therefore vital for farming households living close to subsistence level-especially in India. If farm families can save and non-save (spend) while adjusting consumption by a one-to-one ratio, then policies concerning income variability may be less relevant. Additionally, farm households behave differently under weather and income uncertainties (Paxson, 1992) than they behave when weather and income are certain. The share of savings out of consumption under uncertainty could be a good guideline for policies aimed at supporting rural households and attaining food security, income generation, and poverty alleviation. In that, we also cannot undermine the importance of an appropriate model and data to examine consumption-savings behavior. Our study overcomes the limitation by examining the rural Indian households' consumptionsaving behavior and analyzing the effects of annual and seasonal weather risks-proxy for farm income risk (income risk from agricultural production) on savings. To accomplish this, we use panel data of 2009 to 2012 from rural Indian households. First, we estimate our model using a consumption-savings model, a Euler equation that accounts for habit formation. Through this model, we tested for precautionary savings motives. Second, we estimate households' actual savings behavior under annual and seasonal weather risks. Specifically, we estimate two savings models under two different risks by treating savings as a function of past savings, past incomes, weather risk, and demographic factors.
| ROLE OF WEATHER IN INDIAN AGRICULTURE
Located to the southeast of the Eurasian countries, India is a fast-growing country. Its population is growing by 1.2 percent a year based on 2016 statistics (the population in 2016 is 1.3 billion). However, about 69 percent of the population still lives in rural communities, and the majority of rural households (55 percent) depend directly on agriculture for their livelihood (Government of India, 2013) . Agriculture is an important sector of the economy, accounting for about 14 percent of GDP and 11 percent of the country's exports. About 56 percent of India's land mass is agricultural, and only 43 percent is net cultivated area; 60 percent of India's total cropped area is still rain-fed and therefore depends on the monsoon (Kumar et al., 2014) . The impact of climate change on agricultural production can adversely affect global food security in four ways: food availability, food accessibility, food utilization, and food system stability. High variations in environmental factors such as temperature and rainfall, for example, can negatively affect crop growth, although certain crops may be positively affected by changes in these environmental factors. Therefore, changes in climatic variables can have a negative impact on output, income, and food security (Greg, Bnam, William, & Duru, 2011) .
Although food grain production has grown substantially, the weather pattern in India varies significantly. India experiences significant annual variations in summer monsoon rainfall. Variability in rainfall is regarded as the primary cause of yearly fluctuations in crop yields; it is more relevant when considering food grain production on an aggregate scale. More subtle variations in weather during critical phases of crop development also can have a substantial impact on crop yields. Additionally, cultivated areas are subject to a broader range of influences, including changes in agricultural commodity prices, costs of input, and availability of irrigation. Finally, climate may have indirect and possibly lagged influences on harvested and cultivated areas (Khanal, Mishra, & Bhattarai, 2017) .
Monsoon season starts in late June or July, and Indian agriculture then highly depends on the southwest monsoon. The southwest monsoon is critical to Kharif crops (those with a growing season from June to September), which account for more than 50 percent of India's food grain production and more than 65 percent of its oilseed production. Variability in the southwest monsoon over India has a strong impact on the variability of aggregate Kharif food grain production (Gadgil, 1996; Webster et al., 1998) .
The Rabi growing season starts after the summer monsoon season and continues until the following spring or early summer. Rainfall occurring at the end of the monsoon season provides stored soil moisture and irrigation water for Rabi crops, which are sown in the post-monsoon season (October-November). Therefore, the summer monsoon is responsible for both Kharif and Rabi crop production in India. The northeast (winter) monsoon contributes substantial rainfall in much of states like Tamil Nadu and Andhra Pradesh, permitting production of rain-fed crops during the Rabi season. More subtle fluctuations in weather during critical phases of crop development also can have a substantial impact on yields.
For both seasons, weather variability is regarded as the primary cause of year-to-year fluctuations in yields. Shortfalls in rainfall can reduce irrigation water supplies, leading to reduced areas under irrigated crops and potentially increased areas under rain-fed crops in the subsequent season. Variations in rainfall during the monsoons affect India's total food grain yield and the country's economy (Krishna, Rupa, Ashrit, Deshpande, & Hansen, 2004) . The authors point out that more than 60 percent of the cropped area in India still depends solely on monsoon rainfall, with the poorest farmers practicing rain-fed agriculture. Finally, Krishna et al. (2004) conclude that crop response to monsoon rainfall does have some predictability. A difference in rainfall or temperature from normal conditions reduces yield and the net income of farmers.
| LITERATURE REVIEW

| Consumption and habit formation
Habit formation was first introduced in the context of demand analysis (Pollack, 1970) and is mainly of two types-myopic and rational. In myopic habit formation, consumers are not aware of the effects that their current consumption decisions will have on their future marginal rates of substitution between goods. Consequently, their behavior may be time-inconsistent. In rational habit formation, consumers are aware of the habit-forming effects of their current consumption. Empirically, findings are mixed-for and against-regarding the predictions of lifecycle models. Among reported anomalies from the prediction of the life-cycle model, habit formation is one of the convincing arguments to justify consumers' slow adjustments (Meghir & Weber, 1996) . Habit formation relies on the idea that one's past consumption might affect the utility one obtains from current consumption. Moreover, some anomalies in macro-level models that contrast with permanent income prediction can be resolved when allowing for habit formation. For example, Carroll, Overland, and Weil (2000) showed that "high growth leads to high saving"-a consistent finding with the standard growth model-and is realized when accounting for habit formation. In contrast, results were inconclusive in the absence of habit formation information. Although interest has been increasing in habit formation in theory and evidence based on aggregate data, a limited number of studies have used micro-level data to examine this behavior.
One common approach in microeconometric studies to test for the presence of habit formation is through the Euler equation. Guariglia and Rossi (2002) derived a closed-form solution of the model under uncertainty while accounting for habit formation. They also tested the model using a British household panel survey and found significant evidence of habit formation. Rhee (2004) and Alessie and Teppa (2010) found evidence of habit formation using household-level data from Korea and the Netherlands, respectively. In contrary, Dynan (2000) used household-level Panel Study of Income Dynamics (PSID) data, 1974 to 1987, in the United States and found no evidence of habit formation. 4 However, it should be noted that a limited number of studies (Guariglia & Rossi, 2002; McKenzie, 2001 ) have taken habit formation into account when examining consumption and precautionary savings motive. Our study aims to contribute to this limited empirical literature using panel survey data from rural Indian households. To the best of our knowledge, none of the previous studies have examined the consumption response and precautionary savings behavior in the presence of risks in agricultural and nonagricultural incomes. Additionally, the period analyzed is of particular importance because both consumption and income have grown rapidly in India over the two decades: 1990s and 2000s.
| Consumption and savings in rural India
The economic reforms following the macroeconomic crisis of 1991 to 1992 marked a significant change in India's economic landscape. Growth certainly has accelerated, with GDP per capita rising by 4 to 5 percent since 1991. However, Datt and Ravallion (2002) question the gains from higher growth rates when it comes to the rural population. Following the economic reforms initiated in 1991, savings performance has been the subject of a prominent policy debate in India (Athukorala & Sen, 2002) . People in both rural and urban areas of Asia prefer to save more in physical assets than in financial assets (Jha, Prasad, & Terada-Hagiwara, 2009 ). Indian data shows an overwhelming preference for household savings in physical assets rather than financial ones, owing to better returns. However, the national growth, savings, and consumption figures may not reflect those of the farming sector, because this sector has poor economic performance. For instance, in rural areas, 73 percent of savings is on land, and 21 percent is in buildings.
5 After investing in land and buildings, people prefer to invest in livestock and poultry, agricultural machinery and equipment, and nonfarming business equipment before they think of investing in financial assets. It comes as a no surprise that a reduction in pervasive rural poverty in India is subject to question despite an overall economic growth (Landes & Burfisher, 2009 ). Spending on food accounts for 47 percent of India's private consumption expenditures on goods and services, but in rural households, it accounts for a larger share of total household spending (Khanal, Mishra, & Keithly, 2016) . There are significant differences in rural and urban sector growth, consumption, and expenditures. For example, 75 percent of the rural households earn less than Rs. 5,000 per month 6 and the rural poverty rate is about 26 percent, compared with 25 percent of urban households earning Rs. 11,143 per month and only 14 percent urban poverty rate (Government of India, 2011). Although monthly per capita consumption in urban India grew 54 percent in the 1993 to 2012 period, growth in per capita consumption in rural India over the same period was significantly lower at about 37 percent (Government of India, 2013 . However, rural India has experienced a higher growth in per capita consumption than urban India has experienced. For instance, Figure 1 shows that the growth in monthly per capita consumption in rural and in urban India, over 2005/2006 to 2012 period, has been very close (22 percent vs. 27 percent, respectively, Government of India, 2014). Additionally, demand for precautionary savings for rural Indian households is expected to rise with uncertainties in future income. In rural agricultural households, uncertainties mainly come from variabilities in both agricultural and nonagricultural income.
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| THEORETICAL FRAMEWORK
Let us assume that the household maximizes the utility function U, a constant relative risk aversion (CRRA) in which preferences are characterized by constant elasticity of intertemporal substitution (equal to 1/α). Let us denote consumption, total assets (resources), and income at time t as c t , a t , and y t , respectively. Let δ and R represent subjective discount and interest factors, respectively. The utility function can be shown as:
Equation 1 can be represented in the following recursive form:
An individual household maximizes utility function subject to the yearly budget constraint.
lim i!1 R Ài a tþi ≥ 0 by transversality condition.
Let us now introduce uncertainty into the model by assuming a stochastic process for income that takes the following AR(1) with drift form.
y t+1 and y t represent incomes in t + 1 and t periods, respectively.ŷ is the predicted component of income, and the error term ε t+1 is assumed to be i.i.d. normally distributed with mean 0 and variance σ 2 Now assume that β represents the attitudes towards the risk, a constant positive coefficient of absolute risk aversion. Similar to Weil (1993) , we also assume isoelastic utility preferences intertemporally but exponentially in risk dimensions. In this framework, the certainty equivalent utility of a lottery yielding a random utility U″ is U′ as follows:
where E represents expectation conditional on information available at time t, which follows:
Let us use the notation U 0 c
as the certainty equivalent of the time t + 1 utility, conditional on the information available at time t. Now, the utility maximization can be shown as a recursive way, which representing an aggregation of the current consumption c Ã t and the certainty equivalent of future utility.
The optimal solution of the above equation subject to budget constraint and transversality condition can be characterized by a value function in Bellman equation framework
The optimization solution of this Bellman equation leads to the following closed form for c t (for detailed derivation, see Guariglia & Rossi, 2002) .
This generalized consumption function represents three components: level of income and total resources component (a t ,y t ,ŷ); precautionary savings component (ε*); and past consumption component, representing habit formation (the term in c t-1 ). From the above equation, note that if γ = 0, preferences exhibit no habits, while a higher γ indicates the higher importance of habits in influencing optimal consumption. Also, note that under no uncertainty and no habit formation (γ = 0), we are left with the usual closed-form solution for consumption obtained in life-cycle/permanent income model. The precautionary component is given by:
As we can notice from Equation 9, the presence of habits affects optimal consumption not only through c t-1 , but also indirectly through making the precautionary component smaller. To derive an empirical Euler equation of consumption in simple form, assume δR = 1. Now, we obtain:
where ε t+1 is the residual obtained from the income process described in Equation 4 and ε* is the precautionary savings component. Equation 9 suggests that ε* is negative, indicating that precautionary savings affect changes in consumption positively, that is, consumers face uncertainty by postponing consumption. 
where Δ is the first-difference operator. Δc it and Δc i(t-1) represents household i's average monthly consumption on food as a proxy for total nondurable household consumption in period t and t -1, respectively. VAR it is the proxy for ε*, income risk faced by the household i at time t. In our empirical estimation, we will estimate separately the variability in labor (off-farm) income and the variability in agricultural income. The equation shows that the precautionary component of consumption is a function of σ 2 (Equation 9), which represents the variance of the residuals in the income process described in Equation 4.
In computing VAR it , we obtain the residuals from random effects regression of the household's labor (off-farm) earnings on lagged earnings, age, education, gender, regional dummies, occupational dummies, and the interaction of the education and occupational dummies with age. We then calculate the variance of these residuals in three or more years preceding and including year t. Utility function is likely to vary with demographics, family characteristics, and other socioeconomic variables since these may lead to shifts and variations in tastes. Therefore, we will add variables (X it ) on the right-hand side of the Euler equation. Finally, Equation 11 shows three components of the error term: a household-specific term v i , a time-specific term v t , and an idiosyncratic term e it . We account for the time-specific effect by including year dummies in all our specifications. We compute the Euler equation using dynamic panel data models-pooled ordinary least squares (OLS), within-group estimator and generalized method of moments (GMM). We compute the difference GMM and the system GMM estimators designed and mostly suited for "small T, large N" (small time period) panel data analysis.
The pooled OLS method ignores time dimension and treats the data as cross-sectional by pooling across years. In the context of panel data, we usually must deal with unobserved heterogeneity. One of the common methods to deal with unobserved heterogeneity is to do the within (demeaning) transformation, the one-way fixed effect models, or by taking first differences. However, a difficulty arises owing to demeaning in "small T, large N" type of panels, in particular, because demeaning subtracts individual's mean value of a dependent variable from each of the independent variables that may create a correlation between regressors and error term (Nickell, 1981) . Our estimators embody the assumptions of habit formation (the process is dynamic with the current realization as a dependent variable, consumption, is influenced by past ones), and idiosyncratic disturbances are uncorrelated across individuals. We tested for serial correlation, for used instruments, and for over-identifying restrictions.
Additionally, the ability of first differencing to remove unobserved heterogeneity has been developed for dynamic panel data (DPD) models-difference GMM (Arellano-Bond estimators, Arellano & Bond, 1991) and system GMM estimators (Arellano & Bover, 1995; Blundell & Bond, 1998) . A key feature of the Arellano-Bond and Arellano-Bover/Blundell-Bond estimators is that they allow internal instruments (based on lagged values of the instrumented variable(s)) as well as external instruments (other instruments in addition to lagged value). These embody the "first-differencing" method that essentially removes the error term and its associated omitted-variable bias. Note. SD = standard deviation. a VAR it is the residuals from a random effects regression of the household's toal annual earnings.
Residuals are obtained from regression of the household's total earnings (annual income) on lagged earnings, age of the household head, gender, education, distance to work place, occupational dummies, and interactions of occupations with age and education. This is the first stage regression procedure and results are presented in Appendix Table A1 . Coefficient of variation (CV) of rainfall is computed from monthly village-level rainfall data for respective years. CV of Kharif season computed from the monthly rainfall data from May to October; CV of Rabi season computed from the monthly rainfall data from November to March.
The Arellano-Bond estimator sets up a GMM problem in which the model is specified as a system of equations, one per period, where the instruments applicable to each equation differ (for instance, in later time periods, additional lagged values of the instruments are available). A potential weakness in the Arellano-Bond estimator was revealed in later work by Arellano and Bover (1995) and Blundell and Bond (1998) . The lagged levels are often rather poor instruments for first-differenced variables, especially if the variables are close to a random walk. Their modification of the estimator includes lagged levels as well as lagged differences. Although the ArellanoBond estimator is often referred as difference GMM method, the Arellano-Bover/Blundell-Bond estimators are commonly termed System GMM. Difference GMM and System GMM methods are the most suitable methods developed so far for dynamic panel data with unobserved heterogeneity. As these estimators are instrumental variables methods, it is of particular importance to evaluate the Sargan-Hansen test results when they are applied. Another important diagnostic is the AR test for autocorrelation of the residuals. By construction, the residuals of the differenced equation should possess serial correlation, but if the assumption of serial independence in the original errors is warranted, the differenced residuals should not exhibit significant AR(2) behavior. If a significant AR (2) statistics is encountered, the second lag of endogenous variables will not be appropriate instruments for their current values.
As shown, VAR it in Equation 11 is the proxy for ε*, and ε* can be a representation of the labor income risk faced by the household i in year t. The precautionary component of consumption is in fact a function of σ 2 , which represents the variance of the residuals in the labor income process. As described in the data section, VAR it is the variance of the residual and is obtained from the random effects regression of the labor income process. As the utility function is likely to vary with variables such as family size, education, gender, and age of the household head, which represent shift in taste, we included these factors as independent variables in the Euler equation.
In the second part of the paper, we estimated actual savings equations and analyzed factors influencing saving decisions for rural households with special attention to the behaviors under income variability under weather risks. The savings equation under risk can be represented as:
where S it represents savings of household i in year t, S i,t-1 and Y i,t-1 represent lagged savings and incomes, CV it represents weather risk and variability, and Z it represents all other socioeconomic and demographic variables influencing the household's savings decision.
| DATA AND VARIABLES
To conduct an empirical analysis in this study, we obtained rural household-level panel data from ICRISAT micro-level data contains information on production, price, markets, climate, and socioeconomic aspects from representative villages across India. This study uses farm households from 18 villages in five states, namely Andhra Pradesh (AP), Madhya Pradesh (MP), Maharashtra (MH), Gujarat (GJ), and Karnataka (KT). The villages were selected randomly to be representative of different agro-ecological zones in India. In each village, 40 sample households were selected representing households in the labor/landless, small farm, medium farm, and large farm categories (see Jodha, Asolan, & Ryan, 1977) . These initial 40 households along with some additional households in some years were surveyed and tracked over the years. The households analyzed in this study are rural households that represent mainly the farm households in the low-income economy. Households rely primarily on various agricultural incomes but also have, to different degrees, nonagricultural or off-farm income. The information on ICRISAT data is presented in various modules. Consumption of food and nonfood items are shown under a transaction module. Total annual incomes, farm and nonfarm incomes, livestock, and land holdings, and other demographic information are collected under a general endowment model. The consumption variable in this study is the total annual household consumption. The uncertainties in household income (income uncertainty, VAR it ) in the data set are the residual from a random effects regression representing household's income earnings equations. To obtain this, we first estimated the household's income model by regressing household income (earnings) on lagged earnings; age of the household head, gender, education of the household head, occupational dummies, and interactions of age and occupation with education. Then we computed the variance of the residuals from the income model for each year. For example, VAR i2010 (income uncertainty for household i in year 2010) is the variance of the residual from income model (regressing income on lagged earnings, and demographic variables mentioned above) computed based on 2009 and 2010 data.
In the second part, we estimate the relationship between actual savings and weather risk. We estimated equations under different situations of annual and seasonal weather risks and variability. The dependent variable in the second part is household i's annual savings in year t. Total annual savings are computed by subtracting total annual food and nonfood expenditures from total annual incomes. To compute the weather risk variable, we collected village-level weather-related information from ICRISAT. We computed weather risk as a coefficient of variation (CV) of rainfall based on village-level monthly data for 2009 to 2012 and then matched each household with the appropriate village. 8 We also computed seasonal weather risk by computing CVs for Kharif and Rabi seasons. The CV of the Kharif season is computed from the monthly rainfall data from May to October; the CV of the Rabi season is computed from the monthly rainfall data from November to March. Table 2 shows the estimation of Equation 11 for a range of estimators. For instance, column (2) shows estimates from OLS. The lagged changes in consumption, Δc i(t-1) , on the same column have a negative and significant effect on the current changes in consumption. This finding suggests that the coefficient γ in Equations 10 and 11 is negative, indicating that the utility function exhibits habit formation or durability (Deaton, 1992) . However, the coefficient for the precautionary savings component, VAR it , is not significant. Another important variable significant in the OLS regression is the land asset holding (represented by value of owned land plots), which has a significantly positive effect on changes in current consumption. Column (3), Table 2 , presents parameter estimates for a within-group estimator, taking into account fixed effects. The estimated value of γ is still negative and statistically significant; however, the magnitude is smaller than the OLS estimates. Recall that the fixed effect or within-group estimators in the case of data with short time dimension may likely suffer from a bias (Nickell, 1981) . The coefficient of VAR it is not significant. However, estimates may be biased if there is an endogeneity of lagged differences in consumption or if they have measurement error. Column (4), Table 2 , presents parameter estimates from first-differenced GMM procedure. First differencing is KHANAL ET AL.
| RESULTS AND DISCUSSION
| 11 useful in controlling fixed effects and time-invariant component of measurement error, which may likely affect both VAR it and Δc i(t-1) . However, time-variant measurement error and an endogeneity problem associated with VAR it and Δc i(t-1) may still remain. Therefore, we instrumented these variables (VAR it and Δc i(t-1) ) with appropriate lags (see table note, Table 2 ). A negative and significant coefficient on Δc i(t-1) indicates evidence of habit formation or durability in consumption. However, we cannot conclude the precautionary motive as the coefficient of VAR it is not significant. Table 2 also shows the test results that we conducted to evaluate whether our model is correctly specified. We performed two tests: a Sargan-Hansen test (J statistic) for over-identifying restrictions and a serial correlation test for second-order serial correlation in residuals (m2). The overidentifying restriction test allows us to evaluate the validity of the instruments. If the model is correctly specified, the variables in the instrument set must be uncorrelated with error term e it (Equation 11). The serial correlation test of second degree (m2) allows us to test the legitimacy of variables in the t-2 year as instruments. The result in Table 2 show no signs for second-order serial correlation at the 5 percent level of significance (J statistic = 1.37), suggesting that our estimates do not violate the generalization of Weil's (1993) model. Although we do not have prior knowledge to believe that our model is affected by weak instrument bias, column (5) in Table 2 T presents the estimates of Equation 11 using the system GMM estimator. The coefficient on Δc i(t-1) is very similar to those obtained from the first-differenced GMM estimator (column 4, Table 2 ). Finally, using a random effects model, we performed a regression-based formal test by regressing first differences of potential endogenous variables Δc i(t-1) and VAR it on all exogenous variables and remaining instruments, and we found that the instruments have high explanatory power. The household's income generation process is computed using variables presented in Appendix Table A1 , then the predicted residual from each equation for respective years is used to compute income uncertainty (VAR it ). We used age, education, occupation and interaction of occupation with education, and age as determinants of household income (Table A1) .
From Table 2 , we found that the habit formation component (γ) is consistently significant and negative across all estimates suggesting a significant habit formation in consumption of rural households. The poorly determined consumption response for income uncertainty (coefficients of VAR it ) indicates no sufficient evidence for smoothing through adjustment in consumption among rural households. However, a positive and significant land asset holding variable suggest a positive wealth effect on consumption-having a greater land asset or higher value of land holding enables positive consumption growth among rural households.
In the second part of the paper, we estimated actual savings equations. The savings variable for household i in our analysis is computed as a difference between households' total incomes and their total food and nonfood expenditures. We estimated savings equations under annual and seasonal weather variabilities. First, we included weather variability (weather risk) computed based on monthly rainfall data from January to December of the respective year (annual CV) as a proxy for income variability and evaluated rural Indian households' savings response to weather risk. Second, we used variability in seasonal rainfall using separate CVs for the Kharif and Rabi seasons. In both models, we control for lagged savings, lagged household incomes, demographic variables, and interaction of weather variability variables with occupation. Table 3 presents the parameter estimates of the savings equation, using two different methods: pooled OLS and dynamic generalized least squares (dynamic GLS). Table 3 , columns (2) and (3), show the results of the savings equation for the model using variability in monthly rainfall using months from January to December across two methods. Columns (4) and (5) present model results using variability in monthly rainfall during the Kharif season months as an indicator of seasonal weather risk. Columns (6) and (7) present model results using variability in monthly rainfall during the Rabi season months as an indicator of seasonal weather risk. Our results across two methods and under both annual and seasonal weather risks consistently show that weather risk significantly influences the savings of rural households, except for variability in the Rabi season months. A consistent negative coefficient of weather variables across all methods and for both risks suggest that Indian rural households draw from their savings or non-save when subjected to higher weather risks-perhaps deriving their stocks for consumption leading to no saving when faced with higher weather risks in the short-run. These findings are consistent with Paxson (1992) who used rainfall variability as a proxy for income variability in the case of Thai farmers and found that change in savings with variance in income was negative. Additionally, our results in Table 3 show that current savings have a significant positive association with lagged savings S i(t-1) and lagged income y i (t-1) . This is consistent with Alessie and Lusardi (1997) , who concluded that current savings depend not only on income changes and income risks but also on past savings. Additionally, our results suggest that household's participation in off-farm work positively influences savings. This indicates that the households involved in offfarm activities and deriving off-farm incomes save higher than those not involved. Our results, finding negative effects of weather risk and positive effects of off-farm work on rural household savings, together may suggest that rural households adjust their saving-non-saving behavior through on-and off-farm activities intended to minimize risk. This is in line with Kochar (1999) who concluded that the ability of households to shift from own-farm to off-farm work in response to agricultural or crop income risks reduces the variability in household income and their need to rely on savings to smooth consumption.
| SUMMARY AND CONCLUSIONS
We analyzed the consumption and saving decisions of rural Indian households using panel data methods. We used household-level data for 2009 to 2012 for rural households in India. In the first part of the paper, we tested for precautionary savings behavior of the households while accounting for habit formation. We derived a Euler equation in which consumption changes are a function of past consumption and labor income risk. We found that lagged changes in consumption have a significant adverse effect on current changes in consumption. This finding indicates that the utility function of rural Indian households exhibits habit formation. The findings of habit formation are consistently significant across different panel model estimators. Our study also shows that a model without accounting for habit formation would lead to biased estimates. Finally, the presence of habit formation indicates that preferences are not separable over time; consumption studies with the assumption of separable preferences may lead to biased estimates-a finding that empirically contradicts the life-cycle model. In the second part of the paper, we estimated savings of rural households. We estimated saving models under annual and seasonal weather risks. Our study finds that rural households tend to save Note. Models in columns (2)- (7) include a set of year dummies in each equations; t statistics in parentheses; *p < 0.10; **p < 0.05. less or non-save under higher annual and seasonal weather risks, which indicates that the households may derive their stock of savings for consumption purpose during times with higher weather risks leading to non-savings. Specifically rural households such as in our sample, depend on agriculture for their livelihood, and agriculture is very vulnerable to weather conditions. Additionally, we find that the educational attainment of the head of household has a significant negative effect on savings. We found that participation in off-farm work is significant and positively influencing savings. Together, this indicates that rural households with ability to derive income from off-farm activities may need to rely less on their savings.
Given the large contribution of agriculture to the Indian economy and agriculture's linkage with other sectors, this research implies that variations in incomes of rural households are associated with agricultural income and weather could have a tremendous impact on the welfare of the rural population. For rural households, the problem is compounded because they are prone to agricultural income shocks caused by weather and are not able to ensure adequately against weather vagaries. Overall our analysis provides some valuable insights to policymakers and researchers. First, to stabilize income or enhance consumption and food security of rural households, policymakers should design programs or incentives that encourage agricultural diversification, weather-based insurance, subsidies, access to credits, and crop loss minimization. Second, policymakers need to design and implement policies that boost the earning capacity of rural households. For example, the government can provide incentives for alternative income generation activities and skills training that enable rural households to enhance their current consumption by reducing future or postponed consumption. Another unique finding from this study is farming households' dependence on the nonfarm economy and their link to the economic conditions in the nonfarm sector. Therefore, we would argue that a robust and vibrant nonfarm economy is beneficial to rural households not only in India but also in other developing countries. 
APPENDIX T A B L E A 1
