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Abstract 
The role of the lattice regularisation in non-perturbative calculations of 
gauge theories is described, with particular emphasis on the problem of 
fermion species doubling in naive formulations. The most commonly used 
schemes which circumvent this problem, namely those due to Wilson and 
Susskind, are presented. Next, a one-link momentum-dependent 
fermion-scalar coupling is introduced into a lattice gauge theory with Higgs 
fields, the object being, by mimicking the Wilson formulation, to decouple 
unwanted fermion species leaving the particle content of a chiral gauge 
theory, such as the SU(2) L XU(1) of the standard electroweak model, or a SU(S) 
grand unified theory. It is shown in the context of a lattice sigma model, using 
both naive and Susskind formulations, that the desired decoupling does not 
occur, and that the extra species are raised in mass by the order of the gauge 
symmetry-breaking scale. A lattice electroweak model with undoubled 
fermions based on the gauge group SO(3) is presented. 
The calculation of operator matrix elements between hadronic states by 
lattice simulation is described, and a formulation of such matrix elements 
using Susskind fermions is given, along with a prescription for calculating 
perturbative corrections. 
Finally, a novel way of formulating quantum theories on a lattice, the 
method of finite elements, is introduced, motivated by the absence of species 
doubling in such formulations. Interacting fermion theories in (0+1) and (1+1) 
spacetime dimensions are constructed, and shown to be consistent in the 
sense that suitably defined equal time anticornmutation relations are preserved 
from timeslice to timeslice. Using weak coupling perturbation theory to 
calculate the two point function, it is shown that the non-locality inherent in 
the differencing scheme results in a violation of microcausality in the 
continuum limit. 
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Chapter I 
Introduction to Lattice Gauge Theory 
The Quark Model and Quantum Chromodynamics 
This thesis addresses some questions concerning the formulation of 
quantum field theories on a lattice of discrete spacetime points. In this first 
chapter we wish to present a brief motivation for this programme, by 
focussing initially on the use of lattice gauge theory in calculating properties 
of field theories based on a non-abelian gauge symmetry. It is widely believed 
that such a theory, quantum chromodynamics (QCD), provides a fundamental 
description of the physics of strongly-interacting particles. As we shall see, 
analytical and numerical studies of lattice gauge theories have proved 
remarkably successful in studying QCD beyond the conventional, though 
equally valuable, methods of perturbation theory. 
Modern theories about hadrons begin from the observation that they are 
composite particles. The experimental evidence for this- is well-founded: deep 
elastic and inelastic scattering of high-energy leptons off nucleons reveal an 
observable structure on a length scale of 10 15m. Detailed analysis indicated 
that the data was consistent with elastic scattering from quasi-free pointlike 
charged constituents with half-integer spin (Bjorken, 1967; Feynman, 1969). 
These fundamental fermions were known as 'partons'. Moreover, hadronic 
mass spectra revealed certain symmetries and approximate degeneracies; the 
isospin symmetry between proton and neutron, leading to the charge 
independence of strong nuclear forces, being an example. Cell-Mann (1964) 
noted a larger symmetry governing the approximate degeneracy of both 
strange and non-strange hadrons, based on the unitary Lie group SU(3). The 
simplest explanation invokes hadron constituents each carrying a quantum 
mumber transforming in the fundamental representation of SU(3). These 
particles were called 'quarks' and the new symmetry 'flavor'. The SIJ(3) flavor 
symmetry is broken by allotting the different quarks u, d, and s different 
masses. Integer spin mesons were interpreted as q states, and half-integer 
spin baryons as qqq. Further evidence for the quark theory came from 
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examining higher mass hadrons; their mass spectra were now interpreted as 
excitations of qqq and qq states with differing orbital angular momentum. 
More recently, detailed spectroscopy of so-called 'quarkonium', that is, mesons 
formed from heavy quark-antiquark pairs such as cc or bb, have enabled 
correspondences with non-relativistic bound systems such as the hydrogen 
atom to be made (Eichten et al, 1980). 
However, one question still remained: why are the quarks never observed 
as free particles? The forces between them must be weak inside the hadron 
radius to account for the scattering data, but then rise rapidly with distance. 
Plots of hadron mass against orbital angular momentum (the so-called 'Regge 
trajectories') rise monotonically, indicating no weakening of the force with 
distance. The property of quark confinement was postulated, that is, that the 
forces between quarks never decrease sufficiently with distance for a single 
quark to be isolated from a hadron. Many phenomenological models, based on 
bag and string-like configurations, were put forward. These proved useful both 
in describing known hadron properties and in providing an intuitive, 
stimulating picture of the strong force. The real quest, however, was for a 
fundamental field-theoretic description, inspired by the success of the 
prototype quantum field theory, quantum electrodynamics (QED). The answer 
seemed to be provided by demanding that the candidate theory be invariant 
under locally-defined field transformations in some internal symmetry - a 
so-called 'gauge' symmetry (Yang and Mills, 1954). Here, we make no attempt 
to chronicle the advance towards the modern theory, but simply describe the 
basic properties of the candidate gauge theory, QCD. 
We work in euclidean space, and start from the action density for free 
fermions Lhp. 1P]. Sums over repeated indices are understood: 
L 	) (*m) 	() 
	
(1.1) 
II .. J  ,+ 	€: 	1 1 .,N 
Here, x denotes a point in four-dimensional euclidean spacetime. The 
euclidean y  matrices are chosen to be hermitian and are defined in appendix 
A. The fermion fields '4i and are Grassmann variables, that is, anticommuting 
c-numbers. Note that in euclidean space there is formally no relation between 
ii 	and 	i4i: if we imposed 	 say, then L would not be invariant under 
hermitian conjugation. We must therefore treat them as independent variables 
although for 	most 	purposes 	there 	is little 	practical difference 	
from 	the 
standard formulation in Minkowski space. The 	4i 	and T i  are also defined to be 
complex N-vectors. 	We 	proceed 	towards 	constructing 	a 	gauge theory 	
by 
demanding that L be invariant under a locally-defined SU(N) rotation of the 
fermion fields. ie: 
()+ di(x)a qiJ) —c(;c) qij(x) 	 x) 
(1.2) 
= Qp (/()X) c SWw) 
where X P are the N 2-1 traceless hermitian generators of SU(N), normalised so 
that tr(XX 0)26. Clearly, this condition cannot be fulfilled for L given by 
(1.1) because of the action of the derivative on Q(x). To be specific, with 
indices suppressed: 
cS4L(x) 	 () 
t 	kfr(t) Yr 	x 	
(1.3) 
Invariance is restored by introducing a vector field A(x) into the action 
density as follows: 
) (xrPr)tm) 	() 	
(1.4) 
(  
L is now invariant under the gauge transformation (1.2) if A llpsimultaneously 
varies like; 
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(x)a  WIDt, (X) + (,' )J 
If the gauge rotation is infinitesimal, that is, u p(x)<<1 in (1.2), then (1.5) can be 
rewritten: 
r PQR 
A r (x) —+ 	 + 	Ar°( 'o) _ 2 rL)O) (1.7) 
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where fare the structure constants of StJ(N) defined by: 
[ x 	x a ] 	= 26 	X R 	 (1.8) 
(1.7) implies that A P  transforms as the adjoint representation of SU(N). This 
has the consequence that the vector field interacts with itself, or in other 
words, that it carries a charge. This is a special feature of non-abelian gauge 
theories: in QED, the gauge theory associated with the abelian group. U(1), the 
vector field is the charge-zero photon.. 
To complete the theory, we must add a gauge invariant kinetic term for 
the vector field. This is given by: 
= I. tr[Fj(x)f ç(x)] 	 P (x) rv 	(1 9a) 







, JqPP —. 




F(r v - t'vPr) fr(x) 	(1.9c) 
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Using (1.6), the gauge transformation of F?(x)  is readily found to be: 
—+ 	k) f())J Et "  (.x 	 (1.10) 
The gauge invariance of (iSa) follows. 
The physical content of our gauge theory is the fermion N-tuplet coupled 
via a vector current to N 2-1 spin-one vector bosons. These gauge bosons 
have cubié and quartic self-couplings proportional to g and 
92 respectively, 
arising from the expansion of the commutator terms in (1.9b). Once again, this 
is a special feature of non-abelian gauge symmetries. It is important to note 
that the vector particles must be massless, because a term quadratic in All 
P 
cannot be made invariant under (1.6). QCO is the gauge theory resulting from 
setting N=3, yielding quarks in three 'colors' interacting with eighi massless 
'gluons'. The reason for this choice is the postulate that the physical states of 
the theory, hadrons, are color singlets, that is , they transform trivially under 
gauge rotations. The simplest singlets which can be constructed from the 
quarks are the jx3 64i and the 3x3x3 £jjk*ij*ijlk. These are the mesons 
and the baryons qqq respectively. 	/ 
The outstanding motivation for describing the strong interaction using 
QCD emerges from a calculation of the low-order corrections to the theory in 
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a perturbation expansion in the coupling g (Gross and Wilczek, 1973a,b; 
Politzer, 1973). Such calculations are complicated by the requirements of 
gauge fixing; different choices of gauge, allowed by the gauge invariance of 
the theory, lead to different Feynman rules and hence differences in individual 
amplitudes. Renormalised physical quantities must still, however, exhibit gauge 
invariance. We will pass over such technicalities, and merely quote the 
important result expressing the behaviour of the renormalised coupling with 




* O() 	(1.11) 
where n f  is the number of quark flavors in nature, at present believed to be 
six. The crucial point is that the coefficient of 
93  in (1.11) is negative (for 
nf ~ 16), implying that both: 
p (3 ) 
I 	
= 	0 	 (1.12a) 
and 
Py 	0 
This means that gsa is an ultraviolet-stable fixed point under renormalisation 
group flow, ie. gO as p.. At large momentum scales, probed experimentally 
by deep inelastic scattering, the quarks behave as free particles and weak 
coupling perturbation theory (WCPT) about g0 is a valid, and successful, 
approximation. This property of asymptotic freedom is unique to non-abelian 
gauge theories coupling fermions to vector bosons (Zee, 1973; Coleman and 
Gross, 1973; Chang et al, 1974). 
However, perturbative QCD does not succeed in describing the infrared 
limit, necessary for calculations involving quark bound states, and most 
importantly, for the demonstration of color confinement. The following simple 
argument indicates the need for non-perturbative methods (eq. Collins, 1984). 
Any physically measurable and dimensionful quantity M(g41), such as the 
proton mass, must be invariant with respect to change of renormalisation 
prescription (this is the starting point for the methods of renormalisation 
group analysis). From simple dimensional analysis, if the bare quark masses 
are ignored (there is theoretical prejudice towards QCD having an approximate 
hidden chiral symmetry, implying m q O), then M must be a multiple of the 
scale j.s and some function of g alone. Hence: 
tAt 	 M + 
	 ( 1.13) 
To lowest order in g the solution to (1.13) is: 
NI 	rctxrf mL 	 (1i4) 
where %g)=-$ 1 g 3  +O(g 5) and C is some constant depending on the detailed 
dynamics of the theory. This relation has the following consequences: 
(I) WCPT cannot yield particle masses, because it can only be 
valid if M—O(ü) to avoid large logarithms arising from loop 
corrections. In this region g(p,M) is determined as a 
number of order unity, and is not suitable as an expansion 
parameter. 
For g(p)c<1, p>>M. Therefore WCPT is valid only in the 
asymptotic regime of high momenta, or small distances. 
Since the g  dependence in (1.14) is the same for all 
physical quantities (ie. CC(g)), ratios of particle masses 
are pure numbers independent of both g  and i, that is, we 
can write M 1 C j A0c0. 
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The replacement of a dimensionless coupling 
nevertheless renormalisation scheme-dependent) 
example of a more general phenomenon called 
(Coleman and Weinberg, 1973). The implication 
distance, static properties of GCD, we need an 
non-perturbatively. This brings us to the lattice. 
by a dimensionful (but 
parameter AQcD is an 
dimensional transmutation 
is that to examine long 
apparatus for calculating 
Lattice Gauge Theory 
We will describe the version of lattice QCD originally due to Wilson 
(1974), which is the basis for most numerical work done today (a useful review 
is found in Creutz, 1983). Initially we will concentrate on the pure gauge 
theory, that is, gluons and their self-interactions only. The problems 
introduced by including fermions will be discussed later. The lattice in four 
euclidean dimensions is defined as a regular hypercubic array of points of 
spacing a, each labelled by an ordered set of integers n(n 1 ,n2,n3 1 n4). Its size in 
a given direction is given by LcNa. so  that: 
P4 
Pt 	r 	Art ) 
	 (1.15) 
sums over every lattice site. Suitable boundary conditions such as the periodic 
one f(n)f(n+Nu)  may be defined in each direction. On the link joining sites n 
and n+çs,  where fl is a unit lattice vector in the u direction, we define the 
variable matrix U(n) to be an element of SU(3). U(n) is a directed variable; 
the variable traversing the link from ni to n is defined to be U117  (n). 
Local gauge transformations are defined by SU(3) matrices £?(n) acting at 
the sites. The gauge transformation of U(n) is then: 
Ur&) 	L)d' 	'1 r 	 (1.16) 
To construct a gauge-invariant lattice action, consider the variation of the 
trace of a product of U variables around an elementary square or 'plaquette' 
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under (1.16), ie: 
U. —' CL(n) U 	(nihv) at(s) 
L4 (fl i p, 	) Ur  (n) U 	(nt) 	U(n) 	(1.17) 
Clearly tr(U) is a gauge-invariant quantity. Wilson therefore suggested the 
following as a real, gauge-invariant action: 
— i_. I t' U13 ufl 	(1.18) 
232 0 
The trace is generally taken in the fundamental representation, although the 
action can be extended to include traces over other representations each with 
a separate coupling constant. 
To analyse the continuum limit of S g  as the lattice spacing a is made 
small, we make the identification: 
Ur(") 	Qxp ( L34 9r)>" ) 
	
( 1.19) 










it is straightforward to show: 
-.L. I
nry er JeJ? /'L s ctz  FJ(n)X'+ O(q3) ,)+h.c.j. (1.22) L 	2. 
where F7(n) is defined in terms of AM(n)  by an expression similar to (1.9b). 
Expanding the exponential and tracing over the A matrices, we find (ignoring 
the constant tr(1)): 
ss.z -L 	- ' 
çP() R() + O(a') 
232 z 	
( 1.23) 
As a-U, the sum over lattice sites converges towards a smooth spacetime 
integral. Making the identification: 
(1.24) 
we recover the classical continuum euclidean action, plus terms vanishing as 
0(a 2 ), viz: 
53 	5 15!(z) F P() 	0(49 (1.25) In, 4 
The lattice action lends itself naturally to the path integral formulation of 






The integration measure DUM  is defined by: 
IDLIr 	= -1-i. 	ctUr (nl) 	 (127) nr 
where dU(n) is the invariant SU(3) Haar measure over the link variable 
connecting sites n and n+fl.  It has the properties (eq. Creutz, 1983): 
Iau U j U 
J 	 j 	3 	(1.28a) 
cult U 	t 	 Ut 	0 	
(1.28b) 
The expectation value of any function f[Uu] is now given by: 
Z' tU. [u 	tp(SIU r ] ) 	( 129) 
Because the field variables U u are elements of a compact group, that is, the 
domain of variation of its generating parameters is finite, the group integration 
on each link is finite, and so therefore is any expectation value measured on a 
finite lattice. This is essentially why the lattice is a non-perturbative 
regularisation: we are no longer restricted to weak coupling expansions in 
evaluating (1.29). For the same reason, there is no longer any need to 
eliminate divergences arising from integrations over all gauges by the 
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Fadeev-Popov procedure (eq. Ramond, 1981). Gauge fixing, whilst occasionally 
desirable for certain numerical procedures, is in general not necessary in the 
lattice formulation. 
Properties of the Lattice Theory 
Clearly, if <f(UJ> is to be non-vanishing, f[U] must be a 
gauge-invariant operator, for otherwise group integration over an exposed link 
variable would yield zero via (1.28b). From the considerations leading to the 
definition of the action (1.18), we see that gauge-invariant operators are 
always given by the trace of link variables around a closed path C: such an 
operator is called a Wilson loop W(C). Apart from the trivial example of a 
single plaquette, the simplest Wilson loops are rectangles lying in a particular 
lattice plane, with dimensions RaxTa. Inserting W(R,T) into (1.29), and using the 
results (1.28), we see that to lowest order in the inverse coupling 1/92,  the 
non-vanishing contribution to <W(R,T)> comes from tiling the rectangle with 
plaquettes arising from the expansion of exp(-S.). The result is (eg. Creutz, 
1983) 





Hence <W> decays exponentially with the area of the loop. This area law has 
an intriguing physical interpretation. The Wilson loop can be thought of as the 
world line of an infinitely massive, spinless color source, or alternatively as a 
qq pair which are created from the vacuum, separated to a distance r=Ra, and 
allowed to exist for a time t=Ta before annihilating. This system is 
approximately realised by quarkonium. In the limit T>>R, cW> can be 
interpreted as the exponential of the free energy of the system's ground state 
multiplied by time; since the system is static we may write: 
/ 	 —V(r 
P_ 	 P, 	 (1.31a) 






The implications 	are far-reaching: we 	have 	evidence' for a 
quark-antiquark potential rising linearly with separation, which is precisely 
what is required for confinement. At higher orders in the strong coupling 
expansion, non-planar tilings and other non-vanishing terms, such as a 
U0UDUD product on a single plaquette (remember 3x3x3 contains a color 
singlet), contribute as the gluonic string begins to fluctuate. The area-law 
behaviour persists, although the string tension decreases. Another important 
quantity, the glueball mass (the glueball is an as yet unobserved glue-only 
state), defined by the exponential decay of loop-loop correlation functions 
with distance, is accessible with this technique. However, all the results of 
strong-coupling studies are phrased in terms of the lattice spacing a, the only 
dimensionful parameter present. We know that the lattice is an artefact, and 
that we should only recover a good description of physics, including 
restoration of rotational or Lorentz symmetry which is clearly violated by the - 
lattice, in the continuum limit aO. 
To make further progress, we note the similarity of (1.26) to the partition 
function of statistical mechanics; the exponentiated action with inverse 
coupling 1/92  has replaced the familiar Boltzmann factor exp(-E/kT). Now, 
experience with, for example, descriptions of ferromagnetic systems by 
discrete-valued spin variables s(n) at lattice sites (the Ising model), tells us 
that local features such as the lattice spacing or details of the spin-spin 
interactions are washed out by long-range cooperative effects. Typically a 
system can be characterised by a correlation length defined by: 
(sCn) s(m)> 	- txp 	k-mi CL 	 (1.32) 
/ 
Details on length scales smaller than 	are unimportant in the description of 
the long-range (bulk) behaviour of the system. We are thus interested in the 
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regime ç>>a. The correlation length diverges in the neighbourhood of a phase 
transition, where the system is self-similar on all length scales. In the 
language of the renormalisation group, this corresponds to a fixed point of the 
renormalisation group transformation, or 3(g)0 in (1.11). Therefore, to examine 
the physics of the continuum limit, a good choice for the bare lattice coupling 
9 is near a known fixed point. Such a point is g=0, already discussed in 
relation to asymptotic freedom. Some method • must be found of extrapolating 
the results of strong coupling expansions about g=w into this asymptotic 
region. Our hope is not to encounter any further phase transitions leading to 
deconfinement on the way. Arrival is signalled by the onset of scaling of 
physical quantities with g in the way predicted by WCPT, given by (1.14). This 
equation with a replaced by 1/a may be regarded as a relation between the 
lattice spacing and the bare coupling g(a). The overall scale must be set by 
comparison of a lattice-calculated quantity with a physical measurement; for 
instance, the string tension may be compared with the phenomenological 
value —0.2 (0ev) 2, extracted from the slope of Regge trajectories. In this way 
an absolute value for the lattice spacing in fermis may be calculated, and the 
lattice thus callibrated. 
Having set out a programme for the calculation of physical quantities, we 
must discuss ways and means. In practice, lattice-defined functional integrals 
are evaluated numerically on a finite lattice (a typical size is 16 sites) using 
Monte Carlo approximation techniques. An ensemble of gauge configurations 
is generated using pseudo-random numbers to update link variables; if the 
algorithm is suitably chosen (eg. Metropolis et al, 1953; Yang, 1963), the 
configurations will be distributed according to the Boltzmann factor 
exp(-S COfl f 9). Expectation values of operators are now simply given by their 
ensemble averages, viz: 
<&Ct1 rJ> 	2: 	CUr I 	
(1.33) 
This is one further level of approximation. There are both statistical errors 
arising from fluctuations which decrease as NI 112, and systematic errors due 
to the finite size of the system. To counteract these tendencies, powerful 
computer resources are needed, in terms of both speed and storage capability. 
14 
As the coupling g is lowered in the approach to the asymptotic limit, the 
correlation length grows, increasing the number of link updates needed both 
to equilibrate the system, and to ensure lack of correlation, and hence 
statistical independence, between successive sample configurations. To 
operate in a region free from finite-size effects, we must also ensure that the 
linear size of the system LP=NMa  satisfies Lv>>c>>a. Since the absolute value 
of a decreases as g-O through (1.14), this boils down to requiring that be 
greater than the physical extent of the system being modelled, such as the 
proton charge radius 10 15m. The implication is that to probe the asymptotic 
region for realistic systems, the lattice must contain as many sites as possible. 
Measurements accessible via Monte Carlo techniques include the string 
tension, glueball mass, and the temperature of deconfinement (the 
confinement hypothesis only holds at zero temperature: at higher 
temperatures, such as those found in the early universe, quarks and gluons are 
thought to exist in some kind of plasma). No evidence has been found for a 
deconfinement transition at zero temperature. Monte Carlo Renormalisation 
Group analysis (Hasenfratz at al, 1984; Bowler at al, 1985) indicates that 
measurements of physical quantities scale with the coupling in a universal 
way for couplings weaker than 36/g 2 6.2, although the asymptotic .behaviour 
predicted by (1.14) is only approached very slowly. 
Another approximate calculational technique, which we shall use 
extensively in subsequent chapters, is that of using the lattice as an ultraviolet 
regulator as a-U, in a standard weak coupling perturbation theory expansion. 
On a lattice of infinite extent lie. N.+ for all p), any dependence on the 
details of the boundary conditions becomes irrelevant, and the lattice action 
can be Fourier transformed and recast in terms of a continuous momentum 






Momentum-space Feynman rules for propagators and vertices can then be 
extracted from the path integral by evaluating the n-point function to lowest 
order and subtracting external lines in the standard way leg. Cheng and Li, 
15 
1984). 
For a lattice gauge theory, as in the continuum case, WCPT necessitates 
gauge fixing. Using the parameterisation (1.19), the invariant measure dU(n) 
can be replaced by an integration over the gluon field variable with measure 
the compact integration region for this.. variable, of 0ag 1 ), may be 
extended to (-,+°) with no inconsistencies arising (Sharatchandra, 1978). the 
gluon propagator in momentum space has the form: 
(U sin ko1cr 	 gP& 
2: () sntkctWr 
(1.35) 
2: It) Sin' Lo.kr 
2. 
where ç is the gauge-fixing parameter familiar from continuum formulations. 
In the aO limit, this expression tends to the standard continuum form. A 
peculiar feature of lattice WCPT is the appearance of 'anomalous' vertices, that 
is, multi-gluon (or multi-gluon-fermion, see appendix A) vertices arising from 
the full expansion of U p in terms of the A7 which have no continuum 
counterpart. These vertices are damped by successively higher powers of ag, 
and it can be shown that they do not contribute to any divergent corrections 
as a-*O (Sharatchandra, 1978). 
WCPT calculations are important in showing that lattice-regulated 
quantum field theories have the same properties as continuum formulations in 
the weak coupling limit. This point will be enlarged when we come to consider 
fermions. They are also needed to relate lattice-defined Green functions and 
currents to their continuum counterparts leg. Meyer and Smith, 1983): such 
quantities have dependence on the precise details of the regularisation and 
renormalisation prescription, and in general the same quantity calculated using 
a different scheme will differ by a finite amount. This will be further discussed 
in chapter IV. The most important application of these techniques has been to 
relate the parameter AQcO  as defined on the lattice to that using continuum 
schemes, and so in principle set the absolute scale of the lattice by 
introducing a parameter which is potentially measurable from deep inelastic 
scattering (Hasenfratz and Hasenfratz, 1980). 
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Lattice Fermions 
We finish this chapter by turning to the lattice formulation of fermion 
fields, necessary for the detailed description of quarks in hadrons beyond the 
approximation mentioned in relation to the string tension. The goal of the 
resulting full lattice QCD is the calculation of hadron properties such as 
masses, magnetic moments, and wave functions. Using the expression for the 
gauge-invariant action density (1.4), we follow the obvious course by defining 
the lattice derivative in terms of finite differences, and write the fermionic 
lattice action: 
S5  = T 21v t 	(n)tt6 t4t(n) flit 
ZA 
+ tvl Za' 	4i(n) 	 (1.36) 
rX 
14)(n) and $(n) are Grassmann-valued, four-component color-triplet fields 
defined on the lattice sites: Sf is gauge-invariant if 4i and 4 transform under 
(1.16) as: 
+/(n) - 	 - f'(n) at() 	(1.37) 
Using the parameterisation (1.19), it is not hard to show that S f has the 
spacetime integral of the action density L in (1.4) as its classical continuum 
limit. Notice that we have defined the lattice derivative as a symmetric 
difference, ie: 
?r 5 	- 	 ( 1.38) 
This treats ip and i symmetrically, and ensures that the resulting action is 
real. The generating functional Z is now given by: 
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(1.39) 
The measure D4)  is defined as the product over all sites of the individual field 
measures d4)c(n), where a is the spin index, and i the color. Separate 
integrations over 4) and 4) are necessary because, as noted earlier, they are 
independent variables. 
Our first problem is the precise meaning of an integration over 
anticommuting variables (this is particularly troublesome on a computer!). We 
start from the definition of the integration rules for Grassmann variables 9 
(eg. Cheng and Li, 1984): 
= 	
(1.40) 
Now., any function of n Grassmann variables has a terminating series 
expansion, because e 2=o. Hence from (1.40) the following useful formulae can 
be derived: 
(1.41a) 
C = 4-x some ;nkyr) 
and 
(J...0!odo...4o4 	946k 	p('4j) 	
(1.41 b) J 	. 
= Ajet  
If we write (1.36) in matrix form, viz: 
tI 
S S  
(1.42) 
where the indices i and j now run over site, spin and color (and even flavor if 
desired), then the fermion variables in (1.39) can be integrated out because the 
action is simply a bilinear in 14. and T. To be specific: 
2 = 	r 	t(m)  't 	 (1.43) 
The simplest Green function, the fermion propagator, is given by: 
<sF) (4ic) 
41.44) 
DU,.. (1tm)7. Je1(tm)ecp($[1) 
Expressions for gauge-singlet meson and baryon propagators can be built 
from suitable combinations of the 
The remaining functional integral in (1.43) and (1.44) is over the U 
variables only: indeed, the determinant, which is a function of the Up, may be 
incorporated into the exponential factor to form part of an effective gauge 








where the configurations are now generated using this effective action. 
Unfortunately det(Ø+rn) is highly non-local in the gauge variables, and 
accurate updating of the links using the effective action has up to now been 
prohibitively slow using present computer resources, on all but the smallest 
systems. The solution to this problem is to make the rather bold 
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approximation det(+m)=1. This quenched approximation sets the number of 
different quark flavors flf to zero, or equivalently, ignores all closed fermion 
loop contributions (normally proportional to flf) in calculation of Green 
functions. The quenched approximation becomes exact as N, the number of 
colors in a general SU(N) gauge theory, tends to infinity. It has been argued 
that even for N=3, neglecting fermion loops will not lead to a qualitatively 
different theory (Weingarten, 1982). Extraction of quark propagators can now 
proceed using algorithms to invert the matrix (Ø+m)  on each sample 
configuration (eg. Weingarten, 1983; Chalmers at al, 1986). 
As well as practical difficulties, there are also fundamental problems 
implicit in the formulation (1.36) of the fermionic action. Consider the free case 
with U=1 in (1.36); the resulting action may be Fourier transformed and the 
propagator read off: 





In the limit ka-O, we recover the standard continuum form (iJ(+m) 1 . However, 
the sin function also has zeros at the edge of the Brillouin zone at the points 
kuj with having all of its components either U or n/a. Hence the lattice 
fermion propgator has poles in the neighbourhood of not just one but sixteen 
points in the Brillouin zone. Since all these poles contribute equally to the 
functional integral, we have no choice but to interpret the action (1.36) as 
describing sixteen fermion species, each of mass m. This argument holds in 
any number of dimensions; if d dimensions are discretised, the generalisation 
of (1.36) describes 2d  species: This fermion doubling problem clearly has 
some unsatisfactory implications. In a calculation with fully-dynamical 
fermions, fermion loop processes such as the vacuum polarisation diagram 
shown in figure 1.1 will be multiplied by a factor of sixteen. 
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Figure 1.1 
Indeed, bearing in mind the comments following (1.1 1), we see that for lattice 
QCD we have come within an 	ace of destroying asymptotic freedom! The 
origin 	of 	the doubling 	problem, 	and 	possible improvements 	to 	fermion 
formulations to remove it in various contexts, are discussed in chapter II 	and 
form the bulk of chapters III and V. 
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Chapter II 
The Fermion Doubling Problem 
The Axial Anomaly and Fermion Doubling 
In this chapter we present a more detailed account of lattice fermion 
formulations, with particular emphasis on the doubling problem. To begin with 
we will examine the shortcomings of the naive fermion action from the 
perspective of lattice currents which may be defined in terms of finite 
differences (Kerler, 1981). Consider the following partition function: 
Z 	J D t btr S) 	 (2.1) 
where S is the naive lattice action for a U(1) gauge theory (it will suffice to 
treat the U variables as a background field, and the results are easily 
generalised to more complicated Lie groups): 
S 	Z c' 	rk4 	t.fr(n+p) - 
	
-s- m 	q'P 	
(2.2) 
S is invariant in the limit m-O under the global chiral rotations: 
-, t?(cm) 	(n)— 
Now, Ward identities on the lattice may be derived by demanding that Z is 
stationary under a local version of this rotation. First note that the measure 





where a is the spin.;-  index. Because the rotation is defined locally, the 
Jacobian for the transformation may be factorised: 
T1F 	'1i 	okL[zxp(odn)ys)] 
t 	(€r Cc(n)6]) 	
(2.5) 
=11 
Since try 5=O, the Jacobian is equal to unity. The requirement that 
- 	 (2.6) 
~ 0((n) lea").0 
leads to the following relation: 
	









<'0> 	 oCqij i,u 	C S (2.Bc) 
(2.7) is the lattice analogue of the classical Ward identity which can be 
derived directly from the Dirac equation; in the limit a-.O, the lattice current 
becomes the continuum axial current j5(x)4(x)iywy5 1P(x). The identity 
expresses axial current conservation in the limit m ~O. However, quantum 
fluctuations which can be calculated via standard WCPT give a correction term, 
the U(1) axial anomaly (Adler, 1969; Bell and Jackiw, 1969). In the continuum 
the full expression reads: 
'a  rJrs Cx) = Zm (x) t(x) + 
c3z E) F (4 F () 
- 	 f 	(2.9) 
The extra term, though arising from fermion triangle loops in WCPT shown in 
figure 2.1, is inherently topological, and hence non-perturbative, in Origin. It is 
phenomenologically important in explaining the observed rate of the 
electromagnetic decay I0+2y. Clearly, the absence of any corresponding 
feature on the lattice is a major failure of the naive action. 
Physically, the absence of the anomaly may be explained in terms of the 
extra unwanted species implicit in the naive action (Karsten and Smit. 1981). 
The action must be interpreted as describing 16 species, degenerate in mass, 
whose chiral charges are such that the 16 triangle diagrams cancel and the 
anomaly vanishes. It is interesting to compare the lattice regularisation with 
other schemes. In the m-s0 limit the anomaly usually arises in the calculation 
of the amplitude ap<O!T(jvjvjps)IO>  where j(x) is a suitably-defined vector 
current and T denotes time-ordering of the operator product (eg, ltzykson and 
Zuber 1980). The triangle graphs in figure 2.1 cannot be made to cancel by 
rerouting the internal fermion momenta because they are superficially linearly 
divergent. If a gauge-invariant Pauli-Villars regularisation is used, the presence 
of the large mass regulator field breaks chiral invariance, and hence leads to 
the breakdown of axial current conservation as expressed in (2.9). If 
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Figure 2.1 - One—loop contributions to the divergence of the axial current Ips 
Incomplete cancellation between the two triangle diagrams results in the axial 
anomaly expressed in equation (2.9). 
dimensional regularisation is used the anomaly comes from the difficulties in 
properly defining 'YS (=i11213Y4) in a non-integer number of dimensions leg, 
Taylor, 1978; Collins, 1984). Most interestingly, the identity (2.9) can be derived 
directly from the path integral by observing that in general the gauge-invariant 
fermionic measure is not invariant under chiral rotations; the anomaly arises 
now from a careful evaluation of the Jacobian (Fulikawa, 1980). Because the 
lattice regularisation is well-defined at short distances, it cannot possibly. 
reproduce quantum-induced anomalies unless the chiral symmetry of the 
massless action is explicitly broken. Indeed, it has been argued that there is 
no regularisation which preserves all the desired symmetries and at the same 
time yields the anomaly (Nielsen and Ninomiya, 1981c). 
The Wilson Fermion Formulation 
One successful way of solving the problem is the fermion formulation 
due to Wilson (1975). A formally irrelevant (ie. vanishes as a.0) 
momentum-dependent mass term is added. to the action (2.2) which explicitly 
violates the symmetry (2.3), viz: 
S - 	Ye' 	(jJ(n4) 
2a. 
(2.10) 
where r' is a dimensionless parameter of 0(1) whose value is conventionally 
taken as 1 in numerical work. Since this term is not invariant under (2.3), the 
Noether current conservation condition (2.7) is modified to read: 





± 	 + 
- LIH.)c1' 	 (2.12) 
Remarkably, it can be shown that in the continuum limit aO, Nu+O , the 
expression (2.9) for the anomalous axial Ward identity is recovered, 
independent of the parameter r (Kerler, 1981). 
It is perhaps easiest to see the origin of this result in terms of the 16 
fermion species present in the original action. The free fermion propagator is 




= (2: c P4RJ 
	 i 
+ 	r 	i costc 
If we expand about k=O for small a, we recover the continuum propagator 
(jJ(+m) 1 +O(a) as before. However, expanding about any of the points k=D on 
the edge of the Brillouin zone yields the expression (Lk+m+2nr/a)_1+0(a) where 
1(n<4. The species located on the edge of the zone now have masses 
m+2nr/a, and as a-*O they decouple from the theory. This means that any 
WCPT diagram with an internal heavy fermion loop in effect does not 
contribute to the calculation of continuum quantities (Appelquist and 
Carrazone, 1975). Thus 15 of the 16 triangles vanish, leaving the correct 
anomaly, as can be checked by explicit calculation (Karsten and Smit, 1981; 
Oshima and Naito, 1984). 
The price paid for the elimination of the unwanted species and the 
correct anomaly is a heavy one. Suppose we are working with a continuum 
gauge theory in the limit m-O. The action is now invariant under chiral 
rotations, as is, say, the two-point function. This symmetry is maintained at 
each order of perturbation theory, ensuring that no mass counterterms are 
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required in the renormalisation process; there is no radiatively-generated 
mass. Only if m is non-vanishing are there mass counterterms, which on 
dimensional grounds are necessarily of the form óm-mln(A/m) where A is 
some dimensionful ultraviolet cutoff. Now, in the Wilson formulation chiral 
symmetry is explicitly violated, albeit only by an irrelevant term. There is no 
protection against radiative mass corrections independent of m via diagrams 
such as those shown in figure 2.2. - 
> 
Figure 2.2 
This time dimensional considerations give äm-a(r)/a where the inverse lattice 
spacing a 1 is now the cutoff in the theory, and a is a dimensionless function. 
Thus if a consistent perturbative renormalisation procedure is applied to a 
lattice gauge theory, the presence of mass counterterms independent of the 
parameter m introduces a fine-tuning problem. The limit of vanishing, physical 
mass does not coincide with the limit m-.'O; instead, we must carefully adjust 
this parameter at each order of WCPT. Explicitly, we define the renormalised 
mass as: 
M R = 0, ' & rn 
mi- 4(,-) + 
(2.14) 
Ck 
-4 ,lofl-Dtiver3Qflt 	&rvt4s 
with A, B of 0(a 0). It has been shown at low orders in WCPT (Karsten and 
Smit, 	1981; Bochicchio at al, 	1985) that in the limit MR-.O,  chiral symmetry of 
Green functions is restored, and that the WCPT limit of the Wilson action is 
equivalent to continuum perturbation theory. 
In QCD, the correct physical limit is believed to be the chiral limit m. -.0' 
where m q is the bare quark mass parameter appearing in the Lagrangian. 
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However, chiral symmetry is not a manifest symmetry of nature; instead, it is 
supposedly spontaneously broken, the signal being a non-zero value for the 
vacuum expectation value <0hp(x)4(x)I0>. It can be shown that this quantity 
vanishes to all orders in WCPT, so that non-perturbative calculations via, for 
instance, Monte Carlo simulations of lattice gauge theories are vital in 
verifying this hypothesis. Goldstone's theorem leg. ltzykson and Zuber, 1980) 
then states that if a symmetry of the Lagrangian is not respected by the 
vacuum, a massless bosonic particle must be present in the theory. As it is a 
chiral symmetry that is broken in this case, the Goldstone boson is thought to 
be a pseudoscalar particle, the pion. At 135 MeV, it is by far the lightest 
strongly-interacting particle: its departure from zero mass can be taken as a 
measure of the approximation m q =O. Now, since physical states in QCD are 
thought to be color-singlet bound states, so that non-confined quarks are not 
observed, the correct signal for the chiral limit is not m q O but m-.'0. From 
current algebra and PCAC we have the relation leg, Chang and Li, 1984): 
= rn <ol 	+(x) (0 	
(2.15) 
where f ff is the pion decay constant, phenomenologically equal to 93 MeV 
For a lattice simulation of QCD using Wilson fermions, the chiral limit 
must be found by trial and error, adjusting the parameter m until the limit 
m1T+0 is achieved (see figure 2.3). The indications are that if the correct value 
m=m 0 is found, the results are consistent with the hypothesis of 
spontaneously broken chiral symmetry, and the relation (2.15) is observed. 
The No-Go Theorem 
Given the problems generated by the explicit violation of chiral symmetry 
in the Wilson fermion formulation (2.10), we might care to speculate on other 
schemes for avoiding doubling. There is a general no-go theorem (Nielsen and 
NInomiya, 1981a,b) which states that isolated Weyl fermions, such as a single 
species of neutrino, cannot be consistently formulated on a lattice with an 
action satisfying certain mild, but desirable assumptions. It is shown that 
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Figure 2.3 - Results of a simulation of quenched SU(3) gauge theory using 
Wilson fermions on a lattice of size 8 3 x16 at 8 9 6/9 2=5.7 (Bowler et al, 1984). 
Hadron masses in units of the lattice spacing are plotted against the bare 
quark mass parameter m. The pion mass is seen to obey relation (2.15) only 
after the mass renorrnalisatiOn described in the text. 
of left- and right-handed species in the continuum limit: this is usually taken 
to mean that some form of doubling is inevitable in any formulation with the 
following properties: 
Locality of interaction, ie. that the fermion bilinear part of 
the action is of the form (n)T(n-m)4i(m) where T(n-m) ~O 
as In-ml becomes large, so that the Fourier transform of T 
has a continuous first derivative. 
Hêrrniticity of the Hamiltonian operator H, and hence reality 
of dispersion relations between energy and momentum, 
and the action S. 
Invariance under suitably-defined chiral rotations, eg. (2.3) 
The proof of the no-go theorem is complicated and relies on topological 
arguments. The periodicity of the Brillouin zone in momentum space, which 
thus has the topology of a d-torus in d discretised dimensions, is crucial. The 
following argument illustrates the flavour of the proof (Bowler and Rabbi, 
1983). 
Suppose we are trying to create a lattice model of Weyf neutrinos in two 
euclidean dimensions. The continuum equation of motion reads: 
6rr +(x) 
C 0 	 (2.16) 







If we project out the right-moving chiral component 4i, using the operator 
(1+iy 1 y 2), the equation takes the form: 
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Using symmetric difference operators in our lattice transcription, ie. 
we find that in momentum space (2.18) 
becomes: 
I ( 	siv,Ka - si n Ri ck ) + (k)t 0 	
(2i9) 
at 
We readily see that this scheme suffers from the doubling problem described 
in chapter I. For instance, if we take the continuum limit of (2.19) centred on 
the point (IT/a,0), then the relation is: 
- 	 k2) i.~ (k) -0 	 (2.20) 
ie, the continuum equation describing the left-moving component 4L. In all, 
four species are described by (2.19): two right-movers and two left-movers. 
It might be possible to alleviate the problem by defining the lattice 
derivatives in terms of forward differences, ie. 
thus restricting the equation of motion to extend over just one unit cell 
instead of four. This might reduce the number of fermion degrees of freedom 
present, at the expense of violating hermiticity as required by condition (ii) of 
the no-go theorem. In momentum space, (2.18) now reads: 
( L [ck2 a —Its ;4ko. I * [ cosk,oL — (—skkc&1 14(k) ) 	(2.21) OL 
The continuum limit a ~O, k-0, ak<cO lies where each term in square brackets 





Figure 2.4- Loci of points in the first Britlouin zone satisfying (2.21) for the 
lattice Weyl equation (a) and Dirac equation (b). Each point where a/I curves 
intersect corresponds to a continuum fermion species. 
as continuous curves in the Brillouin zone. The curves intersect at (0,0) and 
(7v/2,-1T/2), indicating the presence this time of two neutrino species in the 
continuum limit. Now, no matter what differencing scheme we choose, the 
resulting equation will always be of the form: 
[ c(fC,K) * Ld(k;; ka )] +Jk) 	0 	(2.22) 
where c and d are continuous periodic functions of period 21T, in accordance 
with assumption (i) of the no-go theorem. Such curves can only intersect an 
even number of times; hence the low-frequency limit of the lattice Weyl 
equation has solutions occuring in pairs of opposite chirality. 
If (2.16) is modified by the addition of a mass term (which violates the 




then the projection out of left- or right-moving components can no longer be 
made, and the resulting system has two coupled equations in iP+  and 4L.. 
Following (2.22), four functions c, d, e, f must now vanish in the continuum 
limit: as shown in figure 2.4b, this condition is only fulfilled at the origin of 
momentum space. Thus we can cure the doubling problem for the massive 
Dirac equation by violating hermiticity, which is consistent with the 
Nielsen-Ninomiya theorem. However, as this leads to a complex dispersion 
relation between the different k components at non-zero a, it is of limited use. 
For completeness' sake, we mention schemes which evade the no-go ! 
theorem via condition (i) by using a non-local action. The best-known example 
uses the so-called 'SLAC' derivative (Drell at al, 1976). The fermion kinetic 
term in the action is given by: 
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x a' 	t)1rt)rm) ifr(m' 	
(2.24a) 
with 
r "r° nr a 0 	 (2.24b) 
This expression is essentially the Fourier transform of the desired form 
expressed in momentum space. The strategy is to create a discontinuity in the 
dispersion relation and thus eliminate the extra poles in the propagator (see 
figure 2.5). However, a non-local action causes problems. We might worry that 
as it contains products of field variables at formally spacelike separations, then 
the resulting theory might not respect Lorentz covariance. The free theory has 
the correct continuum limit, but the behaviour of interacting theories is not so 
clear. lnan explicit calculation Karsten and Smit (1978,1979) showed that the 
vacuum polarisation in a gauge theory with SLAC ferrnions has divergent 
non-covariant contributions at one loop. Rabin (1981) defined an alternative 
perturbation expansion which recovers the same results as continuum 
perturbative QED at the cost of introducing an extra cutoff to eliminate 
infrared problems, and thus destroying the manifest gauge invariance of the 
model. The status of the axial anomaly in gauge theories defined using the 
SLAC derivative is also controversial - (Weinstein, 1982; Ninomiya and Tan, 
1984). 
Beyond WCPT, we may observe that numerical simulations are performed 
on a finite lattice, so that contributions to the SLAC derivative are necessarily 
cut off at some finite separation, removing the discontinuity responsible for 
the absence of doubled species. Practical fermion calculations also require the 
inversion of a matrix whose size is proportional to the volume of the system: 
non-local interactions result in this matrix being dense, and hence numerically 
intractable. SLAC fermions have therefore found little use in numerical lattice 
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Figure 2.5 - Dispersion relations for naive lattice fermions (curved line) and 
SLAC fermions (straight line); the discontinuity in the latter replaces the 
unwanted extra fermion species. 
gauge theory. 
The Susskind Fermion Formulation 
We now turn to the other principal lattice fermion formulation used in 
numerical simulations. This is the so-called Susskind or 'staggered' 
formulation (Susskind, 1977). No attempt is made to bypass the doubling 
problem by breaking the assumptions of the Nielsen-Ninomiya theorem. 
Instead, the fermion degrees of freedom are thinned out by distributing them 
more sparsely among the lattice sites. The easiest way to do this is via a 
unitary transformation which diagonalises the action in the spin components 
(Kawamoto and Smit, 1981). Starting with the naive action (2.2), with spin 
indices ot, shown explicitly: 
S = 	a4 f(n) 	Ur(tt)4l61tft) 
- 
Ir b1p u7 	(n)] 
(2.25) 
+ mro 
we define the transformed field variables x and : 
X. 	 s 1k) 
	
'i 	
2 11 	q 
•< (n) 	
\ •4 73 	'i 	', 	1(3.1 	
(2.26) 
The action in terms of x becomes: 
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(_ )flt 4r-1 	
(2.27b) 
Now the action is diagonal in the variable x()1 and is thus simply four 
copies of the same action written in terms of a one-component Grassmann 
object x(n) and a space-dependent sign nu(n): 





This Susskind action is local, hermitian, and invariant under the global U(1) 
rotation: 
- cat —4 e- 	 (n) 
(2.29) 
and the 'U(1) F ' rotation in the limit m+O: 
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(2.30b) 
This latter invariance is a continuous remnant of the full chiral symmetry of 
the naive action. We shall see that in the continuum limit, the full chiral 
symmetry of the free theory is restored. The Susskind action thus satisfies all 
the assumptions of the no-go theorem, and so undergoes doubling. In four 
dimensions, the one degree of freedom per site is doubled to sixteen, which 
have therefore to be reinterpreted as (4 spin)x(4 flavor) degrees of freedom in 
the continuum limit 
The staggered formulation has two advantages over the Wilson 
formulation. It is better suited to numerical work, because only one fermion 
component is stored at each site, thus reducing the work required in 
evaluating the propagator matrix on a lattice of given size by a.factor of 16. 
More importantly, the U(l)c symmetry present in the massless action is not 
explicitly broken by any other term, irrelevant or otherwise. A current 
conservation condition similar to (2.7) holds, and the resulting continuum 
theory contains no anomaly in this current. The physical limit in lattice gauge 
theories can be taken as mO. Strong coupling analysis suggests that in this 
limit chiral symmetry is spontaneously broken, leading to the appearance of a 
massless Goldstone boson (Kluberg-Stern et al, 1981; Kawamoto and Smit, 
1981). Numerical simulations of GCD have confirmed this picture, the resulting 
Goldstone boson having a mass vanishing as ,fm (see figure 2.6); If spin and 
flavor quantum numbers are assigned to this state, it can be shown that it 
transforms as a pseudoscalar flavor non-singlet (Golterman and Smit,. 1984). In 
the absence of any additional terms to split the degeneracy of the quark 
flavors, this state can be associated with the pion. We might ask whether 
near the continuum limit lie, on a sufficiently large lattice), full flavor 
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Figure 2.6 - Results of a simulation of quenched SUM gauge theory using 
Susskind fermions on a lattice of size 16 3 x24 at 5=6.0 (Bowler at al, 1986). The 
pion mass in units of lattice spacing is plotted against the parameter ,/m, 
clearly showing chiral symmetry breaking in the limit m4O. 
symmetry is restored. This means that the U(1)xU(1) c symmetry of the action 
(2.28) is enlarged to an effective SU(4) L XSU(4) R symmetry among the four 
quark flavors (actually U(4) L xU(4) R in the quenched approximation). The signal 
for this would be the appearance of not one but fifteen massless Goldstone 
pions in the continuum limit (15=n-1number of generators of SU(4)). It has 
been shown that this flavor symmetry restoration should occur at all orders of 
WCPT (Jolicoeur at al, 1986); numerical evidence for it has been given for 
quenched SU(2) lattice gauge theory (Billoire at al, 1985). 
We finish this chapter with a brief review of spin and flavor quantum 
number assignments which have been suggested for the interpretation of the 
Susskind action in the continuum limit. There are essentially two approaches: 
either to make the identification locally in configuration space by assigning 
quantum numbers to the 16 degrees of freedom at the corners of unit 
hypercubes of the lattice (Gliozzi, 1982; Kluberg-Stern et at, 1983), or in 
momentum space by dividing up the Brillouin zone into 16 and basing one 
degree of freedom around the pole appearing in the propagator in each 
portion (Sharatchandra et at, 1981; van den toel and Smit, 1983). 
For the former case, we use the formalism of Kluberg-Stern at al. (1983). 
The variables XA(V)  are defined in terms of the x(n) via: 
	
%4 (j) 	= 	% ( 23 +A) 	 (2.31) 
where y is an array of four integers denoting a site on a lattice of spacing 2a, 
and A is one of 18 four-vectors with all components either 0 or 1. We also 
define 16 4x4 matrices rA: 
FA 
O(OL 	 A. 	A2 	As 
= ('i. It T (2.32) 
These form a basis for the linear vector space of 4x4 matrices. We can now 
define two-index quark fields as linear combinations of fundamental fields on 
the 16 corners of a unit hypercube which is given a spatial coordinate v  on 
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the lattice of larger spacing: 
C(4.( 
 3 )_!cxA5)) 7.- 	gA 
%44() i; (2.33) 
The indices a, a run from 1 to 4: a is interpreted as a spin index, and a as 
flavor. By noting the orthogonality property on the rA: 
A 	A 
	= 	 (2.34) 
it is now possible to rewrite the free Susskind action (U=1 in (2.28)) in terms 
of the q variables on the lattice of spacing 2a: 
S = Z (2) [ ~y 
+ a. •() ( s ®€r Lsr c!&J 
+ rill 	()# '.() (i1011),(,) 	
(2.35) 
Indices have been suppressed; the 
'' 	
matrices in each quark bilinear act on 
spin indices and the t matrices, defined by tyf, on flavor. The difference 






In momentum space, the free quark propagator reads: 
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 ' 
The momentum variable p u is only defined over the range (-ir/2a,7TI2a] 
because the effective lattice spacing is 2a. Hence the only pole occurs near 
P=O, and the doubled species, instead of appearing implicitly as extra poles 
near the edge of the Brillouin zone, are now explicitly described by the 
algebra. 
The action in this basis departs from the desired continuum form at ON 
with the appearance of the second term, which breaks both Lorentz and flavor 
symmetries. It is to be hoped that this term causes no damage in interacting 
theories (Cf. the term proportional to r in the Wilson formulation). The 
inclusion of gauge interactions is by no means straightforward; we note at this 
stage that if the full Susskind action (2.28) is used, then the q variables given 
by (2.33) have no well-defined gauge transformation properties since they are 
not completely local, unless some form of gauge fixing on each unit 
hypercube is implemented. A fuller discussion is postponed until chapter IV. 
The alternative formalism (van den Doe[ and Smit, 1983) begins by 
dividing the full Brillouin zone into 16 subregions and defining new 
16-component fields @A(P)  as follows (all variables are implicitly Fourier 
transformed): 
94 	 %(pt 	 (2.38) 
where puE(-TT/2au/2a)  and the four-vector 7TA=(7r/a)A with A defined as above. 
Now space-dependent signs such as the factor n 4 (n) in the action (2.28) can 
be represented by a complex phase, eg: 
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ex  (vrt,.na) 	 (2.39) 
where 7Tfl3 is the four—vector (/a,7T/a,0,0). An abelian group of sixteen 16x16 




TC C 0 
oEktrwuse. 	 (2.40) 
These may be written as tensor products of the Pauli matrices a ,t1 ' p 1 ,w1, 
and the identity. The action may now be rewritten in terms of 16x16 matrices 
defined in the extended space containing tensor products of all Pauli matrices 
in the four sets. These matrices are no longer real nor commuting in general. 
Hermitian matrices (t'p)AB  and (E P )AB  may be defined with the following 
properties (further details are given in chapter III): 
{rr )nJ} 
1r Eu ] = 0 
 
Once again, we can think of the r matrices operating on spin degrees of 
freedom, and E on flavor. The free action in momentum space becomes: 
= 	I. 9A (F)ILAafrG +fl4 1 O(p ) 
PAS (zn) 	 1" 	 J 








By applying a. unitary transformation, we may again define two-index 
fields 
t(r)  = Z \4 .4  (2.43a) 
(This elegant form for the V transformation is due to Daniel and Kieu (1986)). 
Under this transformation, the r. and E matrices factor into two disjoint 
spaces, ie: 
= V1Vt 	
-r 	 (2.44) 
where the y's can be expressed entirely in terms of a's and t's, and the 's in 
terms of p's and w's. Both y and matrices have the algebra of hermitian 
euclidean Dirac matrices. Suppressing indices as before, we arrive at the 
following representation of the momentum space Susskind action: 
11/ 
t f £CLj4 t (r ) LZL r® 1 Pr 
4 
(2.45) 
This time the action has full Lorentz and flavor symmetry (or at least, in 
the former case, a discrete hypercubic remnant), and departs from the desired 
continuum form only at 0(a 2). The cost is the completely non-local nature of 
the prescription, and the consequent impossibility of having a gauge-covariant 
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4 variable in the interacting case. This formalism is entirely unsuitable for the 
assignment of spin and flavor labels to lattice operators in a numerical 
simulation, where it is desirable for such operators to be as local as possible 
to avoid fluctuations and hence poor statistics in a Monte Carlo averaging 
procedure (to say nothing of the extra work involved in calculations using any 
non-local operator). However, as the *-fields are defined in momentum space, 
their Feynman rules are more straightforward than those for the q-fields, 
which make them a more natural basis for WCPT calculations. In chapter IV, 




Towards a Lattice Electroweak Theory 
Chiral Gauge Theories 
One of the most important experimental observations in particle physics 
is that of parity violation in weak interaction processes such as B-decay. All 
modern theories of particle interactions, from the V-A model of Fermi right up 
to the most recent superstring models in many dimensions have to take 
account of this fact. The most successful approach to date, in terms of both 
agreement with experiment and predictive power, has been the 
Glashow-Salam-Weinberg (GSW) model (Glashow, 1961; Weinberg, 1967; 
Salam, 1968), often known as the standard model of electroweak interactions. 
It accounted for parity violation and the strength and range of the weak 
interaction, and predicted previously unobserved neutral current weak events 
such as neutrino-neutrino scattering. Most significantly, it unified two such 
diverse forces of nature as electromagnetism and the weak interaction in 
terms of a single underlying theory, and predicted the existence of the 
massive vector bosons W±  and Z. 
The standard model explains electroweak interactions in terms of a chiral 
gauge theory, that is, one in which left- and right-handed fermion species 
transform according to different representations  of the gauge group. In such 
theories, gauge bosons couple to fermion currents of the form 41 ( 1 ±ys)YMIP. 
which transform as (vector±axial vector) or (V±A). Under the parity 
transformation: 
(V± A) - -(VA) 
	
(3.1) 
The gauge current is not an eigenstate of parity, and hence generates 
parity-violating physics. The gauge group in question is the product 
SU(2) L XU(1) y, where the L subscript denotes that only left-handed fermions 
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transform non-trivially under SU(2), and V stands for weak hypercharge, a 
quantum number associated with the U(1) rotations. For each gauge symmetry 
there are corresponding gauge bosons in the adjoint representation, a 3 of W jj 
for the SU(2), and a singlet B for the U(1). Another important ingredient is the 
concept of symmetry breaking: the observed symmetries of nature are the U(1) 
of electromagnetism and (by hypothesis) the SU(3) of color, so what has 
become of the SU(2) symmetry, and by implication, the corresponding 
massless gauge bosons? The resolution to this problem is provided by the 
Higgs mechanism (Higgs, 1964a,b; Englert and Brout, 1964; Guralnik et al, 1964) 
for spontaneous breaking of a gauge symmetry. A scalar field is introduced, 
with non-trivial gauge transformation properties, and a potential of the form: 
2. 
V() 	 + x 	 (3.2) 
Both p 2 and X are real and positive. Semi-classically, the vacuum assumes the 
configuration which minimises V. ie: 
= 	+0 	
= 	((Al 
\ 	 (3) 
and hence itself becomes non-invariant under gauge transformations. 
Goldstone's theorem dictates that the resulting theory will contain a number 
of massless bosonic degrees of freedom equal to the number of generators of 
the broken symmetries. It is always possible to pick a gauge (the unitary 
gauge) in which these modes vanish, and a term appears in the Lagrangian of 
the form (MA 2  ALL 2)/2
. where A stands for the gauge boson field and MA, its 
mass, is given by: 
MA 	 (3.4) 
with g the dimensionless gauge coupling. The exact value depends on the 
details of the symmetry breaking. The Goldstoné modes now appear as the 
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extra longitudinal degrees of freedom acquired by a vector particle when it 
becomes massive. 
The Riggs mechanism thus reconciles the theoretical requirement of no 
explicit gauge boson mass term, due to gauge symmetry, wttfl tne 
phenomenological observation that the range of weak interactions is extremely 
short, corresponding to exchange of a massive intermediate vector boson. In 
the particular case of SU(2)xU(1) there are two coupling constants g and g', 
one for each of the simple groups in the product. The Higgs mechanism 
breaks the symmetry generated by three of the four generators present. On 
transforming to the unitary gauge and diagonalising the gauge boson mass 
matrix we find the following particle content: a charged doublet W 	which 
governs charge-changing weak interactions such as S-decay; a neutral 
responsible for the neutral current events mentioned earlier; a massless 
photon 	A 	which 	gives the 	infinite-ranged and parity-conserving 
electromagnetic interaction; and finally a massive scalar a, known as the Higgs 
particle. Their masses are given by: 
Mt 	• 
x 	
; Ni1-' ' + 
a)  
	
Mr = '1b 
	 (3.5) 
The electronic charge e is given in terms of the couplings g and g' by: 
[c 	
3 








The value of sin 2 e w  can be measured from neutral current experiments and 
EM 
has the approximate value 0.22. This, coupled with a knowledge of the fine 
structure constant, and the strength of low-energy weak interactions via the 
Fermi constant G (=g 2/2/2Mw2) enables a prediction for Mw  and Mz  to be 
made. The GSW theory received dramatic confirmation in 1983, when W and Z 
particles were produced as intermediate states in p collider experiments 
(Arnison et al, 1983a,b; Banner et al, 1983), with masses: 
80.8 t. 27 &'J; M2 T 	± 1 - 6 GeV (3.7) 
in good agreement with predicted values. M 3 is not predicted in the theory, 
and as yet the Riggs has remained unobserved. 
Beyond the standard model, the ideas of spontaneous symmetry breaking 
via the Higgs mechanism in chiral gauge theories have been important in 
attempts to unify the strong interaction with weak and electromagnetic forces 
in a 'grand unified theory' (GUT). The simplest example is based on the gauge 
group SU(S) (Georgi and Glashow, 1974), and incorporates the known quarks 
and leptons in two representations, a 5 and a 10. Two scales of symmetry 
breaking are postulated, one at _10 15  GeV to break SU(5) down into the 
observed symmetry  group of nature SU(3) C XSU(2)LxU(1)y, and one at - 10 2 
GeV reproducing the GSW model breakdown into SU(3) c xU(1) em . This theory 
has been partially successful, for instance, in predicting the mixing angle O w : 
however, it also predicts proton decay (a consequence of including quarks and 
leptons in the same representation) at a rate in excess of that currently 
observed. 
In this chapter we will investigate methods for formulating chiral gauge 
theories on the lattice, assuming the presence of a scalar Higgs field with 
non-zero vacuum expectation value. It will turn out that the principal obstacle 
to producing realistic lattice theories is the fermion doubling problem 
described in chapter II, expressed most concisely in the Nielsen-Ninomiya 
no-go theorem that there is no consistent lattice formulation of neutrinos. 
Before launching into a more detailed account, however, we will present a 
brief motivation for the need to study chiral gauge theories using the lattice. 
Firstly, little is known about the Higgs mechanism beyond WCPT 
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corrections to the semi-classical approach already outlined. This is 
unsatisfactory, partly because of the many undetermined parameters still 
present in the standard model, such as the Higgs mass, and partly because for 
M a >M/g, WCPT must break down in the Higgs sector since the scalar 
self-coupling A becomes 0(1). Moreover, the argument we used to claim 
<t>tO works just as well for a pure 
•4  scalar theory without gauge or 
fermion fields; there are both analytical (eg. Aizenman, 1981; Frohlich, 1982) 
and numerical (eg. Callaway and Petronzio, 1984) grounds for belief that in 
four dimensions this model is trivial, that is, its infrared fixed point has 
vanishing self-coupling. If this is the case, then the presence of gauge 
interactions is crucial to the Higgs mechanism, and non-perturbative 
investigations via the lattice become important in clarifying the dynamics of 
the transition between phases of broken and unbroken symmetry. Much work 
has already been done on pure gauge-Higgs systems, for abelian (Bowler et al, 
1981; Callaway and Carson, 1982), non-abelian (eg. Lang at al, 1981; Langguth 
and Montvay, 1985; Evertz at al, 1986) and even full SU(2)xU(1) models 
(Schrock, 1985). If a non-trivial fixed point can be shown to exist, there is the 
possibility of reducing the number of free parameters needed in the 
perturbative theory, to the extent, say, of calculating M 0 (Langguth et al, 1985). 
Perhaps the additional complications introduced into lattice computations 
by fermions will restrict numerical progress towards the full theory. However, 
lattice studies of chiral gauge theories with symmetry breaking would be 
relevant for models with both elementary and composite fermions in the free 
particle spectrum, such as GUTs, where non-perturbative calculations are 
required to uniquely specify the subgroups which remain unbroken, and hence 
the massless spectrum (Eichten and Preskill, 1986). Finally, it is of intrinsic 
interest to formulate chiral theories on the lattice. The path integral 
formulation of quantum field theories in euclidean space has both intuitive and 
formal appeal, and is most naturally defined on a spacetime lattice of 
vanishing spacing, with the integration measure given by separate integrations 
over all site and link variables. Clearly it is unsatisfactory if there are 
continuum field theories of direct physical interest which do not have a lattice 
transcription with, say, the same WCPT properties. 
A Prototype Lattice Chiral Gauge Theory 
If we simply used the naive fermion formulation of chapter I to construct 
a theory with V-A couplings, the doubled spectrum would contain equal 
numbers of particles with V-A and V+A couplings, and the resulting theory 
would not exhibit parity violation. We will therefore start our attempt to find a 
lattice chiral gauge theory by trying to reproduce the method of avoiding 
doubling using Wilson fermions. The Wilson scheme proper is not permissible, 
because the Wilson term (2.10) is necessarily a chiral-symmetry violator of the 
form *L1PR+*RDL,  and it is not possible to make it gauge invariant. For the 
same reason, fermion mass terms are also forbidden. In the continuum theory, 
fermion masses are generated via a gauge-invariant Yukawa interaction with 
the Higgs field. Following spontaneous symmetry breaking, a mass term 
v40*(x)4i(x) emerges, where v is the dimensionless 'fukawa coupling, and 00, 
the vacuum expectation value of the Riggs field given in (3.3), has the 
dimensions of mass. It has been noted (Swift, 1984a,b; Smit 1985) that if a 
momentum-dependent (ie. one-link) Vukawa interaction term is included in the 
lattice action, then following spontaneous symmetry breaking a term having 
the same form as the Wilson term appears. It is then claimed that the Riggs 
mechanism can thus be used to circumvent the doubling problem. 
The following action, mimicking a chiral gauge theory based on the group 
SU(2), illustrates the essential idea (for a chiral gauge theory, we should 
strictly choose a group which admits complex representations, but at tree 
level the use of StJ(2) introduces no inconsistencies). All lattice fields carry 
the same mass dimension as their continuum counterparts: 
S = 2: a F4rUr1t)J"t ) 
tZA L 
f&.i't& r  Q rt14 q4.(n) J 
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+ jn 	{ (nf)+U7fr)(n)} ;c -2 
- 	r- Zc.4 [ fr et 	, 	*-* tP] L 
+ Sccdar 	poert&(ctl 	4 	Sawj.. 	 (3.8a) 
U (n) = txp 	 Su z) r 	
k 2. 	 / 	( 8b) 
with 
where t are the Pauli matrices which generate SU(2). 	4L is the left-handed 
M. 
projection lie. *L1"2(Y5)*') of a fermion field which transforms according to 
the fundamental representation of SU(2), Xa  the right-handed part of a gauge 
singlet fermion, and 0 is a scalar Higgs field also in the fundamental 
representation. Note that the one-link Yukawa terms, proportional to r, involve 
the average of the scalar fields defined on the connected sites, to ensure a 
Feynman rule symmetric  in ingoing and outgoing fermion momentum. This is 
purely for convenience; all interactions of the form 
1pLcbD(n)+(1-b)Up(n)ø(n+P)}xR(nfu) have the same continuum limit because the 
interaction with the gauge field is 0(a) and hence irrelevant. The action (3.8) is 
invariant under the following gauge transformation: 
r (3.9) 
cL() C SWi) 
Now, pace the comments at the end of the previous section, we will assume 
that the scalar potential can be chosen so that the Higgs field takes a 
non-zero vacuum expectation value c>. With the choice: 




the action is rewritten expanded about the new vacuum, and the following 
terms emerge in the unitary gauge: 
SMSmt = a:4 1 27 
+  u-4 !Qt  ON 





The electron field e(n)eL(n)+eR(n),  and higher order terms of Olga) are 
presumed irrelevant and neglected. What has emerged is a mass term for the 
gauge boson triplet A(n), a naive electron mass term with value v+o, and an 
effective Wilson term which should prevent electron doubling as the 
continuum limit is taken. The resulting model then supposedly describes a 
single fermion species interacting with a massive gauge boson via a 
left-handed current. Neutrino doubling can similarly be countered by the 
introduction of a gauge singlet right-handed field XR' (UR). with a standard 
kinetic term and interactions with 4L  via Yukawa terms involving the conjugate 
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I t 
After symmetry breaking, these terms become mass and effective Wilson 
terms for a particle with tree-level mass v' 0  and the gauge interactions of a 
neutrino. Electron and neutrino mass scales can be established by suitably 
tuning the parameters v and v'; at tree level, the neutrino may be made 
massless by setting v'O. 
Details of a full SU(2)xtJ(1) lattice model are given by Swift (1984a,b), but 
the generalisation from (3:8) is quite straightforward. Instead, we will describe 
a lattice version of the Georgi-Glashow SU(5) GUT which, though more 
elaborate, requiring two scales of symmetry breaking, is still amenable to the 
above procedure. The action, describing strong and electroweak interactions 
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for all first generation leptons and quarks (le. u,d,e.ve)  is given by: 
S= sk-sS +sIO.c, + Scala. 
reatmt (3.13) 
S gauge  has the usual form, and: 
kIA 
- 	 tPR(n)J 
tr
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 jC") 	Ur CPt)%LCItP)U7 t (ht) At, - 
.Za 
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VR 	r'"2 -Yx 
I (r) Ur(n)(ntP)Urt(n) - 
- 	: [H'(n)L,Jn)H(v1tf)4 H t (ntp)(4(n) }-f(n) 
(3.14) 
- 2Rt (n) k(n)] 
The traces are over gauge indices a, b which run from 1 to 5. The field 
content is a fundamental 5 of fermions 'PR", an antisymmetric tensor 10 of 
fermions XL.  a singlet right-handed neutrino 'R  and an adjoint 24 
ab  and a 
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Vfr) —* VR(fl) 	 - CL(A)i(A) a1) 
k() - a(n) I-Ui) 	; (Ajia("l(n)Ur(") at(nt) 114 
(3.15) 
R(n) e SWS) 
1 and x are parameterised in terms of known particle states by: 
tR 	cJ,\ 	;X=!  Q 	u C -4 -(At 
0 " -d z  
€A3 
rz(-u: 
t1q-u 0 U3 ••d 3 
et 	I LA 1 i 0 (3.16)  
A 
The numerals are SU(3) color indices, and the C superscript denotes charge 
conjugation. The action could equally well be written in terms of CP conjugate 





The ?? are the 24 traceless hermitian generators of SU(5), normalised by: 
Er- { xxJ 	 (3.18) 
Once again, we can write the 24 of gauge bosons Au in terms of known 
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gauge fields: 
Ar5? G 1 , 	G 'SI 
130 
JSo 
&3 	&32 •-'-G-&, X3 
'X I 	X Z 	s. 42 J30 




The C's mediate the SU(3) interactions, the W's the SU(2)L, and B the U(1). 
The 12 fields X and V are a new feature of the model; they carry both color 
and eledtroweak quantum numbers, and give rise to transitions between the 
quark and leptonic sectors, thus mediating baryon number violating processes 
such as proton'decay. In realistic theories (for a review of StJ(5) and other 
GUTs see Langacker, 1981), such processes must be suppressed by making the 
X and V bosons very massive, of the order of 1015  GeV. This is accomplished 
by the first stage of symmetry breaking, with 0 taking on a vacuum 
expectation value of this order to effect the breakdown 
SU(5)±SU(3) C XSU(2)LXU(1)y via the Riggs mechanism. With a suitable choice of 
scalar potential (which contains both (Tr( 2)) 2 and Tr(V 4) terms with separate 
couplings, eg. Li, 1974), " can be made to assume the vacuum expectation 
value <'Z>=$ 0diag(1,1,1,-3/2,-3/2). If the kinetic term involving CD in (3.14) is 
rewritten expanded about <0>, the following mass term for the X and V 
bosons emerges: 
Z cz I 	Xrcsi('\) ] 
where the index i now merely runs over color. The gluons, W's and the B 
remain massless because <'t> commutes with all the generators of 
SU(3)SU(2)xU(1). 
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The next stage of symmetry breaking is SU(2)LXU0)yU(l) e m at 
—100 GeV, already familiar from the standard model. The field H is made to 
take on the vacuum expectation value <H>H 0(0,0,0,0,1)t, resulting in the 
gauge boson mass term: 
tI.1O 1 LJ(n)U() 
"r r r (3.21) 
2.L) 	(fl) + 	rJMt32 r 
(-12 J30 
On comparison with the quantum number assignments in the GSW model, the 
U(1) 	generator 1//15diag(-2,-2,-2,3,3) must be rescaled 	by a 	factor /(5/3). 
This results in the weak hypercharge coupling g' being related to the unified 
coupling 	g 	(at tree 	level, 	g 	is 	common 	to 	the 	SU(5), 	SU(3) 	and SU(2) 
symmetries) by: 
(3.22) 
We now write for the Z boson and photon: 
2r 
tf ur 3 tf R ; 
M t 	 ; 
 (3.23a)
leading to the mass predictions: 
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More interesting from our point of view is the fermion sector, where the 
masses are as before generated by Vukawa interactions with the Higgs field H 
(there are no superheavy fermions in the model: all passes are of the 
electroweak scale or less). The terms in the lattice model are: 
= —J. 1t75 
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(3.24c) 
+ 
vg ; 	H* &* 
H+*J 
where Cabcde  is antisymmetric in all five indices. The gauge invariance of S 10 
under (3.15) may be checked by noting: 
aC.lt  	 a S•L £2 	
(3.25) 
COC at. JQk Cal 
As before, the Yukawa-Wilson terms proportional to the r's may be modified 
by the inclusion of more link variables U ll to yield symmetrical Feynman rules. 
Using the value for <H> given earlier, we reexpand about the new vacuum 
and express our answer in terms of the parameterisation (3.16). The result Is: 
SM5 t 	'.ç H0 •a [ 	G)c1;(n) * 
I' 
ç 	d,Jvi) d(Atft 
2. 
- 2.c1(m)ct1(n) 
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 (3.26b) 
H. 	c(n) y(n) 





We have generated mass terms for all the fermions in the model, together 
with effective Wilson terms. As in the continuum model we have the relation 
md=m e. The mass scales may be set by tuning the v's, and as before, the 
neutrino made massless at tree level by setting v 1 =0. 
The fact that the lattice SU(5) model in the a-s() limit yields the same 
tree-level predictions, such as the value of sin2ew,  as the continuum theory 
should not surprise us. The group theory and representation content are 
identical, apart from the explicit inclusion of a right-handed singlet neutrino 
and the corresponding mass term S1; indeed, there is no reason why such a 
term should not exist in the continuum theory, generating an immeasurably 
small neutrino mass. As a result, the model is if anything slightly more 
satisfactory than the simple SU(2) one since we have no need of the artifice of 
introducing . What is crucial in both cases is a better understanding of the 
effects of the Vukawa-Wilson terms on the particle spectrum, for two reasons. 
Firstly, in the case of both the SU(2) and SU(2)xU(1) models, there is an 
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(3.27b) 
(This may be checked using the relation for the Pauli matrices t zttr_t i *). 
The implication is that conserved axial Noether currents carrying SU(2) or 1i(1) 
quantum numbers can be defined on the lattice, as discussed in chapter II. 
However, the corresponding continuum currents are subject to an anomalous 
Ward identity (cf. (29)): in general the expression a p < OIT(j p 8 i v 1 sp c)IO> 
contains an anomaly proportional to d abc defined by (eg. Chang and Li, 1984): 
({Ty1'i TC) 	(3.28) 
2. 
where the T's generate the relevant group-theoretic structure. For the 
SU(2)xU(1) case, dabc  is non-vanishing in the leptonic sector for 
or Ta.b.c=y. This anomaly is dangerous, as it is coupled to a physical gauge 
current, and can thus damage the renormalisability of the theory. Anomaly 
cancellation with the light quark sector u and d prevents this from occuring. 
However, the invariances (3.27), together with the considerations of chapter Il 
suggest we have an anomaly-free model containing leptons only. This casts 
doubt on the claim that fermion doubling is avoided. 
Secondly, the Wilson terms generated by the Higgs mechanism are 
proportional to r 0 rather than na as in the standard case (2.10). It is difficult 
to see how such a term can force the unwanted species to decouple by 
raising their masses to 0(a 1 ). It might be argued that the model should be 
phrased in the context of fixed-length scalar fields: that is, 101 is constrained 
to be a dimensionless constant independent of lattice spacing, so that the 
coefficient of the Yukawa-Wilson term can be set to r/a and the standard 
Wilson term recovered. In this case the ordinary Vukawa term corresponding 
to the naive mass, and the gauge boson mass term, now have the wrong 
dimension. In addition, although the radial degree of freedom of the Higgs is 
now suppressed, the transverse Goldstone mode is still dynamical, even 
though it does not appear in the unitary gauge. The couplings of the fermion 
species on the zone edge to this mode are now 0(ra 1 ). This leads to 
non-vanishing contributions from fermion loop diagrams to a WCPT expansion 
in a general, renormalisable gauge as the continuum limit is taken. Clearly, 
constraining the field in this way will lead to a lattice model with the wrong 
weak coupling limit as a-'O. 
The Vukawa-Wilson Term in a Lattice Sigma-Model 
In order to clarify the picture and investigate the effect of a one-link 
fermion-scalar interaction further in a simpler case, we can include such a 
term in the action for a U(1) a-model defined on the lattice. In the continuum 
this model, containing one fermion species interacting with a complex scalar 
field =a+ii, has all the features of interest in the standard electroweak model 
without the complications inherent in a gauge theory. The scalar potential is 
such that the chiral symmetry of the action is spontaneously broken, leading 
to a Vukawa-generated mass for the fermion and a mass for the physical a 
field, the 1T becoming a Goidstorie boson. The model also contains an anomaly, 
permitting the decay rr-.'2y if electromagnetic interactions are included. The 
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lattice action is: 
= E  
r24L 
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+ StqI4t- 	 + Ejole 
(3.29) 
Again, the Vukawa-Wilson tern is written using the average of the scalar 
fields on the linked sites. We have also retained a tJ(1) gauge field in the 
action to check the effects of photon-loop renormalisation on the 
interpretation of the fermion spectrum. 








If the scalar field is rewritten as: 
4(n) + a- (V)) + j -  rr(n) 
16  
where 	, the vacuum expectation value, is real, then the action can be 
expanded about $=$, and the Feynman rules for WCPT found by Fourier 
transformation (the rules are listed in appendix A). The fermion propagator is 
given by: 
S r. (k) 	f 4 	+ N4 [45 c03kr J ' (3.32) 
This corresponds in the a-O limit when expanded about k 1 O to the 
continuum propagator for a particle of mass vc 3: however, as in the naive 
case described in chapter I, the propagator equally well describes other 
particle species when expanded about points T in the Brillouin zone, with j5 
having all of its components equal to either zero or IT/a. The T transformation 
described in appendix A, which interrelates these points in momentum space 
(Karsten and Smit, 1981), does not leave the Yukawa-Wilson term invariant; 
consequently the mass spectrum for these doubled species is; 
m= 
(3.33) IT 
The masses of the doubled species are thus raised by terms of the order of 
the scale of symmetry breaking, whereas in the standard Wilson case they are 
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raised to the order of the cutoff. The parameter r now has the status of a 
relevant dimensionless coupling. Decoupling does not take place, and all 16 
fermion species survive the continuum limit: the anomaly thus vanishes. This 
result should be compared with continuum calculations (d'Hoker and Fahri, 
1984) in which it is shown that an attempt to decouple a fermion species 
whose mass is Yukawa-generated leads to an effective anomaly in the 
resulting low-energy theory. Thus it is not possible to eliminate the doubled 
species by raising the parameter r to a large value. As in the fixed-length 
scalar case, diagrams such as figure 3.1. will yield extra undesired terms in the 





The implications for lattice electroweak theory are disappointing because 
fermion doubling has not been eliminated. Our aim from now on is to check 
the consistency of the multi-species interpretation of the model, that is, 16 
independent fermions - with a split mass degeneracy, by calculating the 
one-loop corrections to the fermion self-energy using WCPT in the regime 
g,v,rc<1 as a-*O. The propagators and vertices for the lattice theory are given 
in appendix A. The rules for a particle species at the zone edge are obtained 
from those for the species at the centre via the T transformation. An 
important consequence of this is that the fermion-scalar vertex shown in 
figure 3.2 for, say, the species centred at p=(Tr/a,O,O.0) has the following form: 




Figure 32 - Ferrnion-scalar vertex, with external momenta indicated. 
Clearly this rule is not 'Lorentz covariant' in the sense that it does not respect 
even a discrete hypercubic symmetry, because it is not symmetric with 
respect to interchange of Lorentz indices. However, at tree level as a ~O, 
covariance is restored and the coupling strength becomes (v+2r). 
The one-loop contribution to the self-energy of the species at the zone 
centre is given by (see figure 3.3): 
r) 	(I) 	 (c) 
Y  (p) 2: (p) + E () + 
Note diagram (b) includes an anomalous vertex of 0(a) (Sharatchandra, 1978): 
this diagram will not be divergent as a+O but must be included to maintain 
lattice Ward identities at non-zero a. Calculations are performed in the 
Feynman gauge for ease, with mass p for the a-field and infrared regulator 
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where the loop momentum k has been rescaled to k/a. First, the denominator 
is rewritten using Feynman parameterisation and the integration variable 
shifted (an operation permitted on a periodic lattice) so that the denominator 













Figure 3.3 - One-loop contributions to the fermion self-energy 
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In the small k limit, the expression for the denominator becomes: 
2. 
Vt k + t(t13z+ (_rtt  dtx)p'L) tO(k3 )] 
Next, the integrals are evaluated using the technique of splitting the Brillouin 
zone into two regions (Karsten and Smit, 1981). The inner region is described 
by a hyperspherical cutoff k2<62  with a 2 p 2 ,a 2 i 0 2 <<6 2 <<1, and gives rise to 
infrared divergences as a-O which reproduce the ultraviolet divergences 
obtained using other WCPT regularisations such as Pauli-Villars. The outer 
region yields finite scheme-dependent contact terms which are complicated 
integrals over sines and cosines, independent of a, which can be numerically 
evaluated if necessary. As the limit 6-0 is taken, any divergences of the form 
ln6 2 cancel between the the two regions, as the complete expression is 
independent of S. The result is: 
C') 
Z () .= 	z[Acyt A4 +A3 r 
— 
4t 
f& (+ i oxc,r) 
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(3.38a) 
€1 [.ot(xttLptx(I..z)rt+(l_z)x2 ) ] 
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+ A[ (x 0V+ (i-x)p!+z (j-) pt)1] 
(3.38b) 
where A 1 and B 1 are finite expressions coming from the outer integration 
region, eg: 
it 	
rcOs'r A2.  a 
I 	1 + 4-('-) ' 0 	 - So, 
(3.39) 
4- (&' 
In the case for a gauge theory. with standard Wilson fermions, the term 
corresponding to A 3 is divergent, and is the origin of the 0(a 1 ) mass 
counterterm discussed in chapter It (Karsten and Smit, 1981). This is a result 
of the chiral symmetry-violating nature of the Wilson term. In our case this 
symmetry is respected and no such divergence arises. 
We choose an on-shell renormalisation procedure, and define the mass 
counterterm 	for the 	species at 	the 	zone 	centre 	by 6mE(p)Ijr_v4o.. It 	is 
infrared finite as X , 	 -.0, and is given by: 
3tfrf 3 







For a fermion at the zone boundary the analysis goes through in a similar 
fashion, except that now the non-covariant nature of the Feynman rules, noted 
in (3.34), causes expressions arising from the outer integration region to 
violate the hypercubic symmetry. For instance, for the species centred at 
p=(w/a,O,O,O) the term corresponding to B1?in (3.38b) is: 
'V 
—2.1 chc(I-,c ( 
Jo 40 
X 
	 1<1 Et+zrtIfcosk$) + c- 
+ 4(,-)Z ;,1t 	
41) 
L 	 0- 
This expression differentiates between Pi  and the other components P2.3.4• The 
origin of this broken symmetry is the non-invariance of the Vukawa-Wilson 
term under the T transformation. The situation in two euclidean dimensions is 
illustrated in figure 3.4, where the position of the propagator poles as a.O is 
shown together with their associated masses. Clearly an integral over the 
Brillouin zone centred on a species of mass (v+2r) 0 is not symmetrical in the 
two components Pi  and  P2,  whereas integrations centred on the other two 
types of pole are. 
The fact that the fermion self-energy expressions are not individually 
covariant is a problem for the multi-species interpretation. However, it is still 
possible io define a covariant renormalised theory: the expressions may be 
made symmetric in the different momentum components by the addition of 
multi-link counterterms to the action. For instance, in two dimensions such a 
term takes the following form (ignoring link variables): 
Figure 3.4 - Diagram of the Brillouin zone in two dimensions, showing the 
positions of the propagator poles as aO. Open circles denote species mass 
v0, half-titled circles species mass (v+2r)c0, and tilled circles species mass 
(v#4r)$3. 
t C, 	C1 4 
[ 	
fr(n#i+.)— 	 cj(i) 
](3.42) 
where C2 is O(v 2,vr,r2). In momentum space for the species at the zone centre, 
(3.42) has. the form: 
2.. C 	 ji()snp,tt COSNO. 
OL 
4  t 	skp1 tn3pq 
] 
In the a ~O limit it gives a correction symmetric in  Pi  and P. However, (3.42) 
is not invariant under 1, so that for the species centred at (rrla,O), the 
correction term is: 




F1  Ot I 
There is a splitting between the momentum components which is just 
sufficient to restore covariance in the complete' expression if C2 is suitably 
tuned. A generalisation to four dimensions is straightforward but tedious; 
two-, three-, and four-link terms, each with a separate coefficient C, are 
required. 
If the fermion self-energies are taken at face value, then the 
generalisation of (3.40) to the species labelled by n is: 
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We wish to establish whether the multi-species interpretation is consistent in 
the sense that the set of mass splittings introduced by the Vukawa-Wilson 
term closes under renormalisation. In the continuum a-model, the fermion 
mass is not an independent renormalisable parameter, whereas the Yukawa 
coupling A (A stands for any of the couplings v+2nr) and the scalar field 
expectation value $ O are (Gervais and Lee, 1969). The renormalised mass is 
defined by: 
(3.45) 
where the divergent renôrrnalisation constant Z1PZx 1 (ie. the product of 
fermion field and vertex renormalisation factors) is given by: 
-zt z>-' 	= 	I 
rn 
	 (3.46) 
Z 0 is the scalar field renormalisation factor which is calculated from the 
diagram shown in figure 3.5 if the scalar self-coupling is ignored at this order. 
____O --- 
Figure 3.5 
The fermion loop receives contributions from all 16 species. The resulting 
expression for the renormalised Vukawa coupling, ignoring also the 
photon-loop contributions to ZZx 1 , is (Chang et al, 1974): 
XRt X[it 1. b (CO t')f) 14 Z )2 
L 	Iet 	 . 	
+ k;k Eens 	
(3.47) 
where E. runs over all fermion species in the model. Now, simple 
renormalisation group analysis requires the renormalised coupling to be 
independent of the lattice spacing a, as the renormalised theory must not 
depend upon details of the regularisation used, ie: 
0.4 XP0 	 (3A8) 
okck 
which implies the following differential equation in the bare coupling as a 
function of a: 
( qt t) 
j 
The terms proportional to (X 5 ln(a 2 0 0 2)) can be ignored in the weak coupling 
limit; this approximation is normally made so that a solution to the 
renormalisation group equation can be found. 
For the lattice a-model, the claimed content is 16 fermion species with 
five mass scales (v+2nr)$ 0, O<n<4. This leads to five coupled renormalisation 
group equations of the following form: 
a.Gr+Znr) 	-Zf(,-f +( tzn)E2Z0r?}} 
L 	16 TO 	 Tr' 	J(3.50) 
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The system is over-determined and has no solution: it is impossible to 
establish five mass scales with just two tunable couplings v and r. For the 
model to be made complete, further fermion-scalar interaction terms 
extending over two, three and four links must be added to the action, each 
with an independent coupling, so that the number of mass scales matches the 
number of tunable parameters. The Vukawa-Wilson term is then replaced by a 
term of the form: 
N1 
N 
-F 4Cn+e1+ •'QM ) Ii r' -i-4('n+e,.. .+t*31 (':s) 'JA'') 
	
£ 	 2. 
- 2. 	('\) 4CA) (i-) (J)(.i) ] 
	
(3.51) 
We have shown that an action containing terms of the Vukawa-Wilson 
type can consistently, if inelegantly, describe doubled fermions with a 
non-degenerate mass spectrum. The cost is the introduction of both multi-link 
counterterms requiring fine tuning to eliminate non-covariances (at least, at 
one loop), in the self-energies of the fermions at the zone edge, and extra 
multi-link interaction terms with independent couplings to establish five 
separate mass scales. 
A Lattice Sigma-Model with Susskind Fermions 
Fermion doubling, although leading to an unmanageable number of 
species in the naive formulation in four dimensions, can be reduced in 
staggered formulations (Susskind, 1977; Kawamoto and Smit, 1981) as 
described in chapter II. Using the flavor/spin quantum number assignment of 
van den Doel and Smit (1983), also outlined in the last chapter, the Susskind 
fermion formulation can be exploited in describing a four-flavor a-model 
which utilises multi-link Vukawa interaction terms to yield a mass splitting 
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into two non-degenerate doublets. The action, written in terms of 
one-component Grassmann variables x and 7 and a complex scalar 4,, is as 
follows: 
S (n) [&i)%(ntF)- %(Alf)X(n)] 
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)fl+• 	
; 	e(n) 	 (3.53) 
EjIVXK is the totally antisvmmetric four-index tensor. The action has the 
following features: 
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(I) The complex scaler field =a+iiT is defined on even sites 
lie. e(n)=+1) only. In three dimensions, the equivalent 
lattice would be a face-centred cube of spacing 2a. 
There are two fermion-scaler interaction terms; a zero-link 
term proportional to v, and a four-link term proportional to 
(r<v). This will result in the Feynman rules for the model 
having full hypercubic symmetry. 
There is a continuous 'U(1)'•symmetry: 
QXf (Ca E(n)) %Cn) 
(3.54) 
After flavor/spin quantum number assignment, this 
symmetry will correspond to the full chiral symmetry of a 
continuum a-model with suitably-defined chiral charges. 
The action is non-hermitian in that 	and $* do not appear 
symmetrically. The non-hermiticity causes parity violation 
at 0(a 2); it will be shown later that this effect is irrelevant, 
causing no damage at one loop, and not affecting the 
continuum limit. 
The interpretation of the action, proceeds as follows. First, the action must be 
recast in momentum space in terms of the Fourier transformed fields •(p)  and 
9(q), which is defined in terms of x in (2.38). The momentum variable pp  lies 
in the first Brillouin zone for a face-centred hypercube of spacing 2a, and 
qE(-rr/2a,it/2a]. As before, we introduce the abelian 16x16 matrices 






The following identities are particularly useful (van den Doe] and Smit, 1983) 
cf.(2.41): 
C )AS (rc 	7r)cs ; 	r4s 	(%r)ca (3.56a) 








r1= rr'rr4 - - - - - ; .L5 	. 	— 3 —4 
A 
1-re (3.56e) 
The kinetic terms can then be rewritten: 
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The interaction terms are trickier because the scalar field momentum can 
assume values with components >V2a. The exact expression is: 
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Now, in the continuum limit as ap,ap',aqO, (p-p'-q)<7r/a, and the following 
identity holds: 
94(7'qt1rA+1r6+1Tc) = ( ThJ8C 	
(3.60) 
The integrand in (3.58) can then be rewritten: 
4 () f .r& 9 4' r- (I5 ) A8 ] 	 t() 
+ O(Qzrt) 




Finally the flavor and spin degrees of freedom are identified via the V 
transformation (2.43), (2.44) (Golterman and Smit, 1984b; Daniel and Kieu, 
1986), so that the action can be recast in terms of fields 	with traceless 
hermitian matrices '(p  acting on the greek indices, and 	on the latin 
We are now in a position to interpret the model in terms of fermioris 
with both spin (greek) and flavor (latin) indices. The action in real space has 
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the following classical continuum limit: 
a-(x)2 ' cr() 
V 
[v+ r5] (x)o(x) 
+ 	 's 	+r 3 91(x) () 	 (3.62) 
	
+ ScaJmr 	io 
Once again, the scalar potential is adjusted so that symmetry breaking occurs; 
if the scalar field expectation value is • then there is an effective fermion 
mass term j(x)(v+r5]t(x)43. A representation of the algebra may be chosen 
in which 5=diag(1,1,-1,-1). The model may thus be seen to describe four 
fermion species; two with mass (v+r)$ 0 and positive chiral charge (ie. the sign 
of the pseudoscalar coupling is +1), and two with mass (v-r) 0 and negative 
chiral charge. The triangle loops responsible for pion decay, proportional to 
the ratio of the pseudoscalar coupling to the fermion mass (eg. ltzykson and 
Zuber, 1980), thus explicitly cancel. This might have been anticipated from the 
U(1)e symmetry of the original action noted in (3.5r4): the axial current 
1iy 1 y550 is exactly conserved, and the pion is a stable particle in the 
presence of electromagnetic interactions. 
The fermion propagator in this representation is given by: 
rStr 1eU o tr. $ 1TcosNa) 
(3.63) 
- -It 	 iT 
- 2... Zn. 
A direct expression for the the vertices is not possible because of the problem 
with momentum transfer encountered in (3.58). However, in the one-loop 
expression for the self-energy, it is shown in appendix B that momentum 
conservation around the loop ensures that an exact transformation to the 
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(y,)-formaIism is possible, and that expressions similar to those in the 
previous section can be recovered. An' important improvement on the earlier 
model is the complete hypercubic symmetry of the interactions and hence the 
Feynman rules. This symmetry can be traced back to the presence of only 
zero- and four-link interaction terms in (3.52), and ensures that no 
non-covariances arise. 
Finally, we note that the non-hermiticity of the action makes it 
non-invariant under the lattice parity operation defined by: 
(n 1 n 1 n 3 n 4 E (Qn 4 











This causes parity-violating terms 	y5ia and 64n to appear in the 
interaction (3.58) proportional to (1-cosqa); hence they disappear at tree level 
in the continuum limit. However, it is necessary to check that diagrams of the 









In fact there is an explicit cancellation of such terms between, the a and IT 
loops, the only asymmetry arising from the non-zero mass of the a. This only 
makes itself apparent on integration over the inner region (k100)2< 52 where 
interaction •terms of 0(a 2) can be ignored, and vanishes from the potentially 
dangerous contact term expressions (cf. (3.39),(3.41)). Hence the 
non-hermiticity of the action does not seem to cause any damage, at least at 
one loop. 
We have demonstrated in this section that momentum-dependent 
couplings in the context of staggered fermions can be used to split the 
masses of the fermion species in the model, without any of the difficulties of 
non-covariance or incompleteness encountered in the previous section. 
Further splitting can be accomplished, but only by the introduction of one-, 
two- or three-link terms (Golterman and Smit, 1984b), which will lead to 
non-covariances in the way already described. Our model has the most 
economical formulation which also preserves the important symmetries. 
A Lattice Electroweak Model without Chiral 
It has been shown that the one-link Vukawa interaction term will not 
prevent fermion doubling in chiral lattice gauge theories. Physically, if the 
fields are given their natural dimension, the resulting mass splitting is of the 
order of the scale of symmetry breaking rather than the cutoff, so decoupling 
of the unwanted species does not occur. The general picture is in accordance 
with the Niel Sn-Ninomiya theorem; for doubling to be avoided, chiral 
symmetry must be explicitly broken by a term such as the standard Wilson 
term. In this case, the extra degree of freedom provided by the complex scalar 
field enables an exactly conserved chiral rotation to be defined. The 
Vukawa-Wilson term, although not invariant under the T transformation which 
fr:A 
interrelates the doubled species, is chirally invariant, and hence does not share 
the most important attribute of the standard Wilson term. 
It would appear that a lattice formulation of chiral fermion fields remains 
elusive, but parity violation, the essential feature of weak interactions, might 
still be achieved via the introduction of massive 'mirror' fermions of opposite 
helicity which are not seen at experimental energies. If the theory is vectorlike, 
that is, mirror fermions belong in the same representation of the gauge group 
as the observed particles, then ordinary mass terms, and in the lattice model, 
Wilson terms, are gauge invariant and hence permitted. Parity violation is 
introduced via a Vukawa-coupled Higgs field, which is also responsible, as 
usual, for spontaneous symmetry breaking. 
As an example, consider a lattice model based on the gauge group SO(3). 
The corresponding continuum model was a contender theory of electroweak 
interactions before the experimental confirmation of weak neutral currents 
(Georgi and Glashow, 1972a). The lattice action is: 
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4 and ' transform as real 3's of SO(3), whilst x is a singlet. The fermion 
fields 4 and x are parameterised as follows: 





X4 and X0 are the mirror fermions whose masses are to be raised so as not to 
be seen at low energies: There is a Cabibbo-like mixing between XL°  and VL 
parameterised by the angle B:, this results in VL  having gauge interactions. 






as well as mixing terms between v and X 0 . The terms proportional to r31 are 
standard Wilson terms which will give the doubled species masses of 0(a 1 ) 
and lead to decoupling in the continuum limit. If the parameter m1 is set to 
zero, to give a massless neutrino at tree level, the URXL mixing becomes 
formally 0(a) and hence irrelevant, as VA IS a gauge singlet and does not 
contribute to any potentially dangerous loop corrections. 
So far the properties claimed are all simply a result of the field 
paranieterisation and have no parity-violating content. This is introduced by 
Vukawa interactions with the Higgs field , which also serves to separate e 
and X mass scales, ie: 
yak 	 A 
q4 tEcJK 
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(3.69) 
The term proportional to v2 is not invariant under the parity operation defined 
by: 
Oi) 
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If the scalar potential is such that ' assumes a vacuum expectation value 
81 
<G>=4)O(UOl)t the resulting effective action contains the terms: 
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as well as a gauge boson mass term: 
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(3.72) 
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giving masses to two bosons - which become W ,  and leaving the third as a 
massless photon. The presence of the VL-XR°  mixing in (3.71) is the real 
source of parity violation in the model: it ensures that the Cabibbo mixing is 
no artifice, but must be included for completeness. Even if B is set to zero, \ 
is imbued with gauge interactions via the diagram shown in figure 3.7. 
/ 
I 	 t 
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Figure 3.7 
Hence B is a renormalisable parameter in the model. The full (tree-level) 
fermion spectrum is: 
rtpl 
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With suitable tuning, the electron mass may be made light, and the X masses 
heavy. Thus the key features of a prototype electroweak theory, namely a 
spontaneously broken gauge symmetry leading to massive gauge bosons 
coupled to a parity-violating left-handed e-u current at low energies, would 
appear to be reproduced in this lattice model. 
We end with some general comments. Because the representation 
content of this model is vectorlike, the model is automatically anomaly-free 
(Georgi and Glashow, 1972b). Indeed, this must be the case for all gauge 
groups which, like SO(3), only admit real representations. The vectorlike nature 
of the model is crucial in allowing gauge-invariant Wilson terms, which means 
that the action (3.65) is not invariant under the T transformation. Note that a 
naive model of chiral fermions, such as the one given by 13.8) without the 
Vukawa-Wilson term, is invariant under the successive operations of T (acting 
in just one spacetime direction) and parity; the doubled species conspire to 
give a parity-conserving model. With the introduction of the Vukawa-Wilson 
term, the mass degeneracy of the doubled species, and hence parity, is 
broken, but not sufficiently for decoupling to occur. Only if the term not 
invariant under I is the standard kinetic term, as in (3.66a,b), will the correct 
continuum limit be possible. A successful lattice description of parity-violating 




The Lattice Formulation of Operator Matrix Elements 
Weak Matrix Elements and the Operator Product Expansion 
It is clear from the last chapter that lattice formulations of the standard 
model of electroweak interactions, or indeed any chiral gauge theory, are 
plagued by the doubling problem. However, there is scope for the use of the 
lattice in calculations of matrix elements of hadronic weak decays, where only 
low-order QCD corrections can be treated using perturbative techniques. In 
this chapter, we will describe the lattice measurement of matrix elements of 
operators appropriate to low energy processes between hadronic initial and 
final states; in particular, a method for defining operators of specified spin 
quantum number using the Susskind fermion formulation will be presented. 
Finally, we discuss the perturbative calculations necessary to connect lattice 
measurements to the continuum, and speculate on the potential advantages, 
and drawbacks, of the Susskind formulation for this kind of work. 
An outstanding problem in low energy phenomenology is the so-called 
Al=1/2 selection rule in strangeness-changing weak decays (I is isospin, the 
SU(2) flavor symmetry between the lightest quarks u and d). For instance, the 
branching ratio r(K 0 5+1T7Ti:r(Kt-1T1r 0) is about 450:1, implying an 
enhancement by a factor of 20 in the Al=1/2 amplitude over the Ak3/2 
amplitude. Some progress can be made in explaining this discrepancy (a 
useful review is that by de Rafael, 1984) by replacing the weak interaction 
process involving exchange of a W boson by an effective four-fermi operator 
of the form: 
	
GF ( 	r %L)( 3L r 4 L ) 	
(ti) 
where tL  stands for (1+y 5)/21. G F  is the Fermi constant (=g 2/2/2M 2) whose 
experimental value is 1.14x10 5 GeV 2, and the quark fields PjL  and IIJiL stand 
EEI 
for the different flavors u, d, s and c (we ignore the heavy flavors b and t for 
now). This reduction of the full gauge interaction to the four-fermi coupling is 
valid for momentum transfers much smaller than Mw, which is appropriate for 
hadronic decays. Low-order GCD corrections can now be applied to AS=1 
operators like (iLyUuL)(GLyIldL)-(uc) present in the expression for the K ~ 21T 
amplitude. Diagrams like figure 4.1 induce further couplings of the form: 
- (U 	c)] 	(42) 
where X P are the Cell-Mann matrices characterising the SU(3) of color. Using 
the identity: 
	
\! 	 + 28CR 	 (4.3) P3 3 
and a Fierz reshuffle (see later), we can rewrite the operator (4.2) as: 
- 	 ( 	 Lr&hJ + 	 (4.4) 
- (L4ttc) 
At one loop, therefore, the original four-fermi operator undergoes mixing and 
is not multiplicatively renormalised. We ' must instead choose operators O 
given by: 
Os 	 j 
2. 
- ( (A e C ) 
These preserve their form under one loop corrections (and indeed to all 
orders), and hence are said to be eigenvectors of the anomalous dimension 
matrix with eigenvalues: 
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U 	 dL U I. 	 dL 
Figure 4.1 - One-loop QCD corrections to the four-fermi AS=1 operator which 
generate further effective couplings. 
(4.6) 
1T 	 13 
Now, O_ is antisvmmetric with respect to exchange of UL and 41 and is 
therefore an isospin singlet combination of these fields. Overall, 0_ is thus 
pure Al=l/2 from the9L-UL transition. 0 +, on the other hand, is a mixture of 
al=1/2 and Al=3/2. Gluonic corrections can hence differentiate between Al=l/ .2 
and Al=3/2, and possibly lead to an enhancement of the former. 
The ideas implicit in this simple treatment can be expressed more 
concretely using the operator product expansion (OPE) (Wilson, 1969). Products 
of weak currents at short spacetime separations are replaced by linear 
combination of local (in this case four-fermi) operators multiplied by 
coefficients depending on low-order QCD corrections. Effectively, this is a 
Taylor expansion in powers of the separation, with the dominant operators at 
short distance being those of smallest dimension. If we restrict ourselves to 
operators of dimension six, the resulting expression for a general matrix 
element between hadronic states M8 is: 
= 	
GE C(M/(r) ( OJ, 5 ())k> ) 
-4. 	C(G) 
M is the renormalisation scale introduced by some particular rénormalisation 
scheme, eg. minimal subtraction following dimensional regularisation, and is 
typically chosen at hadronic scales appropriate to the problem. The C 1 are not 
immediately accessible, therefore, because corrections proportional to 
ln(Mw/p) will invalidate the use of perturbative expansions. However, if we 
observe that the overall amplitude Maa must be independent of the choice of 
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and the anomalous dimension y(g) defined by (A is some generalised cutoff): 
A 4 00 	dr 




Z1(.1,3,A) °çsarq (A)5(A)) - 
	
(4.9c) 
We can solve (4.8) to give C 1 at the scale p in terms of C 1 calculated at a more 
amenable scale where WCPT is valid: 






C _fl3 + 
Using the values for y ± given 	in 	(4.6), and the value for the one-loop QCD 
8-function (with six quark flavors) of -7g/167T 2 , we obtain the result: 
C 	(t,3(M)) C( t 4 3(M)) 
Now, to leading logarithmic approximation, we may write (eg. Ramond. 1981): 
= 	114, 	
(4.12) 
' ( ML, /AQCD) 
where AQCD  is a dimensionful, renormalisation scheme-dependent parameter 
whose value defines the strength of strong interactions. Its value is subject to 
large experimental uncertainties, but is —200 MeV. Using this value, and values 
oil GeV for p. 80 GeV for Mw, we arrive at (assuming C(1,g(M))1): 
(4.13) 
3 
This simple treatment (originally due to Gaillard and Lee, 1974; Altarelli 
and Maiani, 1974) gives an enhancement in the right direction, but of not 
nearly sufficient magnitude. Subsequent calculations including higher loop 
corrections, and eliminating the heavy quarks t and b to produce an effective 
theory at hadronic scales, result in the introduction of extra operators O i in 
the OPE arising from the so-called 'penguin' diagram (Vainshtein at al, 1977),ie: 
EM 
ULR 	
U LA  U 	 ULR 
The resulting OPE is best expressed 	in terms 
of operators which are 
eigenvectors 	of 	the 	anomalous 	dimension 
matrix, viz. 	(sums on 	P. l 
understood): 
0± L [4 	tZ3('3L+J 	
- 	) (4.14a) z 
t ( TI, ypL )( +aL1r+ 
o - ( ir +ZL ( 1r t - 
3 	 + ( kir 	L)(iagaX+4g) 
oz 	i_ 4"6r +ZL )(431t'r p4) 	 (4.14c) 
+ ( +IL6tJ\ +21. )(ag1rt4a 
with 4i 1E{u,d,s,c}. Note that the right-handed currents, arising from a 
quark-gluon coupling, necessarily do not change flavor. The new operators 
0 1 , 2  are therefore pure M=1/2, and so can be expected to further enhance the 
ratio. 
A Brief Review of Lattice Matrix Element Calculations 
In spite of the progress made in evaluating hard gluonic corrections via 
WCPT, which appears in the OPE as improvements in the calculation of the C, 
the quantitative agreement with experiment is still poor (de Rafael, 1984). It is 
[41 
apparent that what is needed is some reliable calculation of possible 
enhancements in the matrix elements of the operators themselves, which 
requires treatment of long distance QCD effects (ie. at momentum scales up to 
i.). Clearly this indicates a non-perturbative approach; once again, the only 
practical ab initio technique available is the lattice. 
In introducing the idea of measuring matrix elements of practical interest 
between hadronic states using lattice Monte Carlo techniques, we have 
focussed on the t.l=1/2 rule because it is a large effect, for which one might 
hope to extract good qualitative evidence from numerical simulations. In 
principle other quantities, such as the parameter s '/e occuring in standard 
model descriptions of CP violation, are accessible. One further step of 
abstraction remains: we must define suitable hadronic initial and final states to 
measure the operators against. The physical matrix elements are of the form 
<KjOI1T7T>, but this leads to a three-point funátion which is as yet intractable. 
The task may be simplified by an approximation in which u, d and s masses 
are degenerate, and hence mK=m. The amplitude <KlOIn> is now on-shell 
and may be related to the physical one via chiral perturbation theory, which is 
based on an effective Lagrangian depending on both quark masses and meson 
decay constants. It posesses a softly broken SU(3)LXSU(3)R flavor symmetry 
and describes pseudoscalar mesons with non-vanishing masses. The required 
relation is (Bernard, 1984; Bernard, Politzer et al, 1985): 
<rIo Iirn) 1 
<rl 04 (m't>j:s, 
<K t Oct 11t>61 _KK° IOttO>Al.., 
= 	 (4.15) 
<ct\ O H> 
where b is a parameter which must be fixed separately. Omission of the 
amplitude <KIO1I0> is not thought to grossly change the qualitative picture. 
We must now express the cKIOIn> elements in terms of quark 
propagators defined on the lattice. The diagrams shown in figure 4.2 must be 
calculated (Bernard, 1984; Cabibbo et al, 1984). Solid lines represent quark 
propagators between the spatial positions of the initial K state (at -z), the 
interaction (at the origin) and the final n state (at y). To pick out zero 
3-momentum states, the amplitudes from each diagram must be summed over 
V and z with the delta-function factor d(y 4+z 4-t) where t is the temporal 
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Figure 4.2 - Diagrams showing the separate processes contributing to 
<K(—z)10 1 (0)I7T(y)> in terms of quark ptopagators which may be obtained via 
lattice simulation. 
separation of the states. This choice of coordinates ensures that all 
propagators needed for the 'figure eight' graphs 4.2a,b emerge from the origin; 
thus only propagators from a fixed lattice site (ie. single source) to any other 
are involved. Such information is available from existing hadron mass 
calculations. The 'eve' graphs 4.2c,d are trickier: in principle an integration over 
both y  and z is still necessary. One method of reducing the amount of 
computation which has been suggested (Gottlieb at al, 1984; Bernard, 1984) is 
to modify the lattice action by the inclusion of a local operator term of the 
form exp(iai(y)y 5 i(y)). Quark propagators are thus calculated by the inversion 
of a modified matrix which includes the effect of a meson field at V. The eye 
graph may be extracted by differentiating a figure eight graph, which includes 
just the operator at the origin and the meson at -z and is numerically much 
more tractable, with respect to the parameter a. We note that the eye graph 
is possibly quite important, as contributions from 0± are GIM-suppressed (ie. 
cancellation between u and c loops), leaving the dominant contribution from 
the penguin-like 012, which are pure M=1/2. 
Numerical studies thus far (Cabibbo et al, 1984; Bernard, Hockney at al, 
1985) have used the Wilson fermion formulation. Preliminary results from the 
latter reference indicate a significant enhancement of the tsl=112 amplitude, 
the dominant contribution coming from the eye graph. As vet these 
measurements have only been performed on a small lattice far from the 
asymptotic limit (ie. 6 3 x10; B=-6/9 2= 5.7): there is ample room for improvement, 
particularly with regard to the recovery of the behaviour predicted by chiral 
perturbation theory. It is possible that this is due to the poor chiral properties 
of Wilson fermions far from the continuum limit. For values of the parameter 
rO, large finite mixings between the different operators are induced at one 
loop (Martinelli, 1984). For this reason, and also because propagator 
calculations on a larger lattice are available, we will consider the formulation 
of the relevant operators and diagrams using Susskind fermions. We start by 
briefly reviewing the procedure using fermions with explicit spin degrees of 
freedom, such as Wilson fermions. We will specify the use of the quenched 
approximation from the start: calculations with fully dynamical quarks, that is, 
including the effect of fermion loops, would require the fermion variables in 
the action to carry explicit flavor indices. Whilst perfectly feasible for Wilson 
fermions, this requirement would complicate the picture if Susskind fermions, 
which carry flavor implicitly, are Used. 
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Lattice fermion calculations involve the extraction of propagators via 
inversion of the matrix (Ø+m).  In general this is a matrix in position, spin and 
color space, although we will write the propagator as an explicit function of 
position, with greek indices for spin components and latin for color, viz: - 
<( tm iH ):  
f3x j 	 (4.16). 4  
where angled brackets denote an average over an equilibrated ensemble of 
background gauge configurations. If we work in an approximation where all 
light quarks are degenerate (an assumption of chiral perturbation theory), then 
we can obtain an expression for the different graphs in terms of lattice 
fermion propagators. Our starting point is the Green function defined as: 
= <01 K(-z)O;(o) it(,j)tO> 	 (4.17) 
In terms of quark fields this expression becomes (indices suppressed): 
q() r 	(°) 	() 4) 	(o)r7 tko)> (4.18) 
r 11 	and r 2 specify O, eg, both may be 	 We now bring 4i(-z) 
through to the end of the expression, and use (4.16) to write an expression 
for, eg. figure 4.2a: 
- <Trf ys S(-2,o) 1 1 S (01n)TS S(,o) 7 5(0,-z )}> (4.19) 
Tr denotes a trace over both spin and color indices, and the minus sign arises 
from the interchange of anticommuting fields. This may be further simplified 




where the dagger acts on all indices. We now have an expression for figure 
4.2a in terms of two matrix quantities S(0,-z) and S(0,y) whose value for any 
particular gauge field configuration may be calculated numerically, ie: 
= 
S(c )St(% ) 17j> (4.21) 
Similar expressions may be derived for figures 4.2b,c,d. 
Numerical calculations of propagators extract one column vector c of 
at a time leg. Chalmers at al, 1986), by solving the equation: 
(Øvi)c 	=6 	 (412) 
where b is a delta-function source at one particular site, spin component, and 
color. Thus, the length of computer time required for a matrix element 
calculation is roughly proportional to the number of such sources required to 
define it. The advantage of the above formulation is that all propagators 
needed emerge from a single, spatial site, the origin. Therefore b must simply 
range over all colors and spin components. 
A Definition of the Operators using Susskind Fermions 
For Susskind fermions, the propagator is defined as the correlation 
function between one-component colored fields x ie: 
<V(x) 	(u)> 	 (4.23) 
)x5 
Spin, and now flavor degrees of freedom must now be identified by a careful 
recasting of the Susskind action (2.28) in terms of new bases as described at 
the end of chapter II. For our purposes this is the nub of the task, since we 
wish to distinguish between operators with different spin structures. Now, 
from the remarks at the end of the previous paragraph, it is clearly desirable 
to make the expressions for both meson fields and the O i as local as possible. 
For this reason we will initially choose the spin/flavor assignment of 
Kluberg-Stern at al. (1983) described in chapter II. Moreover, as we must 
calculate using the minimum possible number of sources, we will define the 
four-fermi operator at the origin very simply, ie. (color indices suppressed): 
(4.24) 
where 0 is the lattice site at the origin, and 1 the site (1,1,1,1). Because the x 
are Grassmann variables, it is impossible to define 0 on one site alone; 
spreading it out over the opposite corners of an elementary hypercube is not 
a unique choice, but is the most symmetric in that no particular lattice 
direction is favoured. We will show that using (4.24) for the general interaction, 
the desired operator O i can be projected out via an appropriate definition of 
the meson operators K and it. 
Initially we will concentrate on the figure eight graph 4.2b which will turn 
out to be the simplest case. As stated in chapter II, spatial variables are now 
effectively defined on a lattice of spacing 2a, so that formerly local operators 
may be spread over a hypercube. it is convenient to work with the variables 
xA(y) defined in equation (2.31). The generic expression is then: 
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<%A (—z) -'Ag (-.) ; (- z) 2(, (0) Z (°) 
	
% (,)> 	(4.25) 
where the subscripts 0 and 1 denote the fields forming the operator 0 in 
(4.24), and GAB(x) the average of products of link variables U 4 over the 
shortest paths connecting the sites A and B in the hypercube with coordinate 
x on the lattice of spacing 2a. Gauge variables must now be included to 
maintain exact gauge invariance, and this choice, though not unique, once 
again maximises symmetry. As before, (4.25) can be reexpressed as: 
L'•L. 
-) 	Erf a4 (-z) S (c-z)SOA (cyi)} 
x 	( 5 ) S 	°)& > 	
(4.26) 
where the subscripts on S have the obvious meaning, and tr runs over color 





(A+B) r SA (
j j ) 	 (4.27) 
=  
(4.26) can be calculated using propagators from only two sources, sited at 0 
and 1. 
In terms of the q-representation for the fermion variables defined in 








with summation over repeated indices understood. We may reexpress 






	at 	 c- 	
€. 	-4- 	ayv 
at, 	 Q 	(4.29) 
+ 
Thus in the q-representation, 0 contains contributions from all allowed spin 
structures coupled with the same structure in the flavor space spanned by the 
matrices TA=rA.  The following observations are relevant: 
- We are working in an approximation where all quark flavors 
are degenerate, and GCO treats all flavors identically. 
Therefore the QCD corrections we extract from the lattice in 
the quenched approximation are completely independent of 
the detailed flavor content of the currents and meson 
operators, and merely depend on the spatial, spin, and color 
assignments. 
- The free propagator in the q-representation S q, given in 
(2.35), is diagonal in flavor except for an 0(a) correction, 
which we might hope is irrelevant in the continuum limit. 
These remarks will be expanded and strengthened in the next section. 
We use these properties to project out the desired operator spin 
structure by defining a suitable meson operator and then tracing over flavor. 
For instance, suppose we pick for the K and it fields in the q-representation 
(we suppress all indices, and the gauge factors GAB): 
i 	& T),(_z) 	 (4.30) 
IT (J) = t 
On expanding i(°)xi(0)  in the q-basis in the same way, the expression for 
the whole amplitude becomes: 
.L. <q(-z)1' 5 øT)z) 	(o)(trA®c)? (o) 4 2 
jJo)( ; 11 r ® 1; E5 ) - 0)  
!. < Tr ,  f(r; ® T) 	 X, 0 )( T F øT4 ) S(o) - z)J 
42 
(4.31) 
The trace on flavor is done on the I matrices, using the identity: 
Tr T4T5 = 
ii 	
To •1 1, Er , Es 
r L, 
(4.32) 
Expression (4.31) becomes: 
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L 	n El. (-z,o) 	yo,-t) 3 
+ 0(4) 
(4.33) 
with the signs tB,C  given by: 
I + T6; Er, Es 	Ltft Tcl i tr bs ,Ls 
I 	-. 	; rL; IC 
t 	€,a 
This is of the form we started 	with 	in 	(4.25). Clearly, 	all desired 	matrix 
elements can be formed from combinations of expressions like 	(4.33) with 
different B and C. Our remaining problem is to translate the expression (4.30) 
for the K and w operators back into the X-basis. Restoring indices, and using 
(2.31), we have: 




l 	 T' ['tJ) 
(4.35) 







( rt 	r rt) 	t 	(4.36b) 
4 
and addition of the vector components AM  etc. is modulo two. The signs 0 are 
straightforward but tedious to compute, eg. for T 8=t we have: 
0 	& = H"i 
( )4- () A I +A3 	
(4.37) 
We can thus write the full expression for the desired matrix element in terms 
of the x fields, and hence Susskind propagators. With CAB variables restored: 
<Trf'5 S ,j_z,O)Pg St1jOy a)} 
 
Tr- f 1 St (o,.j)'s S,(,o)I> 
AD 
(-i) S 443 ,, (cyz )k-z)J 
Ø(c) ( jrPr4Cr Lr f Upp4 C+I () c+ 	ID 	)1> 
(4.38)  
(Ct  
Traces are simply over color. We see that for a complete specification, sixteen 
propagators from each of two sources are required (In practice, all sixteen 
propagators are given by one inversion of (4.22)). Although this sounds 
cumbersome, we should remember that we save a factor of sixteen in 
computer time in each propagator calculation by using one-component 
Susskind fermions, instead of Wilson. 
The next stage is to find a similar expression for the figure eight graph 
4.2a. Our starting point, following (4.19), is the expression: 
<T f•r~ 	'°?'r' c (4j  ) S('>O)' tg S(o1 -2.)1> (439) 
Now, making use of the following Fierz identities, which may be easily derived 
from (4.29): 
(4AOa) 
- 3; [(ftIs)Ir]4 [cIt'3 	]y1g 
(4.40b) 
we can recast, eg. the LR matrix element as: 
-Z< Yr {S(o-z) 5(-z,0) 
TrfS(o;) 	S(o)C)3> 	(4.41) 
where color indices have been shown explicitly. The desired expression is now 
described by a graph of the form of figure 4.2b, and can be broken down into 
Susskind propagators in the same way as before, the only difference being 
that now the quark current operators projected out are color octets (This is 
effectively the reverse of the steps (4.2)-(4.4)). The result has the general 
form: 
r r r < 	Ø(,) (_)PP'% GG,c )()t D t 
RD 
€r f O4 Ccyz) 	Afl+8ti  (-z) S;A$& , Co1 -2.) D o , (0) 
SD (c) LA DP +( 4 C) SiD+C (j) Q 0 (o)j) 
(4.42) 
4 
Factors 901(0) and Qt01(0) have been inserted at the origin hypercube to 
preserve gau ge invariance. Of course, non-singlet combinations like 
(kYpXd0(GRYpXuR) occuring in 01,2  which contribute to figure 4.2a, simply 
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take the form (4.38) when projected out. Thus all possible figure eight graphs 
can be constructed and measured using only 32 propagators (in each of three 
colors) for each value of y  and z. 
We now turn to a formulation of the eye graphs 4.2c,d. Figure 4.2c 
occurs in the calculation of 0±, but vanishes via the GIM mechanism unless a 
heavy charm mass is explicitly included. Figure 4.2d also contributes to 0± but 
is especially important for the penguin operators 012, containing as it does a 
flavor singlet current. We will start by reexpressing all desired amplitudes in 
the form of figure 4.2d, using Fierz transformations and keeping careful 
account of the color degrees of freedom as already described. Suppressing the 
color indices, we arrive at the general expression: 
1 <Trf 5(zO) S(%)  
. T- f 6r'-, 	.3 (o,o) } > 	( 4.43) 
S(0,0) is the propagator around the small loop; we append the subscript f to 
show that the flavor of this quark can be chosen explicitly, and hence 
corrections such as a heavy charm mass included. It is the presence of S(y,-z), 
linking two sites which must be summed over the whole lattice, that poses 
numerical difficulties, which we will assume may be circumvented using a 
method such as exponentiation of one of the meson fields as described 
previously. In the q-representation the general expression we shall use is: 
I TA )cjO,) 
4 t 	
(® ES ) Sj,-z)J 	 (4.44) 
)( Trf(Q&jI)S(o,o)3) 




+ 0(q) 	(4A5) 
ie, of the desired form, with the operator structure defined by rBC. In terms of 






I • O"() 5jctcg (4o)3> +- oc) 	(4.46) 
with 





(E, c) 	I r(rEtpC r+ ) 
4 
The following comments should be made: 
- The fermion current product can be made color 
singlet-singlet or octet-octet as appropriate by inclusion of 
the relevant GAB'S  and tracing over the color degrees of 
freedom. 
- We have chosen the TT(y) operator to be formed from local 
x products: this form is most suitable for numerical 
calculations employing the exponentiation trick mentioned 
previously. 
- The current structure of the small fermion loop is not 
projected out, but explicitly defined by a sum over all 
corners of the origin hypercube. There are no inconsistencies 
arising from the possibility of a product of three or more 
(4.47) 
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Grassmann fields at one site, because the species in the 
small loop has a specific flavor assignment which is distinct 
from the outer loop (in principle it can be defined in an 
eight-flavor model using Susskind fields x and  'x')• 
- Sixteen sources are required to extract S f(O,O). This should 
present no major obstacle to numerical calculation of the 
eye graph, as only one set of values is needed for all y and 
z: there is no need to sum over the whole lattice. However, a 
general amplitude is now a linear combination of 16=4096 
propagator products, making accuracy in computation of 
paramount importance. 
Perturbative Corrections to Lattice-Defined Operators 
We have presented a prescription for lattice calculations directed at 
hadronic matrix elements using Susskind fermions. An important part of such a 
programme is the matching of lattice-calculated quantities to ones calculated 
using some continuum formalism. The renormalisation group machinery 
outlined in (4.8)-(4.10) dictates the use of the minimal subtraction scheme 
following dimensional regularisation (MS) in evaluating the renormalised 
operators O(,g(p)). If we are working with a lattice spacing sufficiently small 
such that the bare coupling g(a) is small enough to validate the use of WCPT, 
then in principle we can calculate the perturbative behaviour of 
lattice-calculated quantities via some lattice-defined scheme with a the 
ultraviolet cutoff. We thus define a renormalised operator OR  in terms of the 
lattice-calculated OI a tt: 
°R 	
'Z 	O3,l (aj()) 	(4.48) 
Z is a divergent renormalisation constant (in general a matrix if there is 
mixing) which at one loop has the form (Cf. chapter III): 
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2 (i+ 3% (A &t')+ F) 0(4)) +0 (j4) )  
u' is some dimensionful scale introduced in the renormalisation, whose value 
is dictated by the need to avoid the appearance of large logarithms in Z, and F 
is a finite, but not necessarily small, cutoff-independent correction. 
Now, the important point is that different renormalisation schemes lead 
to renormalised operators differing by finite amounts, or, in other terms, 
depending on physical parameters which have been defined in different ways. 
We desire an expression for O 10 (.i,g(p)) defined via MS in equation (4.9c). 
We define the matrix z 1 (assuming the °icont are multiplicatively 





The z ij contain all the finite corrections we need to calculate °jcont  in terms of 
°jjatt The scale p is not arbitrary: Golterman and Smit (1984a) show that the 
optimal choice is given by: 
AQCD' MS 	. 	30 	(4.51) 
Their results, however, rely on a lattice renormalisation also defined by 
minimal subtraction, which may not be appropriate in our case (we shall see 
that it is more natural to define renormalised quantities about some physical 
point using Susskind fermion operators). 
The z ij for Wilson fermions have been calculated by Martinelli (1984), who 
finds: 
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+ 9' 	A ,. tR. (,..) 
16 ITt 
The °j,Iatt  contain operators which are not in the original set defined in (4.14). 
We see that the Wilson formulation induces mixing between operators, due to 
its poor chiral properties. The magnitude of the A 1 and the B ij  (__0(101))  dictate 





Similar calculations for Susskind fermions would indicate if any substantial 
improvement could be expected from this formulation, particularly with regard 
to operator mixing. We therefore turn our attention in the final section of this 
chapter to a brief outline of how the necessary WCPT calculations might be 
done. 
Our initial problem would appear to be to find Feynman rules for 
Susskind fermions in the q—representation. However, as pointed out in chapter 
II, the introduction of gauge interactions is complicated because the q fields 
defined in (2.33) are not gauge—covariant. We might try to define covariant 
fields via: 
Qt() 
t I I r (A 4 	 (4.54) 
where U(y) is now the product of link variables along one specified path only 
(to ensure unitarity, ie. U(y)ESU(3)), from one corner of the hypercube to 
each of the others. This formulation is unsatisfactory: as well as providing 
unpleasantly complicated Feynman rules, the Q fields do not have good 
transformation properties under many of the lattice symmetry operations 
(reflections, rotations through 7r/2, etc.) which preserve the original action 
105 
(2.28). This reduction of symmetry could well lead to 0(a 1 ) divergences in 
WCPT, and hence the need for fine tuning to restore desirable continuum 
proper-ties such as chiral and flavor symmetries. A similar problem is 
encountered in computations with Kahler-Dirac lattice fermions, a simpler 
formulation with gauge variables defined on a lattice of spacing 2a (Mitra and 
Weisz, 1983). 
It would appear more sensible to work with a formalism with good 
properties in momentum space, such as the 41-representation of van den Doel 
and Smit (1983) described in chapter Il and used in chapter III. The free action 
respects the desired continuum symmetries; moreover these are preserved 
when gauge interactions are introduced, at least to low order in WCPT 
(Golterman and Smit, 1984b). As described in appendix B, the technique used 
is to calculate loop corrections using the original x field basis in momentum 
space, and then to transform to the 41-basis. The price paid is the absence of 
gauge covariance of the 41 fields themselves, and of quantities such as the 4i 
propagator. However, we can still use the formalism to identify spin and flavor 
quantum numbers of color singlet operators. 
Clearly we need a relation between the q.- and 41-bases. In fact, it is not 
hard to derive from (2-33), (2.38) and (2.43) (Daniel and Kieu, 1986): 
rj 	
,.p 	()A' 8 OR () 
k AS 
r49a r*fh ,Cpa.8 
2; 
(4.55) 
In the continuum limit pa-0, the q- and 41-bases coincide. In appendix C we 
prove the following relation between bilinear operators in the two bases: 
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= 	() PR 	Ts "t& 	
(4.56) 
In particular, for the local lie. consisting of zero links) operators used in 
defining the four-fermi operator at the origin: 




4 (p)('l)!(T4fs) (Pik!4?(?) It A 
Apart from a phase factor which tends to unity in the continuum limit, the 
spin/flavor strucure of the bilinears is identical. We can choose to define the 
current at zero momentum transfer so that p=q. This definition restricts our 
choice of renormalisation prescription, but is clearly physically sensible for 
both diagrams 4.2b,d in the chiral limit mK1r -"0. The fact that there is no 
mixing of operator structures, and that the p propagator is proportional to the 
unit matrix in T-space, justifies in retrospect the projection method described 
in the previous section. 
The diagrams which must be calculated to renormalise the four-fermi 
operators at one loop are shown in figure 4.3. Diagrams (d) and (e) have no 
continuum counterparts; they contain anomalous vertices (ie. O(a,a 2)) and are 
required whenever the matrices U01 (0) and t1t01(0)  are used to ensure gauge 
invariance of the operators. However they are still important in determining 
the finite counterterm. 
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Figure 4.3 - One-loop QCD corrections to the operator 0 defined in (4.24). 
Without a fairly lengthy calculation, we can say little about the relative 
merits of Susskind and Wilson fermions for this kind of work. Overall, we 
have the encouraging result (Jolicoeur et al, 1986) that desired chiral and 
flavor symmetries are recovered in the continuum limit at all orders of WCPT 
using Susskind fermions, so that sufficiently close to the asymptotic limit (ie. 
on a sufficiently huge lattice!) we are guaranteed to achieve accurate results. 
As yet we can say nothing about the magnitude of the finite corrections, 
which dictates just how huge the lattice has to be. One might think that 
because we have no Wilson term, so r=O in (4.52), the Susskind operators do 
not mix; however, the necessity for multi-link operators in the formulation 
means that the O(ap,aq) term in (4.56) might well lead to finite mixing at one 
loop and beyond. This must be checked by calculating the WCPT corrections 
to the meson operators which project out the desired four-fermi spin 
structure. 
To conclude, we have shown how matrix elements of four-fermi 
operators of arbitrary spin structure between hadrbnic states may be defined 
using the Susskind fermion formulation. The extra degrees of freedom given 
by the multi-flavor interpretation described in chapter II are used to project 
out the desired forms: the advantage of this method is that it minimises the 
number of sources needed to specify the operators, and hence the amount of 
computer time in practical calculations. This should be contrasted with the 
approach of Kilcup and Sharpe (1986) who introduce one species of Susskind 
fermion for each continuum flavor in order to exploit the symmetries present 
on the lattice to the full, and ensure that all external mesons are described by 
local operators, and hence are approximate Goldstone bosons. We have also 
outlined how WCPT corrections to lattice quantities may be calculated; these 
calculations indicate the size of lattice necessary for realistic simulations, and 
are an important precursor for any serious programme of numerical work. 
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Chapter V 
Lattice Fermions by the Method of Finite Elements 
Discrete Time—Stepping Methods in Quantum Theories 
In this chapter we consider a completely different way of describing 
quantum field theory on a spacetime lattice. Previously, we approximated the 
euclidean path integral by writing the action in terms of variables defined on a 
discrete spacetime lattice, leaving a large but countable number of 
integrations over field and gauge degrees of freedom at each link and site. 
The path integral can then be approximately evaluated, either via strong or 
weak coupling methods, or numerically using statistical techniques. Now, we 
directly replace the continuum operator equations of motion by operator 
difference equations defined on a Minkowski lattice, that is, one in which time. 
though still a discrete variable, is singled out. Any quantum theory can be set 
up by specifying operator equations of motion (in general these are differential 
equations), together with equal time commutation relations (ETCRs) defined 
between the operators; for instance, in standard quantum mechanics, for the 





as well as the ETCA: 
[ 
In 	(5.1a), f(q) is minus the derivative of the potential function appearing in the 
Hamiltonian. The operator difference equations we seek must tend to (5.1a) as 
the 	lattice 	spacing is 	shrunk to 	zero. They will 	have an 	algebraic solution 
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which can be iterated through the lattice timestep by timestep. We require 
that the differencing scheme we choose has the property that suitably-defined 
ETCAs between operators on lattice sites in the same timeslice are preserved 
on iteration to each subsequent timeslice. This is necessary for the resulting 
theory to be unitary (Moncrief, 1983). 
As an example, consider the difference equations constructed from the 
equation of motion (5.1a) using the method of finite elements (Bender and 
Sharp, 1983). The time axis over a range I is divided by regularly-spaced 
lattice sites into M finite elements, that is, contiguous non-overlapping 
patches of length a, with Ma=T as shown in figure 5.1. 
M—t 	M 
- - I 





Cl k' Pk 
- 	 I 	 I 
Figure 5.1 
At the kth lattice site, we define the operators q k  and Pk  The continuum 
operator q(t) is approximated in terms of the q k  by: 
= 	(t- 	)1k-i + 	 ( 5.2 a) 
OL CL 
with 
&t 	(k- l)ct * j 	 6 Eo , ot 1 	(Sib) 
and similarly for p(t). The continuum operators are thus approximated by 
piecewise linear functions of the q k  which are continuous but not differentiable 
at the boundaries of the finite elements. Operator difference equations are 
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now obtained using the collocation method: the equations (5.1a) are imposed 
at the centre of each element, ie. at y=a/2, using the approximation (5.2). The 
resulting equations relate operators on adjacent sites; on the zeroth and first 
sites we have: 
! ( po t  r 	(5.3a) 
CL 2. 
I (p-p0 ) 	
( 	
( y.+ 	 (5.2b) 
CIL 
Equation (5.3) can be formally solved to give: 
(5.4a) 





We must, of course, assume that the function g can be inverted 
Our immediate interest, however, is in the quantum nature of the model, 
expressed in the ETCAs. Following (5.1b), and setting the Planck constant ti to 
unity, we define the commutation relation between operators on the zeroth 
site: 
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[ o/ 	* ] 	
( 5.5) 
Now, to 	evaluate [q 1 ,p 1 ], 	we commute (5.3a) with 	(popi)' and 	(5.3b) 	with 
(q 0+q 1 ). 	In 	both cases, 	the right 	hand 	side must vanish as 	all 	operators 
commute with analytic functions of themselves. The relations obtained are: 
[ 	 t_o) o* p1 0 
II 	P''PC 7 	= Q 
Expanding out (5.6a,b), and adding the two equations, we find: 
3 	z E O) o1 	IL 	 (51) 
Hence iteration of the discrete equations of motion preserves the ETCR on the 
first site, and therefore, by induction, on all sites along the line. This attractive 
property of the finite element scheme has been found to depend critically on 
the choice of collocation point (Bender and Sharp, 1983): if both equations of 
motion are to be imposed at a single point, it must be at the centre of the 
element. 
The finite element method has been applied to a variety of 
one—dimensional systems (Bender, Milton at al, 1985), including the problem of 
tunneling between local minima in a quantum well (Bender, Cooper at al, 
1985). In general, the solution (5.4) is an infinite series in operator products of 
q0 and p, with the terms successively damped by increasing powers of a. To 
proceed, it is necessary to introduce a set of Fock states acted upon by 
creation and annihilation operators defined in terms of q 0 and p o . We will 
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delay detailed discussion of this until the final section, and concentrate for 
now on obtaining the operator solution for various models, and checking its 
consistency vis-a-vis preservation of ETCAs. 
A Simple Fermion Model 
We next consider an interacting fermion model, where in (0+1) 
dimensions, the simplest continuum system is described by the following 
coupled equations: 
L ci lk W 	 + j X(E)%) 
 
£ d_ %() 	nn 	+ 	
f(fr) L(e)X(fr) 	(5.8b) 
and x are one-component Grassmann objects each describing a fermion 
species, and the bars denote complex conjugation. The quantisation condition 
is given by the equal time anticommutation relations: 
	
£ 	(t)J = [ X(&), 	1ft)J = 	I (5.9) 
with all other anticommutators vanishing. The 'mass' m and 'coupling' g are 
real. If we repeat the steps (5.1)-(5.3), We obtain the following difference 
equations linking operators 4¼ and  Xo  on the zeroth site with liii and Xi  on the 
first: 
(4',- 	) m 	+ 4's) t (2,z0 )(x 1 +t0 )(qi*i)(s1oa 
.2. 8 
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(t-x0L 	Em ( At 	g (+)( ~ 44)(% ~ %)  TI 
c1 	 ,z 	8 (5.10b) 
With the notation: 
(5.11) 
2, 
the equations become: 





Now we demand the ETCAs defined in (5.9) on the continuum operators to 
hold for the operators i and Xo  An advantage of working with fermionic 
variables becomes apparent: any expression for <$j>, and hence 1P1, as an 
expansion in products of 14j, Xo' . and is guaranteed to terminate because 
of their Grassmann nature, namely, 4I2=0.  An exact solution may be possible. 
We proceed with the ansatz: - 
A 	- 




- 	( 5i4a) 
(* g B*A# LgL t ) £0 x¼fr 
t 	(A+s)(Al t 	(0%0 	 (5.14b) 
The relation 	 is particularly useful in deriving these equations. 
Substituting back into (5.12) and equating coefficients of the operator 
products, we readily obtain the solution: 
A 4 
S 	 IA  
-r-3IAI 2 (5.15) 
To check the preservation of the ETCRs between operators on the next 
timeslice, the anticommutator of <ij> with (5.12) is subtracted from the 
antiommutator of <> with the conjugate equation: 
.4 
	jc;p5<%><x'> 	(5.16) 
The resulting expression is: 
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L({ 1 f}): 
(5.17) 
Using (5.14a), and the expression for <$><i> 
(4i>>= IA (2 ('—Me) 	 (5.18) 
it is straightforward to check that the commutator on the right hand side 
vanishes for the ansatz (5.13). Thus the desired ETCR is shown to hold on the 
first timeslice, and hence, as before, throughout the lattice, viz: 
The preservation of the other ETCR5 on the first timeslice can be trivially 
demonstrated using (5.11) and (513). The solution obtained therefore exactly 
maintains a discrete form of the quantisation conditions (5.9). 
The ansatz (5.13) does not contain all allowed non-vanishing operator 
products, but it is not hard to show that if all other permitted three operator 
terms are included, then their coefficients must equal zero. However, we have 
sacrificed generality in specifically choosing the operator ordering 
<><x?CP> in (512): other orderings such as <P>cj><x> have the 
same naive continuum limit, but lead to different solutions which, though 
based on the same ansatz (5.13), are algebraically more complicated. The 
ETCR5 for this orderihg can still be shown to be preserved. We also note that 
a consistent solution for a three species model in (0+1) dimensions may be 
found: the equations of motion have the form: 
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t 5 	 (510) 
and are solved by the ansatz: 
<4.') 	A4i0 	+ 	 + 	) 	( 5.21) 
+ C 
On solution, we find A and B given by (5.15). and: 
C t 	2.3 [C44-zgHA+gL1-. (A4)IAII] 
2 	- rn - 2.j 14 t 81t 	(5.22) 
ci 
It is not difficult to extend both the solution by ansatz and the proof of 
consistency to the N species model; the addition of each new species requires 
the evaluation of a new coefficient one order higher in g. 
It is interesting to test the accuracy of the discrete approximation by 
comparing the model's behaviour with the continuum case. Equation (5.8) is 
the Heisenberg equation of motion for the operator 4'(t), ie: 
a 	t. 	 £ 	H 3 	(5.23) 
at 
derived from the Hamiltonian: 
4%(E)XfI)) 	 (5.24) 
t 
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We can define a vacuum state of zero energy which is annihilated by 4, and x: 
%ko> tO 	
(25) 
H lo) tO 
We can proceed to build the spectrum of allowed states using the creation 
operators 4i and j For instance; we can evaluate the energy of the state 
created by the operation of 4i on the vacuum: 
EHJ QJ jo) 	m1lO> + 	32%qi Ia> 
ie. 
= 	Di 141 10> 	(526b) 
using (525). To effect a comparison with the finite element model, we 
calculate a simple time correlation function: 
<01 	) 	() 10 	= <0 I e.ck& 	 (a> 
<01 d) C" 	(0) 10 
e, 
t.ft 	 (5.27) 
In the finite element case, we define the vacuum by assuming it, is annihilated 




<to! a%0 ; 	q:;0  io> 
(2q-i) 
(5.28) 
'-ra 	_r1.9t - 	 ft l q i 
2. 	4 
using (5.15). Thus, on time evolution over just one element, which we might 
expect to yield if anything only a crude approximation, we have recovered the 
continuum solution ema  as a ~O up to and including 0(a 2). The full spectrum 
of the theory can be calculated in this way: its behaviour is trivial, the four 
allowed states having energies 0, m, m, and 2m+g. In the finite, element 
model, all these states have the correct time evolution over one timestep up 
to 0(a 2). 
The Finite Element Dirac Equation 
We now turn to quantum field theories in (1+1) or higher dimensions; as 
well as being our true interest, these will prove to be a more rigorous test of 
the method. Bender and Sharp (1983) describe a finite-element version of an 
interacting scalar boson field theory in (1+1) dimensions. For our purposes, 
however, it is more interesting to go straight to a fermionic theory; we begin 
by describing the finite-element transcription of the free, massive Dirac 
equation in (1+1) dimensions (Bender at al. 1983). 
The continuum equation is given in terms of a two-component field 4i(x,t) 
I 0 	(5.29) 
The 
'' 
matrices are given an explicit representation: 
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L -L) 	 ( 5.30) 
The discretisation is now performed on a square lattice of spacing a, with 
operators i(m,n) defined on the lattice sites. Here, m denotes the spatial index 
and n the temporal. Once again, the continuum field over one element is 
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'Ct 	rn.+j 	; 
	
Dfl2 	J, t d'OG&] (5.31b) 
and the difference equations obtained by imposing (5.29) at the element centre 
y=a/2, ztaJ2. The result is: 
- 4iCMtçn) - +(M)) 
j 
4. 	, [PMt1)n41)_t(MJntO*.4IcM+t)n) - + ('M)] 





where <4,(rn,n)> is now defined by: 
1. rcMtt1n+I) 	0&i1n+0 
It 	 (5.33) 
+ 	
+ 
The appropriate non-vanishing ETCR in the continuum is: 
( q/(x ) e) 	 S('—) Z 	
(534) 
where a and B are spin indices. The spatial delta function is dimensionful: our 
finite element ETCR must therefore be inversely proportional to the spatial 
volume of the element. In (1+1) dimensions, we propose: 
(r.1; n) } z1. 
	
eE4erwist 	(5.35) 
CL 	 zero 
To check for consistency, it is easiest to work with Fourier transformed 
variables (p,n), defined on a lattice with M elements in the spatial direction 
and periodic boundary conditions by: 
= L ! q-Cp,n vcp(2pi) 
pt Tri; 	,e o, I)• . N-i 
M 
(5.36) 
Applying (532) to the zeroth and first timeslice variables, we find: 
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24L 
#ii [P(r, 
(Zr) I 	..Zcp + 	Ji(p,o) e 
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+ 2cfrn p ttJ 	(,o) 
1- 
I t&an p 	 (5.37) 
where y s is defined by Y5=YoY1 We now check for consistency by explicitly 
evaluating (fl,(pl),*t(,l)}  in terms of 
{ 	(I) ) ; uj 
$LI frantr 




In momentum space, the ETCR (5.35) on the zeroth timeslice reads: 
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{'r° 	, t (vo)} 	M 	set 
Oh 	 (5.39) 
Substituting this into (5.38) and using the Kronecker deltas, we can readily 
show that the ETCA is preserved, ie: 
	
),t(ps i) 3: 	
(5.40) 
Ck 
To demonstrate another attractive feature of the model, we also define 
the Fourier transform in the temporal coordinate, along which the lattice is 
assumed infinite: 
Vt 
tfr (p, n ) 	 L  J Jw qi(p,t.) txr C2itn) 	(541) 
- 'ft 
Equation (5.32) now reads: 
( 	
+ 	 * ±$ 	 0 
2. (5.42) 
implying a dispersion relation: 
Z 	taA 	 +. 	tJ.t 	
(5.43) 
This recovers the desired continuum form as w,p.0. In addition, the 
discontinuity in the tan function at p=ir/2 (the edge of the Brillouin zone with 
our conventions in this chapter) replaces the zero which is responsible for an 
extra fermion species in other lattice fermion formulations. The finite element 
123 
formulation therefore avoids fermion doubling. This property of the 
differencing scheme (5.32) was first noted by Stacey (1982). The finite 
element formulation of the Dirac equation has been extended to (d+1) 
dimensions (Matsuyama, 1985): once again, the model describes undoubted 
free fermions consistently. 
The first question we must discuss is which of the assumptions of the 
Nielsen-Ninomiya theorem the model violates. The model has a chiral 
symmetry, because the form of (5.32) with p set to zero is preserved under 
the rotation 1F.eCY s iP. Hermiticity of the Hamiltonian is harder to check 
because we have not started from one, but have instead gone straight to the 
equation of motion. Bender at al. (1983) give a manifestly hermitian and local 
Hamiltonian whose equation of motion is the sum of four copies of (5.32) on 
four adjacent elements, thus providing a nice illustration of the 
Niel sen-Ninomiya theorem. We merely note that the dispersion relation (5.43) 
is real, implying a real energy spectrum; in general a non-hermitian 
Hamiltonian yields complex eigenvalues. The true origin of the lack of doubling 
ties in the solution (5.37). When transformed back into real space, the solution 
for 10(iti,1) has contributions from a//variables 4i(m,O) on the previous timeslice 
(Bender et al, 1983). Therefore the transfer matrix, and hence the Hamiltonian 
leading to equation (5.32) (if one can be shown to exist), is non-local. 
Our immediate concern in any model which is non-local is Lorentz 
covariance; in particular, whether spacelike propagation leads to a violation of 
microcausality. As a check, we calculate the unequal times anticommutator 
for the massless case, and examine its form near the edge of 
a 'light cone' which may be defined on the lattice: 
R {(p,n)4o)Je 	(5.44) 
Now, for the mass p=O we can write the solution (5.37) as: 




with the free massless transfer matrix T(p) given by: 
	
T (p) 	( cos2.p 	;y1 2 p ) 	 ( 646) 
Hence 
f 	(p1 n) 
(cos2np+ i$Sin 2 v1p)? 
a 
(6.47) 
using (5.40). Substituting back into (5.44), we find: 




The free massless unequal times anticommutator is proportional to delta 
functions along right-moving (m-m'=n) and left-moving (m'-mn) light cones. 
This is precisely the behaviour of a tree massless particle in the continuum. If 
V is raised from zero, the extra powers - of e ±2 ' implicit in the denominator of 
(5.37) will lead to contributions to ( 1p(mn),*it(m,0)) from outside the light 
cone: however these are damped by powers of pa, and will not contribute in 
the continuum limit aU. Hence the finite element version of the free Dirac 
equation appears to respect the requirements of microcausality. 
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An Interacting Theory - The Thirring Model 
Whilst the results of discretising the free Dirac equation are encouraging, 
we should recall that non-local schemes such as the SLAC derivative of Drell 
at al. (1976) lead to problems with Lorentz covariance in the calculation of 
Green functions of interacting theories (Karsten and Smit, 1978,1979; Rabin, 
1981). Our aim in the rest of this chapter is to construct an interacting fermion 
model using the finite elephant method, and check its consistency and Lorentz 
covariance properties as a suitable continuum limit is taken. 
The first interacting theory with fermions to be modelled was a U(1) 
gauge theory in (1+1) dimensions (the Schwinger model) (Bender, Milton and 
Sharp, 1985; Matsuyama, 1985). In each case the lattice Dirac equation is made 
gauge invariant by the introduction of a background U(1) gauge field. Vector 
and axial currents may be defined in terms of the fermion operators, and 
remarkably, it can be shown that the vector current is exactly conserved, 
whilst the lattice divergence of the axial current, defined in terms of finite 
differences, is equal to an expression which in the continuum limit becomes 
the U(1) axial anomaly, in spite of the fact that the original difference equation 
is invariant under a chiral rotation of the fermion variables. However, the 
model is still not fully interacting, because no attempt is made to define 
ETCR5 on the gauge variables. 
In (1+1) dimensions, the archetypal interacting fermion theory is the 
massless Thirring model (Thirring, 1958). The continuum equation of motion 
may be written (Pradhan. 1958): 
L'4E) 	 4(x€) 	(5.49) 
The full solution of the continuum Thirring model is complicated and has been 
the subject of much debate in the literature. Excellent accounts have been 
given by Wightman (1964), and Klaiber (1967). Our interest is in testing the 
finite element method; in this spirit we will take equation (5.49) at face value 
and transcribe it into an operator difference equation via the usual 
prescription. The absence of a mass term ensures that the form of the 
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equation is preserved under the discrete chiral transformation 
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 M"n ) > 	<n)>J <(A'Ijn)) 
(5.50) 
For simplicity, we start our search for exact solutions to (5.50) on a lattice 
with just two spatial elements and perioic_boundarycoflditiOJ)$, and defin e-  
the variables: 
(o) 	(/i(O,n) •t- 
tfr(on) 
	 (5.51) 
Equation (550) can now be written in terms of variables on the zeroth and 










(5.52b) is trivially solved for $(1,1); (5.52a) can be solved by ansatz in a similar 








4(0) 0) •a'+ 
16 R 	zt) 16 
554) 
It can readily be checked that the solution (5.53) preserves the ETCR (5.35) on 
the first timeslice. 
In principle, we can use such solutions, and a suitably-defined vacuum 
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which is annihilated by a subset of the operators present, to construct a basis 
of states which closes under iteration to the next timeslice, and find the 
transfer matrix, and hence the energy spectrum of the system. Unfortunately, 
for the number of spatial elements M>2, the amount of algebraic manipulation, 
required for exact solution becomes prohibitive; even for Mt2 with antiperiodic 
boundary conditions, when the decoupling in (5.52) does not occur, 27 terms 
are needed in the ansatz. This is due partly to the introduction of terms of 
more than three fields (the largest non-vanishing operator product contains 
4M-1 fields for two-component variables), and partly to the necessity for 
non-local products of the form, eg. i$i(m1,O)*(m2,O)t(m3,O), arising from the 
spatial averaging of the field variables in the interaction term in (5.50). 
However, we may remark in both (5.15) and (5.54) that the solutions we know 
are correct to all orders in weak coupling perturbation theory, and are analytic 
in g. The absence of non-analytic terms suggests that WCPT may be a valid 
method, so we proceed on this assumption, regarding the finite element 
scheme as an ultraviolet regularisation. 
Using field variables which have been Fourier transformed in space only, 
equation (5.50) connecting fields on zeroth and first timeslices reads: 
r L 	(-Up 	) 	(- z 
1. 2* 
1L'o (c2t+i) - 	
(,.. Zir_ i) J cfr(p, L Qa 
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x f(fltrrii)t t(rt0))(;) t 	
(5.55) 
+ 	fr,o) J 
We replace $(p,1) by the free solution T(p)4(p,O) in the interaction term to 
obtain the solution to first order in 9: 
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ct 	r) 	(1+ Z:r)(1—tc)(1 	I+ e. 
and 1(p) is given in (5.46). Next, we wish to verify that this solution preserves 
the ETCRs to at least 0(g), by expressing 
(4j(p),t(,1)} in terms of the 
zeroth tirreslice r&ation 
{4j(p , Q) , 4 t,)}, ie: 
tu 	[T(p) 4(p,o) go)1()JOP 
+ 2 Y 
C 
((i. 	Lr)(LtT(r))) fr(ro) 
ci) 
4 	ttMiljQA 	C0A3u3q(t 	+ 	005') 
4t(0) T. ( r ) J 
(5.58) 
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If we assume that all zeroth timeslice ETCRs of the form (i,4} vanish, then 
this expression breaks down into: 
T,  





— 	 o)  
-i. 	
+ O(jt) 
If the free solution preserves the desired ETCR, which is guaranteed as I 
is unitary, then clearly the condition for consistency at first order is that the 
two 0(g) terms cancel. However, if the ETCA defined on the zeroth timeslice 
has the form (5.35), this cancellation does not occur. Instead, to obtain 
consistency we are forced to adopt the following as the fundamental relation 
defining the dynamical variables; 
if(Mo)# 	 ±sup,d S~p 
Ct 	 (5.60a) 
or in momentum space: 
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A similar definition is used in the finite element description of an interacting 
boson theory (Bender and Sharp, 1983). With this modification, the 0(g) terms 
in (5.59) become, with a judicious relabelling of momentum variables: 
2 3 at 	
U ZCnstpccs' (l.e_tC7?))  
(it e 	) 
OL 
[h (inr)CN4sbanr)J  
OT 
o)Ct+Tt(pp-p)) (-taøp 
faq) (ltT) 	J 
(5.61) 
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Similarly, we can show that {i4,4) vanishes to 0(g 2) on the first timeslice: 
{ 	(p,') ( 3 i)J 	0(5 1) 
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A crucial difference between this model and that of Bender and Sharp is that 
in the latter, ETCRs between operator expressions at each order of 
perturbation theory are shown to be preserved exactly, whereas here we 
simply demonstrate consistency to the appropriate order in g. This can be 
traced back to the presence of both i and iP variables in the interaction, 
whereas in the bosonic case the interaction is an analytic function of the field 
variable $ only, and not the conjugate momentum variable it (Thus [$,$]O 
implies [f(4),f(4)10). This difference makes it difficult to find a proof of 
consistency at each order of perturbation theory using, for instance, ! an 
inductive method. It is however possible to show consistency to second order 
in g. If we write the solution to (5.55) as: 
0 	 + 	5" t() 	(5.63) 
where m() represents some product of ij, and 	variables, then the 0(g 2 ) 
contribution to the ETCA (5.62a) has the form: 
{ T() 	o) , 
f ThV(() (4)t(0) Tt(a)J 	(5.64) 
As before, we require the sum of these three terms to vanish. 
y(Z) has the 
form: 
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- (Zr " T 
64M L 
[g7 (to)(Oi.T t(fr))( 0_1 . Ean(+r_p))60  
0)]  
x ((Ir i 1 tap)(ftY(r)) ' cpjro) + 2. 	&erfrls 	(565) 
1 
The proof that (5.64) vanishes is straightforward but tedious, involving 
non-trivial cancellation among some twenty terms. Eventually (5.64) can be 
reduced to: 
( 	z.r cosrcoslF (t+ -M ir r') t+ 
CTh I ct 	 (ft  
( t (fr. (pry 0) 	 -p)) o ( ltT( ))((tT3)) - &) L  
(ltTt(r)) ((*T(tr-r))J 	Cr F0) 
do 
j 	ç 
[0Tt 	anp)(kT(j))(l*T)) 	 ( 
Jo?& 	 (5.66) 
-I 
which is the result of performing a second anticommutation among the fields 
in the non-cancelling terms. If we swap q and r in the second term, and note 
that (1 +1(p))(1 +Tt(p))=(1  +T(p))+(1  +Tt(p)),  and (1 T(P))YoYo(1 +Tt(p)), then the 
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two terms are readily seen to cancel. Hence: 
ri 	•. 	Off) 	(5.67) 
OL coi'p 
There seems to be no reason why the ETCRs defined in (5.60) should not 
continue to be preserved to all orders in g. 
The modification (5.60) is necessary because in some sense the 
fundamental dynamical quantity in (5.50) is really i$i(m,n)+4 1 (m+ 1,n) , due to the 
use of the collocation method. We may regard the preservation of (5.35) in the 
M=2 case as fortuitous. In light of this it is necessary to reexamine the 
assumption that {lP(p,n)4e(V.n)) vanishes for all p and , used in arriving at 
(5.59). Starting from the modified anticommutation relation: 
I cfçji ì n)* t(M*u/n) 	cJ)(n)+ i(cI,) 	 (5.68) 
we may use Parseval's theorem to write: 
	
! I I j1g(p'n), !Pis (n)J t Cost  COST 	 (5.69) rr 
Clearly, to arrive at the desired result we must ensure cos 2p and cos 2' cannot 
take zero values; periodic boundary conditions must be used for odd M and 
antiperiodic for even M. This also prevents undesirable singularities in the 
relation (5.60). 
We are now obliged to work only with a continuum limit in mind and 
reject any notion of a well-defined quantum theory on a lattice of 
non-vanishing spacing. Continuum quantities should be defined in terms of 
field variables averaged over a spatial element, viz: 
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(x) 	'-' 	 + 	4)(M+l) 	 (510) 
With this prescription, the (cos 2 p 1 factor in (5.60b) does not appear in the 
calculation of continuum quantities. 
To summarise, we have shown that a transfer operation for a system of 
many spatial elements may be found using a perturbation theory expansion. 
The resulting solution for fields on the first timeslice preserves ETCRs to 
second order if the fundamental relation is defined on fields averaged over 
one element and the appropriate choice of boundary conditions is made. It is 
plausible that this result holds to all orders. This is a necessary precursor to a 
calculation of Green functions in the theory, and is a non-trivial result in view 
of the non-locality of the transfer operation. However, as we shall show in the 
next section, the inherent non-locality of the differencing scheme nevertheless 
has dangerous consequences for the continuum limit. 
Calculation of Green Functions and the Continuum Limit 
We are now in a position to express products of fields at arbitrary 
spacetime points in terms of operators on the zeroth timeslice. For instance, a 
field on the nth timeslice can be expressed in terms of zeroth timeslice fields 
by applying the transfer operation defined implicitly by (5.55) n times, and then 
expanding to the required order in g. To first order, there are two 
contributions, described diagrammatically in figure 5.2. One comes from raising 
the free transfer matrix 1(p) to the nth power, the other from one 0(g) 
interaction among freely propagated fields on any one of the n timeslices: 
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q+r-p) 




Figure 5.2 - Diagrams showing how fields on the nth timeslice, at the 
right-hand end of the lines, are related to fields on the zeroth timeslice at the 
left. The first diagram shows the free contribution, the second the contribution 
from an 0(g) interaction on the jth element. 












However, to evaluate Green functions, we must also define a Fock space of 
physical states for the zeroth timeslice operators to act on. Following Bender, 
Milton and Sharp (1985), we examine the free massless solution (5.45), writing 
out the spinor components of explicitly: 
I 	(p,) 	t I 	 \ / 	(p,O) \ 
-2ipn 	) 
( 	 / z(p°) ) 	( 5.72) 
Identifying physical states as those propagating with positive frequency, we 
find (for M odd): 
lJi t(po) creates a right mover 
 
2M 	
2(P) creates a left mover 
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( Di(p,0) creates a right mover 
 — rr(Mi) 	< ° 
ZM 
42 (p.0) creates a left mover 
(5.73) 
Having projected the field operators back onto the zeroth timeslice, we may 
now evaluate vacuum expectation values of operator products. The fields are 
eliminated by successively anticommuting them using (6.60) and keeping 
account of Fermi statistics, until the operator furthest to the right annihilates 
the vacuum state, which is assumed to be normalised so that <010>1. So, 
for instance: 
I 	 -T 
I 0 + t o) ip , (s,o) ' (E 0) jo) t(o) 10> 
4 3 
cos cos r- coslt 
G() 	&(r) 	
(5.74) 
- 	G(p) 	9(r) 	&(&) 
The resulting vacuum expectation values may be identified with the Green 
functions of the theory, on the assumption that a perturbative expansion about 
the free vacuum is valid. Clearly, if we have not chosen the correct vacuum 
state, then the Green functions we calculate will not exhibit the appropriate 
physical behaviour (cf. the QCO vacuum: WCPT expansions about < 0 IiP*I0 > 0 
do not yield spontaneous chiral symmetry breaking). However, this is an 
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inherent weakness of any perturbative approach; the method of extracting 
vacuum expectation values on the zeroth timeslice by using the properties of 
the free vacuum can be justified as follows. The vacuum which is annihilated 
by the free field operators 14 and (for p positive) is that of the interaction 
representation, defined by: 
H 0 (o e'>11. 	0 	 (515) 
where H0 is the free Hamiltonian, ie. that which yields the free Dirac equation 
as equation of motion. It is related to the true Heisenberg vacuum which is 
annihilated by the full Hamiltonian H, by: 
- H,, E 
0 	 10 ) €>HE I$ MT 
where H=H O +H INT . At t=O the two vacua coincide. Thus, questions about the 
true nature of the ground state are bypassed by always referring back to the 
zerotl, timeslice. 
Green functions such as the propagator <0I1F(m,n)(rn' ,0 ) 0 > or the 
unequal times anticommutator <OI{lP(m,n),lPt(mI,O)}IO> are now 
straightforward to evaluate in perturbation theory. We will concentrate on the 
latter, and examine its form near the edge of the lattice light cone. For the 
free case g=O (when all anticommutators are c-numbers anyway), we find: 
<01 {+ r.iih), pt (M'o)} io 










With the prescription (5.70), the (cos 2p 1 factors disappear, and we recover 
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the behaviour of a free massless particle found in (5.48): 
<cDt [4"(M,n)t t(M+Y1)  j 
1,jt(, 0)  41t(1Q41 o)} to> 
- 	'4-( 
	




At first order in 9,  the anticomniutator is found to be: 
(oj f ifrkqitG1 o i} o> 





0 	Z 	I 
	
p cos'p 
The correction is O(gn) and is linearly divergent in the continuum limit defined 
by: 
M,n —4 oO 	 ct-4 U 
M0. = L 	 T 	(5.80) 
where L is the size of the continuum system and T the temporal separation of 
the fields. This would presumably lead in the continuum theory to some form 
of wavefunction renormalisation; however, the propagation of the particle state 
is still along the light cone, although now the edge of the cone is fuzzy, being 
spread over two elements it the anticômmutat& defined in (5.78) is calculated. 
This effect disappears in the continuum limit (5.80); we should check whether 
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it becomes more pronouced at higher orders. 
The full calculation to second order is lengthy and requires the transfer 
operation to 0(9 2), part of which is given in (5.65). The expressions which 
contribute are shown diagrammatically in figure 5.3. The continuum limit (5.80) 
is dominated by the n(n-1)/2 terms involving two applications of the 0(g) 
expression. The contribution to <0j{1p(m,n),1pt(mF,O))I0> from these terms is: 
/z 	
\Z 	—Via 	Z t. 256 z 
I I 	p 	 t=4 	It, 
\GFfr1tL / 	
LI 	 0 
{ - (Mtz)t [ Qz2 	C t t]tL/ ?r 	 _ztl, 
rks; u lLo+zcsr.I)) 	MVi -2fr..j))) 
H 
2t 	iv 
+ 	Z - 	
(_Zscosjthj)tcostj7 
	
k Is" "ITT  (i+z(Ij)) Tr  









( sk (tk-p) 	
(5.81) 
Once again, the anticommutator is diagonal in the spin components, with the 
upper sign appropriate to the 11 component, and the lower sign to the 22. The 
last two terms inside the curly brackets give contributions on or inside the 
light cone, which is consistent with the requirements of microscopic causality; 
in the language of continuum theory, the spectral representation for the 
unequal times anticommutator is no longer distributed wholly as a delta 
function along the light cone, but has a continuum distribution from 
many-particle intermediate states. The first term is more worrying: it implies 
that there are non-vanishing contributions one lattice spacing outside the light 
cone defined by (5.77), or two spacings when the definition in (5.78) is used. 
At higher orders, the generic term responsible for this effect can be isolated. 
For 0(g"5, N<<n, one leading contribution in momentum space, described by 
figure 5.4, is given by: 
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Figure 5.3 - 0(9 2) contribution to the expression for 4i(n). The first diagram 
shows one application of the 0(g 2) transfer operation, the other three the 
possible orderings of two successive 0(g) operations. 
#(p,n) 
L 
Figure 5.4 - Diagram showing the particular O(gN)  ordering responsible for the 
expression (5.84). The dotted lines indicate in which order the zeroth timeslice 
fields are eliminated pairwise via anticommutation. 
N 	 t U 	a 	 NJr) 
) fl3 £••J 
TV A i 
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A 	—; )(D*r_t..) €:a 	Jw-; - ')t el 
( '< 1-4 e V41_P_))(l+2cV)(t+ e. 	"')(- 	 (5.83a) 
B 	 z(iIl)tN ' U 	 e_.• V 	I+ a 
V  
,c 	
- ( 1-Zt,  ).( It ta e.. 
(5.83b) 
Performing the indicated field eliminations, and summing over the resulting 




i ( TV 	2) line OS 	j) 
cx) 	fjzJ 	' 
(5.84) 
The, cos 2 (N -1)  factor ensures non-vanishing contributions N-i steps outside 
the light cone defined by (5.77), so that now the edge of the cone has been 
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smeared out over 2(N-1) elements. It comes from a product of a string of 
(1 +e ± 2 1P) terms which arise as a direct consequence of the interaction in (5.50) 
being averaged over spatial sites. 
It may be possible to remove the factor cosZN_Up in (5.84) by redefining 
the fundamental ETCA using the spatial average over N sites, but in either 
case the resulting light cone has an angular spread of O(N/n). In a continuum 
limit (5.80) in which N is kept fixed so that N/n.0, this fuzziness becomes 
negligible, and microcausality is respected. Presumably the results of standard 
WCPT would be recovered order by order in such a limit. However, the correct 
limit is N-° for fixed n, followed by the continuum limit (5.80). In this case 
terms like (5.84) make the lattice light cone ill-defined, unless there are 
cancellations, for which there is no evidence at Q(g 2). 
For additional insight into this disease, which is not restricted to this 
particular model, consider the solution to the free massless case, which in 
position space reads: 
F( ) 
t 	 + 
z 
Suppose the interaction term is gf>,<4't>), where f is an analytic 
function and <4,> is defined in (5.33). Projecting out the right movers in the 
equation corresponding to (5.50) gives: 
4.ç(M,ntI) 
+ ct~ F ( C ~ (M J 	 1 A+() + qAr'i 1 n )1-4/(M-I1 n)j 
C L.c.'s ] 
) 
 
Since 4,(rn,ns1)=4,(m,n+1)+O(g), to first order we may substitute the free 
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solution (5.86) into the second term to yield: 
4+Mn4l) . 	4.c (M - in) 





4i (Nn.s-t) 	 + 4.&Jvti+I,n) 
(5.87) 
+43 G(+(Mt2)n))*Gtltcn) (J1(r4j n)qIGM-çn) tjJ(M-ZJ n) ) 
+ o) 




Here F, F' and 0 are analytic functions and are 0ga) 0). Already, the expression 
for 4(m,nt1) is receiving contributions from variables at formally spacelike 
separations. If we iterate this procedure it becomes clear that to Nth order in 
ga, the expression for i(m,n+1) depends on the fields 4j(m±(N+1),n). Acausal 
propagation is seen to be an inherent feature of the finite element scheme. In 
the classical continuum limit the spacelike terms are suppressed by powers of 
a (cf. the free massive theory as discussed at the end of the last section). 
However, the requirement of quantum consistency brings in extra powers of 
a 1 . Explicitly, for a four-fermi model in (1+1) dimensions such as the Thirring 
model, evaluation of Green functiOns at order 
9N  via the procedure outlined in 
this section requires N applications of the ETCR (5.60) (or indeed (5.40)), and 
hence brings in a factor of a. The result is a contribution to the 0(9 N) 
calculation from N steps outside the light cone. 
To conclude, we have seen that a fully interacting finite element fermion 
model is consistent in the sense that ETCAs are preserved, at least to second 
order 	in 	the 	coupling. However, the 	non-locality 	of the 	transfer operation, 
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which is responsible for the absence of species doubling, also leads to a 
violation of microcausality in the continuum limit. This seems to be an 
inescapable problem for the regularisation of quantum field theories, by the 
method of finite elements. We note that there is another discrete 
time—stepping scheme, based on difference equations derived from a leapfrog' 
approach in which the conjugate variables are placed on alternate timeslices 
(Moncrief, 1983). There is a strict bound on the speed of signal propagation 
through the lattice in such models, so that they may not suffer from the 
diseases discussed here. However, the absence of fermion doubling is 
particularly sensitive to the choice of differencing scheme (Stacey, 1982; 
Bender et al, 1983), and it is not clear that this attractive feature, which is a 




After briefly reviewing the role of the lattice in calculations involving 
gauge theories in chapter I, and discussing the origins and remedies of the 
fermion doubling problem in chapter II, we then investigated the problems of 
formulating chiral gauge theories, such as the standard model of electroweak 
interactions, on the lattice. It was found that the most popular method 
postulated for gauge symmetry breaking in continuum theories, namely the 
Higgs mechanism, could not also be used to successfully break chiral 
symmetry and hence eliminate fermion doubling. It has been argued that if the 
doubled species are to be decoupled by any mechanism involving the 
spontaneous breakdown of gauge symmetry, it is inevitable that some of the 
gauge bosons will also acquire masses of the order of the cutoff,, so that the 
resulting model has the wrong continuum limit (Eichten and Preskill, 1986). As 
we showed, only in vectorlike theories, such as the SO(3) model, can the 
decoupling be forced independent of whether gauge symmetry is broken or 
not: in this case the theory is not a chiral gauge theory, and the origin of 
parity violation lies in the Higgs sector. 
Thus we conclude that a successful lattice formulation of chiral fermions 
is, if not impossible, then certainly elusive. From the point of view of practical 
calculations in the standard model, this should not worry us unduly: QCD is 
vectorlike, and in electroweak and unified theories the important questions to 
be answered non-perturbatively lie in the gauge-Higgs sector (Jersak, 1985). 
Indeed, it we adopt the pragmatic approach described in chapter IV, then weak 
interaction processes of interest involving fermions are accessible to lattice 
methods, assuming the validity of approximations like the operator product 
expansion. As yet, results in this field are encouraging but preliminary, and the 
formulation of matrix elements using Susskind fermions described here may 
have some relevance, although further calculations are required to show if a 
realistic continuum extrapolation can be made using existing lattice sizes. 
However, on a more formal level our failure to model chiral fermions, and 
hence the standard model, has disturbing implications. From the standpoint of 
constructive field theory, apart from exactly-solved models in two dimensions, 
the most instructive approach in recent years has been the path integral 
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formulation in euclidean space (eg. Simon, 1974; Glimm and Jaffe, 1981). This 
finds its natural definition on th lattice, when it can be described by a 
countable number of compact integrals leg. Seiler, 1982). Viewed in this light, 
the lattice is a formal, constructive tool, and the problem of fermion doubling 
extends beyond mere numerical inconvenience. Even the attempt to eliminate 
doubling described in chapter V, which was plagued by problems of 
non-locality, can be seen as part of this programme. We indicated that for 
finite lattices, the finite element equations can be solved to yield, in principle, 
a transfer matrix which can be diagonalised. Although we made no attempt to 
find any exact solutions beyond the most trivial of cases, the perturbative 
expansion about the free solution suffices to highlight the problems with 
non-locality inherent in this scheme. 
We end by briefly describing some recent attempts to overcome the 
doubling problem by novel techniques. Eichten and Preskill (1986) have 
suggested a scenario in which chiral fermions in a complex representation of 
the gauge group are coupled to gauge-singlet mirror fermions via a four-fermi 
interaction. Strong coupling analysis in the new coupling gives evidence for 
the mirror modes forming bound states, leaving only the non-singlet chiral 
partners to freely propagate. The interaction terms are non-invariant under the 
T transformation, so that doubled species are effectively raised in mass. It 
remains an open question whether this model has a realistic continuum limit. 
Meanwhile the SLAC formulation has reemerged in a model using Hamiltonian 
formalism, in which time is kept as a continuous variable (Quinn and 
Weinstein, 1986). The authors claim that the non-local derivative can be used 
to construct gauge theories, and even chiral gauge theories, with good 
continuum properties, the drawback being that the introduction of gauge fields 
into the fermion kinetic term is cumbersome, requiring the sum over all 
possible paths linking the fermion variables. 
The most intriguing possibilities lie with models possessing some degree 
of randomness, either through a disordered coupling to an auxilliary field 
(Jacobs. 1983; Weingarten and Velikson, 1986), or more radically, by 
formulating the theory on a random lattice of spacetime points (Espriu at al, 
1986). In both cases, Monte Carlo data provides evidence that the doubled 
species do not propagate freely; suggestions for the origin of this effect 
include localisation of unwanted modes, or spontaneous breakdown of chiral 
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symmetry for the doubled modes, even in the free theory. It is thus possible 
that the random lattice may provide the most attractive continuum limit 
including a faster restoration of rotational invariance (Christ at al, 1982). 
Plainly, there is scope for further research into fermion doubling. 
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Appendix A 
Notation, Feynman Rules, and the I Transformation 
In euclidean space, the Dirac Matrices used are hermitian, obeying: 
{ 
The Feynrnan rules for the lattice a-model of chapter III, for the fermion 
species centred at =O, ie. at the zone centre, are as follows (see figure Al). 
A, 4 are infrared regulators: 
fermion propagator 
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1T-fermion vertex 
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1 photon-fermion vertex 














Figure A.1 - Feynruan rules for the a-model with Vukawa-Wilson term 
described in chapter III. 
(viii) 2 photon-fermion vertex 
15° [3'r Sin 
2 	 (A.2h) 
* ar0cos(R-!(1#)), 7 
This last vertex has no continuum counterpart and is hence 
'anomalous' 
The T transformations defined by Karsten and Smit (1981) are a group of 
16 operations given in position space by: 





or any product of these. In momentum space, they relate points 0 having all of 
their components equal to either zero or ic/a to the origin. We may thus label 
a particular transformation by T() which has a Dirac matrix content sØ). Now 
the Feynman rules for the species at the zone boundaries may be obtained 
from those for the species at the centre by reexpanding about k'=k-, eg. the 
fermion-photon vertex for the species centred at =(iT/a,O,O,O) becomes: 
[ir(kacospCL + Pi rl 	COS rr J 
= 	_S(F)3{i r co~ (k_iEo) a + CL rbsn(KCiq.a)a 
 
The propagator for this species is: 
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(u+21cK 1a)+  r- ~~ V I - Cos kr'(0j 
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Loop Calculations with Susskind Fermions 
This details the extraction of a one-loop expression for the fermion 
self-energy in the staggered formulation, following the method described by 





I 	 t 
I > 	> 
q+1T 	1 	q p' 2 	p+ir6 
Figure 8.1 
The general expression is: 
d 4p' I c 	 (fy f(+ 	iti V, (' k) 
F i-v 	p-p'tki-irstltt ) V2 (pt1r  
where it1 denotes the momentum corresponding to the sign factor associated 
with the vertex V, SF is the full fermion propagator, and A the scalar 
propagator. Note that addition of 2 1tA to the incoming fermion momentum is 
allowed because of periodicity. Integration over p' and q' yields: 
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js,x 
Jtk V,  
5F 
(p+ki-rr8i-irz-,_ktumt  TT' ) \4,(p+r8 ,k) z\(k') 	(2) 
Writing nc=1TA+1T1, 0—n 8+1T2, we find the expression for the inverse fermion 
propagator: 
ITjt~ 	r)c.D k 
4— 	o S-+) * N #p t(p-+ k+7T41V ) qrs) 
'C 
(f()  F I :.17 C.C. L 0.. 
+ 	 7cos (pt/<irsJ 
s(ptk)a 	O&D 
+ r-4 
So, for instance, if 	 and the vertex functions V i are equal to: 




then the expression for the self-energy becomes: 
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L 1 Si 	)r&+Oo 4r56 
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(ri:,)DS L t(Ltcosk'r 4 )J TT COSvO.. 	 (8.5) 
( 	L(I—cos2q)t Fl) 
r 
Application of the V transformation (2.43),(2.44) leads to the expression in 
more familiar notation (indices suppressed): 
1 
c( 	t ' It L ((tcoskr&)J ifcos(p.k4 spp4 = 
(2-a )4 L r 
' C s[L r 	r- )pA ~ t10 ± r 6o JTcos(r4k)r4J'$ 
 01 
1. (t_co32k9ra)iFt)_t  
44t 	 (8.6) 
r 
The final expression is 'covariant' in the sense that it is symmetric in all 
Lorentz indices. 
Appendix C 
Susskind Fermion Currents in Momentum Space 
We start from the q-basis expression for a bilinear with general spin and 
flavor content, and momentum transfer p-q with p,qE(-iT/2a,1T/2a]. r4 is 
defined in (2.32), and TA=rA*. 
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r d r 	'( 
7. 	'P 	A 	B 
(C.1) 
Using the transformation (4.55), we rewrite J in terms of the e variables 






X Tr- (rrirr'St) 
The trace yields the expression: 
4- •ii:- 	 x 	(A 1 A, .2) 	 (C.3) r 
with 
D+A)çt (C)+4) 3 	, CthtA 4 +U>+4 + (PtA)) 083(b#A); fzC(  
A 	 r 	• ( D..A)j 	4 2ECD+a) 1 + (D4A) (c.4) 
'C (-P ) 	 (-.) 	 (—) 
with the delta function acting modulo two. The sum on F (which must take the 
values F=O,1 only) thus gives: 







= I 8r 	Cr t Dr 	 (C.6) 
1 I—Be. i 	1r 
Now, in the continuum limit pa,qa-0, we can to a first approximation set the 
phase factors to unity and sum on D to give: 
I 
cc 
4 	 £, 	p.&,+8 	E4+ 
'C 	 U 8 ' (—) 
(Cl) 
+ ., (—) 	 'C—.) 
The product of delta functions can be recast in terms of 16x16 matrices 
and ff using the relations (2.39) and (2.40), where the sign T1 11 (n) is defined in 
(2.27) and C 11 (n) in (3.53). We further note that. eg  
-11- 	 (C.8) 
r 
where S P A is defined in (3.55). Thus: 
(_ )t•@+B) C,+E
1 tR*4 3 +R SC24E24RatA4 g, C3tE4A4t&,t32 	c.E4 +8,.&.&3  





Noting the following relations (Golterman and Smit, 1984b): 
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P=s r 	r ir 
(C.lQc) 
we arrive at: 
'1 &() (rA E 8 )C E &(.) 
CE (C.11) 
+ Q(qp,q j ) 
This form is particularly suitable for loop calculations in WCPT as outlined in 
appendix B. Using the V transformation (2.43), and noting that the matrix in 
(2.44) is identical to t=y, we arrive at the final form: 
0(0. 
+ 
Unfortunately there appears to be no choice of p and q which leads to the 
0(ap,aq) terms vanishing in (Cl). This implies 0(a) corrections which mix 
lattice operators defined over one or more links. In general this will mean that 
z ij defined in (4.50) will be non—diagonal at 0(92)  from diagrams like 4.3b,c, and 
from one loop corrections to the meson operators. 
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