Abstract: When long-term dependencies are present in a time series, the approximation capabilities of recurrent neural networks are difficult to exploit by gradient descent algorithms. It is easier for such algorithms to find good solutions if one includes connections with time delays in the recurrent networks. One can choose the locations and delays for these connections by the heuristic presented here. As shown on two benchmark problems, this heuristic produces very good results while keeping the total number of connections in the recurrent network to a minimum.
Introduction
Time series prediction has important applications in various domains: medicine, ecology, meteorology, industrial control, finance, etc. The most common approach to building a prediction model is to consider a fixed number of the past values of one or several time series (i.e. a time window of fixed size) and look for a function which provides the next value of the target series. In univariate regression, for instance, one is usually searching for the function f which gives the best estimate of the future value of the time series according to if = ~( x~-~, . . . x~-, ) , p being the size of the time window. Such a model is called Nonlinear AutoRegressive (NAR).
Multilayer perceptrons (MLP, [ 13, [2] ) can easily implement nonlinear functions f : one is simply using a network having an input layer of size p , enough neurons with sigmoidal activation functions in the hidden layer, and a single output neuron which is usually linear. Universal approximation results for feed-forward neural networks [3] , [4] show that very general NAR can then be obtained. Also, it is easy to take into account past activation values of the hidden neurons by including new time windows for them.
Finite impulse response (FIR) connections put forward in [5] and [6] are an alternative method for defining time windows. A FIR connection is composed of a set of simple connections, encompassing a whole range of delays. Every component connection has its own weight. Replacing the simple connections of an MLP by FIR connections produces composite nonlinear autoregressive models which give better results on several reference benchmarks [7] . However, the resulting models may have too many degrees of freedom and pruning techniques are then employed for complexity control as in [8] . Also, variable selection methods can help in reducing the number of connections (delays) between the input and the hidden layer [9] , [lo] . We can also mention a new method, inspired by back-propagation, which was proposed in [ 111 for learning the number of delays associated to the existing connections of an MLP.
However, the use of MLPs for time series prediction has inherent limitations, since one cannot find an appropriate finite NAR model for every dynamical system. Even when such a model exists, it may have a very large number of parameters and behave poorly on new data. Recurrent neural networks (R") possess an implicit internal memory and do no longer need time windows in order to take into account the past values of the time series. RNNs prove to be significantly more powerful than feed-forward networks, as shown in [12] , [I31 or [14] . Unfortunately, the gradient descent algorithms which are commonly used for training RNNs [I], [ 151 have several weaknesses, the most important one being the difficulty of dealing with long-term dependencies in the time series [ 161.
Adding connections with time delays to the RNN often allows gradient descent algorithms to find better solutions in these cases [17] , [18] , [19] . Indeed, by acting as a shortcut between two distant moments, such a connection has a linear long-range contribution, with beneficial effects on the expression of the gradient of the error. But in the absence of prior knowledge concerning the problem to solve, how can one choose the locations and the delays associated to these new connections? By systematically replacing simple connections by FIR connections one obtains again oversized networks which are slow to train and have poor generalization abilities. Various regularization techniques are then employed in order to improve generalization and this further increases the computational cost.
Bounded exploration for the addition of time-delayed connections
Constructive approaches for adapting the architecture of a neural network are usually more economical. An algorithm for the addition of time-delayed connections to recurrent networks should start with a simple, ordinary RNN and progressively add new connections according to some heuristic. Various factors can guide the choice of a heuristic, such as the prior knowledge related to the problem, the features of the learning algorithm, or the computational overhead. The time series we are interested in are characterized by medium or long-term dependencies, we prefer heuristics which are relatively general with respect to the detailed computation performed by the learning algorithm, and we require a low computation cost.
The heuristic we retained is a breadth-first search which can be summarized as follows: we explore all the alternatives for the location and the delay associated to a new connection by adding that connection and performing a few iterations of the learning algorithm; we keep the connection which produces the largest increase in performance during these learning steps. If the RNN we start with does not account well for the medium or longterm dependencies in the data, and these dependencies are not too complex, then by adding the appropriate connection we are likely to obtain right away a significantly lower error.
We can now give a more detailed outline of the constructive method we developed. In the experiments we performed we employed Back-Propagation Through Time (BPTT, [I]) as a learning algorithm. Learning by BPTT ends when error increases on a stop set, different from the learning set. At that moment we explore all the alternative R" obtained from the previous one by adding a single connection: the weight of this connection is initialized to 0 and we leave the other weights in the RNN unchanged; we perform a limited number of learning steps using BPTT; we retain the connection which produces the largest decrease in error on the stop set during these learning steps. Note that error remains the same when a new connection with a weight of 0 is added. We then continue learning by BPTT on this new architecture; as soon as the error begins to increase on the stop set, we attempt to add a new connection -the whole process is reiterated. We call the resulting constructive algorithm Exploratory BackPropagation Through Time (EBPTT). The algorithm eventually ends when the error on the stop set no longer decreases upon addition of a new connection, or a bound on the number of new connections is reached.
Several new parameters are required for this constructive algorithm: the maximal value for the delays of the new connections, the maximal number of new connections and the number of BPTT steps performed for each candidate connection during the exploratory stage. In choosing the value of the first parameter one should use prior knowledge related to the problem. If such information is not available we can rely on simple, linear measures such as self or cross-correlations to find a bound for the long-term dependencies. Note that this parameter is not the same as the maximal order of a FIR connection: indeed, when we add a connection of delay p , we do not simultaneously add p -1 connections with delays between 1 and p -1 .
Computational cost governs the choice of the other two parameters. However, the experiments we present in the following show that the contribution of the new connections diminishes quickly as their number increases. The complexity of the exploratory stage may seem quite high, O ( N 4 ) , since for each candidate connection we carry out several steps of the BPTT algorithm. Fortunately, experimental results prove that a few BPTT steps performed for each connection during the exploratory stage produces very good results, so the global cost remains low.
The experiments presented next concern univariate regression, but EBPTT is obviously not limited to such problems. Moreover, since the heuristic does not use any gradient information, we believe that it can be applied in combination with learning algorithms which are not gradient-based.
Experimental results
We applied EBPTT to RNN having a single input neuron, a single (linear) output neuron, a bias unit and a fully recurrent hidden layer composed of neurons with sigmoidal activation functions (Figure 1) . For the sunspots dataset we tested RNN having 2 to 15 neurons in the hidden layer and for the Mackey-Glass dataset 2 to 7 neurons. 
Sunspots dataset

DRNN2
This dataset contains the yearly number of dark spots on the sun from 1700 to 1979. The time series has a pseudo-period of 10 to 1 1 years. Several models were evaluated for one step ahead predictions [20] , [21] , including feed-forward [22] and recurrent [23] neural networks. The training set corresponds to the period 1700-1920 and two test sets were defined, 1921-1955 (testl) and 1956-1979 (test2) . Test2 is considered to be more difficult because it has a larger variance. Table 1 compares the results obtained by various models applied to this benchmark. For every model we give the number of parameters and the NMSE. The Threshold AutoRegressive (TAR, [20] ) model employs a threshold to switch between two autoregressive models. The MLP has a time window of size 12 in the input layer and starts with 8 hidden neurons [22] ; a pruning algorithm reduces the number of hidden neurons to 3. The IIR MLP in [23] contains local feedbacks and delays and is obtained by an evolutionary algorithm. The Dynamical Recurrent Neural Networks (DRNN) are RNN having FIR connections [24] . DRNNI has 2 hidden neurons fully connected by FIR connections of order 5, and DRNN2 has 5 hidden neurons fully connected by FIR connections of order 2. The order of these connections was found after several trials. The number of parameters is also very low. The best results (see also Figure 3 ) were obtained for RNNs having only 3 neurons in the hidden layer. During our experiments we noticed that EBPTT always added 4 connections, with most of the delays between 3 and 10. The contribution of the new connections diminishes quickly as their number increases, as shown in Figure 2 and Table 2 .
Mackey-Glass dataset
The Mackey-Glass time series [25] are generated by the following nonlinear model:
We consider here z = 17 (MG17), the value which is usually retained. The resulting time series (Figure 4 ) exhibits then a chaotic behavior. The data generated with x(t) = 0.9 for 0 5 t 5 z is then sampled with a period of 6 (as in [7] ). We use the first 500 values for the learning set and the next 100 values for the test set. Table 3 compares the NMSE obtained on the test set by several models applied to this benchmark (see [6] , [25] , [26] for the first 3 models). The FIR MLP [6] has 15 neurons in the hidden layer; the FIR connections between the inputs and the hidden neurons have an order of 8, and those between the hidden neurons and the output an order of 2 (for a total of 196 parameters). In [27] a RNN having 5 neurons in a fully connected hidden layer is employed. The feed-forward network in [ 1 11 has a single input, 20 neurons in the hidden layer and one output neuron ; all the connections have delays, and the values of the delays are obtained by an algorithm which reminds back-propagation. The DRNN [24] , [28] have FIR connections of order 4 between the input and the hidden layer, FIR connections of order 2 between the 4 to 7 hidden neurons, and simple connections to the output neuron (197 parameters).
We set to 34 the maximal value for the delays of the new connections, to 10 the maximal number of new connections and to 20 the number of BPTT steps performed for each candidate connection during the exploratory stage. EBPTT gives the best results for the Mackey-Glass dataset with z = 17 . These results were obtained for RNN having 6 neurons in the hidden layer and 10 time-delayed connections, for a total of 65 parameters. During our experiments we noticed that EBPTT added 8.75 connections on the average, and their delays were distributed around the following values: 9, 20, 34. As for the sunspots data, only the first new connections produce a significant reduction of the NMSE (Figure 5) .
We should mention that we performed similar experiments for z = 30 (MG30) and the EBPTT algorithm produced again the best results. 
Conclusion
Adding time-delayed connections to recurrent neural networks helps gradient descent algorithms in learning medium or long-term dependencies. We opted here for a constructive approach, which starts with a RNN having no time-delayed connections and progressively adds a few such connections. We defined a heuristic for choosing the location and the (single) delay associated to a time-delayed connection. The heuristic is neither limited to regression problems, nor to recurrent networks. Note that this heuristic can be readily adapted to second order gradient-based algorithms.
The experimental results we obtained on two benchmark problems show that by adding only a small number of time-delayed connections one is able to produce networks having comparatively few parameters and good performance. Also, the number of learning steps performed with each candidate network during the exploratory stage is very low. This implies that the constructive part of the algorithm has only a minor impact on the global computational cost.
