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Abstract
Let a representation T of semigroup G on linear space X be given. We call x ∈ X a finite vector if
its orbit T (G) is contained in a finite-dimensional subspace. In this paper some statements on finite
vectors will be proved and applied to functional equations
f (x + y + z) = a1(x)b1(y, z) + a2(y)b2(x, z) + a3(z)b3(x, y) +
m∑
k=1
αk(x)βk(y)γk(z)
and
f (x1 + · · · + xn) =
∑
γ
∏
∆∈γ
a
γ
∆
(∑
i∈∆
xi
)
,
where γ runs through all possible partitions of the set {1, . . . , n} = ∆1 ∪ · · · ∪ ∆r , r > 1, ∆i = ∅,
and aγ∆-continuous functions on G.
 2005 Elsevier Inc. All rights reserved.
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Let G be a commutative topological semigroup and n be a natural number. We set
up a problem: to describe all continuous functions f :G → C for which the function
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sums of fewer variables. More precisely speaking, we are looking for functions admitting
addition theorem of the form
f (x1 + · · · + xn) =
∑
γ
∏
∆∈γ
a
γ
∆
(∑
i∈∆
xi
)
, (1)
where γ runs through all possible partitions of the set {1, . . . , n} = ∆1 ∪ · · · ∪ ∆r , r > 1,
∆i = ∅, and aγ∆-continuous functions on G.
For n = 3 we will consider the even more general (than (1)) functional equation:
f (x + y + z) = a1(x)b1(y, z) + a2(y)b2(x, z) + a3(z)b3(x, y)
+
m∑
k=1
αk(x)βk(y)γk(z) (2)
(note that (1) in this case can be written as
f (x + y + z) = a1(x)b1(y + z) + a2(y)b2(x + z) + a3(z)b3(x + y)
+ α(x)β(y)γ (z)).
There are two reasons for our interest in this problem. On one hand, some special cases
of functional equations (1) and (2), for example,
f (x + y + z) + f (x − y) + f (y − z) + f (z − x) = 3f (x) + 3f (y) + 3f (z),
f (x1 + x2 + x3 + x4) + 2
4∑
i=1
f (xi) =
∑
i =j
f (xi + xj ),
nCk−2n−2f
(
x1 + x2 + · · · + xn
n
)
+ Ck−1n−2
n∑
i=1
f (xi)
= k
∑
1i1<···<ikn
f
(
xi1 + · · · + xik
k
)
,
a2f
(
x + y + z
a
)
+ a2f
(
x − y + z
a
)
+ a2f
(
x + y − z
a
)
+ a2f
(−x + y + z
a
)
= 4f (x) + 4f (y) + 4f (z), (3)
and problems of their stability have been studied by many authors (see [4–10]). (Equa-
tion (3) can be reduced to the form (2) by substituting u = x + y − z, v = x − y + z,
w = y + z − x.) So it seems useful to seek for general methods for solving functional
equations of such type.
On the other hand, the considered problem is a step on the way to a natural generaliza-
tion of the famous Levi-Cività functional equation (see [1,2])
f (x + y) =
N∑
ai(x)bi(y). (4)
i=1
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by functions of one variable. The generalization we mean is to describe functions f (t) for
which f (x1 + · · · + xn) belongs to algebra generated via functions of fewer variables.
It is known [2,3] that the solutions f of (4) are exactly the matrix elements of finite-
dimensional representations of G, that is the functions of the form f (g) = 〈T (g)ξ, η〉,
where T is a representation of G in some finite-dimensional linear space X, ξ ∈ X and
η ∈ X∗. A representation T can be chosen preserving such properties of solutions as bound-
edness and continuity. In particular, if G = R or C then the continuous solutions of (4) are
quasipolynomials. We are going to obtain an analogous result for (1). To this end we will
first consider a more general situation.
Suppose that a representation T of semigroup G on a linear space X is given. We shall
call x ∈ X a finite vector if its orbit T (G)x is contained in a finite-dimensional subspace.
There is a clear connection between finite vectors and matrix elements, namely: if we
consider the action of G in the space C(G) by shifts (Tgf )(t) = f (tg) then finite vectors
are exactly the matrix elements of finite-dimensional representations.
We begin with a simple result on finite vectors which does not use any topological
conditions.
Theorem 1. Let T :G → L(X) be a representation of some semigroup G on a linear
space X, and suppose, for some h ∈ G the operator Th does not have eigenvalue 1. If the
vector Thx − x is finite then x is finite.
Proof. Let us denote by L a finite-dimensional invariant subspace which contains Thx − x.
Clearly L is invariant with respect to Th − 1. Since this operator is injective by our assump-
tions, it is surjective on L. In particular there exists y ∈ L such that (Th − 1)y = (Th − 1)x.
Consequently, x = y ∈ L. This means that x is finite. 
Now let G be a topological semigroup. A subset E ⊂ G is called inverse stable (IS)
if it contains any g ∈ G such that gE ∩ E = ∅. Since an intersection of any collection
of IS-semigroups is an IS-semigroup, for any subset E ⊂ G there is a minimal closed
inverse stable semigroup GIS(E) containing E. If GIS(E) = G we shall say that E weakly
generates G. If, in addition, E is finite then we shall call G weakly finitely generated.
For example, the semigroups N,Rn,Cn,Rn+ are weakly finitely generated. It should be
mentioned that if G is a group then the condition means that G is finitely topologically
generated (has a dense finitely generated subgroup). We write TWFG for “topologically
weakly finitely generated.”
Theorem 2. Let G be a TWFG semigroup and T :G → L(X) its continuous representation
on a topological vector space X. Let x ∈ X and α(g) be a continuous function on G which
does not vanish. If, for each g ∈ G, the vector Tgx − α(g)x is finite then x is finite.
Proof. Note first of all that if x is not finite then the function α(g) is a character. Indeed
the vector Tghx −α(h)α(g)x is finite because it is equal to Tg(Thx−α(h)x)+α(h)(Tgx−
α(g)x). Since Tghx−α(gh)x is also finite we conclude that (α(gh)−α(g)α(h))x is finite,
for all g,h ∈ G. This proves our statement.
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erating set for G. First of all we construct a finite-dimensional E-invariant subspace L
containing x. By the hypothesis of the theorem, for each hi there exists a finite-dimensional
G-invariant subspace Li containing Thi x − α(hi)x and we set
L = Cx + Li + L2 + · · · + Ln.
Our aim now is to prove that L is invariant for G. Set
H1 =
{
h ∈ G: ThL ⊂ L and TG
(
Th − α(h)1
)
L ⊂ L}.
If we prove that H1 is an inverse stable closed subsemigroup in G, containing E, then it
will follow that H1 = G and we are done. Note that since TGLi ⊂ Li , the definition can be
written in the following way:
H1 =
{
h ∈ G: Thx ∈ L and TG
(
Th − α(h)1
)
x ⊂ L}.
It follows immediately that all hi ∈ H1. Thus E ⊂ H1. If u,v ∈ H1 then clearly TuvL ⊂ L.
Furthermore,
TG
(
Tuv − α(uv)1
)
x = TG
(
Tu
(
Tv − α(v)1
)
x + α(v)(Tu − α(u)1)x)
⊂ TG
(
Tv − α(v)1
)
x + TG
(
Tu − α(u)1
)
x ⊂ L.
Hence uv ∈ H1, H1 is a subsemigroup.
The closeness is evident. Let us now prove the inverse-stability.
Let g ∈ G, gu = v, u ∈ H1, v ∈ H1. Then Tgx = Tg(x − Tux) + Tvx ∈ L and
α(u)TG
(
Tgx − α(g)x
)= TG(Tg(α(u)x − Tux)+ (Tvx − α(v)x))⊂ L.
Since α(u) = 0, g ∈ H1 and H1 is inverse stable. 
The following example shows that the restriction on G to be weakly finitely generated
cannot be dropped in Theorem 2 even if we consider only commutative groups. Let G be
the direct sum of a countable family of exemplars of R, that is the group of all sequences of
reals with only finite numbers of non-zero entries equipped with the topology of inductive
limit. Let T be the representation of G on l∞(N) defined by the formula:
T(a1,a2,...)(x1, x2, . . .) = (ea1x1, ea2x2, . . .).
Then it is easy to check that the vector x = (1,1, . . .) is not finite but all Tax − x are finite.
Theorem 3. Let a continuous representation T :G → L(X) of a TWFG semigroup G
be such that, for every character λ of G, the corresponding eigenspace {x ∈ X: ∀g ∈
GTgx = λ(g)x} is finite dimensional. Then, for any finite-dimensional subspace L ⊂ X
and any non-vanishing function α(g) on G, the subspace R(α,L) = {x ∈ X: ∀g ∈ G,
Tgx − α(g)x ∈ L} is finite dimensional.
Proof. Let M = R(α,L). We suppose that M is infinite dimensional and will obtain a
contradiction. For any g,h ∈ G and x ∈ M , one has
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α(gh) − α(g)α(h))x = (α(gh)x − Tghx)+ Tg(Thx − α(h)x)
= α(h)(Tgx − α(g)x), (5)
whence (α(gh) − α(g)α(h))M ⊂ L + TgL. Since M is infinite dimensional, we conclude
that (α(gh) − α(g)α(h)) = 0. Thus the function α(g) is a character of G.
Now (5) can be written in the form(
α(gh)x − Tghx
)+ Tg(Thx − α(h)x)+ α(h)(Tgx − α(g)x)= 0, (6)
so
Tg(Thx) − α(g)Thx = −
(
α(gh)x − Tghx
)− α(g)(Thx − α(h)x) ∈ L. (7)
This shows that M is invariant. It follows that Tgx − α(g)x ∈ M ∩ L, for any x ∈ M .
Restricting all Tg to M and changing L to M ∩ L we may assume that M = X. Let as
above E = {h1, . . . , hn} be a weakly generating subset in G. Since each operator Thi −
α(hi)1 has finite rank, the subspace Y =⋂ni=1 ker(Thi − α(hi)1) is infinite dimensional.
So it will suffice to show that Y is contained in the eigenspace of the representation Tg ,
corresponding to the character α(g). Set
G0 =
{
g ∈ G: Tgy = α(g)y, for all y ∈ Y
}
.
It is obvious that G0 is a closed subsemigroup of G containing E. Let h ∈ G0, g ∈ G and
gh ∈ G0. Then for any y ∈ Y ,
α(h)
(
Tgy − α(g)y
)= Tg(α(h)y − Thy)+ (Tghy − α(g)α(h)y)= 0. (8)
Since we supposed that α(h) = 0 then Tgy = α(g)y, g ∈ G0. We proved that G0 is
inverse closed. So G0 = G, Y is the eigenspace, corresponding to α(g). 
The next example shows that in Theorem 3 the TWFG-condition is essential. Let X be
an infinite-dimensional Banach space, L a finite-dimensional subspace and G the group of
all operators T ∈ L(X) such that (1 − T )X ⊂ L and (1 − T )L = 0. Then for the identity
representation and the function α(g) ≡ 1, one has R(α,L) = X. It is not difficult to see
that α is the only character of G and that the corresponding eigenspace coincides with L.
Remark 1. The proofs of Theorems 2 and 3 show that if each continuous non-trivial char-
acter on G has only non-zero values (for example, if G is a group) then the assumption
that the function α(g) does not vanish, can be dropped.
We will denote by M(G) the set of all matrix elements of all continuous finite-
dimensional representations of G. It is not difficult to see that each function in M(G)
satisfies (1), for some n.
Applying Theorem 2 to the regular representation of G one can prove that this class
exhausts the continuous solutions of (1):
Theorem 4. Let G be a commutative unital (with zero) TWFG semigroup. If a continuous
function f :G → C satisfies (1) then f ∈M(G).
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clusion is true.
Let us consider the term α(x1 + · · · + xn−1)β(xn) in the right-hand side of (1) corre-
sponding to the partition {1, . . . , n − 1} ∪ {n}. If in some point x = r the function β(x)
vanishes, then setting in (1) xn = r we see that the function f r(x) = f (x + r) satisfies
the same equation as (1) but with less number of variables. By the induction hypothesis,
f r ∈M(G). Hence f ∈M(G).
Thus we may suppose that β(x) does not vanish. Without loss of generality b(0) = 1.
Fixing xn = g ∈ G and currying the term β(g)α(x1 + · · · + xn−1) to the left-hand side we
rewrite (1) in the form
f g(x1 + · · · + xn−1) − β(g)α(x1 + · · · + xn−1) =
∑
µ
∏
Ω∈µ
a
µ
Ω
(∑
i∈Ω
xi
)
,
where µ runs through all partitions of the set {1, . . . , n−1} = Ω1 ∪· · ·∪Ωr , r > 1, Ωi = ∅,
and aµΩ -continuous functions on G.
By inductive hypothesis this means that the function f g −β(g)α belongs toM(G), for
all g ∈ G. If we consider the action of G in the space C(G) by shifts (Tgw = wg) then
finite vectors are exactly the matrix elements. Hence the vector Tgf − β(g)α is finite for
all g ∈ G. For g = 0 we have that f − α is finite. Hence Tgf − β(g)f = Tgf − β(g)α +
β(g)(α − f ) is finite, for each g ∈ G. Applying Theorem 2 we see that f ∈M(G). 
Corollary 1. Let G be a commutative unital TWFG semigroup. If a continuous function
f :G → C satisfies Eq. (2) then f ∈M(G).
Proof. As in the previous proof the problem is easily reduced to the case that all functions
ai do not vanish. Further, setting in (2) x = 0 and dividing by a1(0), we obtain
b1(y, z) = 1
a1(0)
(
f (y + z) − a2(y)b2(0, z) − a3(z)b3(0, y)
−
m∑
k=1
αk(0)βk(y)γk(z)
)
.
In the same way one can obtain similar expressions for b2(x, z) and b3(x, y). Substituting
them in (2) we get
f (x + y + z) = a˜1(x)f (y + z) + a˜2(y)f (x + z) + a˜3(z)f (x + y)
+
N∑
k=1
α˜k(x)β˜k(y)γ˜k(z),
where a˜i = ai/ai(0). This is a special case of (1). It remains to apply Theorem 4. 
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