A key requirement for supervised machine learning is labeled training data, which is created by annotating unlabeled data with the appropriate class. Because this process can in many cases not be done by machines, labeling needs to be performed by human domain experts. This process tends to be expensive both in time and money, and is prone to errors. Additionally, reviewing an entire labeled dataset manually is often prohibitively costly, so many real world datasets contain mislabeled instances.
I. INTRODUCTION
The prediction accuracy of supervised machine learning methods depends on two main ingredients: the quality of the labeled training data and the appropriateness of the algorithm [1] . In this paper, we focus on identifying mislabeled instances in order to improve data quality. This, in return, may help us to get a higher prediction accuracy when applying a suitable classification algorithm [1] .
Still today, labeling is either done manually by experts as in Fashion-MNIST [2] or at least checked by humans as in CIFAR-100 [3] , which costs both time and money. Errors can occur when labeling is performed by experts as well as when it is performed by non-experts. [1] lists subjectivity, data-entry error, and inadequacy of the information as possible causes. Especially on numerical and image data, the last two are the most important [4] , [5] . For datasets containing as many as 50,000 instances (e.g., CIFAR-100), it is nearly impossible to manually find mislabeled data without additional pre-selection.
In order to address the problem of mislabeled instances, we present a tool set that comprises an end-to-end pipeline to help identify this kind of error. The user needs to provide the labeled data to be checked; suitable hyperparameters are inferred automatically. The tool then returns the instances with the highest probability of carrying a wrong label. Hence, it can be used to improve existing datasets as well as to check new datasets before publishing them. The tool can be applied to any classification problem, whether it is numerical data, images, or natural language.
For the empirical evaluation of our tool set, we use a combination to 29 real-world and synthetic datasets, among these the famous MNIST, CIFAR, Twenty Newsgroup and IMDB datasets. We show that our approach can successfully identify mislabeled instances with label noise both completely at random (independent of the class) and at random (where some classes might be confused more easily) [6] , [7] . Our experiments show that the tool set is applicable to a large variety of classification datasets.
In summary, our contribution is as follows.
• We provide a tool to automatically pre-select instances likely to be mislabeled, that is suitable for use by nonmachine learning practitioners due to its complete independence of user-supplied hyperparameters. • We provide a thorough evaluation of our approach with 29 different real-world and synthetic datasets. • We identify mislabeled instances in CIFAR-100, MNIST and Fashion-MNIST, that, to the best of our knowledge, have not been published before. • We supply the full source code, including the scripts to create the qualitative and quantitative evaluation 1 .
This paper is structured as follows. In Section II we present related work on label noise detection, followed by a description of our method in Section III. The empirical evaluation on both artificial and real-world datasets is given in Section IV. Finally, Section V and Section VI conclude the paper with an outlook on possible topics for further research.
II. RELATED WORK
There are three ways to deal with noisy datasets. First, it is possible to design robust algorithms that can learn even from noisy data. Second, mislabeled instances can be found and automatically removed from the dataset before training. Third, mislabeled instances can be identified and then re-evaluated by a domain expert. In this section, we briefly present related work in each of these categories.
A. Learning with label noise
A comprehensive overview on class label noise is provided by [6] , [7] , which summarize the literature on label noise and distinguish three sources of noise: completely at random, at random, and not at random. According to their definition, the first kind of labeling error occurs independently of the true class and the feature values (hence, anything can possibly be confused with anything else). The second kind of error only depends on the class (e.g., confusing lions and leopards but not lions and trees), whereas the third class, however, depends on the class as well as the feature values (e.g., confusing only big yellowish cats with lions but not black ones).
As pointed out by [7] , the impact of label or class noise is generally higher than feature noise because there is only one label but many features, some of which may be redundant.
In, e.g., [8] , [9] label noise robust algorithms are introduced. Another approach is presented in [10] , which proposes a correction method that uses trusted data, i.e., data labeled by experts, to improve robustness to label noise. The technique is applied to artificial modifications of the MNIST, the CIFAR-10, the CIFAR-100, the IMDB Large Movie Reviews, the Twitter Part of Speech, and the Stanford Sentiment Treebank dataset. As even experts make labeling mistakes (see Section IV), we focus on a general approach that does not require additional knowledge and handles both completely at random and random class noise.
B. Label cleansing
In [1] , the authors propose to first train filters on parts of the training data in order to identify mislabeled examples in the remaining training data. To this end, they use cross-fold validation among decision trees, nearest neighbor classifiers and linear machines. Mislabeled instances are subsequently removed from the training set. Then, a learning algorithm is trained on the reduced training set. They show empirically that feeding a supervised algorithm with filtered instances results in a higher predictive accuracy than without previous data cleansing.
In [11] , random forests are trained on bootstrapped samples in order to create ensembles. A threshold for the disagreement ratio of the classifiers is introduced to detect mislabeled data on artificially disturbed datasets such as breast cancer and liver.
C. Label noise identification
Recent publication [4] makes use of a two-level approach that requires human interaction: First, a support vector machine (SVM) is trained on the unfiltered data. Then, a second binary classifier, which is used for label prediction, is trained on the original data without the support vectors. If the original label and the predicted label do not match, it is a possible label noise that will then be presented to a human checker. This method is applied to pairs of classes in ImageNet that can be easily confused. After reviewing over 15% of the images in ImageNet, the authors could identify 92 mislabeled pictures.
Another promising approach is presented in [5] . The authors train a convolutional neural network (CNN) ensemble on parts of the dataset in order to calculate predictions for the remaining dataset based on majority voting. This method is applied to different image datasets (CIFAR10, CIFAR100, EMNIST, and SVHN). For a comparison to our results, see Section IV-C.
Although most publications have focused on numerical and image data, where errors are easier to spot by human, similar procedures can be applied to, e.g., text documents [12] and email spam filtering [13] . In this context however, the problem of ambiguity becomes more prominent, meaning that even for a domain expert, it is not always clear what the correct label should be.
III. METHODOLOGY
The following section details how we find mislabeled instances in a given dataset D = (x, y). We assume the matrix x to have shape (N, D), i.e., to hold N data instances each with dimension D. The matrix y has shape (N, C), holding the N data labels in one-hot encoded format, which for C classes yields vectors of length C. Each instance is assigned exactly one class label.
We define I ⊆ D as the set of mislabeled instances. Hence, I = ∅ if there are no mislabeled instances in D. The set I is, of course, unknown to the user but for any given n ∈ {0, . . . , N − 1} a domain expert can manually check whether (x n , y n ) ∈ I. We refer to some domain expert reviewing every single d ∈ D as the naive approach. As detailed in the introduction, this extensive re-checking is often prohibitively expensive. We assume that |I| N , because otherwise the naive approach is sufficient.
In order to reduce the number of required reviews, our goal is to construct a mapping f α : D → I α for some 0 < α < 1 (determining the number of instances to be reviewed) such that |I α ∩I| is maximized while |I α | is minimized. Here, I α , with |I α | = αN , is the set of instances which are to be reviewed by a domain expert. Thus, we aim to construct a system f α that suggests a set of potentially mislabeled instances I α . Our goal is to have the set I α contain as many truly mislabeled instances as possible.
In order to make the system user-friendly, the only parameters to be supplied by the user are α (determining the size of the output set) and the labeled dataset D.
A. System pipeline
In order to detect mislabeled instances in a given dataset D, we propose the following pipeline.
1) A dataset D = (x, y) and a parameter α are supplied by the user. Here, α is the percentage of images the user is willing to manually re-evaluate. 2) Based on the shape of x, the corresponding network layout and best hyperparameters are found automatically. See Section III-C for details. 3) Preprocess the data and train a model g on the dataset (x, y). 4) Use the trained model g to re-classify x, and obtain g(x) =ỹ. 5) For all n ∈ {0, . . . , N − 1}, the inner product y n ,ỹ n is calculated, which yields the probability that instance x n gets assigned the original label y n . 6) Finally, the set I α ⊂ {0, ..., N − 1} is returned, such that Iα y i ,ỹ i is minimized and |I α | = αN . This is achieved by first sorting y n ,ỹ n n∈{0,...,N −1} by argument in ascending order and then returning the first αN instances 2 .
In summary, we train a classifier g on a given dataset (x, y), and use the same classifier g to obtain class probabilities for x. We then look for instances for which the class probability of the original label is minimal, e.g., instances for which the classifier considers the original label extremely unlikely given the feature distribution learned during training. These instances are returned to the user for re-evaluation.
B. Data preprossessing
As with all machine learning pipelines, data preprossessing is an essential step in our system. We preprocess numerical, image and natural language data as follows.
• Numerical data is preprocessed by feature-wise scaling to [0, 1]. This process is known as MinMax scaling. • Image data is preprocessed by feature-wise setting the data mean to 0 and feature-wise dividing by the standard deviation (std) of the dataset. This process is known as standardization. • Natural language data is preprocessed using word embeddings [14] as follows: First, we apply very basic textual preprocessing such as splitting on whitespaces, then we map individual words to 300-dimensional word embeddings using a pre-trained embedding [15] , and finally we retrieve the corresponding representation for the whole sequence of words by simply summing up the individual embeddings. 
C. Classification algorithm
In order to find mislabeled instances in a dataset as described in Section III-A, a robust classifier g is required. That is to say, g must be able to generalize well and not overfit the dataset D. This is necessary because since D = (x, y) is assumed to be noisy (due to mislabeled instances), overfitting on D results in the classifier simply 'remembering' all instances (x n , y n ) for n ∈ {0, . . . , N − 1}. In this setting, deviations in individual (x n , y n ) from the overall distribution would not be found, thus severely diminishing the system's performance.
Hence, g needs to 1) be flexible to correctly learn from a variety of text, image and numerical datasets and 2) generalize well on noisy datasets. Neural networks, especially with dropout layers are a natural choice in this setting. How we apply them to the individual categories of datasets is examined in the following subsection.
D. Automatic hyperparameter selection
We aim to make finding mislabeled instances as easy as possible. Hence, our system automatically selects a suitable classifier and corresponding hyperparameters according to the dataset. This enables scientists from non-machine learning domains to easily examine their own data. We find suitable network architectures and hyperparameters for each dataset type as follows.
• For numerical and textual data, we use a dense feed forward neural network and tune the following hyperparameters: number of hidden layers, number of units per hidden layers, and dropout. We use 3-fold crossvalidation to search the predefined hyperparameter space (see Table I ) for the best combination of parameters. For preprocessing, we apply data normalization. Additionally, textual data is mapped to vector representation using word embeddings. • For image data, we use a convolutional network. It consists of three blocks: Block one consists of two convolutional layers with 48 2x2 kernels, followed by 3x3 maxpooling and 25% dropout. Block two is the same as block one, but with 96 kernels. Block three flattens the convolutional output of block two and applies three dense layers with 50% Dropout and ReLu nonlinearities. We chose this architecture because convolutions work for all kinds of input images, as convolutional layers can cope with varying image input sizes. Note that we omit the hyperparameter grid search in the interest of computation time. Overfitting is prevented using very high dropout (between 25 and 50% per layer) and early stopping on the validation accuracy. We also experimented with transfer learning, using a ResNet50 as feature extractor, followed by a dense network. We find that this approach is inferior to our convolutional network in terms of precision and recall. We chose these architectures since they are standard baselines which have been shown to work with the corresponding data type [16] - [18] . Since we want the networks to be able to generalize well and learn even from noisy data, we need to prevent the networks from overfitting, i.e., simply "remembering" the training data. Thus, we select the hyperparameters via crossvalidated grid search. Additionally, we add several levels of drop-out to the parameter grid and use an aggressive learning rate of 1e-2, which also cuts computation time. Also, we use early stopping with patience= 15 and threshold= 0.005.
Finally, in order to deal with imbalanced class labels, we adjust the gradients during training using class weights and employ balanced F-score as an evaluation metric.
IV. EMPIRICAL EVALUATION
We evaluate our system both qualitatively by finding mislabeled instances in well-researched datasets such as CIFAR-100 and Fashion-MNIST, as well as quantitatively by artificially constructing mislabeled instances ourselves and identifying them with our tool. In the following section, we describe this evaluation in detail and present results. Note that we make all experiments accessible by publishing our source code.
A. Quantitative evaluation
In order to evaluate the effectiveness of our system in a quantitative manner, we propose the following. 1) We select 29 datasets from the domain of text, image and numerical data, for each of which we flip 3 µ percent of the labels. We refer to this new dataset as D . 2) We apply our tool set to this noisy dataset D as described in Section III-A. 3) We evaluate the results of our approach with respect to different metrics by comparing the system's output I α to the actual set of flipped labels. We use the following datasets (see also [22] , and liver; • from keras [23] : CIFAR-10 [3] , CIFAR-100 [3] , Fashion-MNIST [2] , IMDb [24] , MNIST [25] , and SVHN [26] . 3 That is to say, deliberately assign an incorrect label. Additionally, we have created six synthetic datasets with varying feature and class sizes (see Table II ) using sklearn's make_classification plus one blob dataset using sklearn's make_blobs.
Estimating the ratio of mislabeled instances µ for real-world datasets is somewhat arbitrary and may differ significantly from case to case. However, [6] suggests that real-world datasets have around 5% mislabeled data. We present our results for µ = 0.03 in Table III , as we believe a 5% error rate to be too high for these well-researched datasets. Results for other choices of µ are comparable and may easily be created by re-running the provided script with different parameters.
In order to simulate noise at random and noise completely at random, we have introduced class-independent label noise on all datasets as well as class-dependent label noise in CIFAR-100 (see Table III , "cifar100, at random"). Here, only labels within the same subgroup are interchanged.
We report two different goodness criteria: the α-precision and the α-recall, defined by
The α-precision (see Equation (1)) returns the ratio of the number of flipped labels among the returned αN instances to the output size αN (i.e., how many of the system's suggestions are indeed wrongly labeled?). For example, an α-precision value of 0.8 for α = 0.01 and µ = 0.03 for some dataset D specifies the following. Among the set I α , which has size 0.01N , we found 80% flipped labels. Hence, this method is more than 26 times better than random guessing, but still returns 20% correctly labeled instances to be re-checked. The α-recall (see Equation (2)) specifies how many of the flipped labels are found by looking only at the first α percent of the data (i.e., how many of the wrongly labeled instances are present in the system's output suggestions?). For example, assume the following: Let α = 0.03 and µ = 0.03 for some dataset D. A recall value of 0.8 specifies that we find 80% of the 3% flipped labels if we review only 0.03N instances as suggested by our system.
As the returned instances are already sorted by their probability to be mislabeled, we expect the α-precision to become lower for higher values of α as less new mislabeled instances are added to I α . On the other hand, the α-recall increases for higher values of α, as α = 1 implies that I α ⊆ I, hence α-recall = 1. Furthermore, for α = µ we have α − precision = α − recall (see Table III for α = µ = 0.03).
We run our tool on 29 datasets with α = 0.03, and present the results in Table III . They indicate the following. 1) Our tool works equally well on the different data types tested (i.e., images, natural language, and numerical data). 2) This method detects severe, obvious labeling errors among very different classes (e.g., bridge and apple) as well as less obvious errors among rather similar classes (e.g., roses and tulips from the CIFAR-100 subset flowers, see "cifar-100, at random"), 3) The algorithm has reasonable computing time, depending on the dataset size and the number of classes. We use an Intel E5-2640 based machine and assigned 20 cores to perform our computations. The convolutional network is trained on an Nvidia Titan X GPU. In comparison to [5] , we are training only one neural network, which saves us time while achieving very good results (see Table III ). Furthermore, our approach is more general as, e.g., natural language can be processed as well. As opposed to [4] , we do not require additional information such as classes that are easily confused.
B. Qualitative evaluation
For the quantitative evaluation in Section IV-A, we have only considered our intentionally introduced label noise of 3% (assuming the datasets to be noise-free). During our qualitative evaluation, we apply our tool set to selected datasets without adding extra noise. The datasets we consider in this section contain either images or natural language, since we can easily spot mislabeled instances in these domains.
With α = 0.003, we manually review 150 images in CIFAR-100 and 180 images in Fashion-MNIST. In doubt, we stick to the assigned label. Following this procedure, we are able to detect some errors that, to the best of our knowledge, have not been reported yet. Our findings include the following mislabeled instances.
• CIFAR-100: 24900, 31377, 48760; for illustrating pictures, see Figure 1 ; for more examples, refer to (coat → shirt), 42018 (pullover → dress); for illustrating pictures, see Figure 2 ; for more examples, refer to Table VII . In order to show that our tool can also process natural language, we have applied it to the twenty newsgroup dataset, in which each e-mail is assigned one label. As all messages are labeled according to the newsgroup they were published in [27] , these instances can technically not be considered mislabeled. Still, we show that our method detects instances for which the class label and the e-mail content do not fit, see Table IV and Table V .
The above listing is not supposed to be complete but rather to illustrate that 1) the application of the tool set is indeed easily possible even for larger datasets and 2) even wellresearched datasets may contain many mislabeled instances. Hence, a semi-automated tool to simplify the process of rechecking is of great importance.
C. Improvement to related work
With our tool set, we overcome a fundamental restriction imposed by [4] , who require a set of classes to be easily confused. Additionally, as they make use of an SVM, they can only compare two classes that are commonly confused. By definition of our algorithm, any two classes can be regarded as possibly confused. Finally, besides detecting noise at random, our tool set can also identify noise completely at random.
In comparison to [5] , we are more rigorous in considering something as "mislabeled" (see Section VII). Furthermore, we show that by training only a single architecture instead of an ensemble, comparable and possibly better results can be achieved with less overhead. Additionally, we require no test-train split and can therefore process smaller datasets more accurately. The biggest improvement though is that our tool is not limited to image data but can be applied to purely numerical data and natural language data as well.
V. CONCLUSION
In this paper, we presented an automated system to help finding potentially mislabeled instances in classification datasets. This has the potential to improve classifiers trained on these datasets, especially when the datasets have, unlike CIFAR, not been exposed to a large audience and can only be reviewed by a few domain experts. Since we cannot assume these domain experts to be proficient in machine learning techniques, we designed our system such that no hyperparameters have to be supplied -the system works out of the box for numerical, image and text datasets. The only input data required is the dataset to be analyzed and a parameter that identifies the size of the output set. Hyperparameters are inferred automatically in order to increase the tool's usability.
This simple label cleansing method can detect noise both among different as well as among similar classes. We evaluated our system on over 29 datasets on which we added a small fraction of label noise, and found mislabeled instances with an averaged precision of 0.84 when reviewing our system's top 1% recommendation. Applying our system to real-world datasets, we find mislabeled instances in CIFAR-100, Fashion-MNIST and others (see Appendix).
VI. FUTURE WORK
While our results are promising, we identify the following future work. First, a generalization of our framework to multilabeled datasets is desirable. To this end, the implemented sigmoid function must be generalized to independent class probabilities. Then, instead of using the dot product, one needs to consider the probabilities of the original labels independently. The general pipeline may remain the same.
Secondly, we would like to measure the impact of our system with respect to the performance of state-of-the-art classifiers. According to our qualitative evaluation, even wellresearched datasets contain label noise. Hence, the best performing algorithms that nowadays have error rates below estimated label noise ratios (see, e.g., [28] for MNIST and [29] for CIFAR-10) should be re-evaluated on the cleaned training and especially testing data.
Thirdly, other architectures for finding mislabeled data instances should be explored. Another promising method to detect mislabeled instances seems to be the combination with outlier analysis, as, e.g., kernel density estimation. Special attention should be paid to high dimensional data [30] . Design and evaluation of such a system in comparison to the system presented in this paper might be interesting.
Finally, it would be desirable to have a theoretical comparison to two-level approaches such as [4] and voting schemes [5] .
VII. APPENDIX
Here, we present some of our findings when applying our system to CIFAR100, MNIST, Fashion-MNIST and the Twenty Newsgroup dataset. >As a self-proclaimed atheist my position is that I believe that >there is no god. I don't claim to have any proof. I interpret >the agnostic position as having no beliefs about god's existence.
As a self-proclaimed atheist, I believe that *some* conceptions of god are inconsistent or in conflict with fact, and I lack belief in other conceptions of god merely because there is no reason for me to believe in these. I usually use the word agnostic to mean someone who believes that the existence of a god is unknown inherently unknowable. Note that this is a positive belief that is quite different from not believing in a god; I do not believe in a god, but I also do not believe the agnostic claim. SEEMS TO BE LABELED QUITE ACCURATELY, AS WE COULD IDENTIFY  ONLY SEVEN INSTANCES IN THE TRAINING SET WHERE THE IMAGE'S  LABEL AND CONTENT WOULD NOT CONFORM WITH THE CONTENT. 
