This paper addresses several issues of using the mathematical programming representations of discrete-event dynamic systems in perturbation analysis. In particular, linear programming techniques are used to perform Infinitesimal Perturbation Analysis (IPA) on GI/G/1 queues. A condition for unbiasedness is derived. For finite perturbation analysis (FPA), an upper bound is given for the error term of FPA.
INTRODUCTION
Perturbation analysis (PA) has been proved to be an effective method for sensitivity analysis of discrete-event dynamic systems (DEDSs). Most previous research focus on deriving conditions under which PA will give consistent estimates for different DEDSs.
One of the earliest important results can be found in Cao (1985) , which gives conditions for convergence of different stochastic experiments. Other later research has shown that the IPA method is effective with some assumptions (see for example, Zazanis 1987; Heidelberger, et al. 1988 ; Suri and Zazanis 1988; Fu and Hu 1991) . Considerable effort has been made to identify assumptions or conditions under which the dominated convergence theorem (Dudley 2002 ) can be applied to interchange the expectation and derivative-the key of IPA. Most of the existing results were established using renewal theory. More details can be found in (Glasserman and Ho 1991) , (Ho and Cao 1991) , and (Fu and Hu 1997) .
Recently, mathematical programming representations (MPRs) for DSESs have been introduced (Schruben 2000 , Chan and Schruben 2003 , Chan 2005 . These representations create a new way of analyzing DEDSs using mathematical programming techniques. Using the MPRs, Chan (2006) demonstrates how to compute IPA estimators from the dual variables of MPRs. This paper will show that for GI/G/1 queues these estimators are consistent and establish bounds to support the validity of the IPA assumption.
One advantage of having MPRs is that perturbation analysis of DEDSs could be carried out by using sensitivity analysis of mathematical programming, in which a rich theory and tools have already existed. For example, Gal (1979) , Gal and Greenberg (1997) provide an extensive discussion on sensitivity or postoptimal analysis of mathematical programming models. Renegar (1994) and Ward and Wendell (1994) review different approaches of sensitivity analysis in linear programming. Being the mathematical programming models for DEDSs, the MPRs could be considered as a bridge that allows these mathematical programming sensitivity analysis methods to be applied to perturbation analysis of DEDSs.
In this paper, we first introduce the MPR of G/G/1 queues and analyze it using sensitivity analysis. The first result is that the solutions of the MPR provide a consistent IPA estimator. In Section 3, we consider finite perturbation analysis and establish a convergent condition, which is found to be equivalent to the condition given by Cao (1985) . We also provide an upper bound for the error of finite perturbation analysis.
GENERAL THEORY

Mathematical Programming Representation of G/G/1 Queue w.r.t Waiting Time
Different MPRs can be developed for the same DEDS; just like different simulation models can be built to model the same system. Chan (2005) gives several MPRs for a G/G/1 queue. These MPRs look distinct because they are based on different variables, such as finish times, start times, and waiting times. However, these MPRs are equivalent in the sense that they represent the same dynamics of the same system-a G/G/1 queue. The discussion in this paper will be carried out on the waiting-time MPR. However, the re-sults of this paper can also be applied to the other two MPRs. The primal of the waiting-time MPR is:
GG1-LP(W): and i th customers. In this paper, we will assume that both the service time and the inter-arrival time follow a continuous distribution, and that the distribution of the service time has a parameter θ and cdf F. The dual model is:
( ) 
Observe that A has full row rank.
Notations and Definitions
Define 
Pc k is called the critical region corresponding to the basis J k . With this definition, one can perform sensitivity analysis without changing the basis. In other words, when
, the index set of the basis is always J k .
Parameter Spaces for Perturbation Analysis
In this section, further properties of the parameter spaces defined in the previous section will be illustrated.
Theorem 1 Each critical region Pc k is closed and the interior of Pc k , defined as
is relatively open to Pc.
Proof: The first result is immediate because the expression
can be expressed as:
which is a closed polyhedron. The second result follows from the fact that the interior of Pc k is the interior of a closed polyhedron. Therefore, it is relative open to Pc.□
Theorem 2 If both the service time and inter-arrival time follow a continuous distribution, the probability that the optimization problem GG1-LP(W) degenerates is zero.
Proof: From Chan (2005), we know that the problem degenerates when a new customer enters a system that is just about to empty; that is, the instant at which the last customer is leaving the system. In this case, this new arriving customer can be considered either as a member of the previous busy period or as a founder who initializes a new busy period. Suppose this new customer is indexed by n+1 and the leaving customer, i.e., the n th customer, enters the system during the busy period started by the m th customer. The following equality holds: Since both the inter-arrival time and service time have continuous distributions, the probability that this equation holds is zero. Therefore, the probability that the model degenerates is zero. □ A direct result of Theorem 2 is the following corollary.
Corollary 1
In a specific simulation sample path with J k being the index of the basis, the probability that vector c lies on the border of Pc k is zero.
Proof: Since matrix A has full row rank (see Section 2.1), i.e., the n constraints in the dual model are linear independent, the border of Pc k can be represented as: . This is equivalent to the usual IPA assumption: the perturbation is small enough such that the entire sample path will not deviate completely. For more details, see, e.g., Suri and Zazanis (1988) .
Conditions for Convergence
The objective function of GG1-LP(W) is the mean waiting time. Since both the primal and dual models are feasible and bounded, according to the strong duality theorem, the primal and dual models will have the same optimal value. That is:
( ) In section 2.3, we have proved that in a finite-length sample path we can change the random variables a little bit without changing the basis. Since the n constraints are linearly independent, if the basis does not change, we can compute the values of the n basic variables by solving n linearly independent equations. This solution is also unique and does not change. By the assumption made in Section 2.1 regarding the service time random variable, i.e., s is continuous w.r.t θ , we can calculate the derivative of random variable s as: (see also Zazanis 1988, Freimer and Schruben 2001) 
To facilitate our discussion, let us define the IPA estimator, Z, obtained from the dual variables as LP-IPA, which is:
We note that we have interchanged the sum and derivative in the second equality of above derivation because n is finite. However, when n , interchanging the infinite sum and the derivative might not be valid. To ensure such interchangeability, we will need the conditions discussed below. For a GI/G/1 queue, the busy period is a renewal process (Crane, 1975 
Therefore, the key issue in perturbation analysis is to show that:
Now, suppose that we change the parameter by θ Δ without changing the basis. Using the Taylor expansion, we have: 
If the LP-IPA estimator is unbiased, the residual term 
, as θ δ .
Δ <
Since ε is arbitrary, the error term will converge to zero as , 0 n θ → ∞ Δ → . □ Therefore, the condition imposed on the service time distribution ensures the unbiasedness of the IPA estimator. Observe that this condition, while derived using a linear programming-based argument, is equivalent to the condition of uniformly differentiability given in Cao (1985) .
There are, of course, some other convergent conditions that will also lead to the unbiasedness result of IPA estima-tors. The general approach, however, is similar; that is, in order to apply the dominated convergence theorem to interchange the expectation and derivative, one needs to develop certain conditions to give bounds for the estimators. For more details, see, for example, Heidelberger et al. (1988) , Suri and Zazanis (1988) , Fu and Hu (1991) .
FINITE PERTURBATION ANALYSIS
In this section, we discuss the use of the dual variables for finite perturbation analysis. Sometimes, it is not easy to calculate the LP-IPA estimator because the distribution of the service time does not have an analytical form. In this case, we need to estimate the perturbation by using finite perturbation methods.
There are two methods given in Cao (1985) . The first one is to do two independent simulations with parameters θ and θ θ + Δ , calculate the difference, and then divide it by θ Δ . In these two independent simulations, the random numbers are different. Therefore, this method will introduce more randomness and require more conditions for convergence. Another method is to use the same random number with different parameters. In this case, the perturbation estimator is calculated using the difference W Therefore, we obtain a bound for the error term when . In other words, when n is big enough, we can choose a n → ∞ θ Δ small enough so that ( ) o θ λ θ Δ < Δ . The error
