A channel capacity is non-convex if the capacity of a mixture of different quantum channels exceeds the mixture of the individual capacities. This implies that there is a concrete communication scenario in which a sender can increase the transmission rate by forgetting which channel acts on the channel input. Previously, this surprising property had only been shown for the quantum capacity. Here we prove that both the private and classical environment-assisted capacities are non-convex.
Introduction
Classical information theory was laid down by Shannon in the nineteen forties to characterize the ultimate rate at which one could hope to transmit classical information over a classical communication channel: the channel capacity. Surprisingly in retrospective, not only it achieved its purpose but the capacity of classical channels turned out to comply with all the properties that one could expect for such a quantity: it can be efficiently computed [1, 2] and it is both additive and convex in the set of channels.
With quantum channels complemented by various auxiliary resources a whole new range of communication tasks became feasible. Notably, they allow for transmission of quantum and private classical communicationtasks beyond the reach of classical channels. For most of these tasks, the tools used to prove the capacity theorems in the classical case can be generalized. However, computability, additivity and convexity -the three convenient properties of the classical capacity of classical channels -do not necessarily translate to the quantum case. In Table I we summarize what is known about these properties for a set of relevant quantum channel capacities.
With the exception of the entanglement assisted capacity [3, 4] , there is no known algorithm to compute any of these capacities. It is due to their characterization which in most cases is given by a regularized formula [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Moreover, even the non-regularized quantities are notoriously hard to compute. For instance, the Holevo information is known to be NP-complete [16] .
A capacity is non-additive as a function of a channel if for a given pair of channels the sum of their individual capacities is strictly smaller than the capacity of another channel which is made up by using both channels channels jointly. Hence, a non-additive capacity is contextual: the utility of a channel for communication depends on what other channels are available. The private and quantum capacities are known to be non-additive [17] [18] [19] . The recently introduced potential capacities are defined to partially deal with this problem. They quantify the usefulness of a channel in the most beneficial context [15] .
Another important property of the capacities of quantum channels is convexity. The capacity T of a quantum channel N is non-convex if there exists a pair of channels convexity, additivity and computability. We consider quantum capacity Q, private capacity P and unassisted and environment-assisted classical capacities, C and CH respectively.
N 1 and N 2 and p ∈ (0, 1) such that:
Non-convexity is a particularly surprising property especially in connection to the following two scenarios depicted on Fig. 1 . In the first case, corresponding to the left hand side of (1), Alice has access to two channels separately: she chooses N 1 with probability p and N 2 with probability 1 − p. The encoding over the two channels is independent. In the second case, corresponding to the right hand side, Alice has no control over which of the channels is applied; instead a black box applies them at random with the same probabilities p and 1 − p. Another way of looking at the second scenario is that Alice can choose between both channels but then she forgets which one she applied. The difference between the two scenarios lies in the fact that Alice loses all the control over the applied channel which intuitively should severely handicap her ability to transmit information. Here, we report that private capacity and classical environment-assisted classical capacities are non-convex and thus Alice could send more information in the latter setting where the adverse effects of noise are amplified.
Communication tasks
The action of a quantum channel can always be defined by an isometry V that takes the input system A to the output B together with an auxiliary system called the environment E: 
We denote the systems involved by a superscript, which we omit when they are clear from the context. Let ρ A be a quantum state, we denote by H(A) = −trρ log ρ the von Neumann entropy. Let ρ AB be a bipartite quantum state, we denote by I(A; B) = H(A) + H(B) − H(AB) the mutual information between the systems A and B.
We are interested in the following communication tasks and the associated channel capacities.
The first task is the transmission of quantum information. The quantum capacity characterizes the ability of a quantum channel for this task in the absence of additional resources [5, 8, 10] 
where
is the coherent information of a quantum channel. The maximum is taken over all input states purified with a reference system A. The quantity
and id denotes the identity channel.
For some channels the coherent information is additive and thus exactly characterizes their capacity. In these cases it is possible to compute the capacity exactly [20] . However there are examples when this is not the case [21, 22] : coherent information is superadditive. Not only the coherent information is superadditive, but also the quantum capacity itself is superadditive [17, 23] -there exist pairs of channels such that their joint capacity is strictly larger than the sum of their capacities.
The second task is the transmission of private classical information. The capacity of a channel for this task without additional resources is called the private capacity [9, 10] . We define the private information to be
where I(X; B) and I(X; E) are evaluated on the states id
The private capacity is given by the regularization of the private information
Both private information [24] [25] [26] and the private capacity [18, 19, 27] were found to be superadditive. The third task is the transmission of classical information. The classical capacity [6, 7] characterizes the capacity of a quantum channel for transmitting classical information without additional resources. To characterize the classical capacity we first define the Holevo information
The classical capacity is given by the regularization of the Holevo information
Holevo information is superadditive [28] but it is a challenging open question whether or not the classical capacity verifies any of the three properties of convexity, additivity and computability. In some scenarios sender and receiver may share additional resources which they can leverage to increase their communication rates. The capacities of a channel for a communication task assisted by additional resources turn out to have completely different properties than their unassisted counterparts. One such example is shared entanglement. The entanglement-assisted classical capacity of a quantum channel C e (N ) is both convex and additive and can be computed efficiently [4] .
Alternatively, one may consider the environment of the channel as a friendly helper that 'assists' the sender during information transmission [29] . This third party can input states independently of the sender or even interact with the sender by exchanging messages. This gives rise to a host of environment-assisted classical capacities depending on whether we have active or passive environment assistance [13] or whether the sender and environment are allowed to share entanglement or interact by means of local operations and classical communication.
In our work we focus on the weakest variant of assistance for classical communication when the helper is in the product state with the sender [14] . The corresponding capacity is given by
is an isometric extension of the channel such that:
and η is a state of the system E over n uses of the channel.
Private capacity. We first show that private capacity is non-convex. Let us first define two families of channels. The first is the d-dimensional erasure channel E d,p . Its action is defined as follows:
That is, E d,p takes the input to the output with probability 1−p and with probability p it outputs an erasure flag. The private capacity of the erasure channel is known to be [20] :
The second is the 'rocket channel' R d . It was introduced by Smith and Smolin in [19] . It takes two ddimensional inputs that we label C and D. The channel chooses two unitaries U and V at random [30] and applies
Operational interpretation of non-convexity. Above, Alice has full control over which channel is applied in the transmission, but she has to apply each channel with some probability. Below, a black box chooses the channel for Alice (with the same probabilities). Non-convexity implies that Alice might communicate at a strictly higher rate in the scenario below.
them to C and D respectively, followed by the application of a joint dephasing operation P . The map is given by P = ij ω ij |i i| ⊗ |j j| with ω being a primitive d-th root of unity. Finally, the first system together with a classical description of U and V is sent to the output of the channel, the first system is traced out. Given U and V the action of the channel can be written as
where P U V = P ·(U ⊗V ). The total action of the channel is the average
Rocket channels have small classical capacity for d ≥ 9 [19] :
The intuition behind this fact is that if Alice knew U in advance, she could choose the input of the register C to compensate for the dephasing of P and R d would have the maximum capacity of log d, where d is the output dimension. Or, if she knew V in advance, she could transmit classical information at a rate log d by preparing the input of the register D in the dephasing basis. Now let us consider a convex combination of a flagged erasure channel and a flagged rocket channel:
1|. In the following we prove that for some ranges of d, p and q
The right hand side of (14) is bounded from above by
We can bound P(N q,d,p ) from below by Q (N q,d, 
Now, let the input be:
where Φ AB represents a maximally entangled state between systems A and B. We use a subscript if the register corresponds to a concrete channel use and a superscript to number the subsystem: C 1 2 stands for the first subsystem of the register C in the second use of the channel and A 2 the second subsystem of an auxiliary register A. Now we analyze the coherent information achieved by the input in (18) . After sending ρ through the channel, the resulting state is:
Since the channel is a flagged combination of E and R, the coherent information is just the weighed sum of four terms
By symmetry of the input state one has
Let us compute each of the three terms. First we consider two erasure channels. The resulting state is
where π stands for the maximally mixed state. The four states of this mixture can be differentiated by checking the erasure flag. This implies that the coherent information can also be divided into the sum of the coherent information of each term.
The resulting state in the case of one erasure channel and one rocket channel is
which yields
Finally, the use of two rocket channels yields
For justification of (26) and (27) see the Supplemental material. We plug (23), (26), and (27) back into (20)
and we obtain that
It remains to compare the achievable bound in (30) with the converse bound in (15) . For any triple (q, d, p) such that (30) is strictly greater than (15) the private capacity is non-convex. Figure 2 depicts the achievable region for which we exhibit non-convexity.
Classical environment-assisted capacity. We turn to proving the second claim -the non-convexity of classical capacity with the weakest environment assistance. We start with providing two channels and a special entangled input state which is used to demonstrate this effect. Consider a flagged combination of the two channels used in [14] to show superaditivity of C H .
The first channel is defined by a controlled unitary
zj |j and ω is again the primitive d-th root of unity.
The second channel is a SWAP channel: SWAP(|φ (30) and (15) normalized by log d when d goes to infinity. A value larger than zero implies non-convexity of P.
In the following we prove that for some range of p:
It follows from [14] that C H (N 1 ) = log d and C H (N 2 ) = 0. Hence, the right hand side of (31) is bounded from above by
In order to bound from below the left hand side of (31), consider two uses of the channel M = pN 1 + (1 − p)N 2 . Let the state of the environment be the maximally entangled state between E 1 and E 2 : Φ E1E2 and the input state to the channel:
and since M is flagged, we can also divide the mutual information into the sum of the mutual information associated with each channel action. Let us compute the corresponding output states: 
It is easy to verify that I(X; B 1 B 2 ) vanishes when N 2 ⊗N 2 is applied and takes the value 2 log d when either N 2 ⊗ N 1 or N 1 ⊗ N 2 is applied. In the case of N 1 ⊗ N 1 (see Supplemental material for details) we can bound the mutual information by:
Adding all the contributions we obtain for odd d:
Comparing the achievable bound in (39) with the converse bound in (32) one observes that for odd d > 1 and 0 < p < 2/3 the classical capacity with passive environment-assisted capacity is non-convex.
Discussion
The classical capacity of classical channels is efficiently computable, convex and additive. Quantum channels can be used for several different communication tasks. In particular, for the transmission of quantum information, exchanging private classical bits and classical communication. One may endow a quantum channel with auxiliary resources but with the exception of the entanglementassisted classical capacity the corresponding channel capacities do not share the same properties which make their classical counterparts efficiently computable.
We have focused our attention in non-convexity. This is a very curious property since, operationally, it can be interpreted as a sender Alice being able to transmit at higher rates by losing control over or forgetting which channel is applied to the input state. Prior to this work, non-convexity had only been proven for the quantum capacity. Here, we have shown that also the private capacity and the classical environment-assisted classical capacity are non-convex.
