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Abstract
The core challenge with continual learning is
catastrophic forgetting, the phenomenon that
when neural networks are trained on a sequence of
tasks they rapidly forget previously learned tasks.
It has been observed that catastrophic forgetting
is most severe when tasks are dissimilar to each
other. We propose the use of sparse routing net-
works for continual learning. For each input, these
network architectures activate a different path
through a network of experts. Routing networks
have been shown to learn to route similar tasks to
overlapping sets of experts and dissimilar tasks to
disjoint sets of experts. In the continual learning
context this behaviour is desirable as it minimizes
interference between dissimilar tasks while allow-
ing positive transfer between related tasks. In
practice, we find it is necessary to develop a new
training method for routing networks, which we
call co-training which avoids poorly initialized
experts when new tasks are presented. When com-
bined with a small episodic memory replay buffer,
sparse routing networks with co-training outper-
form densely connected networks on the MNIST-
Permutations and MNIST-Rotations benchmarks.
1. Introduction
Continual learning is the challenge of training machine
learning models on a non-stationary stream of data that can-
not be stored in its entirety. Often it is assumed the stream
of data consists of discrete tasks (Kirkpatrick et al., 2017).
The major issue to be addressed in continual learning is
catastrophic forgetting (McCloskey & Cohen, 1989), which
occurs when a neural network has severely degraded per-
formance on previously learned tasks as a result of learning
a new task. In addition to avoiding catastrophic forgetting
ideally we would like methods to enable positive forward
and backward transfer i.e. learning previous tasks helps with
learning new tasks and learning new tasks improves perfor-
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Figure 1. Router with N experts and generic aggregator.
mance on past tasks. Many continual learning methods rely
on regularizing the loss function and/or modifying the learn-
ing procedure e.g. EWC (Kirkpatrick et al., 2017), GEM
(Lopez-Paz & Ranzato, 2017), MER (Riemer et al., 2019).
These methods are typically implemented on top of standard
neural network architectures. On the other hand, there are a
range of continual learning methods which propose new net-
work architectures for continual learning (Rusu et al., 2016;
Hu et al., 2019; Aljundi et al., 2017). A major limitation
of these methods is that they typically add capacity to the
network when a new task is introduced. This linear scaling
of network capacity with the number of tasks, limits these
methods’ applicability in many real-world settings.
Routing networks are a class of sparse neural network ar-
chitectures. They consist of layers of experts, where each
expert is an arbitrary neural network, see Fig. 1. Associated
with each layer is a router, which outputs a probability dis-
tribution over the experts to be activated for a given input.
The router may itself be a neural network. In our work, the
router is simply a matrix of routing probabilities conditioned
on the task ID i.e. the (i, j)th element of the matrix is the
probability of the jth expert being activated for task i. Each
activated expert produces an output which is aggregated
before being passed to the next layer. Typically this aggre-
gation is simply a weighted sum of the expert outputs, with
the routing probabilities as weights.
Sparsely-Gated Mixture-of-Experts (Shazeer et al., 2017)
and other routing network variants (Rosenbaum et al., 2017;
Veit & Belongie, 2018; Maziarz et al., 2019; Guo et al.,
2019) can be trained by gradient descent. These networks
learn to route similar examples/tasks to the same experts,
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Routing Networks for Continual Learning
creating specialist experts resulting in improved predictive
performance compared to non-sparse network architectures
(Ramachandran & Le, 2019). We propose the use of a fixed
capacity architecture, sparse routing networks, for continual
learning for the following reasons:
1. Continual learning is inherently multi-task, routing
networks have been shown to outperform densely con-
nected networks for multi-task learning when the data
is not presented continually (Rosenbaum et al., 2017;
Maziarz et al., 2019).
2. Sparse activations on the forward pass of the routing
network implies sparse gradients. As a result if dissim-
ilar tasks learn disjoint routes through the network then
gradients from one task will not interfere with another
task’s weights, avoiding catastrophic forgetting. Like-
wise if similar tasks share a path through the network
then this promotes positive transfer.
3. Routing networks are fixed capacity networks, avoid-
ing the linear scaling of capacity associated with other
architectural solutions to continual learning.
4. Routing networks are general purpose architectures, so
can be combined with other continual learning methods
e.g. EWC, MER, GEM, episodic memory.
We find that direct application of routing networks to con-
tinual learning may not yield the desired results right away.
We observe that when routing networks are trained continu-
ally, some experts are not used by any tasks. When a new
task is presented then the router must choose between a
well trained expert and another expert close to its random
initialization, often the router makes the greedy choice, leav-
ing unused capacity and leading to interference between
tasks. We propose the co-training method to solve this prob-
lem; co-training presents examples from the current task to
experts unused on any tasks, see §2 for a full description.
We combine the Sparsely-Gated Mixture-of-Experts, trained
with co-training, with a simple but successful continual
learning method, a small episodic memory replay buffer
(Chaudhry et al., 2019). On the MNIST-Permutations and
MNIST-Rotations benchmarks we demonstrate improved
average accuracy and reduced negative backward transfer.
On MNIST-Rotations we have prior knowledge of which
tasks are most related to each other. By examining the
learned routing decisions we see that the routing networks
learn similar notions of task similarity.
2. Routing Networks with Co-training
There is a challenge with directly applying routing networks
to continual learning. When trained in a non-continual
Algorithm 1 Routing networks with co-training and reser-
voir sampling episodic memory for continual learning.
Given: network weights θ, routing matrixR, learning rate
α, co-training learning rate αc, layer l max active experts
kl, used experts data structure E
Init: empty episodic memoryM← {}
Set all experts in all layers to be unused E [l, t, e] ←
False, ∀ layers l, tasks t and experts e in layer l
for t = 1, ..., T do
for (x, y) in Dt do
Rˆ ← sample(R)
(θ,R)← SGD(x, y, α, θ  Rˆ,R)
// Draw sample from memory buffer
(xM, yM) = sample batch(M)
Rˆ ← sample(R)
(θ,R)← SGD(xM, yM, α, θ  Rˆ,R)
M←M∪ (x, y) // update episodic memory
// Update unused experts
for l = 1, ..., L do
E [l, t, e]← e ∈ arg kl R[l, t, :]
// Co-training gradient step
(θ, )← SGD(x∪xM, y∪yM, αc, θ(1−E),R)
multi-task fashion, examples are drawn at random from
all tasks at each training step. This aids diversity in the
routing decisions, encouraging the use of all the experts for
all the tasks collectively. However, when routing networks
are trained continually on multiple tasks we observe that
the learned routing probabilities do not make use of all the
experts. Typically we observe that the routing probabilities
for task 1 converge to use some subset of the experts with
high probability. When we start task 2, the router greedily
chooses to use the same experts as task 1. The other experts
have seen very few training examples and so are close to
random initialization, this leads to the undesired solution
that all tasks end up sharing the same set of experts.
To avoid this problem we need all the experts after task T
to be well initialized for quick learning on task T + 1. If
task T + 1 is similar to task T an overlapping set of experts
can be used for both tasks and vice versa. We propose the
co-training method, see Algorithm 1. For co-training, a
data structure is maintained recording all experts that have
been used in any previous or current task. Supposing a
maximum of k experts can be activated in a given layer, an
expert is considered used on a task, if the learned routing
probability for that expert on that task is in the top k routing
probabilities for that task. If we are currently training on a
batch of examples from task T , then after taking the stan-
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Table 1. BWT and ACC for MNIST-Perm and MNIST-Rot. Averages ± one standard deviation over 15 runs are displayed for each metric.
METHOD MNIST-PERM MNIST-ROT
BWT ACC BWT ACC
SHARED BOTTOM −0.219± 0.022 0.726± 0.021 −0.269± 0.025 0.693± 0.024
SHARED BOTTOM + REPLAY BUFFER −0.057± 0.002 0.912± 0.002 −0.057± 0.004 0.920± 0.004
MOE −0.122± 0.011 0.839± 0.011 −0.250± 0.044 0.721± 0.042
MOE + REPLAY BUFFER −0.040± 0.004 0.918± 0.003 −0.038± 0.004 0.923± 0.004
MOE + REPLAY BUFFER + CO-TRAINING −0.038± 0.003 0.920± 0.002 −0.034± 0.005 0.929± 0.004
dard gradient descent step on the batch with the activated
experts by the routers, we take an additional training step.
In the additional training step we activate all unused experts
with equal weight, make a prediction for the same batch
of examples from task T and take a gradient descent step.
Thus at task T + 1, each expert has either been used on at
least one previous task or has been trained via co-training
on all previous tasks, providing a diverse, well initialized
set of experts for the router to choose from on the new task.
Empirically we find that co-training helps reduce forgetting
and improves average accuracy, see §3.
3. Experiments
We test our proposed method with routing networks and
co-training on two standard continual learning benchmarks;
MNIST-Rotations (Larochelle et al., 2007) and MNIST-
Permutations (Kirkpatrick et al., 2017). 20 tasks are gener-
ated from the original MNIST dataset (LeCun et al., 2010)
via rotation and fixed random permutations of the pixels of
the original image respectively. These tasks are then pre-
sented continually to the network. We use two quantitative
metrics popular in the continual learning literature to eval-
uate our method. Backward transfer (BWT) measures to
what extent future tasks impact the accuracy of past tasks
and average accuracy (ACC) is the mean accuracy over all
tasks after completing training on all tasks, see Lopez-Paz
& Ranzato (2017) for definitions.
Experimental Setup We compare against a state-of-the-
art continual learning method, a shared bottom neural
network with a small reservoir sampling episodic mem-
ory (maximum 1,000 examples stored) (Chaudhry et al.,
2019). The shared bottom network is a 2 hidden layer fully-
connected neural network with 256 units in each hidden
layer. All networks have task specific linear output heads
with softmax activation function. The batch size is set to
10 and after each batch an additional batch of 10 examples
is drawn from the episodic memory. Our method uses a
mixture-of-experts routing network, with 2 hidden layers.
Each hidden layer has 20 experts and k = 4 (maximum
4 experts active per layer). Each expert is a single fully-
connected layer. For fair comparison we restrict the number
Figure 2. Task 1 and 10 test accuracies evaluated after training on
each task for MNIST-Rot (top) and MNIST-Perm (bottom). Both
methods have access to a replay buffer of size 1,000 examples.
MoE method is trained with co-training.
units in each expert so that each method has an equal num-
ber of parameters. The MoE network also has access to a
similar episodic memory.
Results In Table 1 we see that the MoE network with co-
training suffers less negative BWT and has higher average
accuracy on both MNIST benchmarks when compared to
the shared bottom architecture. We further see that the pro-
posed co-training method improves both BWT and ACC.
We also present plots of the task 1 and 10 accuracies over
time, see Fig. 2. We see that for both benchmarks the MoE
network is slightly slower to learn new tasks, perhaps due
to the stochasticity in the learning process reducing sample
efficiency. However the MoE network is much more robust
to forgetting, with the accuracy curves significantly flatter
than for the shared bottom architecture. Figure 3 shows the
reduction in accuracy for each task from immediately after
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Figure 3. Difference in accuracy for each task, immediately after
training on the task vs. at the end of training on all tasks, for
MNIST-Rot (top) and MNIST-Perm (bottom). Both methods have
access to a replay buffer of size 1,000 examples. MoE method is
trained with co-training.
learning the task to the end of training. We see that the rout-
ing networks suffer much less forgetting of early tasks than
the shared bottom network. This demonstrates empirically
the claimed advantage of routing networks for continual
learning, namely that when future tasks use different sets
of experts to previously learned tasks, then the previously
learned knowledge is protected from interference.
Interpretability of the learned routing For MNIST-Rot,
the tasks are presented in order of rotation, from 0 degrees
rotation to 180 degrees rotation in increments of 9 degrees.
Fig. 4 shows the learned routing probability matrix for the
two layers of the network for a single MNIST-Rot run. We
see that the learned routing matrix is indeed sparse and that
subsequent tasks often share some experts, but tasks far
away from each other have mostly disjoint sets of experts,
as one would expect.
Recall that the learned routing probability vector is condi-
tioned on the task ID and hence can be understood as a task
embedding. This allows us to embed tasks in a common
space, compute distances between them and compare them.
Fig. 5 shows the inferred task similarity matrix, which is
formed by the matrix multiplication of the routing matrix
with its own transpose, such that the (i, j)th element con-
tains the dot-product of the routing probability vector for
the ith and jth tasks. We see a block diagonal structure,
Figure 4. Learned routing matrix for each layer on MNIST-Rot.
Figure 5. Task similarity matrix for each layer on MNIST-Rot.
Inferred from the routing matrix by matrix multiplication of the
routing matrix with it’s own transpose.
indicating that tasks that are close in the degree of rotation
share experts but tasks which have dissimilar levels of ro-
tations tend not to share experts. This demonstrates that as
anticipated the routing network has learned to group similar
tasks together and thereby encourage positive transfer across
similar tasks, while avoiding negative transfer/catastrophic
forgetting from dissimilar tasks.
4. Conclusion
We have presented a new architectural solution for continual
learning, sparse routing networks trained with co-training.
The sparsity of the routing network ensures that gradients
from different tasks only effect the weights of other tasks
if the router has learned to group those tasks together. This
promotes positive transfer across similar tasks and avoids
negative transfer between dissimilar tasks. Our proposed
architecture is general purpose and can be combined with
existing and future methods in the continual learning litera-
ture. We have seen empirically that sparse routing networks
trained with co-training and combined with a small episodic
memory significantly reduces catastrophic forgetting and
improves average accuracy across all tasks. However, we
note that often the routing network’s initial solution to a
task has lower accuracy than the shared bottom method. We
attribute this to lower sample efficiency in the routing net-
works, perhaps due to stochasticity in the routing decisions
during training. This will be the focus of our future work.
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A. Related Work
Conceptually, continual learning methods can be divided
into the following categories: dynamic model architectures,
loss regularization, memory-based and methods that look
into modeling the importance of weights.
Dynamic model architectures These methods add more
capacity to the network as new tasks are ingested. Pro-
gressive networks (Rusu et al., 2016) grow the network
architecture as new tasks get ingested. When switching to a
new task, the previous network parameters are kept frozen.
Catastrophic forgetting is prevented by instantiating a new
neural network for each task being solved, while transfer
is enabled via lateral connections to features of previously
learned networks. On the other hand, Dynamically Expand-
able networks (DEN) (Yoon et al., 2018) perform selective
retraining and may choose to dynamically expand the net-
work capacity upon arrival of a new task. If the new task
cannot be sufficiently solved by the current network, this
method expands the network by identifying drifting units,
splitting/duplicating them and retraining them on the new
task. Expert Gate (Aljundi et al., 2017) also adds a new
network for each new task but uses an autoencoder to route
examples to different experts at test time.
Loss regularization Some continual learning methods
rely on modifying the loss function in order to cope with
catastrophic forgetting. For example, the MER method
introduced in (Riemer et al., 2019) relies on two main in-
gredients: (a) a meta-experience replay buffer that stores
samples from several tasks (using reservoir sampling) and
(b) a loss function inspired by MAML (Model-Agnostic
Meta-Learning) (Finn et al., 2017) that takes into account
the dot product between gradients at different points in order
to maximize transfer and minimize interference. Learning
without Forgetting (LwF) (Li & Hoiem, 2016) can be seen
as a combination of distillation networks and fine-tuning.
This method essentially enforces that the output probabili-
ties for each sample in the new task be close to the produced
output from the original network (when prompted with the
same new data). The PGMA method introduced by Hu et al.
(2019) splits the network parameters in two parts; one part
that is shared among all tasks and another part that gets
adapted to the test instance in order to classify it. The lat-
ter is generated by a neural network called the parameter
generator. In order to cope with catastrophic forgetting, the
PGMA method uses a notion similar to the distillation loss
evaluated on replayed samples that are generated by another
data generator network.
Memory-based methods These methods store a small
subset of the data seen so far in a memory buffer and use
this information later to avoid catastrophic forgetting. For
example, Gradient Episodic Memory (GEM) (Lopez-Paz &
Ranzato, 2017) and A-GEM (Chaudhry et al., 2018) uses
this idea to ensure that the gradient on the current task does
not interfere with gradients computed on samples stored
in the memory. Interestingly, this method also allows for
positive backward transfer i.e. improved performance on
previously learned tasks. A recent method called Orthogo-
nal Gradient Descent (Farajtabar et al., 2019) proposes to
enforce that the gradients for the new task are orthogonal
to the gradients of the previous task. It modifies stochastic
gradient descent such that the gradient direction is still a
descent direction (i.e. loss gets lower) but is constrained to
be orthogonal to the gradients of the previous task samples.
The proposed method stores the gradients of previous tasks
in a memory buffer and uses Gram-Schmidt orthogonaliza-
tion to enforce the orthogonality.
Model weights importance These methods estimate the
importance of individual weights to previous tasks and pre-
vent them from being significantly modified when learn-
ing new tasks. The core idea in Ebrahimi et al. (2020) is
to represent the importance of the model weights by the
inverse of their uncertainty, which allows modulation of
the learning rate for each weight by its uncertainty. The
uncertainty of each model weight is estimated using the
Bayes-by-backprop (BBB) method (Blundell et al., 2015).
Elastic Weight Consolidation (EWC) (Kirkpatrick et al.,
2017) slows down learning on certain weights based on how
important they are to previously seen tasks as measured
by the Fisher information matrix. When learning a new
task, the weights are regularized to stay close to the weights
trained on previous tasks, with the amount of the regulariza-
tion on each weight proportional to the Fisher information
for that weight.
