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Automatic Extraction of Abnormal Regions from Lung Images 
S. L. A. Lee and A. Z, Kouzani 
Abst/'act-A system that could automatically extl'act 
abnormal lung regions may assist expert radiologists in 
verifying lung tissue abnonmllities. This paper presents an 
automated lung nodule detection system consisting of five 
components: acquisition, preMprocessing, background removal, 
detection, and false positives reduction. The system employs a 
combination of an ensemble classification and clustering 
methods. The performance of the developed system is 
compared against some existing cOllnterparts. Based 011 the 
experilllentalresults, the proposed system achieved a sensitivity 
of 100% and a falscMposWves/slice of 0.67 for 30 tested CT 
images. 
I. INTRODUCTION 
L ung tissue abnormalities that are roughly spherical with round opacity and a diameter of lip to 30 mm are 
refereed to as lung nodules, Thesc abnormalities can be 
detected through inspection of medical imaging scans. With 
the evolution of spiral CT imaging technology, lung cancer 
screening with low-dose CT has become preferable due to 
its sensitivity [I]. 
Currently, lung tissue abnonmdities are mainly detected 
by one or multiple expert radiologists inspecting the 
captured CT images of the paticnt's lung. Recent research, 
bowever, shows that there lllay exist inter-reader variability 
in the detection of abnormalities by expert radiologists [2]. 
An automated diagnostic system can tbus provide initial 
detection which may help expert radiologists in their 
decision making. 
Ozekes et a1. [3J dcscribed a method that detects the 
regions of interest in CT images using the density values of 
pixels followed by scanning the pixels in 8 directions using 
various thresholds. To reduce the number of regions of 
interest, the change in the location of regions in the upper 
and lower slices were examined. Finally, a template based 
algorithm was applied. A maximum sensitivity of 95% was 
reported. Utilisation of convergence index was reported in 
Nie et al. [4] system to calculate the features of the region of 
interest. Mean shift clustering was used to group the feature 
vector sets to relevant nodule clusters, and 39 nodules 
samples were tested with the sensitivity of89%. 
A technique that could be used to improve image 
classification is through data clustering. Kawata et al. [5J 
decomposed input samples into two classes with different 
properties by k-l11eans clustering (KMC). 50 cases 
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consisting of 13 benign and 37 malignant nodules and J()() 
cases consisting of 56 benign and 104 malignant noduk\ 
were found. After clustering, features were extracted based 
on thc curvature analysed by the linear discriminate ('-.1)) 
classifier. The single LD classifier achieved the Az value ul 
0.88 where as KMC with LD classifier achieved 0.97. 
Antonelli e! al. [6] utilised anatomical model ttl 
distinguish the chest wall, trachea, and two lung lobes. A s,:\ 
of routines consisting of thresholding, region growing, and 
border detection arc used 10 segment the 3D image. A fuzzy 
neural network is trained to classify the nodules or non· 
nodules according to the 2D and 3D fcatures. The system 
was tested on 20 cases (29 juxta-pleura! nodules, 70 micro· 
nodules, and 12 nodules) resulted in the sensitivity or 
86.21 % juxtaMpleural, 82.86% l11icro~nodllles, and I OO(~/;, 
nodule with 1.4 false positives per slice, 
Recent advances in machine learning can be employed to 
further improve image classification results. One trend has 
been the emergence of ensemble classifiers that employ a 
number of simple learners. Suzuki et al. [7] trained and 
tested multiple massive training ANN on benign and 
malignant nodules in CT scans. 76 malignant nodules and 
413 benign nodules were obtained from 385 cases which 
resulted in a 100% sensitivity for malignant and a 48% 
sensitivity for bcnign nodules. The AI was recorded as 
0,882. Ochs et al. [8] presented a method for voxel~byMvoxel 
classification of airways, fissures, nodules, and vessels from 
CT images. The AdaBoost algorithm was implemented on 
29 cases. The Az for nodule classification was 0.945. 
It can be concluded that the performance of several 
existing systems can bc considered superior but not perfect. 
The work in [5, 7, 8J did not include a false positives 
reduction component. The detection performances can be 
further improved by employing a hybrid approach and also 
incorporating a proper false positive reduction component. 
The author proposes an ensemble based classifier and 
clustering method for determination of lung tissue 
abnormalities. Also, the authors include a false positive 
reduction component in their proposed system. 
II. PROPOSED DETECTION SYSTEM 
A structure for the proposed automated lung nodule 
detection system is formulated. It includes five componcnts: 
acquisition, pre-processing, background removal, nodule 
detection, and false positivcs reduction. Fig. I illustrates the 
proposed structure for the lung nodule detection system. 
A. Image acquisition 
Image acquisition is the process of acquiring medical 
image datascts from imaging modalities. Most existing 
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works use lung nodule data sets from collaborative hospital 
partners whose data was made anonymous. The authors 
acquire CT lung images from the Lung Image Database 
Consortiulll (UDe) (9) that employed multiple thoracic 
radiologists to mark the location of nodules within the lung 
images. 
B. Image pre-processing 
Image pre-processing is the process of improving both the 
quality and interpretability of the acquired lung images. The 
proposed image pre-processing component employs the 
median filtering operation to enhance the quality and 
interpretability ofCT lung images. 
Fig. !. Structure of the propo~ed system. 
C. Backgrollnd removal 
Background removal is the process of identifying and 
extracting out the lung lobe regions from the CT images. 
This component consists of a four-stage process employing 
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four algorithms: connected-components-Iabelling, flood-fill, 
lung-lobe-preservation, & multi-resolution-region-
extraction. The label-conl1ccted-components and flood-fill 
algorithms cmdicatc most of the unwanted background 
regions. The !ung-Iobc*prescrvation algorithm eliminates the 
remaining smaller background regions with similar 
characteristics as those of lung lobes. The multi*resolution-
region-extraction algorithm scans the lung image using a 
multi-resolution window scheme and extracts out fixed-size 
regions. 
D. Detection 
Detection refers to the process of analysing the lung 
images to determine whether abnormal tissue patterns arc 
present in the image, and also to identify their locations. 
From the litcrature, classification performance could be 
improved through the clustering approach. The authors 
propose an architecture for a random forests based 
classification aided by expectation maximization (EM) 
clustering approach (see Fig. 2). 
E. False positives reduction 
A false positives reduction component helps further 
eliminate the false positives from the output of the detection 
component. This is to achieve maXimLIl11 sensitivity or true 
positive rate. This component consists of two algorithms, 
named false~nodule-classification and masking. f11 the false~ 
nodule-classification, the proposed classifieation-aided-by-
clustering architecture is used for the classification of false-
nodules to rcduce false positives. In the masking scheme, 
two masks are employed to remove the multiple detections 
of the same nodule neighbouring image regions. 
III. EXPERIMENTAL RE'SULTS & DISCUSSIONS 
An experiment was carried out to test the performance of 
the proposed system. The training and testing of the system 
was carried out 011 an Intel Xeon CPU 5130 @2.00GI-Iz on~ 
board of a Dell Precision Workstation 490. 
TEST 
CLASS M 
{ 'lASS 
Fig. 2. Proposed architecture for c!assificatioll-aidcd-by-c!uslerillg approach. 
81 
Proceedings of 2009 International Symposium on Bioelectronics & Bioinformatics Melbourne, Australi;] 
In the first component, 32 scans consisting of 5721 
images of different subjects from the LIDC database were 
employed. In the second component, the lung images were 
enhanced using the median filtering operation. In the third 
component, four algorithms, ll,ul1ed cO!lnected-coll1pOnCnls~ 
labelling, nood~fi!1, !ung-Iobe~preservation, and Illulti-
resolution-region-extraction were implemented to eliminate 
lung image background in order to extract out Illulti-
resolution fixed-size regions. 
As an example, Fig. 3 displays the outcome of the first 
three components for a sample lung image. The image was 
Ixe-processed llsing the pre-processing component. The 
resulting pre-processed image is shown in Fig. 3 (a). The 
pre-processed image is then forwarded to the background 
removal component. The gray~levcJ image is converted to a 
binary image using thresholding. This binary image is 
shO\vn in Fig. 3 (b). The binary image is directed to the 
eOllllecled-components-labclling algorithm in which pixcls 
arc grouped into a number of regions. This is showll in Fig. 
3 (c). To better visualisc thc idcntified regions in the image, 
we have produced a colour coded image as shown in Fig. 3 
(d). The flood-fill algorithm is run to maintain the regions 
that cover the lung lobes. The output image is shown in Fig. 
3 (e). We used this image as a mask to eliminate majority of 
the lung image background. The background removed image 
is shown in Fig. 3 (f). As can bcen seen, in addition to lobe 
tissue region, there arc a few small unwanted regions len out 
as shown by arrows. The lung~lobc-preservatioJ1 algorithm is 
executed on this image to eradicate these ull\vanled regions. 
Fig. 3 (g) shows the output of the lung-Iobe~preservation 
algorithm which contained only the lung tissue regions. 
Finally, the mu!ti-resolution~region-extraction algorithm 
scans this image using a Blulti-resolution window scheme 
and extracts out fixed-size regions. Fig. 3 (11) gives an 
example of the scanning process. The extracted regions arc 
resized to a fixed 30x30 size and forwarded to the detection 
component. This particular region size was chosen because 
majority of nodules would fit into a region of this size, and 
also less computational cost for training would be needed. 
Fig. 3. (a) Pre-proccs~cd ill1llge. (b) Binary imagc. (c) COllllccled-
componcnl-Iabclling algorithm image. (d) Colour image. (c) Flood-rill 
algorithm image, (I) l3ackgrolmd rcmoved imllgc. (g) Lung-Iobe-
prcscrV<ltioll algorithm image. (h) lIluslration of 1l1\dti-rc~otulion region 
extraction algorithm. 
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In the forth component, a random-forests (RF) based 
detection method was formulated to detect lung nodules. An 
architecture for classification-aidcd-by-clustering (CAe) 
detection was introduced. As shown in Fig. 2, the training 
stage consisting of nodule and J)on~nodule parts, arc merged 
and t/le entire data is clustered into Ai clusters. This is done 
to fuJly benefit from the similarity among fcatures of nodule 
and nOIH)()dule instances. Each cluster is then divided into 
two groups: nodule (N) and 11on-nodule (NN) insfances. 
Using the original labels of the training set instances, 2xM 
groups arc formed Ilamcd NI, N2, ... NM, and NNI, NN2, 
N/I/i\1. One l11u!ti~class classifier consisting of 2 xM classes is 
trained. In the test stage, on the othcr hand, the test set 
instances arc prescnted to the developed classifier and then 
classified into 2 xM classes. In our experiments with lung 
nodule dataset, M waS selectcd as 2 due (0 the fact that our 
lung nodule dataset was not a very large and balanced 
(nodule/non-nodule rate) dataset. When M grew beyond 2, 
an uneven training set lor difJCrent classes was resulted. 
For the training sct, 300 out of 411 images containing 
nodule patterns and 4248 OU( of 53 I () images containing 110-
nodule patterns were randomly selected. For the RF CAe 
EM implementing the detection component, a training scI 
consisting of two groups of images was formed: nodule and 
non-nodule. The nodule group contains 963 nodule patterns 
extracted from the 300 nodule images. For the nodule 
patterns (hat could not fit within a 30x30 region, the pattern 
was resized to a 30x30 region. The non-nodule group, on 
the other hand, contained 963 randomly captured patterns, 
frolll within the long lobe rcgions, of sizes 30><30, 56x56, 
and 82x82 from within the 4248 no-nodule images. Thcse 
regions were all resized to 30x30. 
In the fifth componcnt, two algorithms, named falsc-
nodule-classification and masking, were constructed to 
reduce false positives rates and eliminate multiple 
detections. For the RF CAe EM implementing the false 
positives reduction component, a training set consisting of 
two groups of images were devised: false and others. The 
false group consisted of 1926 Hllse-detection patlerns, and 
the others group contained 963 nodule patterns and 963 110n-
nodule patterns. 
30 images wcre randomly selected from the remaining 32 
scans to test the proposed system. 15 images contained 79 
nodule patterns and 15 images contained no-nodule patterns. 
Table I gives (he final results of the overall proposed 
system. As can be seen, the system was able to detect all 79 
nodule patterns and also produced only 20 false positives. 
The proposed system achieved a sensitivity of 100% and a 
false-positiv~s/s!ice of 0.67. A total average execution time 
of 38.17 minutes pcr image was achieved. The execution 
time varied from 2 to 88 minutes for different images due to 
the content of caeh specific image. 
The main bottleneck in comparing the rcsults of the 
published works is the differcnce in the parameters 
considered in forming the methods including the properties 
of training and test datRsets, performance evaluation 
methods, and characteristics of the targeted nodule groups. 
Despite this, the author has attempted to formulate a 
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comparison of tbc achieved results against those of some 
existing reported systems which employed similar size data 
from the LlDC database. 
Table II presents the performancc comparison for 
methods that employed simi!ar~sizc'" subset of the LIDC 
database. As can be seen, the proposed system achieved the 
highest sensitivity (100%) and the lowest false-
positivcs/slice (0.67). In term of exccution timcs, we were 
unable to collect much information associated with the 
existing systcms. Our system demonstrated a total average 
execution time of 38.17 minutes per image. Whilst we have 
not yet attempted to optimise the system for speed, we 
believe that the average execution time of the system can be 
further reduced by optimising the developed codes. 
TABLE I 
RESULTS FOR THE PIWl'OSED SYSTEI\'l 
N 
o 
D 
U 
l 
E 
N 
o 
N 
N 
o 
D 
U 
l 
E 
Image 
Name 
(.dcm) 
! 287! 
12904 
12923 
13263 
1391 
1399 
1408 
17634 
17678 
19178 
29530 
31844 
33328 
6106 
6680 
121132 
\3280 
18148 
19996 
20374 
23224 
29310 
30982 
31290 
336XO 
4450 
5762 
6608 
8700 
9197 
No. of 
expert~ 
idQntified 
nodule 
7 
6 
4 
4 
8 
6 
6 
6 
I 
6 
3 
6 
6 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Execution True False Time Positive Positive (minutcs) 
7 0 40 
7 0 41 
6 0 43 
4 0 56 
4 0 29 
8 0 38 
6 2 52 
6 0 X4 
6 2 88 
I I 81 
6 2 56 
3 0 44 
6 0 53 
6 47 
3 40 
0 0 3 
0 0 46 
0 0 9 
0 4 80 
0 0 II 
0 0 25 
0 0 4 
0 39 
0 48 
0 0 g 
0 I 32 
0 0 3 
0 2 36 
0 0 7 
0 0 2 
TABLE 11 
PERFORM,\NCE COMPARISON. 
Authorsl 
Year LIDC Data 
O;.:ckcs [3], 276 slices with 153 
2006 nodules, CT, -
Diciolli 
[10].2008 
Proposcd 
system 
145 nodules, CT, 5-
lOmm.5-9.8111111 
30 :·;liccs with 79 
nodules, <30111111, 
1.25ml1) 
'}ct'fOrTllHIlCC 
9! %. 94% and 95% 
sensitivity with 0.7, 0.98 and 
1.17 FP.~/slicc for 8. 14 and 
20 pixels temp laIC 
83.33% sensitivity 
100% sensitivity with 
Q.67FP/slicc 
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IV. CONCLUSIONS 
An automated system consisting of five components was 
presented for extraction of abnonnal lung tisslic regions. 32 
SCElIlS with 1203 nodule patterns were obtained from the 
LIDC database. In the training phase, 963 nodule patterns, 
963 no~nodu1e patterns, and 1926 fa\se~dctcction pattcms 
were built. The system was tested on 15 images containing 
nodule patterns and 15 images containing no-nodule pattern 
that were not included in the training phase. The proposed 
detection system, which incorporatcd RF CAe EM, 
perf0l111cd well for the detection of abnormal lung tissue 
patterns a::; well as producing low false detections. The 
system achieved 100% sensitivity with 0.67 FP/slice for the 
tested dataset. The result demonstrates that the system has 
improved the performances of the considered counterparts. 
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