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Abstract 
Recent numerical simulations of the generalized Korteweg-de Vries equation 
ut + uPu~ + Ux~ = 0 (1) 
indicate that for p ~>4, smooth solutions of the initial-value problem may form singularities in finite time. It is the purpose 
of this paper to ascertain what effect dissipation has on the instability of solitary waves and the associated blow-up 
phenomena that are related to this singularity formation. Two different dissipative mechanisms are appended to (*) in our 
study, a Burgers-type term -rUx:, and a simple, zeroth-order term au. For both of these types of dissipation, it is found 
that for small values of the positive parameters 6 and a, solutions continue to form singularities in finite time. However, 
for given initial data u0, it appears there are critical values 6c and tr¢ such that if 6 > ~c or tr > ac, the solution associated 
with u0 is globally defined and decays as t ---+ +oe. In the case wherein the singularity formation is averted by larger 
values of 6 or a, a simple analysis hows the solution to approach its mean value exponentially fast. Theoretical analysis 
in the case when u0 is a perturbed solitary wave leads to a conjecture about how 6c and trc depend on the amplitude 
and spread of u0. The numerical simulations indicate the analysis to be surprisingly sharp in predicting the qualitative 
dependence of 6c and trc on u0. 
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1. Introduction 
The present paper is inspired by an earlier work of the same authors and aims to add considerably 
to the conclusions drawn therein. In the previous study [12], attention was given to the development 
and use of numerical approximations of solutions to the initial- and periodic-boundary-value problem 
for the generalized Korteweg-de Vries equation (GKdV equation henceforth) 
ut + uPux + eUxxx = O. (1.1) 
Here, the dependent variable u = u(x, t) is a 1-periodic, real-valued function of the spatial variable 
x E [0, 1] and the temporal variable t/> 0 which is prescribed at t = 0 by 
u(x, O) : Uo(X ) (1.2) 
for 0 ~< x ~< 1. In (1.1), e is a fixed, positive number that is related to a generalization of the clas- 
sical Stokes number of surface water-wave theory (see [1, 19]) and p is a positive integer. Special 
consideration was given in our previous work to understanding the instability of the travelling-wave 
solutions of (1.1) called solitary waves, and it transpired that this instability manifests itself in 
blow-up in finite time. More precisely, if p 1> 4 in (1.1), then perturbations of solitary waves form 
a similarity structure under the evolution (1.1) and this structure in turn blows up, leading to the 
inference that there is a point (x*,t*) such that u(x, t )  ~ +oo as (x , t )  ~ (x*,t*). These earlier nu- 
merical simulations howed also that this special blow-up phenomenon has more scope than might 
be expected. A broad class of initial data u0 has the property that, under the evolution (1.1), the 
resulting solutions rapidly decompose into a finite number of pulses resembling solitary waves, the 
first and largest of which then becomes unstable, forms a similarity structure and blows up in finite 
time. As nearly as could be discerned from the numerical simulations, the process of singularity 
formation for general initial data u0 was the same as that appearing in the instability of the solitary 
wave. 
It is worth noting that the blow-up phenomenon just described subsists on both nonlinear and 
dispersive ffects, and it can only occur if the nonlinearity overpowers the dispersion. Three facts 
support his conclusion. First, if e = 0, so that dispersion is absent, there are large classes of initial 
data whose corresponding solutions form singularities in finite time, but it is the derivative that 
becomes unbounded, not the solution itself. Second, if p < 4, then smooth initial data u0 lead to 
global solutions u of the initial-value problem (1.1)-(1.2), regardless of the size of the data (see 
[32,2]). Finally, even for p /> 4, if the initial datum uo is reasonably smooth and small enough 
so that one expects nonlinear effects to be relatively insignificant, then the initial-value problem 
(1.1)-(1.2) still has global solutions (cf. [37,35,32]). 
The GKdV equations arise in modelling the propagation of small-amplitude, long waves in non- 
linear dispersive media (see [6,5]). The case p = 1 is the classical Korteweg--de Vries (KdV) 
equation about which much has been written in the last three decades, and which arises in a number 
of interesting physical situations (cf. [5,26,36]). In real physical situations, dissipative ffects are 
often as important as nonlinear and dispersive ffects (see the experimental study [14]) and this fact 
has given currency to the study of the Korteweg-de Vries-Burgers equation 
ut + UUx - 6u~ + eu~ = 0 (1.3) 
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as a model that incorporates all three effects (see [25, 27, 20, 14, 18, 33, 3, 11]). In (1.3), the parameter 
is as before and 6 > 0 is another parameter expressing the relative strength of dissipative to 
nonlinear effects. 
A natural question arises as to whether dissipative ffects in the form of a Burgers-type t rm, say, 
overcome the nonlinear--dispersive interaction that leads to blow-up. It is to this and related questions 
that the present work is directed. For the most part, attention is given to the initial-value problem 
ut + uPux - 6Uxx ÷ ¢Uxxx = 0, 
u(x, O) = uo(x), 
(1.4) 
where p/> 4, u0 is a reasonably smooth, 1-periodic, real-valued function on the real line E, and e 
and 6 are positive constants as indicated previously. It is straightforward to show that the initial- 
value problem (1.4) has unique solutions corresponding to reasonably smooth initial data, at least 
locally in time, by semigroup methods [30, 32] or by regularization techniques [11]. 
It is also easy to ascertain that a solution of (1.4) defined locally in time has a global extension if
it remains bounded in a suitable norm on bounded time intervals (see [32], [2] or [21]). However, 
standard energy techniques seem unable to establish the a priori deduced bounds needed to guarantee 
global existence. It will be shown below that for fixed ¢ > 0 and for any given initial datum u0, 
there is a 6c > 0 such that if 6 > 6c, then the local solution of (1.4) emanating from u0 has a global 
continuation as a smooth solution of the differential equation. This global result was motivated by 
the outcome of a series of numerical experiments simulating solutions of (1.4) which were designed 
to cast light on the effect of the dissipative term. Other interesting points are indicated by these 
numerical results which are described in the detailed outline of the paper to be presented now. 
The plan of the paper is straightforward. Section 2 contains theoretical results appertaining to (1.4) 
and one of its near relatives wherein the dissipative term -6Uxx is replaced by au. We are able to 
establish in both cases that if the parameter ~ or a is sufficiently large relative to certain norms of 
the initial datum u0, then the solution u emanating from u0 exists and is uniformly bounded over the 
entire temporal half-axis [0, c<)). Moreover, the proofs lead to explicit formulas for an upper bound 
on the critical values 6c and ac, at least when u0 is a perturbed solitary wave that would blow up in 
finite time in the absence of dissipation. When a solution is global in time, results about its decay 
to a quiescent state are also derived. 
Section 3 contains a description of the numerical method used to integrate (1.4). As in our earlier 
study, the scheme is based on a Galerkin spatial discretization with periodic, cubic splines coupled 
with a time-stepping procedure which combines a two-stage Gauss-Legendre implicit Runge-Kutta 
method with a version of Newton's method for solving the system of nonlinear equations that arise at 
each time step. This basic scheme is augmented by adaptive mechanisms that adjust he temporal and 
local spatial grids in an effort to retain accuracy in the face of large values of the dependent variable. 
Section 4 reports on numerical experiments carried out using a computer code derived from the 
numerical scheme described in Section 3. Computations show that solutions of (1.4) still blow up 
in finite time for p = 5, 6 or 7 provided the dissipative coefficient 6 is small enough. The computed 
rates of blow-up and the structure of solutions as they become singular are virtually identical to 
those observed for the nondissipative problem in which 6 = 0. An analysis of the data presented 
shows the interesting conclusion that the theoretically derived forms for the critical values 6~ and 
a¢ coincide with those obtained in practice. 
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Numerical simulations of solutions when the parameter 6 is large enough to prevent blow-up have 
also been performed. It was determined that in this circumstance solutions approach exponentially a 
constant equal to the mean value of u0. The lapse rate in the exponential decay depends linearly on 
6. The numerically obtained evidence supports the contention that for any p, the long-term behavior 
of global solutions is determined by the linearized form of the GKdV equation, a conclusion that 
agrees with Biler's sharp decay results for the case p = 1 [7]. 
The paper concludes with a summary section that also features remarks on potentially interesting 
avenues for further esearch. 
2. Theoretical results 
After a review of notational conventions, the principal theorem in our development is stated and 
proved. Several useful corollaries are then derived which act as a foil for some of the numerical 
simulations presented in Section 4. 
Notation: In the sequel Lq, 1 ~< q < c~, will denote the collection of L-periodic functions which 
are qth-power integrable over [0,L] endowed with the norm 
L ) 1/q 
(Io 
with the usual modification if q = c~. For s/> 0, the space H s = Hs(0,L) is the Sobolev class of 
L-periodic functions which along with their first s derivatives belong to L2. The usual norm on H'  
is denoted by [[. Ib, The norm of L2 = H ° appears frequently and will be denoted by [. [2 rather than 
II. II0, the associated inner product is the only Hilbert-space structure to intervene in the analysis 
and it is written simply as (.,.). In Sections 3 and 4, we shall restrict our attention to the case 
where L = 1. For the periodic problem, this simply amounts to a rescaling of the spatial variable x, 
and no loss of generality results from this presumption. However, in the present section, it will be 
convenient to leave L arbitrary for reasons that will become apparent shortly. 
It deserves remark that while it is convenient to present analytical results first, early numerical 
results helped motivate the theory, which in turn provided significant insights and guidance into later 
numerical experiments. 
As an example, which sets the stage for Theorem 2.1, the reader may consult Figs. 1 and 3 
in Section 4 that depict the outcome of two numerical simulations of (1.4), both with p = 5, e 
fixed and the same initial data. The difference between the two simulations lies with the value of 
the dissipative parameter 6; in Fig. 1, 6 is rather small while in Fig. 3 it is five times larger. As 
documented in detail in Section 4, the smaller value of 6 seems to allow the associated solution to 
form a singularity in finite time, whereas the larger value of 6 appears to prevent he single-point 
blow-up observed in Fig. 1. 
Armed with these, and other like results, for different values of p, the following theorem was 
conjectured and proved. 
Theorem 2.1. Let Uo be the given initial datum that is periodic of  period L > 0 and suppose Uo to 
lie in H~(O,L) for some s >>- 2. Let e, 6 > 0 be given. 
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(1) I f  p <4,  then there ks a unique global solution u of  (1.4) corresponding to the above 
specification of  data and parameters, that lies in C(O,T;HS(O,L)) for every T > O. Moreover, 
]]u(.,t)[[, is uniformly bounded in t. 
(2) I f  p >>, 4, there is a To > 0 depending on [[Uo[[, and a unique solution u E C(O, To;HS(O,L)) 
of (1.4) with initial datum Uo. I f  [[Uo[l~ is sufficiently small with respect o 6, then T can be taken 
arbitrarily large, the solution is global, and [[u(.,t)[[~ is uniformly bounded for t c [O,+~x~). 
In all the above cases, the solution u depends continuously on the initial datum Uo in that the 
mapping Uo H u is continuous from H ~ to C(O,T;HS). 
Remark. Part (1) and the local existence theory in part (2) may be found more or less as stated in 
the literature (cf. [20, 30, 32,2, 1]). It deserves remark that the correspondence u0 ~ u has recently 
been investigated in more detail [22,38] with the outcome that values of s smaller than 2 can 
be accomodated and the correspondence, much more than being continuous, is analytic. Moreover, 
since 6 > 0, coarse data becomes mooth for t > 0. None of these subtle aspects are important in 
our analysis, however, so we pass over them in favor of the simpler description in Theorem 2.1. 
ProoL Attention will be given only to the case p/> 4. As mentioned above, a theory, local in time, 
of existence, uniqueness and continuous dependence for (1.4) may be concluded using standard 
semigroup theory, and the details are therefore omitted. The focus of attention here will be to provide 
a priori deduced bounds that allow the local theory to be continued indefinitely. Finer results from 
the local theory can be deduced, but for our purposes it will suffice to note that if the initial datum 
u0 lies in H s for some s t> 2, and if the solution u is bounded, at least on any interval of the form 
[0, T] for finite T > 0, then the solution is global in time and lies in C(0, T;H s) for all finite T. 
This state of affairs can be ascertained from Kato's theory [30,32,2] or from the estimates to be 
derived now. 
Let u be a solution in C(0, T;H ~) corresponding to the initial datum u0 of the initial-value problem 
(1.4), where s >~ 2. Without loss of generality, we may suppose that s is large enough that the formal 
calculations to follow are straightforwardly justified. Because of the continuous dependence of the 
solution on the initial data, one simply regularizes the initial data, makes the calculations with the 
associated smoother solutions, and after deriving the desired inequalities, then passes to the limit 
as the regularization disappears. So long as the inequalities in question do not involve derivatives 
higher than those appearing in the initial data, this procedure leads securely to the desired results. 
We begin by multiplying Eq. (1.4) by the solution u, integrating the result with respect o x 
over the period [0,L] and with respect o t over the interval [0,t0], where to ~< T. After suitable 
integrations by parts, and using periodicity to see that the boundary terms cancel, there appears the 
simple relation 
fo '° lu(.,t0)l 2 + 26 lux(.,t)12dt = lu01 . (2.1) 
(Throughout this proof, all the norms are computed with respect o the spatial region [0,L].) It is 
deduced from this that ]u(., 012 is a decreasing function of time and that 
o' lux(.,s)l  as 
is bounded independently of t. 
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The next stage of the estimates i more complicated. As shown in [32] and [2] all that is required 
in order to infer the boundedness of u in H ~ on bounded time intervals, and thereby to deduce 
the conclusion of the theorem, is to demonstrate hat the L~-norm of the solution is bounded on 
bounded time intervals. For this, it suffices to show that the Hi-norm of the solution is bounded on 
bounded time intervals. In fact, we shall show that the H~-norm of solutions corresponding to initial 
data suitably small with respect o 6 is bounded independently of t. 
To this end, let u0 = ( I /L) f~ Uo(x)dx be the average mass of the initial data. By integrating (1.4) 
with respect o x, one readily deduces from the spatial periodicity that for any t > 0 for which the 
solution exists on [0, t], one has ~(t) = ( l /L) f~ u(x, t)dx = u0. (This is a reflection of conservation 
of mass in some applications of this class of equations to practical situations.) 
Define a new dependent variable v by v(x,t) = u(x , t ) -  ~o. Then the variable v has total mass 
zero and satisfies the initial-value problem 
1 
/-)t -~- ~{(U -~- Uo)P+I}x -- (~Vxx Jr- Cl)xx  = O, 
p±l  (2.2) 
v(x, O) = vo(x) = uo(x) - -ao. 
Multiply the differential equation in (2.2) by v~ and integrate over [O,L] to obtain the following 
differential inequality: 
// 1 d fLv2xdx+ 6 2 Vxx dx 
2dt  L 
1 fo L ~p+~ P +~ _ {(v + ~, lxVx~ dx l 
_ 1 foL 0 (~-~ (p+l ]vp+l_ j~)v~xdx  
p +------~ ~x kS=0 J 
P +-----~ j (p + 1 - j)vP-Jvx~o Vxx dx 
1 p+l  
~< p +------q- j (p+l-j)l~oVIvlP-Slvxl21v~xl2, (2.3) 
It is elementary that if w is periodic with mean value equal to zero, then 
w 2 L Iw[~ < Iw12 Iwxl2, I xh < Iw12 Iwxxl= and Iw12 < ~ Iwxl2. (2.4) 
If we use the first two of these relations systematically in (2.3), we ascertain that the right-hand 
member of (2.3) may be bounded above as follows: 
1 1( ) p+l  p + 1 .= j (P  + 1 -j)l~olJlvl~p-J)/21vxl~P+2-J)/2 Iv~12 
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~< - -  (p+ l - - j )  
p+l  j 
+2(  p-+I  1 1 ) I~olp-llv]~/2 Ivxl~/= Ivxxl2 • (2.5) 
The last summand on the right-hand side of (2.5) requires pecial treatment; using the second relation 
in (2.4), one sees that 
1/2 3/2 Ivh Ivx[2 Ivxxl=-<< (L/2rt)l/2[vxl~lvxxl2 
<. (Z/2~)~/21vl=lvxxl~. 
Putting this together with (2.6) and (2.3) leads to the differential inequality 
1 d 
2 dt Ivx(.,t)l~ + ~ Ivxx(.,t)l~ ~< Olvxx(.,t)l~, (2.6) 
where 
0 -- 0(1~1~, I~xl~, In01) 
_ lp  +~ [~ (p ;  1) (p + 1 - j )  lUoIJIvI~P+2--j)/2IVxI~P--2--j)/2 
p-1  " 
Note that since v has mean value zero, it follows that 
lu(.,t)l~ = L~ + Iv(.,t)l~ (2.7) 
while 
lUx(., t)[~ = [Vx(., t)[~ 
for all t for which the solution exists. In consequence of these inequalities, it suffices to show that 
IIv(-, t)lll is bounded, independently of t, in order that Ilu(.,t)lll is bounded, independently of t. 
The differential inequality (2.6) is employed to deduce a global bound on IIv(., 0111. Notice that 0 is 
monotone increasing as a function of its three arguments. Moreover, because of (2.1), [u(., t)[z <~ In012 
whence Iv(.,t)12 ~ lu(.,t)h ~< lu01~ in view of (2.7). In consequence of these two inequalities, we 
see that 
1____~--~ (p  ) (p+ 1 - j ) \ - L -~ j  [u0 0 ~ ; 1 (In0[2 ~J 1~p+2-j)/2 [Vx[(2P-2-j,/2 
p+ lj__~ 
2 (0+ 1) ([U012~ p-1 
+ (Z/2~) 1/2 In012 p+ 1 p - 1 \ L1/2 ] 
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• " I(P+2)/2 {~=0 IP ;  1 I P"~- 1 --J I~)J/2IVx]~P--2--j)/2 
~< -012 " p + 1 
[ 3 (~) (2~-1)1 /2 (p - t -1 ) ] (112)  + __  
+ ~ p-  p+l  p -1  
j=0 
< .~.luolg "+=>/= (luol~/= + Ivxl~/=) 
p--2 
El 2 _ = O(luol=, Ivxl=), (2.8) 
for some constant 2p depending only on p. If one rewrites (2.6) as 
1 d 
2 dt IVx("t)l~ + (6 - -O)lV~x(.,t)l~ <~ o, 
then it becomes clear that as soon as -0 <~ 6, ]Vx(.,t)]2 becomes monotone decreasing. In this range, 
is also decreasing, and consequently if for some to we find that 0 ~< 6, then for all t ~> to the same 
inequality holds. In particular, if at t = 0 it is the case that 0(]Uo12, [v0x]2) = 0([u0lz, luoxl=) < 6, then 
for all t ) O, IVx(.,t)lz <<. ]Uoxl2, and so Ilvll~ is seen to be bounded, independently of t. 
Referring back to (2.8), if 
( 1 1/2 1/2x ,--2 
,~plUol~ p+2)/2 -~i75 Uo 2 + Uox 2 ) <~ 6, (2.9) 
\ 
then ]]v(.,t)lll is bounded, independently of t 
The theorem is thus established. [] 
Several interesting consequences can be drawn from this theorem and its proof. First, by letting the 
period L tend to -t-co, a result pertaining to the pure initial-value problem emerges. (The integrals 
in the norms mentioned in the following corollary refer to the entire real axis ~.) 
Corollary 2.2. Let Uo EHS(E) for some s >~ 2 and let u be the corresponding solution of  (1.4) for 
x E ~ and t > 0 with parameters c, 6 > 0 and p >>. 4. There is a constant It -= Itp depending only 
on p such that i f  
luo 2~P+2~/2 lU0xl~P-2~/~ < Itpr, (2.1o) 
then the solution lies in C(O,T;H') for all T > 0 and Ilu(',t)ll~ < Ilu0111 for all t >>, O. 
An interesting point arises relative to the inequality (2.10). It appears that this inequality is sharp in 
a certain way to be explained now. Consider the situation in which the initial datum Uo(X) = A~(Kx) 
for x C E, where A and K are positive constants. Then lUol2 = AI~kI2/K 1/2 and ]Uox[2 = AK~/21~I2. 
Viewing ~ as fixed, but A, K as variable, we observe that inequality (2.10) becomes 
A p 
-~- ~< It6 (2.11) 
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for a constant # depending on p and norms of ~. Of special interest are the travelling-wave solutions 
of (1.1) called solitary waves. These have the explicit form 
us(x, t) = A sech2/P[K(x - Xo ) - (nt] (2.12) 
for any Xo, where the parameter K goveming the spread of the solution and the speed of propagation 
e~ are defined in terms of the amplitude A by 
p2AP ) 1/z 2KA p (2.13) 
K = 2¢(p+ 1) (p+2)  ' o) = (P+ 1) (p+2)"  
If the initial datum u0 lies close to a solitary-wave solution us(', 0) as defined above, then (2.11) 
becomes 
A p 
p6 (p2Ap/2e(p + 1)(p + 2)) 1/2 = "~upAp/2C1/2' ~> 
or what is the same, 
3 2 
A ---- GAP >>" Cp, (2.14) 
where Cp is a constant depending on p and on the L2-norms of sech2/p(x) and its first derivative, 
and so in fact depends only on p. 
As mentioned earlier, if p >/4, the solitary-wave solutions of (1.4) with 6=0 are unstable [21, 34], 
and small perturbations have been seen to lead to blow-up in finite time [10, 12]. Consider now a 
situation where e > 0 and p ~> 5 are fixed and the initial datum is specified to be Uo(X) = 2us(x, O) 
where Us is the solitary-wave solution in (2.12) and 2 is slightly greater than one (e.g., 2 = 1.01 
as in Section 5 of [12]). With 6 = 0 and this initial datum, the numerical approximation of the 
resulting solution of (1.4) indicates that it forms a singularity in finite time. Theorem 2.1 shows that 
for 6 sufficiently large, the solution of (1.3) emanating from this type of initial datum is uniformly 
bounded in t. One therefore xpects a critical value 6c of the dissipative parameter 6 which defines 
the boundary between blow-up and global existence. From the condition in (2.14), it is known that 
3 2 < CpcA p. 
In Section 4, an approximation of 6c = 6c(A, e) will be determined by making sequences of runs 
where u0 is fixed as above and 6 is varied systematically. It transpires that the combination denoted 
by A in (2.14) is central to determining whether or not one has blow-up, at least for these perturbed 
solitary waves. It is a little unusual that the relatively crude energy estimates leading to the conclusion 
enunciated in (2.10) have this sharp aspect. 
A final point that presents itself as a consequence of Theorem 2.1 is the decay of solutions to a 
quiescent state. 
Corollary 2.3. I f  u is a solution of  the initial- and periodic-boundary-value problem (1.4) with 
6 > 0 correspondin9 to the initial datum Uo E Hs(O,L), then lu(.,t) - ~012 ~< e-a(2~/L)2t[Uo - ~ol2 for 
all t for which the solution exists. I f  uo satisfies condition (2.9) relative to 6, then lUxl2 also decays 
exponentially, as does I~u12 for all j <<, s. 
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Proof. First, consider again the differential equation (2.2) satisfied by v = u -  ~0 and write it in the 
form 
vt + (v + ~o)Pvx - 6Vxx + eVxxx = O. 
Multiply this equation by v and integrate the result over the period [0,L] to reach the differential 
relation 
/)2 dx ~- 6 2dx 0. 
2 dt Vx = 
Making use of (2.4) then implies that 
/0 - -  v z dx + 26 vZdx <~ O, dt 
whence [v(.,t)]2 <<. [v(.,O)[2e -~(2~/L)2t, or what is the same, [u( . , t ) -  ~0[2 = O(e -~(2~/L)2t) as t ~ +~.  
Notice that this result is independent of p and the size of the data. 
Now suppose the initial datum u0 satisfies the condition in (2.9). Since the L2-norm of v is 
strictly decreasing and the H~-semi-norm [Vx[2 is nonincreasing, it follows that for t > 0, 0 = 
0(l#.)[Z , [#Ax[Z, U0) < 6. Upon applying (2.4) to [v=(.,t)[z in (2.6) we obtain that 
2 dt [vx( ' ' t ) ]~+(6-O) IVx(.,t)[~ <~0, 
from which it is deduced that 
,Vx(' , t) ,2<.[Vx(' ,O),Eexp[(7)2 L t (o -6 )ds ] .  
Thus [v~(.,t)]2 is seen to be exponentially decreasing to zero, and since by (2.8) O(t) <<. -0 <. 6, the 
asymptotic form of this decay is O(e (~-~)(2~/L)zt) as t --+ +oo. 
Similar considerations apply to higher-order semi-norms. We pass over the details. [] 
Remarks. 
(i) Biler [7] has obtained etailed decay estimates for periodic solutions in the case p < 2. 
(ii) This result is in marked contrast o the behavior of global solutions of the pure initial-value 
problem for (1.3) corresponding to the initial datum u0 E HS(~), s ~> 2. Such solutions are expected 
to decay to zero as t ---+ +oo. However, the rate of decay is algebraic in t as witnessed by the results 
of Amick et al. [3], where for p---- 1 it was shown that 
i_ ( )  u2(x , t )dx  = 0 t -~i2 
and that this rate was sharp in general. (See also [13, 16, 15,23,39] for p ~> 2.) 
Dissipative mechanisms other than the Burgers-type appearing in (1.3) arise in practice. One 
particularly appealing dissipative mechanism is a simple, zeroth-order term corresponding to the 
initial-value problem 
Ut "~- UPUx Jr- EUxxx "~ 6U ~--- O, 
u(x,O) = Uo(X), (2.15) 
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where a > 0. A theory entirely similar to that worked out for the initial-value problem (1.4) applies 
to (2.15). As there are some interesting mathematical points that arise, and because it ties in with 
some of the numerical simulations in Section 4, a sketch of the theory for (2.15) is provided. 
Theorem 2.4. Let Uo be the given initial datum that is periodic of  period L and suppose Uo to lie 
in Hs(O,L) for some s >1 2. Let e > 0 and cr >>. 0 be given. 
(1) I f  p < 4, then there is a unique global solution u of  (2.15) corresponding to the above 
specification of  data and parameters which is periodic in x of  period L that lies in C(O, T ;H s) for 
every T > O. Moreover, tlu(',t)ll, is uniformly bounded for t E [0,c~). 
(2) I f  p >>- 4, there is a To > 0 depending on Ilu011  and a unique periodic solution u E C(O, To;H ~) 
of(2.15) with initial datum Uo. I f  a is sufficiently large with respect o Ilu0112, then To can be taken 
arbitrarily large, the solution u is global, and Ilu(',t)ll~ is uniformly bounded for t c [0, ~) .  
In all the above cases, the mapping Uo H u is continuous from H s to C(O,T;H~). 
Proof. As in Theorem 2.1, attention is concentrated on the case p ~> 4. The case p < 4 is essentially 
contained in the existing literature, and the local well-posedness theory for p >/4 is a straightforward 
application of nonlinear semigroup theory. As before, the crux of the matter is an a priori deduced, 
Locbound on u, and it suffices for this to show the HZ-norm is bounded, at least on bounded time 
intervals. 
The analog of (2.1) is 
f0 t lu(.,t)l~+2cr l u ( . , s ) l~ds  u 2 = I ol , (2.16) 
from which one deduces immediately that 
[u(' ,t)12 = e-~'lu012. (2.17) 
The next step, if one were following the line of argument in Theorem 2.1, would be to subtract the 
mean value, multiply the resulting equation by Vxx, where v = u -T0, and integrate over [0,L]. This 
does not appear to be effective in the present case. Indeed, solutions of (2.15) have exponentially 
decaying rather than constant mean values. However, multiplying Eq. (2.15) by Ux~x and integrating 
over [0,L] is useful; after suitable integrations by parts, this procedure leads to 
l d f  L f0 L 2 2dx 2 dt Ux~ dx + o- Ux~ 
~0 L= (UPUxx + pup-luZ)uxxxdx 
5p Jo L fo L -- uP- luxu~dx-  p (p -  1) up-2U~Uxxdx 
2 
<~ ~]u[P-~[Ux[~[Uxx[~ + p(p  - 1)[u[p-2[u~[~[Uxl2[Ux~[2. (2.18) 
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Making systematic use of (2.4) for the zero-mean, periodic function Ux, together with the elementary 
inequality 
1 2 lul~ ~< Zlul2 + 2luf2luxlz, (2.19) 
it is deduced from (2.19) that 
1 d 
2 ~ [u=(''t)122 + (o- - ~)[u~(.,t)l~ < o, (2.20) 
where 
~ (~[ )(p--l)/2 3/2 1/2 1/4 3/4 ~=a(lul2,1uxxl2)-- ul~+21uh lux~h u2 Uxx= 
+p(p-  1) (1  lull+ 2lul~/21uxxl~/2) (p- ;2 lul=lux~l=. 
The function f2 is an increasing function of both its arguments. According to (2.17), lu(.,t)12 is 
a decreasing function of t ~> 0. Hence if f2lt=0 ~< a, then lu~(.,t)12 is nonincreasing for t i> 0. In 
particular, if 
Q(lu012, lu0~12) ~ ~, (2.21) 
then the H2-semi-norm luxx(.,t)12 is bounded by its value at t -- 0. 
This concludes the proof of the theorem. [] 
Corollary 2.5. Let Uo E HS(~) for some s >~ 2 and let u be the corresponding solution of  the initial- 
value problem (2.15) with parameters ¢,a > 0 and p >i 4. There is a constant v = Vp depending 
only on p such that if  
U0 2(3p--2)/4 U0xx 2(P+2)/4 <<.Vpa, (2.22) 
then Ilu(',t)ll2 is uniformly bounded for all t >>. O. 
Proof. Simply take the limit as L ---* +oo in (2.21). [] 
Consider again the situation where Uo(X) = A@(Kx) for some positive constants A and K. In this 
case, (2.22) amounts to the inequality 
APK <~ vo', (2.23) 
where v is a constant depending on p, 1¢,12, and [~kxxl2. In particular, if u0 = 2us(x, 0) is the perturbed 
solitary wave discussed earlier, then our theory implies that the solution emanating therefrom will 
exist globally in time provided 
¢72/3E1/3 ! 
-- Ap >/Cp,  (2.24) 
! where Cp is a constant depending only on p. 
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Just as for the initial-value problem (1.4) with 6 > 0, solutions of (2.15) that satisfy the initial 
restriction (2.21) decay to zero exponentially in t. This is already established for the L2-norm, and 
for data respecting (2.21) the differential inequality (2.20) implies it for the H2-semi-norm. Other 
semi-norms also decay exponentially. Note that in this case, the exponential decay rates are still 
valid in the limit as L ~ +c~ applicable to initial data in H~(E). 
The theory propounded in this section will provide a framework for the numerical simulations 
of (1.4) and (2.15) reported in Section 4. In the next section, a careful description and associated 
benchmarks of our numerical schemes are provided. 
3. The numerical method 
After a brief review of preliminaries about splines and Runge-Kutta methods, the numerical tech- 
nique used to approximate solutions of (1.4) and (2.15) is presented. Throughout this section and 
the next, the spatial period L will be normalized to the value 1. 
The numerical scheme is a straightforward adaptation of one of the fully discrete Galerkin methods 
for (1.1) that was described in detail and analyzed in [12]. This scheme will be briefly reviewed 
below. We shall study its application to the initial- and periodic-boundary-value problem (1.4). 
Entirely analogous considerations apply when the scheme is used to solve the problem (2.15). 
Let r ~> 3 be an integer and Sh =Sf, be the N-dimensional vector space of 1-periodic smooth splines 
of order r (piecewise polynomials of degree r - 1) on [0, 1] with uniform mesh length h = I /N, 
where N is a positive integer. As usual, the standard semi-discretization f (1.4) in the space Sh is 
then defined to be the differentiable map Uh : [0, T] --~ Sh satisfying 
(uh, + ul~Uhx, Z) -- e(U~,Zx) + 6(Uhx, Zx) = 0 (3.1) 
for all ~ E Sh and 0 ~< t ~< T, which is such that 
uh(O) = Flhuo. 
Here //h U0 is any of several approximations of u0 in Sh (for example, L2-projection, interpolant, 
etc.) that satisfy an estimate of the form 
Inh u0 - u01= ch  r Ilu011r (3.2) 
for u0 E H r, and where c is a constant independent of u0 and h. (Constants independent of the 
discretization parameters will frequently occur in the sequel and will be denoted by c, C, etc.) For 
smooth, periodic initial datum u0 for which (3.2) holds, and assuming that the associated solution 
u(x,t) of (1.4) is sufficiently smooth on [0, T], it may be proved, following the analysis in [4], that 
there is a constant c = c(u) depending on the solution u, but not on the discretization parameter h, 
for which 
max luh - u[2 <~ c(u)h r. 
O<~t<~T 
(3.3) 
Upon choosing a basis for Sh and representing uh in terms of this basis, the problem (3.1) is seen 
to be an initial-value problem for a system of ordinary differential equations which may be written 
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compactly in the form 
Uht = F(Uh), 0 ~< t ~< T, 
uh(0) =//h u0, 
where F: Sh --* Sh is defined by 
(F(v), Z) = - (  vp Vx, Z) + (eVx~ - 6vx, Zx) 
(3.4) 
(3.5) 
for all Z E Sh. Having recognized (3.1) as the initial-value problem (3.4), an appropriate numerical 
method for the approximation of systems of ordinary differential equations leads to a fully discrete 
approximation to (1.4). In our companion paper on the nondissipative case, use was made of the fam- 
ily of implicit Runge-Kutta methods of Gauss-Legendre type. These were found to possess favorable 
accuracy and stability properties when applied to (1.1). They can be extended in a straightforward 
way to the dissipative case at hand. In particular, the fact that these methods do not generate artificial 
damping is very helpful when small values of 6 or o- are in question. For simplicity, consideration 
is given here only to the two-stage member of the Gauss-Legendre family. Let k be the time step 
(considered constant for the moment) and let tn = nk, n = O, 1, 2 . . . .  , J ,  where J is some positive 
integer such that Jk = T. For each integer n E [0,J], we seek a function U n E Sh, with 
U 0 = Hh Uo (3.6) 
and which approximates u, =u(' ,tn),  where u(x,t)  is the solution of (1.4). For n=0,  1, 2 . . . . .  J -  1, 
the approximation U n+~ is constructed from U n through two intermediate stages U "'1 and U n'2 in Sh 
that are solutions of the system of nonlinear equations 
i = 1, 2, (3.7) 
2 
U "'i = U" + k y~ a o F(U"';) ,  
j=l 
by the formula 
(3.8) 
2 
U "+' = U n + k Z bj F (un J ) ,  
j=l 
where the 2 x 2 matrix A=(ai j )  and the 2-vector b=(bl, b2)T that define the two-stage Gauss-Legendre 
method are given in the following tableau: 
1 l _ f l  al l  a12 ~
1 1 
a21 a22 = ~ q- fl 4 
1 1 bl bE ~ 2 
where fl = 1/x/~. 
In view of Lemma 3.2 of [12], it is straightforward to generalize Proposition 3.1 of this reference 
to include the system under consideration here and thereby prove that for any given U" E Sh, there 
are elements U n'~, U "'2 of Sh that satisfy (3.7). The scheme that then assigns to U" the function 
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U n+l defined by (3.8) is stable in L2, which is to say that 
Iunl2 ~ Iu°12 for 1 <~ n <<, J. (3.9) 
The latter property follows from the well-known conservative nature of the Gauss-Legendre implicit 
Runge-Kutta schemes implied by the fact that bia o + bjaj~ - b~bj = 0 for all the relevant i, j . The 
fact that the time-stepping scheme is conservative means that Iu"12 = Iu°12 for n = 1, ..., J in the 
nondissipative case 6 - -0  since then (F(v),  v)= 0 for all v E Sh, whereas the inequality (3.9) holds 
when ~ > 0 since then (F(v),  v) <~ 0 for all v E Sh. It deserves remark that the use of a conservative 
time-stepping scheme to approximate solutions of a dissipative partial differential equation seemed 
to work very well in the numerical experiments o be reported later. 
The following remarks are meant o summarize the convergence theory pertaining to the scheme 
just outlined. The theoretical analysis of this scheme for (1.4) with 6 > 0 follows in detail that 
already derived for the initial-value problem (1.1) with 6 = 0 in [12]. Adapting the convergence 
proof contained in the last-cited reference leads immediately to the conclusion that, provided the 
solution is smooth enough on the time interval [0, T] and k/h is sufficiently small, there is a unique 
solution U n of (3.7)-(3.8) and it satisfies the optimal-order L2-error estimate 
max ]U" - u(.,tn)]2 ~ c(k  4 ~- hr). (3.10) 
O<<.n<~J 
Analogous estimates may be established for higher-order accurate Runge-Kutta time-stepping meth- 
ods following the arguments in [28]. In the case of a q-stage Gauss-Legendre method with the 
same hypotheses about smoothness and k/h, (3.9) holds and (3.10) generalizes to the optimal-order 
L2-estimate 
max IU n - u(.,tn)12 ~ c(k  2q -~- hr). 
O<~n<~J 
It is well known that the temporal rate 2q obtained for the Gauss-Legendre method is the best that 
can be achieved by a q-stage Runge-Kutta method. 
A word is appropriate about the numerical linear algebra involved in the implementation f the 
scheme described above. At each time step the 2 dim Sh x 2 dim Sh nonlinear system represented in 
(3.7) is solved by a doubly iterative scheme based on Newton's method. The work is organized in 
such a way that each time step only requires the solution of a small number of sparse, dim Sh × 
dim Sh complex linear systems with the same coefficient matrix. The details of the construction and 
implementation f this solver are virtually the same as those used earlier in the nondissipative case 
described in Section 4 of [12]. In the numerical experiments whose outcome is presented here, use 
was made of only the simplest iterative scheme considered in the last-cited reference, namely the 
one corresponding to one "outer" (Newton) and two "inner" iterations at each time step; this scheme 
requires olving only two sparse complex systems of size dim Sh X dim Sh per time step. We pass 
over the details since they are adequately covered in the previous work. For a theoretical analysis 
of the approximation of solutions of nonlinear systems uch as (3.7) by Newton's method, see [29]. 
It transpires that some of the solutions whose approximation is of interest feature very rapid spatial 
and temporal changes. To keep track of the solution in such circumstances, it proved necessary to 
introduce adaptive mechanisms into the numerical procedure. These mechanisms took two distinct 
forms. First, a criterion was designed to refine the temporal step size as the solution began to evolve 
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rapidly, and then a procedure was developed to cut the spatial mesh length in a neighborhood of 
points where large values of the dependent variable are detected. The experiments reported here were 
all performed using a computer code that featured both of these developments. Their implementation 
is presented and discussed in Section 5 of [ 12]. It is geared toward approximating solutions that are 
developing a single peak that apparently becomes infinitely high at a finite time t* at a well-defined 
point x*. The spatial refinement is controlled by making use of a local version of the inverse Lo~ -L2 
inequality satisfied by members of Sh, and the temporal step is defined by reference to the local, 
temporal variation of the quantity 
I3(v) = vP+2(x)-e 2 v~(x) dx. (3.11) 
More precisely, the computer code looks at the variation of I3(U n) with n and cuts the time step 
when a normalized version of this quantity's change exceeds a specified tolerance. The functional/3 
came to the fore in the earlier work on the GKdV equation (1.1) because/3 is an exact invariant of 
this evolution. That is, if u = u(x,t) is an HI-solution of (1.1), then I3(u(.,t)) is time independent. 
Although/3 is no longer an invariant of the evolution generated by (1.4) when 6 > 0, its variation 
was still found to generate an effective criterion for keeping errors under control by refining the 
temporal discretization. 
4. Numerical experiments 
The scheme just presented was used by Bona et al. [12] in a detailed study of the initial-value 
problem for Eq. (1.1). As mentioned already, considerable attention was paid to issues surrounding 
the solitary-wave solutions written in (2.12),(2.13). Although the function us(x,t) in (2.12) is an 
exact solution of (1.1) when this equation is posed on the entire real line, one may use it to define 
a solution on [0, 1], say, with periodic boundary conditions imposed at the endpoints, as discussed 
in detail in [8]. If Ale is large, then us decays very rapidly away from its peak value. Hence if 
1 in (2.12)), then to at t ----- 0 the peak is centered at the midpoint of the spatial interval (x0 = 
machine accuracy it defines initial data supported in [0, 1]. Consequently, it may be extended to 
define periodic initial data as follows, 
OO 
~o(X)-- Z us(x+j,O), 
j~ - -  0~3 
and these data are used 
periodic solution of (1. 
long time scales, given 
to determine a spatially periodic solution of (1.4), say. As shown in [8], the 
1) emanating from if0 above is, to very good approximation over relatively 
by 
OC 
u(x,t) = ~ us(x +j,t). (4.1) 
j~--O0 
The same remarks are valid for any initial datum that decays rapidly to zero outside a finite region 
of space, although the longer the spatial period [O,L], say, the longer the time scale over which the 
solution of the periodic initial-value problem is well approximated by (4.1). 
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It is known from earlier theory (see [21]) that the solitary-wave solutions us in (2.12) are orbitally 
stable for p < 4 and unstable if p ~> 4. Also, while (1.1) is always locally well posed in reasonable 
function classes, it is known to be globally well posed for initial data unrestricted in size only when 
p < 4 (see [31], [32] or [35]). Two natural questions arise from these theoretical considerations. 
First, what happens when an unstable solitary wave is perturbed? Second, is (1.1) globally well 
posed if p ~> 4? The numerical simulations in [10] and [12] indicate that the answers to these 
two questions are related. The conclusions to which reference was just made were based on the 
outcome of numerical experiments conducted with the fully discrete, adaptive scheme presented in 
the previous section. It appears that the instability of the solitary-wave solution manifests itself in a 
transformation to a similarity solution that goes on to develop a single-point blow-up in finite time. 
That is, there is a point (x*,t*) E [0, 1] × (0, co) such that lu(x,t)l as (x,t)  ~ (x*,t*), t < t*. 
A detailed analysis of a considerable collection of numerical simulations upports the more precise 
conjecture that the similarity solution corresponding to the blow-up has the form 
1 (  x~-x  ) 
u(x,t)  = (t* - t) 2/3pZ (t* - -  t )  1/3 q- bounded terms, (4.2) 
where Z is a smooth, bounded function. These tentative conclusions in turn yield a negative answer 
to the question of whether or not the initial-value problem (1.4) is globally well posed for p ~> 4. 
Further experimentation showed that more general classes of initial data rapidly decomposed into 
profiles resembling a sequence of solitary waves, the largest of which loses stability and evolves 
into a similarity solution of the type indicated in (4.2) and thus proceeds to form a singularity in 
finite time. 
It is the aim in this section to understand how the results just reviewed are modified by the 
addition of a Burgers-type dissipative term as in Eq. (1.3) with small 6 > 0. As was seen in Section 
2, for di sufficiently large, the solution of the initial- and periodic-boundary-value problem (1.4) exists 
globally in time and decays to the mean of the initial data exponentially. However, if one sets as 
initial data a perturbed solitary wave that apparently blows up when 6 = 0, the numerical experiments 
indicate that for 6 below a critical value ~5c, the resulting solution of (1.4) seems also to blow up. 
Moreover, the various diagnoses, to be introduced presently, pertaining to the putative blow-up give 
results that are virtually identical with those that are obtained in the absence of dissipation, though 
the time t* of blow-up is retarded by the dissipation. The value of 6c depends upon the initial data of 
course. The computations show that for a slightly perturbed solitary wave of amplitude A, the critical 
value of 6c has the form 6c -- eAp Cp where Cp is a constant depending only upon p. It is especially 
interesting to recall that the theoretical analysis of Section 2 showed unequivocally that for p >~ 4, 
there is a constant Cp such that if 6 > eAp Cp, then the solution emanating from the initial datum 
u0 of amplitude A exists globally in time and decays to the mean of u0 exponentially. This sharp 
agreement between analytically and numerically deduced information regarding a supposed scaling 
law for 6c lends credence to its existence. Analogous numerical experiments for the zeroth-order 
dissipative problem (2.15) confirm the validity of a scaling law of the form (2.24) for ac. 
With this background iscussion and preview of some of the more important conclusions in hand, 
attention is now directed to a detailed description of the outcome of our numerical experiments. 
Reported first are computations for the initial- and periodic-boundary-value problem (1.4) with p = 
5, 6 and 7. The borderline case p -- 4 had already proved to be more difficult to understand when 
6 = 0, and so it was not included in the present study. We first consider, as in the previous study, 
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Table 1 
Blow-up rates 
i Lp-1 Lp Lp+l Lp+2 L~ L2,D Le~,D 
5 0.5029(-1) 0.6683(-1) 0.7795(-1) 0.8590(-1) 0 .1336 0 .3008 0.4657 
10 0.5047(-1) 0.6729(-1) 0.7853(-1) 0.8657(-I) 0 .1348 0 .3028 0.4731 
15 0.4983(-1) 0.6647(-1) 0.7759(-1) 0.8554(-1) 0 .1334 0 .2992 0.4618 
20 0.4989(-1) 0.6658(-1) 0.7773(-1) 0.8572(-1) 0 .1338 0 .2999 0.4690 
25 0.5044(-1) 0.6728(-1) 0.7851(-1) 0.8654(-1) 0 .1347 0 .3029 0.4747 
30 0.4974(-1) 0.6633(-1) 0.7741(-1) 0.8534(-1) 0 .1329 0 .2985 0.4685 
35 0.5001 ( -  1 ) 0.6672(- 1) 0.7786(- 1) 0.8583(- 1) 0 .1336 0 .3004 0.4654 
Perturbed solitary wave, p = 5, e = 5 • 10 -4,  6 = 0, 27f = 0.22549- 10 -1,  f = 42, x* = 0.61333, Umax ~" 
224766, kmin = 0.23 • 10 -40,  A'rf = 0.16 • 10 -38. 
the initial datum which is a simple amplitude perturbation of  a solitary-wave, to wit 
Uo(X) = 2,4 sech2/p(K(x - 0.5)) (4.3) 
with K as in (2.13) and with the perturbation parameter 2 > 1 typically taken to be 1.01. 
Consider the case with A = 2.0, 2 = 1.01, p = 5 and ~ = 5. l 0  -4  which was studied with 6 = 0 in 
[12]. As seen clearly in Fig. 6 of  the last-quoted reference, the solitary wave rapidly lost its shape 
and its peak became unbounded, whilst exhibiting self-similar behavior. Let M(t )  be some norm 
of the solution emanating from (4.3), say, that becomes infinite in finite time. Its rate of  blow-up 
is p where M(t )  ~ (t* - t) -p as t ~ t*, where t. is, as before, the blow-up time. The rate p is 
approximately equal to 
- log[M(Zl )/M(z2)] 
P = Iog[(z* - Zl)/(z* - z2)]' 
where Zl, z2 are two distinct instances of  t < t*, but near t*, where M(t )  is known. 
The blow-up rates were computed for the approximate solution for the Lq-norms with q = p - 
l, p, p + 1, p + 2, oo and for the L2- and Locnorms of its spatial derivative (denoted L2,D and 
Loo,D, respectively). Naturally, the blow-up rates will not usually settle down to their asymptotic 
values until t is quite close to t*. In Table 1 are reproduced the numerically computed blow-up rates 
corresponding to the approximate solution emanating from the just-mentioned perturbed solitary wave 
at the times zi at which the computer code calls for the ith spatial refinement. For details, the reader 
may consult Section 5 of  [12]. 
The tolerance levels used to trigger the spatial and temporal refinements in the result represented in
Table 1 were chosen on the basis of extensive computational experience. Simulations to be reported 
presently of  the dissipative case utilized the same values of  these parameters. In the footnote of  
Table 1 are recorded the final time zf that is achieved after f spatial refinements, the approximate 
point x* E [0, 1] of  blow-up and the amplitude Umax that the numerical approximation attained at 
t = zf. The parameter kmin is the smallest time step arising in the computations and Azf is the 
temporal increment the program made between the last two spatial refinements. Initially, the spatial 
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Table 2 
Predicted blow-up rates according to (4.2) for p = 5 
Norm L4 L5 L6 L7 Lo~ L2,o Lo~,o 
Rate 0.500(-1) 0.667(-1) 0.778(-1) 0.857(-1) 0.133 0.300 0.467 
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mesh length was h0 = 1/192 and the time step k0 = 10 -3. It is useful to compare the blow-up 
rates in Table 1 to those that would be obtained if the solution had the form depicted in (4.2). For 
the reader's convenience, these hypothetical rates for the case p = 5 are displayed in Table 2. The 
agreement between corresponding values in Tables 1 and 2 lends credibility to the conjecture in 
(4.2). Graphs of the solution as a function of x for various values of t provided in [12] also support 
the conclusion that the putative blow-up has a similarity form. 
What happens to the picture just outlined when dissipation is added? To approach this issue, we 
considered the approximation of a solution of (1.4) with all the parameters for the initial data as 
in the simulation just described except hat 6 was set to the positive value 2 • 10 -4.  The parameters 
relating to the numerical scheme are also as above except hat the initial time step ko was taken to 
be 1/1600 to minimize the numerical errors associated with the first stage of the integration. 
The evolution in time of the approximate solution in the case of positive dissipation is depicted in 
the sequence of plots in Figs. 1 and 2. The first four plots, which comprise Fig. 1, show the same 
response to the perturbation that was observed in the dissipationless case, namely the formation of 
a thin spike which proceeds to blow up at about the point (x*,t*) = (0.65812, 0.038624). In the 
graphs displayed in Fig. 1, the solution appears to blow up at x0 = ½, but this is due to the occasional 
1 translations of the peak back to x = ~ to keep the maximum value of the solution located in the 
interval with the finest grid. This strategy allowed us to refine the spatial grid in a static way rather 
than moving the grid to follow the peak. (Actually, our simulations uggest hat the center X( t )  of 
the peak at time t behaves according to the law X( t )  ~ x* + C(t* - t) 1/3 as t approaches t*, where 
C is some negative constant depending on 6, e, p and u0.) 
The graphs in Fig. 2 show, on a suitably rescaled set of x- t  axes, a detailed view of the peak as 
it blows up. In these graphs the peak has been relocated to about x = 0 and the depiction is only that 
portion of the solution in the interval corresponding to the finest spatial grid (e.g., [ -1.117-10 -8 , 
1.117.10 -8] in the fourth plot). These plots make plausible the presumption that there is a similarity 
structure through which the blow-up proceeds. Having determined that the solution corresponding to
¢~ = 2 .  10 -4 and the previously mentioned perturbed solitary-wave initial datum appears to form a 
singularity at a finite time t*, it seemed appropriate to compute its blow-up rates near t*. These are 
shown in Table 3, whose footnote provides the precise values of all the parameters pertaining to this 
simulation. As in Table 1, there appears to be well-defined asymptotic blow-up rates associated with 
this solution, and, moreover, these blow-up rates are sensibly the same as those in Tables 1 and 
2. Similar agreement in blow-up rates was observed in the analogous numerical experiments with 
perturbed solitary waves for p = 6 and 7. We also performed a set of experiments with initial datum 
Uo(X) = A e -1°°(x-k)2, (4.4) 
which is a Gaussian profile not specifically tied to a travelling-wave solution of (1.1). When 
an approximate solution was developed using our scheme and A = 1, p = 5, e = 2.  10 -4 and 
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Fig. 1. Blow-up in the presence of small dissipation. Perturbed solitary wave, p = 5, A = 2, ,~ = 1.01, e = 5 • 10 -4, 
6 =2.  10 -4. 
6 = 10 -4 ,  it was found that the solution apparently blew up in finite time, at about the point 
(x*,t*) = (0.72886, 0.37376) where the approximate solution U had attained a value Umax = 17 148. 
The form of the blow-up was much like that observed in the nondissipative case (see Section 5 of 
[12]). In addition, the blow-up rates of the various norms of the solution emanating from the u0 
in (4.4) all agree to at least two digits with those for the solitary wave shown in Table 3. This 
lends further support o a scenario that is described as follows. The Gaussian initial datum quickly 
resolves into a solution dominated by pulses that resemble solitary waves. The largest of these then 
becomes unstable and proceeds to form a singularity in finite time through the same route as seen 
already for the perturbed solitary wave in Fig. 1. 
It appears that the major effect of a small amount of dissipation added to the nonlinear, dispersive 
equation (1.1) is just to delay the blow-up. This is seen by comparing the approximate blow-up 
times zf in Tables 1 and 3. Since the peak propagates in the direction of increasing values of x, the 
blow-up point x* is consequently translated to the right as well. 
t ime-  0 .38620-01  t ime-  0.3862D-01  
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Umox-  0 .29130+03 
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Fig. 2. Self-similarity ofthe blow-up. Data taken from the run of Fig. 1. 
This paradigm changes as the level of dissipation increases. For example, repeating the numerical 
experiment corresponding to Fig. 1, except with 6 increased to 10 -3, the approximate solution 
was soon observed to develop dispersive oscillations followed by a steady decrease in the maximum 
amplitude (see Fig. 3). By the time t had the value 0.09974, the largest excursion of the approximate 
solution was only about 1.03. A more detailed view of the temporal decay of this solution will be 
provided in the next subsection. 
This pair of experiments pointed to the following possibility: For fixed initial datum u0 that leads 
to the formation of a singularity in finite time when ~5 = 0, there is a critical value 6c of 6 such that 
solutions emanating from u0 will form a singularity in finite time if 6 < fie, and will exist globally 
in time if ~5 > 6~. 
This hypothesis was copiously tested by several sequences of numerical experiments with perturbed 
solitary waves of the form (4.3) as initial data. Some of these results were presented in detail in 
Section 4 of [11]. On the basis of such experiments, a conjecture was stated in the just cited reference 
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Table 3 
B low-up rates 
i Lp-l Lp Lp+I Lp+2 Loo LZ,D L~,D 
5 0.5049(-1) 0.6700(-1) 0.7814(-1) 0.8612(-1) 0.1341 0.3009 0.4639 
10 0.4995(-1) 0.6655(-1) 0.7763(-1) 0.8555(-1) 0.1331 0.2994 0.4594 
15 0.5000(-1) 0.6670(-1) 0.7787(-1) 0.8586(-1) 0.1339 0.3004 0.4660 
20 0.4987(-1) 0.6645(-1) 0.7747(-1) 0.8533(-1) 0.1325 0.2988 0.4598 
25 0.5012(-1) 0.6688(-1) 0.7808(-1) 0.8609(-1) 0.1343 0.3012 0.4683 
30 0.5012(-1) 0.6681(-1) 0.7793(-1) 0.8587(-1) 0.1334 0.3006 0.4720 
35 0.5007(-1) 0.6675(-1) 0.7786(-1) 0.8579(-1) 0.1333 0.3003 0.4665 
Perturbed solitary wave  initial data, p = 5, e = 5 - 10 -4, ~ = 2 • 10 -4, -of = 0.38624 • 10 - l ,  f = 
39, x* = 0.65812, Um~x = 98050,  kmi, = 0.60- 10 -3s, Azf = 0.77 • 10 -36. 
3,0 -  
2.0 - 
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Fig. 3. Osci l lat ions and decay in the presence o f  larger dissipation. Perturbed solitary wave,  p = 5, A = 2, 2 = 1.01, 
~-5 -  10 -4  , 6= 10 -3 . 
to the effect that there is a critical value Cp, depending only on p, of the parameter A = 62e/A p, such 
that if A < cp the solution blows up at a point in finite time, while if A > Cp, the solution exists 
for all t. The second part of this conjecture has now been proved (cf. Theorem 2.1 and subsequent 
remarks in Section 2; the constant Cp in (2.14) can be traced through the proof and, not surprisingly, 
tums out to be much larger than the experimentally observed value Cp). 
For a perturbed solitary-wave initial datum of the type (4.3) and a given set of parameters A, E, p 
and 2 (as mentioned before, we always took 2 = 1.01 and experimented with p = 5, 6 and 7), we 
recorded two nearby values 6~- and 6 + of the dissipation parameter, selected so that there was definite 
blow-up if 6 ~< 6 Z- and definite global existence and decay if 6 ~> 6 +. As an example, we show the 
outcome of one such experiment corresponding to p = 5, A = 2, 2 = 1.01, giving 6~- and 6 + for 
various values of e in Table 4. 
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Table 4 
Computed values of 3~- and 3 + for various 
e 6; 6~ +
0.10(--3) 0.10(--3) 0.11(--3) 
0.25(-3) 0.16(--3) 0.17(-3) 
0.50(-3) 0.230(--3) 0.235(-3) 
0.80(--3) 0.28(--3) 0.30(--3) 
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Table 5 
Critical values 6~/¢ and Cp = 62c/cA p for blow-up of perturbed solitary wave initial value (4.3), 2 = 1.01 
p=5 p=6 p=7 
1.5 0.026(-3) 0.348(-5) 0.140(-3) 1.233(-5) 0.414(-3) 2.423(-5) 
2 0.108(-3) 0.338(-5) 0.781(-3) 1.221(-5) 3.100(-3) 2.422(-5) 
2.5 0.328(-3) 0.336(-5) 2.952(-3) 1.209(-5) 1.485(-2) 2.433(-5) 
3 0.832(-3) 0.342(-5) 8.862(-3) 1.216(-5) 5.315(-2) 2.430(-5) 
The transition between "definite" decay and "definite" blow-up was quite sharp. This enabled us 
to define with some confidence a computationally determined version of the critical value 6c to be 
the average of the sharpest achieved values 3~- and 6~ + after making the interval (~-,6 +) as narrow 
as was computationally convenient. 
In Table 5 we show, for p -- 5, 6 and 7 and for various values of the amplitude A, the value of 
the parameter 6~/e. (This was computationally checked to be independent of e for fixed A, p and 2; 
the particular data of Table 5 correspond to ¢ = 5.10-4.) We also record the numbers Cp = 3~/¢A p. 
The data clearly suggest hat Cp is independent of A and seems to be an increasing function of p, 
equal to about 0.34.10 -5, 1.22.10 -5, and 2.42.10 .5 for p = 5, 6 and 7, respectively. 
As discussed already, other classes of initial conditions resolve themselves into solitary waves plus 
a dispersive tail, even in the presence of dissipation. One would expect hat if the largest solitary 
wave that emerges has amplitude A, then for 3 large enough to guarantee the decay of this solitary 
wave, there should exist a global solution evolving from the given initial condition. On the other 
hand, if 6 is such that the corresponding A is below its critical value, then it is expected that the 
solution will blow up in finite time. 
We close this subsection with a brief computational study of the effect of the zeroth order dissipa- 
tion term au on the behavior of solutions of the initial-value problem (2.15) evolving from perturbed 
solitary-wave initial data of the form (4.3). As remarked in Section 2, if Z = (a2e)I/3/A p is suffi- 
ciently large, a global solution exists, in fact decaying to zero in L2 exponentially as t ~ oc. The 
l numerical experiments conform to this fact and indicate that there exists a constant Cp, depending 
' it appears to ' the solution blows up in finite time, whereas if 2; > Cp only on p, such that if 22 < 
150 J.L. Bona et al./Journal of Computational nd Applied Mathematics 74 (1996) 127-154 
Table 6 
Blow-up and decay of (2.15) 
! A a e Result Um~x zf Cp 
1.7 0.4 0.11(-3) Decay 
0.10(-3) Blow-up 2071 0.0776 1.804(-3) 
1.8 0.3 0.44(-3) Decay 
0.43(-3) Blow-up 451 0.1188 1.797(-3) 
1.8 0.4 0.25( -3  ) Decay 
0.24(-3) Blow-up 2430 0.0844 1.798(-3) 
1.8 0.5 0.16(-3) Decay 
0.15(-3) Blow-up 1951 0.0607 1.791(-3) 
1.9 0.4 0.56(-3) Decay 
0.55(-3) Blow-up 107 0.1030 1.802(-3) 
Perturbed solitary wave initial data, 2 = 1.01, p = 5. 
exist globally. In the event of blow-up, the blow-up rates were almost identical to the ones observed 
in the case of the (undamped) problem (1.1), suggesting that a similarity structure of the type (4.2) 
is formed again. Thus, the self-similar profile given by (4.2) proves to be quite stable under both 
types of dissipation considered here. It should be noted that (2.15) seems to be a harder problem to 
integrate numerically up to blow-up as compared with (1.4), the reason probably being that as the 
blow-up is delayed by dissipation, small numerical oscillations may pollute somewhat the solution 
as it blows up. Such oscillations are likely to be damped more effectively by the second-order term 
- -  I~Uxx-  
Table 6 shows the results of a series of typical numerical experiments for p = 5 and various 
values of A, o- and e. (We took 2= 1.01 as usual.) For a given value of A and a, we varied e and 
recorded a pair of nearby values e+ and e_ chosen so that the interval [e_, e+] was narrow, with 
definite blow-up as the outcome if e = e_ and with definite global existence and decay if e = e+. 
For the blow-up value, we also record Umax, the maximum amplitude reached at the end of the 
computation, as well as zf, the approximate blow-up time. The critical value is indeed seen to be a 
constant, equal to about 1.8. 10 -3 independently of A, a and e. 
The computed critical value of S=(a2Cc)I/3/A p is given in the last column of Table 6. (The value 
ec was taken as the average of the two recorded values ¢+ and e_ of e.) 
This section is concluded with a few brief comments concerning the case in which the dissipation 
parameter 6 is taken large enough that the problem has a global solution. In this case, it follows 
from Corollary 2.3 that the solution of (1.4) decays in L 2 exponentially fast, indeed, satisfying 
In(., t) - ~012 ~ e-(2~):~t[u0 - u012, 
where To = f2 Uo(x)dx. In addition, if u0 belongs to H~(0, 1), and satisfies the smallness condition 
(2.9) relative to 3, then all semi-norms I~ u[2, 1 ~<j ~< s, decay exponentially to zero as t grows. 
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(In Corollary 2.3 the proof given yields that lux(.,t)12 decays with a rate of O(e -(2~)2a't) for some 
constant 5' with 0 < 6' < 6.) 
The decay rate (2rt)25 was confirmed for all the norms and semi-norms considered in several 
numerical experiments with a perturbed solitary-wave initial profile and Gaussian initial data in the 
cases p = 5 and p = 6. Numerical experimentation shows that the solutions eventually settle down 
to profiles resembling sinusoidal waves travelling slowly to the left as they decay to .heir respective 
values of T0. Fourier analysis on the linearization of (1.4) about a constant predicts that the decaying 
solution asymptotically resembles T0 plus a sinusoidal wave profile that, as it decays in amplitude, 
travels with a speed equal to (~0) p - (21t)2e. This is actually quite close to the value that can be 
obtained from the output of our numerical experiments. 
This agrees quite well with previous work of Biler [7] who, using techniques of Foias and Saut 
[24], has proved sharp decay estimates as t -+ c~ for the solutions of a class of nonlinear dispersive 
equations with dissipation, posed on an interval with periodic boundary conditions. His theory covers 
the initial- and periodic-boundary-value problem (1.4) for T0 --0 and p < 2, and shows, essentially, 
that 
lim log lu(t)12 _ lim log lux(t)12 
t---+oo t t---~c~ t 
- 6A ,  
where A depends on u0 and is one of the eigenvalues (2~Zn) 2, n = 1, 2, ..., of the operator -d2 /dx  2 
on [0, 1] (i.e. of the differential operator in the dissipative term), with periodic boundary conditions 
at the endpoints. Hence, both ]u12 and [Uxl2 are O(e -aat) as t ~ co. 
5. Conclusions 
The overarching oal of the preceding discussion was to better understand the additional effect of 
dissipation on solutions of nonlinear, dispersive wave equations. The present study centered around 
dissipative perturbations of the generalized Korteweg-de Vries equation (1.1), but it is expected that 
the information gleaned for this class of equations will provide useful guidance in other, related 
equations. 
It is not surprising that even a small amount of dissipation will substantially alter much of the 
long-term behavior of solutions. For example, the solitary waves that often appear to play such 
a fundamental role in the long-term evolution of solutions of initial-value problems like (1.1) for 
L2-initial data cease to exist in the face of dissipation. (However, steadily propagating bore-like 
solutions may well exist in dissipative cases - -  cf. [18, 17].) 
The principal focus here has been to comprehend the effect of dissipation on the putative singularity 
formation observed in (1.1) when p ~> 4. The conclusions that form as a result of the information 
obtained from our numerical experiments are compactly summarized as follows. For suitable s, say 
s/> 2, let initial datum 9 E H s be given. Consider a dissipative perturbation of (1.1) such as the 
GKdV-Burgers equation (1.4) or the model (2.15). Let v/> 0 connote a parameter like 6 in (1.4) 
or o- in (2.15) that specifies the strength of the perturbation relative to that of the nonlinear and 
dispersive terms. Let Tv denote the maximum existence time for the HS-solution of the relevant 
initial-value problem with initial datum g and dissipative parameter v. That is, for any T in [0, Tv), 
there is a unique HS-solution defined on [0, T] and Tv is maximal in this regard. The existence time 
152 J.L. Bona et al./Journal of Computational and Applied Mathematics 74 (1996) 127-154 
Tv is always positive on account of the local well-posedness of the initial-value problem, and either 
Tv---+co or the L~-norm of the solution becomes unbounded as t approaches Tv (see [32,2]). 
Moreover, simple scaling arguments together with the continuous dependence r sults make plausible 
the conjecture that T~ is an increasing function of v. The outcome of the numerical experiments 
reported in Section 4 then indicates the following dichotomy: either 
(i) To = +c~, in which case Tv = +co for all v > 0, or 
(ii) To < +c~, in which case there exists a critical value vc with 0 < v¢ < +c~ such that T~ < +~ 
for all v < vc and T~ : +c~ for v ~> vc. 
In the second case, we expect T~ to be a nondecreasing function of v C E+ with values in the 
extended positive real numbers ~+ U {+c~}, and continuous except perhaps at v¢ where there may 
be a jump discontinuity. 
If To < ÷ c~, then our experiments also indicate that the structure through which singularity 
formation occurs varies only slightly with v until v¢ is reached. However, the two different dissipative 
mechanisms considered showed a different dependence upon the parameter p. 
It would be interesting and relevant o important modelling situations to broaden the range of 
dissipative mechanisms considered. A natural class of local dissipative terms that deserves consid- 
eration in conjunction with the GKdV equation is (-1)J02x j, j = 2, 3 , . . . .  It is straightforward to
determine that the initial-value problem for the GKdV equation with the term V(--1)kt?x2kU, V> 0, 
appended is globally well posed for arbitrary sized initial data if p < 4k - 2. It could be instructive 
to learn what happens if v > 0, k >~ 2 and p > 4k - 2. The case k : 2 may already be quite different 
from the cases k = 0 and k -- 1 examined here because for k ~> 2 the critical value of the parameter 
p in the nonlinearity is determined solely by the dissipative term rather than the dispersive term. 
Nonlocal dissipative processes also arise as models in practically interesting situations. Broadening 
still further the range of inquiry might lead to the GKdV equation with dissipative perturbation vM~u, 
i 
where M~v(~) = I~]~(~) is a homogeneous Fourier multiplier operator. The decay of solutions of 
the initial-value problem 
ut + uPux + Uxxx + vM~u = 0, 
u(x, o) = g(x) 
has been studied when g is suitably small (see [23, 16, 15,9]). However, the situation that obtains 
for larger initial values has thus far resisted analysis, and careful numerical simulation would be 
welcome. 
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