We study the limiting absorption principle and the well-posedness of Maxwell equations with anisotropic sign-changing coefficients in the time-harmonic domain. The starting point of the analysis is to obtain Cauchy problems associated with two Maxwell systems using a change of variables. We then derive a priori estimates for these Cauchy problems using two different approaches. The Fourier approach involves the complementing conditions for the Cauchy problems associated with two elliptic equations, which were studied in a general setting by Agmon, Douglis, and Nirenberg. The variational approach explores the variational structure of the Cauchy problems of the Maxwell equations. As a result, we obtain general conditions on the coefficients for which the limiting absorption principle and the well-posedness hold. Moreover, these new conditions are of a local character and easy to check. Our work is motivated by and provides general sufficient criteria for the stability of electromagnetic fields in the context of negative-index metamaterials.
Introduction
Negative-index metamaterials are artificial structures whose refractive index has a negative value over some frequency range. Their existence was postulated by Veselago in 1964 [36] and confirmed experimentally by Shelby, Smith, and Schultz in 2001 [34] . Negative-index metamaterial research has been a very active topic of investigation not only because of potentially interesting applications, but also because of challenges involved in understanding Date: September 25, 2019. their peculiar properties due to the sign-changing coefficients in the equations modeling the phenomena.
In this paper, we study the stability of electromagnetic fields in the context of negativeindex metamaterials from a mathematical point of view. More precisely, we study the limiting absorption principle and the well-posedness of Maxwell equations with anisotropic signchanging coefficients in the time-harmonic domain. Let D be an open, bounded subset of R 3 of class C 1 and let ε`, µ`be defined in R 3 zD, and ε´, µ´be defined in D such that ε`, µ`, ε´, and´µ´are real, symmetric, uniformly elliptic matrix-valued functions. Set, for δ ě 0,
pε´`iδI, µ´`iδIq in D.
Here and in what follows, I denotes the p3ˆ3q identity matrix andD denotes the closure of D. We also denote B R the open ball in R 3 centered at the origin and of radius R ą 0. We assume as usual that for some R 0 ą 0, D Ă B R 0 , pε`, µ`q " pI, Iq in R 3 zB R 0 , and (1.2) ε`, µ`, ε´, µ´are piecewise C 1 .
Given δ ą 0 and J P rL 2 pR 3 qs 3 with compact support, let pE δ , H δ q P rH loc pcurl, R 3 qs 2 be the unique radiating solution of the Maxwell equations
Physically, ε δ and µ δ describe the permittivity and the permeability of the considered medium, ω is the frequency, D is a plasmonic structure of negative-index metamaterials and iδI describes its loss, and J is the density of charge. The goals of this paper are to derive general conditions on pε 0 , µ 0 q for which pE δ , H δ q are bounded and to characterize its limit. The corresponding scalar version of Maxwell equations in the frequency regime is the Helmholtz equation. The well-posedness of the Helmholtz equation with sign-changing coefficients has been studied intensively, with the initial investigations initiated by Costabel and Stephan [9] . Later, the well-posedness and the Fredholms character were investigated using the integral method [33] and the T -coercivity method [5, 7] (and the references therein). Recently, one of the authors [23] obtained general results on the limiting absorbtion principle and the well-posedness for the Helmholtz equation. His approach is based on a priori estimates using Fourier and variational approaches for Cauchy problems associated with two elliptic equations derived naturally in this context. The use of the Cauchy problems in the context of the Helmholtz equations with sign-changing coefficients originally appeared in [19] . The theory behind the Helmholtz equations is now almost complete and is the state-of-the-art in this area.
There is very little in the mathematical literature about the stability of the (full) Maxwell equations with sign-changing coefficients. The only known work in this direction that could help us is due to Bonnet-Ben Dhia, Chesnel, and Ciarlet [6] using the T -coercivity method. They considered a bounded setting with isotropic coefficients and obtained the well posedness outside a discrete set of ω under requirements on ε and µ of a non-local nature, which is generally difficult to check. The goal of this paper is to fill this gap by developing the approach in [23] for the Maxwell equations. The idea is first to obtain the Cauchy problems associated with two Maxwell systems via a change of variables and then to derive a priori estimates for these Cauchy problems. Two approaches are proposed to obtain these estimates. The Fourier approach involves the complementing conditions for Cauchy problems associated with two elliptic equations, which were studied in more general setting by Agmon, Douglis, and Nirenberg [2] . The variational approach explores the variational structure of the Cauchy problems. In comparison with the acoustic setting [23] , new ideas are required to handle the complex structure of the Maxwell equations and to be able to apply the theory on complementing conditions for elliptic systems. In particular, various forms of the Poincaré lemma and the Helmholtz decomposition are used with a suitable implementation of local charts to avoid imposing topological conditions. As a result, we obtain very general conditions on the (anisotropic) coefficients to ensure the well-posedness and the limiting absorption principle. Moreover, these new conditions are local and easy to check. For example, the wellposedness and the limiting absorption principle hold under the condition iq pε`,´ε´q and pµ`,´µ´q are smooth near the interface BD and both satisfy the complementary condition on the interface (Theorem 2.1 and Corollay 2.1), or iiq ε and µ are isotropic near the interface and |ε``ε´| and |µ``µ´| are away from 0 there (Theorem 2.2 and Corollary 4.1), or iiiq ε`,´ε´, µ`, µ´are equal to I near the interface and the interface is (strictly) convex (Corollary 4.2).
Our work thus provides general sufficient criteria for the stability of electromagnetic fields in the context of negative-index metamaterials in the electromagnetic setting. This work also clarifies the role of the complementary conditions considered in [25] in ensuring the resonance associated with negative-index metamaterials appeared in their various applications, such as superlensing [25] and cloaking [28, 26] , in the electromagnetic setting. Previous mathematical works on applications of negative-index metamaterials, such as superlensing, cloaking using complementary media, cloaking via anomalous localized resonance for a source or for an object, can be found in [20] , [22, 29] , [3, 14, 15, 17, 21, 27, 28, 32] , and [24] , respectively, and the references therein.
Statement of the main results
The starting point of our analysis is to obtain Cauchy problems associated with two Maxwell systems using a change of variables. A central point of the analysis is then to derive a priori estimates for these Cauchy problems. We first use a Fourier approach involving the theory of complementing conditions as developed by Agmon, Douglis, and Nirenberg [2] . Given a unit vector e P R 3 , denote
) .
Here and in what follows, x¨,¨y denotes the standard scalar product in R 3 or C 3 . The definition of the complementing condition for the Cauchy problem of two elliptic equations is as follows Definition 2.1 (Agmon, Douglis, Nirenberg [2] ). Two constant, positive, symmetric matrices A 1 and A 2 are said to satisfy the (Cauchy) complementing boundary condition with respect to direction e P BB 1 if and only if for all ξ P R 3 e,0 zt0u, the only solution pu 1 pxq, u 2 pxqq of the form`e ixy,ξy v 1 ptq, e ixy,ξy v 2 ptq˘with x " y`te where t " xx, ey, of the following system
e,`i s p0, 0q. Remark 2.1. Agmon, Douglis, and Nirenberg [2] (see also [1] ) considered the complementing conditions for a general elliptic system and derived properties for them. The special case given in the above definition found a particular interest in the context of the Helmholtz equations with sign-changing coefficients (see [23] ).
Denote
Γ " BD, and, for τ ą 0, set
For the Fourier approach, we prove the following result:
Theorem 2.1. Let 0 ă δ ă 1, J P rL 2 pR 3 qs 3 with supp J Ă B R 0 , and let pE δ , H δ q P rH loc pcurl, R 3 qs 2 be the unique radiating solution of (1.3). Assume that ε`, µ`P C 1 pD´τ q, ε´, µ´P C 1 pD τ q for some τ ą 0, and pε`,´ε´qpxq and pµ`,´µ´qpxq satisfy the pCauchyq complementing conditions with respect to the unit normal vector νpxq for all x P Γ. Then
for some positive constant C R independent of δ and J. Moreover, pE δ , H δ q converges to pE 0 , H 0 q strongly in rL 2 loc pR 3 qs 6 as δ Ñ 0, where pE 0 , H 0 q P rH loc pcurl, R 3 qs 2 is the unique radiating solution of (1.3) with δ " 0. As a consequence, we have
Let Ω be an open set of R 3 . Given pu n q Ă L 2 loc pΩq and u P L 2 loc pΩq, one says that u n converges to u in L 2 loc pΩq if u n converges to u in L 2 pKq for every compact subset K of Ω. Recall that, for ω ą 0, a solution pE, Hq P rH loc pcurl,
is called radiating if it satisfies one of the (Silver-Müller) radiation conditions
Hˆx´|x|E " Op1{|x|q or Eˆx`|x|H " Op1{|x|q as |x| Ñ`8.
Here and in what follows, for α P R, Op|x| α q denotes a quantity whose norm is bounded by C|x| α for some constant C ą 0. One also denotes Hpcurl, Ωq " ! u P rL 2 pΩqs 3 ; ∇ˆu P rL 2 pΩqs 3
) ,
and, on BΩ, ν the unit normal vector directed to the exterior of Ω.
The proof of Theorem 2.1 is given in Section 3. The existence and uniqueness of pE 0 , H 0 q are also established there. The analysis given in Section 3 requires a number of tools and results, such as Poincaré's lemma, the Helmholtz decomposition for both electric and magnetic fields, the analysis on the complementing conditions, duality arguments, and a result on the trace estimate for Hpdiv, Ωq (Lemma 3.4), which is interesting in its own right. From the analysis, we derive that the complementing conditions for the Cauchy problem associated with two Maxwell systems follows from the complementing conditions for the Cauchy problems associated with two elliptic equations corresponding to the pair of permittivity and permeability. To the best of our knowledge, this insight is new, and its discovery makes the required conditions on ε and µ easy to check (see Proposition 2.1 below). The optimality of the complementing conditions is discussed in Proposition 3.1, whose proof is given in the appendix.
To check the complementing condition, one can use its following algebraic characterization (see [23, Proposition 1] ). Proposition 2.1. Let e P BB 1 , and let A 1 and A 2 be two constant, positive, symmetric matrices. Then A 1 and A 2 satisfy the pCauchyq complementing condition with respect to e if and only if xA 2 e, eyxA 2 ξ, ξy´xA 2 e, ξy 2 ‰ xA 1 e, eyxA 1 ξ, ξy´xA 1 e, ξy 2 @ ξ P R 3 e,0 zt0u. In particular, if A 2 ą A 1 , then A 1 and A 2 satisfy the complementing condition with respect to e.
In this paper, for two p3ˆ3q matrices A and B, the notation A ą B means that xAx, xy ą xBx, xy for all x P R 3 zt0u. A similar convention is used for A ě B. As a direct consequence of Theorem 2.1 and Proposition 2.1, one obtains Corollary 2.1. Let 0 ă δ ă 1, J P rL 2 pR 3 qs 3 with supp J Ă B R 0 , and let pE δ , H δ q P rH loc pcurl, R 3 qs 2 be the unique radiating solution of (1.3). Assume that ε`, µ`P C 1 pD´τ q and ε´, µ´P C 1 pD τ q for some τ ą 0, and for each connected component of Γ,
for some c ą 0. Then
Theorem 2.1 (see also its consequence Corollary 2.1) provides very general conditions for ensuring the well-posedness and the validity of the limiting absorption principle. One does not require that ε``ε´and µ``µ´have the same sign on Γ. This was previously out of reach.
Our next approach for addressing the Cauchy problems is a variational one. To this end, we first introduce some notations. Here and in what follows, when we mention a diffeomorphism F : Ω Ñ Ω 1 for two open subsets Ω and Ω 1 of R 3 , we mean that F is a diffeomorphism, F P C 1 pΩq, and F´1 P C 1 pΩ 1 q. For a diffeomorphism F from Ω to Ω 1 , for a matrix A defined in Ω, and for a vector field E defined in Ω, denote
∇FpxqApxq∇F T pxq J pxq and F˚Epx 1 q " ∇F´T pxqEpxq, with x " F´1px 1 q and J pxq " det ∇Fpxq. For a vector field J defined in Ω, we set
In what follows, d BΩ denotes the distance function to BΩ for an open, bounded subset Ω of R 3 , i.e., d BΩ pxq :" min
The main result in this direction is 
for some positive constant C " C R,V independent of δ and J. Moreover, for any sequence pδ n q converging to 0, up to a subsequence, pE δn , H δn q converges to pE 0 , H 0 q strongly in rL 2 loc pR 3 zΓqs 6 as n Ñ`8, where pE 0 , H 0 q P rH loc pcurl, R 3 zΓqs 2 satisfies (2.3) with δ " 0 and is a radiating solution of (1.3) with δ " 0. In the case α 1 " α 2 " 0 for all connected components of D´τ , the convergence holds in rL 2 loc pR 3 qs 6 for δ Ñ 0, and the limit pE 0 , H 0 q P rH loc pcurl, R 3 qs 2 is unique.
The meaning of the radiating solution of pE 0 , H 0 q in Theorem 2.2 is understood as follows. A pair pE 0 , H 0 q P rH loc pcurl, R 3 zΓqs 2 satisfies (2.3) with δ " 0 and is called a radiating solution of (1.3) with δ " 0 if pE 0 , H 0 q is a radiating solution of
and it satisfies
Note that (2.4) makes sense since, if α 1`α2 ą 0 in O,
One can then check, in both cases α 1`α2 ą 0 in O or α 1`α2 " 0 in O, that E 0´Ê0 P Hpcurl, D´τ q and H 0´Ĥ0 P Hpcurl, D´τ q using (2.3) with δ " 0. The proof of Theorem 2.2 is given in Section 4. The variational structure is explored in Lemma 4.5. Important ingredients in the proof are two forms of Poincaré's lemmas: one with a gain in the integrability (Lemmas 4.1 and 4.2) and one with a gain of regularity (Lemma 4.4). We also suitably use local charts to avoid imposing topological conditions. Nevertheless, a more global approach in comparison with the proof of Theorem 2.1 is required in order to remove undesirable terms in the process of using local charts (see Remark 4.2) . Some applications of Theorem 2.2 are given in Section 4.3.
Let B r pxq denote the open ball in R 3 centered at x and of radius r for x P R 3 and for r ą 0. It is shown in [28, Proposition 2.2] that ifε " ε andμ " µ in B r px 0 q X D´τ for some x 0 P Γ and r ą 0, then resonance may occur. These requirements on ε, µ,ε, andμ are related to the complementary property of media [25, Definition 1] . This property plays a role in the construction of lensing and cloaking devices using negative-index materials [25, 26] for which a localized resonance can take place, an interesting phenomenon of negative-index metamaterials in which the solutions blow up in some regions and remain bounded in others as the loss goes to 0.
The rest of the paper is organized as follows. The proof of Theorems 2.1 and 2.2 are given in Sections 3 and 4, repectively. In the appendix, we present the proof of Proposition 3.1 on the optimality of complementing conditions for the Cauchy problem associated with two Maxwell systems.
Fourier approach for the Cauchy problems
This section is devoted to the proof of Theorem 2.1. We first establish several lemmas in Section 3.1 which are used in the proof of Theorem 2.1. The proof of Theorem 2.1 is given in Section 3.2. The optimality of the complementing conditions used in Theorem 2.1 is discussed in Proposition 3.1 whose proof is given in the appendix.
3.1. Preliminaries. We begin this section by recall the following known form of Poincaré's lemma, see e.g. [12, Theorem 3.4] . We next establish the key ingredient of the proof of Theorem 2.1.
Let Ω be a simply connected, bounded, open subset of R 3 of class C 1 . Let ε,ε, µ,μ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω and of class C 1 . Let J e , J m ,Ĵ e ,Ĵ m P rL 2 pΩqs 3 and let pE, Hq, pÊ,Ĥq P rHpcurl, Ωqs 2 be such that
and Eˆν "Êˆν and Hˆν "Ĥˆν on BΩ. Set E " T pEq,Ê " T pÊq, H " T pHq,Ĥ " T pĤq in Ω, where T is the operator given in Lemma 3.1. We have 1) If pε,εq satisfies the complementing condition with respect to νpxq for all x P BΩ, then
2) If pµ,μq satisfies the complementing condition with respect to νpxq for all x P BΩ, then
Here C denotes a positive constant depending only on ε, µ, and Ω.
Here and in what follows, rH 1 pΩqs˚denotes the dual space of H 1 pΩq.
Proof. We only prove assertion 1q. Assertion 2q can be obtained similarly and its proof is omitted. From the properties of T , we have ∇ˆpE´Eq " ∇ˆpÊ´Êq " 0 in Ω.
Since Ω is simply connected, there exists ϕ,φ P H 1 pΩq such that
We have, by the second equation of the system of pE, Hq,
by the second equation of the system of pÊ,Ĥq,
and, on BΩ,
Since pε,εq satisfies the complementing condition, applying [30, Lemma 18] (with λ " 1, Σ 1 " 1, Σ 2 ą 0 sufficiently large) and using the standard arguments of freezing coefficients, we derive from (3.4), (3.5), (3.6), and (3.7) that
We claim that, for u P H 1 pΩq with ş Ω u " 0, }u} L 2 pΩq ď C}∇u} rH 1 pΩqs˚.
In fact, fix ξ P L 2 pΩq arbitrary and set ξ Ω :
and the claim follows.
Applying the claim, we have }pϕ,φq} L 2 pΩq ď C}p∇ϕ, ∇φq} rH 1 pΩqs˚, and assertion 1q follows from (3.8) and the choice of ϕ andφ in (3.3).
Remark 3.1. In the proof of Lemma 3.2, we used [30, Lemma 18] . This lemma is in the spirit of the results given in [2] due to Agmon, Douglis, and Nirenberg where more regular data are used.
We next establish a compactness result used in Lemma 3.5 which is a key ingredient of the proof of Theorem 2.1. Proof. Without loss of generality, one may assume that pu n q converges weakly to u in L 2 pOq. It suffices to prove that, up to a subsequence, pv n q converges to 0 in rH 1 pOqs˚where v n :" u n´u in O. Let ϕ n P H 1 0 pOq be the unique solution of´∆ϕ n " v n in O. Since pv n q is bounded in L 2 pOq, it follows that pϕ n q is bounded in H 1 pOq. Without loss of generality, one may assume that pϕ n q converges in L 2 pOq. Then
We have, for ξ P H 1 pOq,
It follows that
Here and in what follows in the proof, C denotes a positive constant depending only on O. Applying Lemma 3.4 below, we have
3.9)
Ñ 0 as n Ñ`8.
The conclusion now follows from (3.9) and (3.10).
In the proof of Lemma 3.3, we use the following result which is interesting in itself. (3.11 ) is stronger than the standard one which asserts that
Proof. Using a density argument, one may assume that u is smooth. Using local charts, it suffices to prove that
We have
Using Hölder's inequality, we obtain (3.13)
Since
it follows from Parseval's theorem that
By Parseval's theorem, we also have
Combining (3.13), (3.14) , and (3.15) yields (3.12).
As a consequence of Lemma 3.2, one can derive the following compactness result for Maxwell's equations, which is the key ingredient in the proof of Theorem 2.1.
Let Ω Ă R 3 be open, bounded, and of class C 1 and let ε,ε, µ,μ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω and of class C 1 . Let pJ e,n q, pJ m,n q, pĴ e,n q, and pĴ m,n q Ă rL 2 pΩqs 3 , and let pE n , H n q, pÊ n ,Ĥ n q P rHpcurl, Ωqs 2 be such that # ∇ˆE n " iωµH n`Je,n in Ω, ∇ˆH n "´iωεE n`Jm,n in Ω,
∇ˆĤ n "´iωεÊ n`Ĵm,n in Ω, and E nˆν "Ê nˆν and H nˆν "Ĥ nˆν on BΩ.
Let S be a connected component of BΩ and assume that pε,εqpxq, pµ,μqpxq satisfy the complementing condition with respect to νpxq for all x P S, pE n , H n ,Ê n ,Ĥ n q are bounded in rL 2 pΩqs 12 , and pJ e,n , J m,n ,Ĵ e,n ,Ĵ m,n q converges in rL 2 pΩqs 12 as n Ñ`8.
There exists a neighborhood U of S such that, up to a subsequence, pE n , H n ,Ê n ,Ĥ n q converges in rL 2 pU X Ωqs 12 .
Proof. Let ℓ ě 1, x k P S, r k ą 0, and ϕ k P C 1 pR 3 q for 1 ď k ď ℓ be such that B r k px k q X Ω is simply connected with connected boundary, supp ϕ k Ť B r k {2 px k q, and
where T is the operator given in Lemma 3.1 for the set O k . By Lemma 3.1, we have }pE k,n ,Ê k,n , H k,n ,Ĥ k,n q} H 1 pO k q ď C}pE n ,Ê n , H n ,Ĥ n , J e,n ,Ĵ e,n , J m,n ,Ĵ m,n q} L 2 pO k q .
Without loss of generality, one may assume that, as n Ñ`8, pE k,n ,Ê k,n , H k,n ,Ĥ k,n q converges in rL 2 pO k qs 12 , pE k,n´Êk,n , H k,n´Ĥk,n q converges in rH´1 {2 pBO k qs 6 , and, by Lemma 3.3, pϕ k E n´Ek,n , ϕ kÊk,n´Êk,n , ϕ k H n´Hk,n , ϕ kĤn´Ĥk,n q converges in " rH 1 pO k qs˚‰ 12 .
Applying Lemma 3.2 1 , we have }`pϕ k E n´Ek,n q´pϕ k E l´Ek,l q, pϕ kÊn´Êk,n q´pϕ kÊl´Êl q˘} L 2 pO k q ď C}`pϕ k E n´Ek,n q´pϕ k E l´Ek,l q, pϕ kÊn´Êk,n q´pϕ kÊl´Êk,l q˘} rH 1 pO k qsC }pE k,n´Ek,l ,Ê k,n´Êk,l , J m,n´Jm,l ,Ĵ m,n´Ĵm,l q} L 2 pO k q C}pE k,n´Êk,n q´pE l,n´Êl,n q} H´1 {2 pBO k q Ñ 0 as l, n Ñ`8, and }`pϕ k H n´Hk,n q´pϕ k H l´Hk,l q, pϕ kĤn´Ĥk,n q´pϕ kĤl´Ĥl q˘} L 2 pO k q ď C}`pϕ k H n´Hk,n q´pϕ k H l´Hk,l q, pϕ kĤn´Ĥk,n q´pϕ kĤl´Ĥk,l q˘} rH 1 pO k qsC }pH k,n´Hk,l ,Ĥ k,n´Ĥk,l , J e,n´Je,l ,Ĵ e,n´Ĵe,l q} L 2 pO k q C}pH k,n´Ĥk,n q´pH l,n´Ĥl,n q} H´1 {2 pBO k q Ñ 0 as l, n Ñ`8.
Hence pϕ k E k,n , ϕ kÊk,n , ϕ k H k,n , ϕ kĤk,n q is a Cauchy sequence in rL 2 pO k qs 12 and therefore convergence in rL 2 pO k qs 12 . The conclusion then follows since ř ℓ k"1 ϕ k " 1 in U . We next recall the following well-posedness result on (1.3) (see [25, Lemma 6] ). 1 The complementing conditions holds on BO k X S a priori. However, since ϕ k " 0 in Br k px k qzB r k {2 px k q, one can modify ε, µ,ε,μ in Br k px k qzB 2r k {3 px k q so that the complementing conditions hold on the whole boundary and the systems are unchanged, e.g. ε ąε and µ ąμ in Br k px k qzB r k {2 px k q (see Proposition 2.1). Lemma 3.6. Let 0 ă δ ă 1, f, g P rL 2 pR 3 qs 3 , and pε δ , µ δ q be defined in (1.1) . Assume that supp f, supp g Ă B R 0 . There exists a unique radiating solution pE δ , H δ q P rH loc pcurl,
where C R denotes a positive constant depending on R, R 0 , ε, and µ, but independent of f , g, and δ.
We now deal with the uniqueness of (1.3) for δ " 0.
Lemma 3.7. Let J " 0 and pE 0 , H 0 q P rH loc pcurl, R 3 qs 2 is a radiating solution of (1.3) with δ " 0. Then
Proof. The proof is quite standard as in the usual case. We present it here for the completeness. Multiplying the equation of E 0 by ∇ˆĒ 0 (Ē 0 denotes the conjugate of E 0 ), we have ż
Integrating by parts the RHS and using the equation of H 0 , we obtain
It follows, see, e.g., [8, Theorem 6.10] , that E 0 " H 0 " 0 in R 3 zB R 0 . Therefore, E 0 " H 0 " 0 in R 3 by the unique continuation principle, see [4, 31] (see also [16, 35] ).
3.2.
Proof of Theorem 2.1. We first prove (2.1) with r 0 :" R 0`1 by contradiction. Assume that there exist a sequence pδ n q Ă p0, 1q and a sequence pJ n q Ă rL 2 pR 3 qs 3 with supp J n Ă B R 0 such that (3.16) }pE n , H n q} L 2 pBr 0 q " 1 and lim
Here pE n , H n q is the corresponding solution of (1.3) with δ " δ n and J " J n . By Lemma 3.6, without loss of generality, one may assume that δ n Ñ 0. Since Fix ψ P C 1 c pR 3 q (arbitrary) be such that ψ " 0 in a neighborhood of Γ. We have, in R 3 , ∇ˆpψE n q " ψ∇ˆE n`∇ ψˆE n and divpε 0 ψE n q " ψ divpε 0 E n q`∇ψ¨ε 0 E n .
Using (3.18) and the system of equations of pE n , H n q and applying e.g. [25, Lemma 1] , one may assume that pψE n q converges in L 2 pR 3 q, which yields, since ψ is arbitrary, (3.19) pE n q converges in L 2 loc pR 3 zΓq. Similarly, one may also assume that (3.20) pH n q converges in L 2 loc pR 3 zΓq. For τ ą 0 sufficiently small (the smallness depends only on D), define F : D τ Ñ D´τ by
and set, in D´τ , pε,μq " pF˚ε´, F˚µ´q and pÊ n ,Ĥ n q " pF˚E n , F˚H n q.
Note that the pairs pε,εqpxq and pµ,μqpxq satisfy the complementing conditions with respect to νpxq for all x P Γ if and only if the pairs pε`,´ε´qpxq and pµ`,´µ´qpxq do, by Proposition 2.1. By a change of variables for the Maxwell equations, see e.g. [25, Lemma 7], we have # ∇ˆE n " iωµH n in D´τ , ∇ˆH n "´iωεE n`Jn in D´τ , # ∇ˆÊ n " iωμĤ n`Ĵe,n in D´τ , ∇ˆĤ n "´iωεÊ n`Ĵm,n in D´τ , and E nˆν "Ê nˆν and H nˆν "Ĥ nˆν on Γ. HereĴ e,n "´δωF˚IĤ n andĴ m,n " δωF˚IÊ n`F˚Jn in D´τ . By Lemma 3.5, there exists a neighborhood U of Γ such that, up to a subsequence, (3.21) pE n , H n ,Ê n ,Ĥ n q converges in rL 2 pU X D´τ {2 qs 12 .
It follows from (3.19) , (3.20) , and (3.21) that, up to a subsequence, (3.22) pE n , H n q converges in rL 2 loc pR 3 qs 12 . Moreover, the limit pE 0 , H 0 q is in rH loc pcurl, R 3 qs 2 and is a radiating solution of the equations
By Lemma 3.7, we have E 0 " H 0 " 0 in R 3 . This contradicts the fact that }pE n , H n q} L 2 pBr 0 q " 1 and, up to a subsequence, pE n , H n q converges to pE 0 , H 0 q in rL 2 loc pR 3 qs 6 . Hence (2.1) holds for R " R 0`1 . This implies, exactly as in the proof of (3.18),
which is (2.1). We next establish the remaining part of Theorem 2.1. By (2.1), for every sequence pδ n q Ñ 0, there exists a subsequence pδ n k q such that pE δn k , H δn k q converges weakly in rL 2 loc pR 3 qs 6 . Moreover, the limit pE 0 , H 0 q P rH loc pcurl, R 3 qs 2 is a radiating solution of (1.3) with δ " 0. By Lemma 3.7, the limit is unique. Therefore, pE δ , H δ q converges to pE 0 , H 0 q weakly in rL 2 loc pR 3 qs 6 as δ Ñ 0. It is then clear that (2.2) follows from (2.1). The strong convergence follows from (2.1) by the same way (3.22) followed from (3.18) and once again using the uniqueness of the limit. The proof is complete. l
A key part in the proof of Theorem 2.1 is the compactness result in Lemma 3.5 which is derived from Lemma 3.2 where the complementing conditions plays a crucial role. Assume that pε,εq and pµ,μq both satisfy the complementing conditions and of class C 2 . Then, instead of (3.1) and (3.2), one has (see [2] )
3.23)
for some positive constant C independent of pE,Ê, H,Ĥq, pJ e ,Ĵ e , J m ,Ĵ m q. The following proposition shows that the complementing conditions on each pair pε,εq and pµ,μq are necessary to have (3.23).
Proposition 3.1.
Let Ω be a bounded, connected open subset of R 3 and of class C 2 and let ε,ε, µ,μ be real, symmetric, uniformly elliptic matrix-valued functions defined in Ω and of class C 1 . Assume that either pε,εq or pµ,μq does not satisfy the complementing condition at some point x 0 P BΩ. Then there exist sequences pJ e,n q, pJ m,n q, pĴ e,n q, pĴ m,n q Ă Hpdiv, Ωq and pE n , H n q˘,`pÊ n ,Ĥ n q˘Ă rH 1 pΩqs 6 such that # ∇ˆE n " iωµH n`Je,n in Ω, ∇ˆH n "´iωεE n`Jm,n in Ω, # ∇ˆÊ n " iωμĤ n`Ĵe,n in Ω, ∇ˆĤ n "´iωεÊ n`Ĵm,n in Ω, E nˆν "Ê nˆν , H nˆν "Ĥ nˆν on BΩ sup n }pJ e,n q, pJ m,n q, pĴ e,n q, pĴ m,n q} HpdivpΩqq ă`8, sup n pE n ,Ê n , H n ,Ĥ n q L 2 pΩq ă`8, and sup n pE n ,Ê n , H n ,Ĥ n q H 1 pΩq "`8.
The proof of Proposition 3.1 is given in the appendix.
Variational approach for the Cauchy problems
This section containing three subsections is devoted to Theorem 2.2. In the first section, we present lemmas used in the proof of Theorem 2.2. The proof of Theorem 2.2 is given in the second subsection. In the last section, we give some applications of Theorem 2.2. Proof. We first consider the case Ω " B 1 . Without loss of generality, one can assume that 1 ă α ă 2. We first assume that f is smooth (and div f " 0). Set
Using the fact that, for two vector fields A and B defined in B 1 ,
We next prove (4.1). We have
In what follows in this proof, C denotes a positive constant depending only on α and Ω.
Since Since α ă 2, we have
pt´|y|q´α`2t α´4ˇ1 y`1 p2´αqp4´αq
Combining (4.3) and (4.4) yields
which is (4.6). The conclusion for a general f now follows by a standard approximation process.
We now consider a general Ω. Let T : Ω Ñ B 1 be a diffeomorphism. Set, for x 1 P B 1 ,
∇T pxq Jpxq f pxq with x 1 " T pxq and Jpxq " det T pxq and F 1 px 1 q "´ż 1 0 tx 1ˆf 1 ptx 1 q dt.
Since (see, e.g., [18, Lemma 3 .59]),
it follows from the case Ω " B 1 that
Set, for x P Ω, T 1 pf qpxq " ∇T T pxqF 1 px 1 q with x 1 " T pxq. Then (see, e.g., [18, Corollary 3 .58])
Assertion (4.6) now follows from (4.5). .2) is an explicit formula for solving the Poincaré lemma in a star-shaped domain taken from a note of Dacorogna [11] .
In what follows, we denote
The proof of Lemma 4.1 can be used to obtain ż
for some positive constant C " Cpα, Ωq independent of f , and
Proof. Without loss of generality, one can assume that 1 ă α ă 2. Let T 1 : Q`Ñ B 1 be a bi-Lipschitz homeomorphism such that T 1 pSq " Σ andC Ă T 1 pU XQ`q, where Σ :" BB 1 XR 3 and C :" rσ; r P p0, 1q and σ P Σ ( . Let Σ 1 Ă BB 1 be an open set of BB 1 such thatΣ Ă Σ 1 andC 1 Ă T 1 pU X Q`q, where C 1 " rσ; r P p0, 1q and σ P Σ 1 ( . Let T : Ω Ñ B 1 be defined by T " T 1˝H . As in the proof of Lemma 4.1, set, for x 1 P B 1 ,
∇T pxq Jpxq f pxq with x 1 " T pxq and Jpxq " det T pxq, and (4.7)
Define, in Ω, T 1 pf qpxq " ∇T T pxqF 1 px 1 q with x 1 " T pxq. As in the proof of Lemma 4.1, we have
Let V be an open subset of R 3 such that H´1pSq Ă V and V X Ω " H´1pT´1pC 1 qq. Such a V exists by the choice of C 1 . Assume that f " 0 in H´1pU X Q`q. Then f 1 px 1 q " 0 for x 1 P C 1 . It follows from (4.7) that F 1 px 1 q " 0 for x 1 P C 1 . This implies that T 1 pf q " 0 in
In what follows, we use several times the following simple compactness result whose proof is omitted.
Let Ω be a bounded open subset of R d of class C 1 and let γ 1 ă γ 2 . Assume that pu n q Ă L 2 loc pΩq is such that u n Ñ u in L 2 loc pΩq as n Ñ`8 and sup n }u n } L 2 pd γ 1 BΩ ,Ωq ă`8. Then u n Ñ u in L 2 pd γ 2 BΩ , Ωq as n Ñ`8.
Here and in what follows, for a non-negative, measurable function g defined in Ω, one denotes, for u P L 2 loc pΩq,
For pu n q Ă L 2 loc pΩq and u P L 2 loc pΩq, one says that u n Ñ u in L 2 pg, Ωq as n Ñ`8 if lim nÑ`8 }u n´u } L 2 pg,Ωq " 0.
Let Ω be a bounded open subset of R 3 with Lipschitz boundary. We denote H 0 pcurl, Ωq " ! u P Hpcurl, Ωq; uˆν " 0 on BΩ ) .
In the proof of Lemma 4.5, we also use the following form of Poincaré's lemma: Consequently, for every s ą 0, for every 0 ď α ă 2, and for every β ě 0, there exists a constant C s " Cps, α, β, Ωq ą 0 such that
}T 0 puq} L 2 pd´α BΩ Ωq ď s}u} Hpcurl,Ωq`Cs }u} L 2 pd β BΩ ,Ωq . Proof. We only prove (4.8) and we prove it by contradiction. Assertion (4.4) is known, see e.g. [12, Theorem 3.6] , [10, Theorem 8.16] . Assume that (4.8) does not hold. There exists a sequence of pu n q Ă H 0 pcurl, Ωq such that (4.9)
1 " }T 0 pu n q} L 2 pd´α BΩ ,Ωq ě s}u n } 2 Hpcurl,Ωq`n }u n } 2 L 2 pd β BΩ ,Ωq . Since T 0 is continuous, it follows that the sequence`}T 0 pu n q} H 1 pΩq˘i s bounded. Without loss of generality, one may assume that T 0 pu n q Ñ v in rL 2 pΩqs 3 and weakly in rH 1 pΩqs 3 . By Hardy's inequality ż
we derive that ż Ω d´2 BΩ |T 0 pu n q| 2 ď C.
Since 0 ď α ă 2, by Lemma 4.3, without loss of generality, one may assume that T 0 pu n q Ñ v in rL 2 pd´α BΩ , Ωqs 3 . From (4.9), one may assume as well that u n á 0 weakly in H 0 pcurl, Ωq. Since T 0 is linear and continuous, this in turn implies that v " T 0 plim nÑ`8 u n q " T 0 p0q " 0. This contradicts the fact }v} L 2 pd´α BΩ ,Ωq " lim nÑ`8 }T 0 pu n q} L 2 pd´α BΩ ,Ωq " 1. Therefore, (4.8) holds.
We now present the key ingredient of the proof of Theorem 2.2, which is a variant of Lemma 3.5. ∇ˆE " iωµH`J e in Ω,
∇ˆĤ "´iωεÊ`Ĵ m in Ω, and (4.11) Eˆν "Êˆν and Hˆν "Ĥˆν on BΩ X Γ.
We have 1) if, for some c ą 0 and 0 ď α 1 ă 2, ε´ε ě cd α 1 Γ I in Ω or ε´ε ě cd α 1 Γ I in Ω then, for every s ą 0 and for every 0 ď β ă 2, there exists a constant C s ą 0, depending only on s, β, c, α 1 , Ω, and the ellipticity of ε,ε, µ,μ such that 2) if, for some c ą 0 and 0 ď α 2 ă 2, µ´µ ě cd α 1 Γ I in Ω or µ´μ ě cd α 1 Γ I in Ω then, for every s ą 0 and for every 0 ď β ă 2, there exists a constant C s ą 0, depending only on s, β, c, α 2 , Ω, and the ellipticity of ε,ε, µ,μ such that Proof. We only establish assertion 1q and assume that ε´ε ě cd α 1 Γ I. The proof of assertion 1q in the caseε´ε ě cd α 1 Γ I and the proof of assertion 2q can be derived similarly. Without loss of generality, one may assume that s is small.
We use local charts for BΩ X Γ. Let ℓ ě 1 and let ϕ k P C 1 c pR 3 q, U k Ă R 3 open ball, and H k : U k Ñ Q for 1 ď k ď ℓ be such that H k is a diffeomorphism, H k pU k X Ωq " Q`, and H k pU k X Γq " Q 0 , supp ϕ k Ť U k , and Φ " 1 in a neighborhood of BΩ X Γ, where Φ :"
By Lemma 4.2, for 1 ď k ď ℓ, there existsÊ k P Hpcurl, U k X Ωq and an open V k Ă R 3 containing BU k X Ω such that (4.14)
∇ˆÊ k " ∇ˆpϕ kÊ q in U k X Ω,
Here and in what follows, C denotes a positive constant depending only on c, α 1 , β, Ω, ε,ε, µ, andμ; thus C is independent of s.
Let s 1 be a small positive number defined later. Since pE´Êqˆν " 0 on BΩ X Γ, by Lemma 4.4, for 1 ď k ď ℓ, there exists δ E k P H 1 0 pU k X Ωq such that (4.17)
We have, in Ω, ∇ˆpϕ k E´ϕ kÊ q " ∇ϕ kˆp E´Êq`ϕ k ∇pE´Êq (4.10)
" ∇ϕ kˆp E´Êq`iωϕ k pµH´μĤq`ϕ k pJ e´Ĵe q.
We derive from (4.18) that
Such ξ k and η k exist by Poincare's lemma, (4.14) , and (4.17); moreover, one can assume that (4.22) ξ k " 0 on BpU k X Ωq and η k " 0 on BU k X Ω since ∇ξ kˆν " 0 on BpU k X Ωq by (4.19) and ∇η kˆν " 0 on BU k X Ω by (4.16).
Extend ξ k and η k by 0 in ΩzU k and still denote these extensions by ξ k and η k . Set, in Ω, "εpϕ kÊ q`i ω ϕ kĴm in Ω.
It follows that divrεpϕ kÊ qs "´i ω div`ϕ kĴm`∇ ϕ kˆĤ˘i n Ω.
We derive that, for 1 ď k, l ď ℓ, Remark 4.2. The proof of Lemma 4.5 involves local charts. The involvement is of a global character in the sense that one has to combine local charts before deriving desired estimates in some parts of the proof, see (4.36) and (4.39) . In fact, one cannot derive variants of (4.12) and (4.13) for pϕ k E, ϕ kÊ , ϕ k H, ϕ kĤ q. To this end, note that, in U k X Ω,
the extensions of ϕE k and ϕ kÊ as in the proof Lemma 3.5 to ensure integration by parts arguments, see (4.29) where ξ k " 0 on BpΩ X U k q is required.
4.2.
Proof of Theorem 2.2. For a simpler presentation, we will assume that D´τ is connected. We first consider the case where α 1`α2 ą 0. Set β " pmaxtα 1 , α 2 u`2q{2
and δ E δ " E δ´Êδ in D´τ and δ H δ " H δ´Ĥδ in D´τ . Then (4.40) maxtα 1 , α 2 u ă β ă 2.
We first prove by contradiction that
Assume, for some δ n Ñ 0 and J n P rL 2 pR 3 qs 3 with supp J n Ă B R 0 z``D´τ Y F´1pD´τ q˘" H that }J n } L 2 pR 3 q " 0 and }pE n , H n q} L 2 pd β Γ ,B R 0 q " 1, where pE n , H n q is the solution corresponding to δ n and J n . Integrating by parts and using the radiating condition, as usual, we obtaiňˇˇˇˇℑ
This implies (4.43) ż D δ n p|E n | 2`| H n | 2 q Ñ 0 as n Ñ`8. 
By a change of variables for the
c pR 3 q (arbitrary) such that ψ " 0 in a neighborhood of Γ. We have, in R 3 , ∇ˆpψE n q " ψ∇ˆE n`∇ ψˆE n and divrε 0 pψE n qs " ψ divpε 0 E n q`∇ψ¨ε 0 E n . " 0.
Since pE, Hq satisfies the radiating condition, it follows that Combining (4.42), (4.48), (4.49), and (4.51) yields a contradiction. Hence (4.41) is proved. Applying Lemma 4.5 again, we derive (2.3) from (4.41). By the same method, one also obtains the following fact: for any pδ n q Ñ 0, up to a subsequence,`pE δn , H δn q˘converges in rL 2 loc pR 3 zΓqs 6 , and the limit is a radiating solution of the corresponding system. We next consider the case α 1 " α 2 " 0. We first prove by contradiction that
Assume, for some δ n Ñ 0 and J n P L 2 pR 3 q with supp J n Ă B R 0 that (4.52) lim nÑ`8 }J n } L 2 pR 3 q " 0 and }pE n , H n q} L 2 pB R 0 q " 1, where pE n , H n q is the solution corresponding to δ n and J n . By a change of variables for the Maxwell equations, see e.g. [25, Lemma 7] , we have # ∇ˆE n " iωµH n in D´τ , ∇ˆH n "´iωεE n`Jn in D´τ , # ∇ˆÊ n " iωμĤ n`Ĵe,n in D´τ , ∇ˆĤ n "´iωεÊ n`Ĵm,n in D´τ , and E nˆν "Ê nˆν and H nˆν "Ĥ nˆν on Γ. HereĴ e,n "´δωF˚IĤ n andĴ m,n " δωF˚IÊ n`F˚Jn in D´τ .
Note that
ż Ω |J n´Ĵm,n ||Ê n |`|Ĵ e,n ||Ĥ n | ďˆż Ω |pJ n ,Ĵ m,n ,Ĵ e,n q| 2˙1
{2ˆż Ω |pÊ n ,Ĥ n q| 2˙1
{2
.
As in (4.45), we then have
As in the proof of Theorem 2.1, one can prove that, up to a subsequence, (4.53) pE n , H n q converges in rL 2 loc pR 3 qs 12 . Moreover, the limit pE 0 , H 0 q is in rH loc pcurl, R 3 qs 2 and is a radiating solution of the equations
By Lemma 3.7, we get
This contradicts (4.52) and (4.53). The uniqueness of pE 0 , H 0 q is a consequence of Lemma 3.7 and the strong convergence of pE δ , H δ q to pE 0 , H 0 q in rL 2 loc pR 3 qs 12 can be derived as in the proof of Theorem 2.1 and are omitted.
Some applications of Theorem 2.2.
In this section, we present two applications of Theorem 2.2. The first is a consequence of Theorem 2.2 with α 1 " α 2 " 0. We have 
for every x Γ P Γ X O and for every t P p0, τ q, for some c ą 0. Then, for all R ą 0,
for some positive constant C R independent of δ and J. Moreover, pE δ , H δ q converges to pE 0 , H 0 q strongly in rL 2 loc pR 3 qs 6 , as δ Ñ 0, where pE 0 , H 0 q P rH loc pcurl, R 3 qs 2 is the unique radiating solution of (1.3) with δ " 0. As a consequence, Proof. For τ ą 0 sufficiently small (the smallness depends only on D), define F :
Fpx Γ`t νpx Γ" x Γ´t νpx Γ q @ x Γ P Γ, t P p´τ, τ q and set, in D´τ , pε,μq " pF˚ε´, F˚µ´q. For the simplicity of the presentation, we assume that D´τ is connected. We will only consider the case ε`| D´τ is isotropic, µ`| D´τ is isotropic, ε``x Γ´t νpx Γ q˘ě´ε´`x Γ`t νpx Γ q˘`cI, and µ``x Γ´t νpx Γ q˘ě´µ´`x Γ`t νpx Γ q˘`cI for every x Γ P Γ X O and for every 0 ă t ă τ , for some c ą 0. The other cases can be dealt similarly.
For x 1 PD´τ , set x " F´1px 1 q and J pxq " det ∇Fpxq. We have, for x P Γ, ∇F´1pxq∇F´T pxq " I and J pxq "´1.
Since ε`is isotropic and ε``x Γ´t νpx Γ q˘ě´ε´`x Γ`t νpx Γ q˘`cI in D´τ , it follows from the definition ofε that, for sufficiently small τ , (4.54) εpx 1 q ěεpx 1 q`cI{2 for x 1 P D´τ .
Similarly, we have, for sufficiently small τ , (4.55) µpx 1 q ěμpx 1 q`cI{2 for x 1 P D´τ .
Take τ sufficiently small such that (4.54) and (4.55) hold. Applying Theorem 2.2, we obtain the conclusion.
Here is a direct consequence of Corollary 4.1. Let Ω 1 and Ω 2 be open subsets of D such that Ω 1 XΩ 2 " H,D "Ω 1 YΩ 2 , BΩ 1 XBD ‰ H, and BΩ 2 XBD ‰ H. Assume that ε´"´γ 1 I in Ω 1 and "´γ 2 I in Ω 2 , and ε`" I in R 3 zD for some constants γ 1 , γ 2 ą 0 with mintγ 1 , γ 2 u ą 1 or maxtγ 1 , γ 2 u ă 1. For J P L 2 pR 3 q with supp J Ă B R 0 , let pE δ , H δ q P rH loc pcurl, R 3 qs 2 be the unique radiating solution of (1.3) for 0 ă δ ă 1. We have pE δ , H δ q is bounded in rL 2 loc pR 3 qs 6 . Moreover, pE δ , H δ q converges to pE 0 , H 0 q strongly in rL 2 loc pR 3 qs 6 , the unique radiating solution of (1.3) with δ " 0. Note that this setting is out of the scope of Corollary 2.1 for γ 1 ‰ γ 2 .
Here is another consequence of Theorem 2.2 for which α 1 " α 2 " 1. We first introduce }pE δ , H δ q} L 2 pB R zV q ď C R,V }J} L 2 pR 3 q @ R ą 0, for some positive constant C R,V independent of δ and J. Moreover, for a sequence pδ n q Ñ 0, up to a subsequence, pE δn , H δn q converges to pE 0 , H 0 q strongly in L 2 loc pR 3 zΓq as n Ñ`8, where pE 0 , H 0 q P rH loc pcurl, R 3 zΓqs 2 is a radiating solution of (1.3) with δ " 0 and (4.56) holds with δ " 0.
Proof. For simple presentation, we assume that D is convex. Let F be defined as follows:
for x Γ P Γ and 0 ă t ă τ (small). Here cpx Γ q " βtraceΠpx Γ q where Πpx Γ q is the second fundamental form of Γ at x Γ and´1 ă β ă 0. By taking β sufficiently close to´1, one can prove that, see [23, Proof of Corollary 3],
F˚p´Iq´I ě γd Γ I in D´τ .
for some positive constant γ (note that the definition of F˚in this paper is different from the one in [23] in which | detp∇Fq| is used instead of detp∇Fq). We are now in the range of the application of Theorem 2.2 and the conclusion follows.
Here is an immediate application of Corollary 4.2. Let D be a smooth strictly convex set of class C 3 and assume that, for δ ě 0, for some positive constant C independent of n. Set H n " ∇u n´∇ φ n andĤ n " ∇û n´∇φn , in Ω.
We have, in Ω, curl H n " 0 " curlĤ n and div pµH n q " 0 " div`μĤ n˘.
Since u n´ûn " p n " φ n on BΩ, andφ n " 0 on BΩ, we deduce that νˆ`H n´Ĥn˘" 0 on BΩ.
Set E n "Ê n " 0 in Ω and, in Ω, J e,n "´iωµH n ,Ĵ e,n "´iωμĤ n , J m,n " 0, andĴ m,n " 0.
One can easily check that pE n ,Ê n , H n ,Ĥ n q and pJ e,n ,Ĵ e,n , J m,n ,Ĵ e,n q satisfies all the required properties.
