Abstract-Thanks to the growing sophistication of artificial agent technologies, businesses will increasingly face decisions of whether to have a human employee or artificial agent perform a particular function. This makes it desirable to have a common temporal measure for comparing the work effort that human beings and artificial agents can apply to a role. Existing temporal measures of work effort are formulated to apply either to human employees (e.g., FTE and billable hours) or computer-based systems (e.g., mean time to failure and availability) but not both. In this paper we propose a new temporal measure of work effort based on fractal dimension that applies equally to the work of human beings and artificial agents performing management functions. We then consider four potential cases to demonstrate the measure's diagnostic value in assessing strengths (e.g., flexibility) and risks (e.g., switch costs) reflected by the temporal work dynamics of particular managers.
I. THE NEED FOR A COMMON TEMPORAL MEASURE OF WORK EFFORT
HE increasing power and sophistication of artificial agent technology is allowing businesses to employ artificial agents in a growing number of roles. Artificial agents are no longer restricted simply to performing logistical functions such as resource scheduling, but are now capable of more complex interpersonal workplace behavior such as using social intelligence to effectively manage the limitations, abilities, and expectations of human employees [1] , recognizing and manifesting culture-specific behaviors in interactions with human colleagues [2] , and assessing the performance of human members of virtual teams [3] . It is thus gradually becoming more feasible to design artificial agents capable of performing the four key functions carried out by human managers, which are planning, organizing, leading, and controlling [4] .
T
As a result of such recent and anticipated future advances, businesses will increasingly be faced with concrete decisions about whether, for example, the manager of a new corporate call center should be an experienced human manager or the latest artificial agent system. Such decisions will be shaped by a large number of strategic, financial, technological, political, legal, ethical, and operational factors. One particular element to be taken into account is that of temporal work effort: i.e., how much time would a human manager actually be able to dedicate to carrying out the necessary work functions, given the fact that physiological, cultural, legal, and ethical constraints limit the number of hours per week that a human being is capable of working? Similarly, how much time would an artificial agent be able to dedicate to carrying out the necessary work functions, given the fact that scheduled maintenance or unscheduled outages can limit the uptime of computer-based systems? Knowing how much time per day (or week, or other relevant time interval) a manager will be available to carry out his or her functions of planning, organizing, leading, and controlling becomes especially relevant in an interconnected age when global businesses operate around the clock, and managers are expected to be available to respond to inquiries and make decisions at almost any time of the night or day.
In the case of human professionals, temporal measures such as 'full-time equivalent' (FTE) [5] and 'billable hours' are often used to quantify one's work effort. Computerbased systems, meanwhile, often use temporal measures such as 'availability' and 'reliability.' In the following sections, we will analyze such existing measures and then develop a new fractal-dimension-based temporal measure for work effort that has at least two notable advantages: it is applicable to the work effort of both human and artificial agent managers, and it provides valuable diagnostic insights into the strengths and dangers of an individual manager's temporal work dynamics that are not provided by existing measures.
II. MEASURES OF WORK EFFORT FOR COMPUTER-BASED SYSTEMS
A. Availability and Reliability A computer's reliability is often quantified as the mean time to failure (MTTF), the average length of time that a system will remain continuously in operation before experiencing its next failure [6] . The mean time to repair (MTTR) is the average length of time needed to detect and repair the failure and return the system to operation. A computer's steady-state availability A is the likelihood that the computer is operating at a particular moment, and is related to MTTF and MTTR in the equation [6] :
A=

MTTF MTTF+MTTR
A standard requirement for commercial computer systems is 99.99% availability over the course of a year [7] .
Availability has traditionally been understood in a binary manner: a system is either 'up' or 'down. ' and 'down' [8] . As we explain below, the measure proposed in this paper takes a different approach: its unique diagnostic value comes not from adding a qualitative component but from considering more carefully the fineness and resolution of the time-scales on which measurements are being made.
B. Time-scales for Measuring Computer Performance
A computer performs actions across a vast range of timescales. As Gunther notes, if a typical computer's CPU cycle were 'scaled up' so that it lasted one second, then using that same scale, a DRAM access would take about one minute, a single disk seek would require roughly 1.35 months, and a tape access would more than a century [7] . He explains that when measuring performance, "Only those changes that occur on a timescale similar to the quantity we are trying to predict will have the most impact on its value. All other (i.e., faster) changes in the system can usually be ignored.… In modeling the performance of a database system where the response time is measured in seconds, it would be counterproductive to include all the times for execution of every CPU instruction."
In a business context, artificial agents performing certain logistical or data-analysis tasks can operate at speeds constrained only by the laws of physics and availability of needed resources. However, an artificial agent manager whose role involves planning, organizing, leading, and controlling the activity of human colleagues should have its work effort measured within a corresponding time-scale. Thus for our present purposes there is no need to consider phenomena such as metastability that have major implications for computer design and functionality but are only directly relevant at the smallest temporal scale [7] .
Viewed from the microscopic end of the temporal spectrum, the regulator of all activity within a computer system is the 'clock tick' or 'fundamental interval of time' created by an interrupt sent from the system's hardware clock to the operating system's kernel; in a Unix system, this tick interval is often set at 10 ms [7] , during which time roughly 3.2 × 10 5 CPU cycles might occur. For an artificial agent system operating on a serial processor architecture, there is no need to adopt a temporal measure capable of resolving each individual CPU cycle, as that would not provide information that is directly relevant to the tasks in which the agent's work performance will be evaluated and which take place over a much longer time-frame. For example, an artificial agent manager might interact with human colleagues by generating text or images displayed on a screen. Assuming a screen refresh rate of 60 Hz, this yields a single work interval (or frame) of roughly 17 ms. Writing output data to disk would require a minimum work interval of roughly 3.50 ms for a disk seek [7] . If the artificial agent is generating speech or other audio to be heard by human beings, a standard sampling rate of 48,000 Hz would yield a single work interval of roughly 0.02 ms.
At the macroscopic end of the time-scale, it is not unknown for servers to run for several years without rebooting or a moment of downtime [9] . If we view an artificial agent manager as a form of enterprise software, we might expect its lifespan to average around 9 years and to be no shorter than 2 years [10] . Thus while a coarser or finer temporal resolution is possible, our proposed temporal measure for work effort should prove sufficient for artificial agent systems as long as it can encompass time-scales ranging from 0.02 ms up to several years.
III. MEASURES OF WORK EFFORT FOR HUMAN EMPLOYEES
A. The Significance of a Year as a Temporal Unit
We can now consider the case of a human manager. In principle, the longest possible macroscopic time-scale of work effort that one can utilize for a human employee is a biological lifespan. In practice, though, the relevant timescale is obviously much shorter. In the United States, a typical managerial employee only remains with his or her current employer for about 5.5 years before moving to a new organization [11] . The 'year' has significant historical and conceptual value as a fundamental measure of human work activity. Just as enterprise system availability is often cited in terms of uptime per operating year, productivity figures for human workers are typically based on an annual timeframe [12] .
Having taken the year as our initial frame of reference, how do we quantify the portion of a given year that a human employee actually spends on his or her work? For this purpose, the largest relevant subunit is that of a single week, as professional workers regularly assess a job's fringe benefits according to how many weeks of vacation they receive each year, and government agencies and researchers often track this data. The number of weeks worked per year varies significantly across nations and cultures [13] .
B. The Significance of an Hour as a Temporal Unit
Even if we know that two employees both 'work' the same number of weeks per year, this fact does not yet tell us much about their relative levels of work effort, as it is possible for the employees to differ vastly in how many hours they work each week. Here, too, there is significant variation across nations and cultures and between specific jobs [13] . For example, an American law firm will likely expect attorneys to work more than 50 hours per week [14] , while employees of high-tech Silicon Valley firms are routinely expected to work over 100 hours per week when project deadlines are approaching [15] .
C.How Much Work in an Hour of Work?
The hour, though, is certainly not the smallest quantifiable interval of employee work effort. Two employees may consider themselves to have just spent an hour 'working,' but the number of minutes of work actually performed by each can differ greatly. In some professions, it is common to track work effort in sub-hour intervals. For example, attorneys with law American law firms typically track their work time in six-minute intervals and sometimes record and bill clients for work that took as little as one minute. For every hour that an attorney spends 'at work,' an average of roughly 45 minutes will count toward billable hours [14] .
In other professions, employers have given up any attempt at precisely measuring how much time an employee is putting into their work, as the advent of new communications technologies has caused 'work time' and DRAFT 061814 'personal time' to meld into an indistinguishable blur [15] . The rise of multitasking and 'continuous partial attention' drives human workers to constantly monitor emails, texts, and instant messages, even while in the middle of meetings or conversations [16] . For knowledge workers, this continual checking of email can consume up to 25% of their workday [17] . While much of this nonstop communication activity is work-related, the existence of workplace phenomena such as shirking, social loafing, and job neglect means that a significant number of these electronic interruptions do not relate to work at all, but are purely personal. In particular, younger employees of the Millennial generation are less fond of email and tend to prefer text messaging, instant messaging, [18] and other forms of micro-communication that produce shorter but more frequent non-work interruptions to their work activities. Because professional employees can alternate between work-related and personal actions at such a rapid rate (once every few seconds, if not faster), it is now "very hard to tell when people are working and when people are not working," as a Silicon Valley executive reported in Shih's study [15] . In an effort to counteract this constant stream of distractions, some Extreme Programming (XP) teams employ the Pomodoro Technique, a time-boxing strategy in which physical timers are used to enforce a steady pace consisting of 25 minutes of focused work followed by a brief break [19] .
D.Identifying a Minimum Time Unit of Work by Human Managers
Within a given period of 'work,' there may be alternating periods of work and non-work that are measured in seconds, not minutes. However, in attempting to identify the minimum unit of work of which humans are capable, it is valuable to consider time-scales even much smaller than a second. For example, scholars have estimated that the human brain is capable of between 10 14 and 10 16 calculations per second [20] , [21] , or roughly 6.6 × 10 16 FLOPS [22] , although the massively distributed parallel processing architecture of the brain [21] means that many calculations are taking place simultaneously, and the duration of a single calculation cannot be determined by simply dividing one second by, say, 10 15 . In attempting to estimate the duration of a single 'calculation' performed by the brain, scholars have alternately cited the fact that an individual neuron can fire as often as 1,000 times a second [21] , that "synapses carry out floating point operations … at a temporal resolution approaching about 1000 Hz" [23] , that a neuron is capable of firing roughly once every 5 ms [24] , or that the brain operates at a rate of speed of "around 100 cycles per second" [25] . These estimates yield a range of 1-10ms for the brain's smallest temporal unit of work activity.
It is helpful, though, to refer once more to Gunther's position on the measurement of computer performance: we can essentially ignore activity taking place within a system on a time-scale shorter than that of our work-relevant inputs and outputs, as it is "more likely to be part of the background noise rather than the main theme" [7] . In the case of a human being considered qua employee, the firing of a single synapse does not directly constitute 'work.' The work of planning, organizing, leading, and controlling for which human managers are employed typically involves more complicated inputs and outputs such as engaging in conversation or reading and creating documents. The smallest temporal unit of work would be the smallest unit relevant in the performance of such tasks.
That unit appears to be an interval of roughly 50 ms. Studies have shown that if one alternates too quickly between two tasks that require the same cognitive resources, one's performance on both tasks will be negatively impacted [26] , as shifting from one mental task to another incurs a 'switch cost' of both a temporal delay and an increased error rate [27] , which lowers productivity [28] . In particular, the human brain needs around 120 ms to fully allocate its attention to a new stimulus [29] . Marchetti cites diverse studies supporting the claim that the minimum 'integration time' needed for the brain to meld disparate sensory input into a conscious perception of a single event or experience is roughly 50-250 ms, with a median of about 100 ms [30] . These findings make it unlikely that a human manager would be capable of performing individual instances of work that need to be measured using a time-frame shorter than 50 ms. If one attempted to alternate between tasks faster than once every 50 ms, one's brain would not even have time to focus attention on a new task before abandoning it for yet another task.
E. Durations of Particular Work Inputs and Outputs
This minimum interval of roughly 50 ms is supported by the fact that the kinds of inputs and outputs that human managers typically utilize when performing work-related functions do not have durations shorter than this interval. For example, Hamilton notes that human beings can think at a rate of 400-800 words per minute, while we typically speak at 100-175 words per minute (with each spoken word comprising an average of 4-5 phonemes [31] ). Optimal listening comprehension occurs when a speaker speaks at 275-300 words per minute, which gives a listener's mind less time to become distracted or daydream between each of the speaker's words [32] . Adult native speakers of English typically read 200-250 words per minute [33] . Regarding work output, the fastest sustainable typing rate is roughly 150 words per minute [34] , with each word comprising an average of 5-6 characters; the fastest known shorthand writing speed is roughly 350 words per minute [35] ; and the fastest known human speaker is able to clearly articulate more than 650 words per minute [36] . When these rates are converted into milliseconds, they yield the intervals seen in Table I .
F. The Fractal Self-similarity of Human Work Cycles
As we have seen, for artificial agent managers, the timescales relevant to their work effort range from several years down to about 10 ms, while for human managers they range from several years down to around 50 ms. Within this range, there are multiple relevant time-scales and activity cycles of different lengths that demonstrate an interesting degree of self-similarity: within a given year of work, a typical human manager will spend many consecutive weeks working, interrupted periodically by non-work weeks of vacation. Within a given week of work, he will spend spans of several consecutive hours working, followed by non-work hours when he is asleep or out of the office. Within a given hour of work, his spans of minutes spent working will be followed by non-work intervals when he is daydreaming or writing a personal email. The roughly self-similar nature of this temporal dynamic opens the door to understanding a human manager's work activity as a fractal time series.
The fractal nature of our typical human work dynamics is not at all surprising: as Longo and Montévil note, fractal-like dynamics are "ubiquitous in biology, … in particular when we consider processes associated with physiological regulation" [37] . Lloyd notes that when an organism's biological processes operating on multiple time-frames displaying fractal temporal coherence, it creates a scale-free system with "robust yet flexible integrated performance" in which the oscillatory dynamics with long memory allow the organism to predict and respond to long-term environmental conditions such as tidal, seasonal, and annual cycles, while the short-term cycles coordinate internal processes such as organ functioning and cellular division [38] .
IV. CALCULATING THE FRACTAL DIMENSION OF WORK EFFORT
A. Significance of the Fractal Dimension
One of the most important and meaningful attributes of a fractal time series is that it possesses a fractal dimension that one can calculate and which captures valuable information about the series' temporal dynamics. The calculation of the fractal dimension of biological phenomena has varied practical applications. For example, analysis of the fractal dimension of EEG data can be used to quantify the level of concentration during mental tasks [39] , and fractal analysis has demonstrated that healthy hearts display greater rhythmic complexity than diseased hearts [37] .
The fractal dimension of empirically observed natural phenomena can be described by the equation D = 2 -H, where H is the Hurst exponent of the time series as graphed in two-dimensional Cartesian space. In this approach, an xcoordinate is the time at which a value was measured, and the y-coordinate is the value measured at that time [40] . The case 0 < H < ½ represents a dynamic that is variously described as antipersistent, irregular, or trend-reversing: if the value in one moment is greater than the mean, the value in the next consecutive moment is likely to be less than the mean. The case H = ½ represents a random-walk process such as Brownian motion, in which the value in the next consecutive moment is equally likely to move toward or away from the mean. The case ½ < H < 1 is described as persistent or quasi-regular: the value at the next consecutive moment in time is likely to be the same as the value in the previous moment [40] , [41] . In this case, we can say that the dynamic has long memory.
B. Work Effort as a Time Series of Binary Values
Graphing a time-series in two-dimensional space is useful for natural phenomena such as earthquakes that occur at different times with different intensities [42] . However, in the case of developing a temporal measure for quantifying the work effort of human and artificial managers, we suggest that a different approach is warranted. Graphing an agent's work effort in two-dimensional space would be useful if the work effort displayed by a human or artificial agent manager at a particular instant of time were able to range across a continuous spectrum of values. However, in this case we have only a binary set of possible values: at any given instant, an agent is either focusing its attention on its work, or it is not. Marchetti draws on research from several areas of psychology to show that the human mind is incapable of dividing its attention between two different scenes, attitudes, or 'observational levels' at the same instant in time. ( We would suggest that the same will likely be true for any artificial agent whose cognitive capacities are modeled closely on those of the human brain's neural network, as well as for any artificial agent governed by a computer program in the form of executable code.) As we saw above, the brain's attention mechanism is capable of alternating attention between two different thoughts or scenes with great rapidity (as in cases of so-called 'multitasking'), however in any given instant of time, our attention is allocated to at most one of those thoughts or scenes. This means that work effort cannot be quantified by saying, for example, that "At moment t, 70% of the agent's attention was dedicated to its work." Instead, one would say that "For all of the indivisible instances of attention that took place during time interval [a, b] , in 70% of those instances the agent's attention was focused on its work. " Mandelbrot notes that if the fractal dimension of a time series graphed in two-dimensional space is represented by the equation D=2− H , then the zero set (or any other level set) of the graphed time series would have fractal dimension [40] :
We can use this equation to relate the fractal dimension and Hurst exponent for work effort when we understand work effort as graphed on a one-dimensional line segment. The length of the entire segment represents the entire time available (such as a year, week, or hour) during which an agent can potentially be performing work. Those instants of actual work form the set that is graphed on the line segment,
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while instants of non-work do not belong to the set. With this binary approach, we can envision the depiction of an agent's work effort across time as a series of instances of work and non-work graphed on a line segment that resembles a generalized Cantor set in which the moments of work are those points contained in the set and moments of non-work are portions of a deleted interval. Because this is a graph of an empirically observed natural phenomenon rather than a purely mathematical object, it would have a minimum fineness and resolution: if our minimum unit of time is 10 ms and we graph a line segment representing one hour, it would comprise 3.6 × 10 6 such units of work or non-work. In this context, the Hurst exponent takes on a different (and perhaps even counterintuitive) meaning. For a twodimensional graph of a time series with H ≈ 0, successive yvalues alternate antipersistently around the mean, and the graphed line fills up a relatively large share of the twodimensional space. For a one-dimensional graph of a binary time series, one might visualize the set as though it contains a single point that is able to slide back and forth along the xaxis to occupy many different x-values simultaneously, thus forming the set. For a set with high persistence (H ≈ 1), the point may be locked to a single x-value, reflecting a process with long memory. For a set with low persistence (H ≈ 0), the point 'forgets' where it is and is free to move up and down the line segment, occupying many different x-values. This conceptualization reflects the fact that the twodimensional graph of an antipersistent time series will cross the horizontal line determined by the mean y-value at many different places, whereas the graph of a persistent process might only cross it once, and the graph of a random-walk process can intersect it either one or many times.
V. FORMULATING OUR FRACTAL MEASURE
A. Advantages of the Box-Counting Method
Different methods exist for calculating fractal dimension. A number of scholars prefer the Minkowski-Bouligand or box-counting dimension over alternatives such as the areaperimeter or power spectrum methods for estimating the fractal dimension of natural phenomena as diverse as seismic activity, electrical activity in the brain, and physical surface features at the nanometer scale [42] , [39] , [43] . Longo and Montévil argue that while it lacks some of the mathematical import found in other definitions of fractal dimension such as the Hausdorff dimension, the boxcounting dimension has an advantage in that it can easily be applied to empirically observed phenomena [37] .
In order to develop our comparative fractal measure of work effort for human and artificial agent managers, we have thus employed the box-counting method to estimate the temporal dynamics' fractal dimension. The box-counting dimension D of set F can be calculated as:
Here N δ ( F ) is the smallest number of sets of diameter δ that cover the set F [44] . When using the box-counting method to estimate the fractal dimension of natural phenomena, this can be done by calculating the average value of D that results when one empirically determines for multiple values of δ [45] .
B. Calculation and Notation of our Fractal Measure
When we applied this approach to calculate the boxcounting fractal dimension D for the work effort of particular hypothetical human and artificial agent managers, it yielded insights that could be useful for understanding, comparing, and enhancing the temporal work dynamics of such agents.
To accomplish this, we considered an agent's typical work effort as viewed across on three different time-scales or levels: 1) The set F1 includes those weeks worked within a span S1 of five years (or 260 weeks), for which the covering sets used for the box-counting estimation were δa = 4 weeks, δb = 2 weeks, and δc = 1 week. 2) The set F2 includes those hours worked within a span S2 of one week (or 168 hours), for which the covering sets used for the boxcounting estimation were δa = 4 hours, δb = 2 hours, and δc = 1 hour.
3) The set F3 includes those minutes worked within a span S3 of one hour, for which the covering sets used for the box-counting estimation were δa = 1 minute, δb = 30 seconds, and δc = 15 seconds. Using the box-counting method, we calculated D1, D2, and D3 for the time-scales F1, F2, and F3, respectively, and averaged those values to produce a mean value of D= ( D 1 , D 2 , D 3 , ) for a particular agent. We then calculated the estimated value for the Hurst exponent for that agent's temporal dynamic with the equation
Drawing on the data considered in previous sections for the typical temporal performance of human professionals and artificial agents (envisioned as hardware and software systems), we present four specific hypothetical cases and the values of D and H calculated for each.
VI. APPLYING OUR MEASURE TO PARTICULAR CASES
A. Temporal Dynamics of Human Manager A
Consider a hypothetical Human Manager A whose work effort approaches the maximum of which contemporary human beings are capable. This manager does not take any weeks of vacation during the five years worked in his position (S1 = 260 weeks, N δ ( F 1 ) = 260 weeks). He concentrates exclusively on his career, working an average of 90 hours per week (S2 = 168 hours, N δ ( F 2 ) = 90 hours).
During the work day, he avoids all possible distractions and, relying on an approximation of the Pomodoro Technique, spends only 5 minutes of each 'work hour' not performing work-related functions (S3 = 60 minutes, N δ ( F 3 ) = 55 minutes). We graphed each of these situations on a line segment that we then considered at three different temporal resolutions. Within the graph of the time series, a moment of work is indicated with a colored vertical slice, and a moment of non-work is indicated with an unshaded interval. A graph of the temporal work dynamics of Human Manager A is seen in Fig. 1 below. For an agent with these characteristics, we have calculated D = 0.962, H = 0.038, and availability (understood as the likelihood that any randomly-selected
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instant of time will fall during a moment of work rather than non-work) as A = 49.1%.
B. Temporal Dynamics of Human Manager B
Hypothetical Human Manager B represents the opposite end of the spectrum: his time commitment approaches the lowest amount possible for someone who is fulfilling a management role with an organization. We suppose that Human Manager B spends only half of the weeks in the year working (S1 = 260 weeks, N δ ( 
C.Temporal Dynamics of Artificial Agent Manager A
Next consider a hypothetical Artificial Agent Manager A in the form of a software program running on a computer with a typical serial processor architecture. We suppose that during a given five-year operating period, there may be brief service outages for scheduled maintenance or updates but that there are no extended outages (S1 = 260 weeks, N δ ( F 1 ) = 260 weeks). Each week, there is a scheduled maintenance window of one hour, when software updates are applied and the system is rebooted (S2 = 168 hours, N δ ( F 2 ) = 167 hours).
The software program and hardware substrate for Artificial Agent Manager A have no non-work-related functions and are not capable of being 'distracted' in the way that a human manager is, thus during a typical hour period of work, Artificial Agent Manager A does not dedicate any minutes to non-work-related functions (S3 = 60 minutes, N δ ( F 3 ) = 60 minutes). A graph of the temporal work dynamics of Artificial Agent Manager A is seen in Fig. 3 below. For an agent with these characteristics, we have calculated D = 0.999, H = 0.001, and A = 99.4%.
D.Temporal Dynamics of Artificial Agent Manager B
Finally, consider the hypothesized future scenario of Artificial Agent Manager B, an artificial general intelligence with a distributed neural network architecture that is modeled on the human brain and displays human-like motivations, emotions, and learning capacity [21] . While Artificial Agent Manager B enjoys its job, every two years it must spend a week away from work for a period of psychological assessment, maintenance, and relaxation, to reduce the likelihood of professional burnout (S1 = 260 weeks, N δ ( F 1 ) = 258 weeks). Moreover, during each week of work, its neural network architecture requires it to spend two hours daily in a 'sleep' mode in which any new external stimuli are shut out, in order to facilitate the assimilation of the day's experiences into long-term memory. In order to maintain its capacity for creativity, satisfy its intellectual curiosity, and avoid the development of cyberpsychoses, it must also spend two hours daily exploring spheres of experience unconnected to its work-related tasks (S2 = 168 hours, N δ ( F 2 ) = 126 hours). Because Artificial Agent Manager B reflects the full constellation of human-like cognitive and social behaviors, it spends five minutes of each hour on functions other than work, such as A graph of the temporal work dynamics of Artificial Agent Manager B is seen in Fig. 4 below. For an agent with these characteristics, we have calculated D = 0.945, H = 0.055, and A = 68.2%. We may note the following conclusions: 1) Artificial Agent Managers A and B and Human Manager A all display similar values of H ≈ 0 (antipersistence), while Human Manager B displays a value of H ≈ ½ (randomness). While more study is required to verify this supposition, it seems likely that managers with low persistence (as understood in the mathematical sense defined above) would be free from high switch costs, as their work intervals last longer, and they spend a smaller share of their work time transitioning into or out of periods of work.
VII. ANALYSIS AND DISCUSSION
A. Comparison and Analysis
2) The managers displaying high values for D possess 'flexibility' in the sense that they are ready and available to work in almost every possible moment. However, they may simultaneously display 'inflexibility,' in the sense that they are used to working in every possible moment, thus unexpected interruptions may be more likely to derail the work of this sort of manager. Meanwhile, managers with a lower value for D possess 'flexibility,' insofar as they are already used to working only sporadically and juggling intervals of work amidst many other activities, thus unexpected interruptions to their work may not greatly faze them. On the other hand, they might simultaneously display 'inflexibility,' insofar as the bulk of their time may already be filled with non-work-related activity, leaving only brief, sporadic slivers of time available for work. If an unexpected distraction prevents them from working during one of these windows, it may be quite some time before another window of availability for work appears.
3) The values of A and D are neither directly nor inversely proportional to one another. Artificial Agent Manager A possesses the highest values for both A and D, while Human Manager B displays the lowest values for both. However, in the middle of the table, Human Manager A displays a higher value for D than Artificial Agent Manager B but a lower value for A. This means that if one only utilizes a simple measure such as availability in assessing (and ranking) the temporal work dynamics of human and artificial agents, one will miss out on additional information that the fractal dimension and Hurst exponent can provide. While availability is a useful measure, it can potentially be misleading if not complemented by more sophisticated measures such as fractal dimension.
B. Avenues for Future Research
Further steps that we have identified to advance this research include: 1) Gathering empirical data about temporal work dynamics from a sample of real-world human managers and artificial agent systems to verify the appropriateness and value of this fractal-dimension-based model. Analysis of such data could aid in predicting the temporal dynamics of future artificial agent systems (for which empirical data is not yet available) and designing more advanced artificial intelligence systems that will be capable of carrying out a wider range of business management roles.
2) Adding data for a time-scale S4 that captures the work activity of human and artificial agent managers as viewed in intervals as small as 10 milliseconds. The ability to capture such data for the neural activity of a human manager exceeds the temporal resolution available with current fMRI technology, but it may be possible using EEG or MEG techniques (perhaps in conjunction with fMRI).
3) Attempting to identify correlations between the values of D and H for a particular manager's temporal dynamics and traits identified in established models of managerial motivation and behavior.
In conclusion, we hope that if this paper's proposal for a single fractal temporal measure of work effort that is applicable to both human and artificial agent managers proves useful, it might in some way contribute to the development of a new perspective in which an organization's human resources management and its management of artificial agent systems are seen not as two disconnected spheres, but rather as two aspects of a new, integrated discipline of human and artificial agent resource management. 
