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摘要:针对在原有迭代 FFT稀疏阵列综合方法中，其迭代过程容易陷于死循环而必须通过多
次重新随机初始化的问题，提出一种改进的迭代 FFT稀疏阵列综合方法。该方法具有两层循
环迭代，即在原有的迭代 FFT方法基础上，增加了内层循环迭代，使得阵因子在满足副瓣约束
之后再进行激励大小排序并进行阵列稀疏处理，避免了原有迭代 FFT方法容易陷于局部死循
环的问题。仿真结果表明，改进的方法比原有的迭代 FFT方法可以获得具有更低副瓣电平的
平面稀疏薄阵综合结果。
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An Improved Iterative FFT Synthesis Method for Planar Thinned Arrays
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Abstract: In the original iterative FFT array thinning synthesis，the whole iterative process is
easy to be trapped in a dead loop． Consequently this thinning array method has to reckon on a
large number of repeated random initializations． To overcome this problem，in this paper an im-
proved iterative FFT synthesis method is proposed for large － scale planar thinned arrays． The
proposed method has two layers of iterations: the outer and inner layer iteretions，and the addi-
tional inner layer iteration is used to make the array factor satisfied within the specified sidelobe
level requirement with significant adjustment of element excitations before the thinning array pro-
cessing is performed． The possibility of being trapped is redllced in a dead loop． Simulation re-
sults show that the improved method can obtain a sparse planar array with the sidelobe level
much lower than the one obtained by the original iterative FFT method．
Key words: iterative FFT; phased array antenna; thinned array; sidelobe level
1 引言
现代战争对新型作战平台提出了电子战、雷
达、通信、CNI 多功能综合一体化应用要求，要求
电子信息装备具备多功能下的超宽带、高增益、低
副瓣系统能力。为了满足上述能力要求，在工程
上通常会设计一个大的阵列孔径来满足高增益的
应用需求，并通过阵列孔径的灵活配置或重构来
满足多功能应用需求。但是较大的阵列孔径会导
致系统成本高，直接合成存在副瓣高的缺点。因
此，对阵列进行稀疏化低副瓣设计就成为了阵列
综合优化设计的一种重要内容。与相同口径的满
阵相比，稀疏阵列虽然具有一定的增益损失，但其
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优点是显儿易见的，主要有三:一是在获得近似满
阵的波束宽度的基础上可以减少阵元数目，从而
降低阵列系统的成本和重量; 二是稀疏部分平均
间距增加，可以减少阵列互耦的影响，并减轻阵列
系统的散热复杂度问题; 三是相比于满阵时的等
幅激励，稀疏阵列可以获得更低的副瓣电平。基
于上述特点，阵列稀疏对解决大型多功能阵列的
低副瓣、高性价综合设计具有重要的意义。
关于稀疏阵列的综合及优化，国内外已有较
多学者提出了许多不同的方法。主要包括: 1 ) 各
种解析的不等间隔阵列方法［1 － 3］，这些方法采用
解析公式计算阵元位置，计算效率极高，但一般难
以有效地控制所得阵列的副瓣分布; 2 ) 随机优化
类算法，如遗传算法［4 － 6］、粒子群算法［7］、模拟退
火算法［8］、布尔代数差分进化算法［9］、杂草入侵
算法［10］，这些方法采用了不同的群体智能策略，
通过群体的不断智能进化，寻求最优的阵元位置
分布。其主要缺点是优化效率低，难以适用于大
规模阵列情况( 如 1000 元以上平面阵列) ; 3 ) 迭
代凸优化的技术［11 － 13］，这些技术采用迭代加权
L1 范数优化来获得稀疏阵列分布，并通过在预先
设定的离散空间角度设置约束条件来控制阵列副
瓣，但也不适合需要大量角度空间采样的大型平
面阵列情况。当考虑规则线性或平面阵列时，
Keizer提出一种基于迭代快速傅里叶变换的低副
瓣稀疏综合方法［14，15］。该方法的基本思想是采
用修正的交替投影策略，在交替投影过程中利用
了规则阵列方向图与离散傅里叶变换之间的关
系，从而可以采用 FFT 来加速稀疏阵列综合。相
比于其他优化方法，迭代 FFT 方法具有明显的计
算优势。然而，该方法在每一次阵因子反推得到
新激励之后，便对新的激励分布进行排序，基于预
先设定的稀疏度挑选较大激励所对应的阵元位置
并设置为 1，其他位置设置为 0。由于一次迭代往
往不足以对激励排序造成明显变化，导致稀疏阵
列的位置布局没有发生明显改变，从而使得这种
迭代容易限于重复结果而无法跳出，最终只能通
过重置随机初始值来进入新的迭代。因此，Keizer
的迭代 FFT方法过度依赖于初始随机数选择，导
致难以实现最优的低副瓣综合设计。之后，文献
［16 － 18］等进一步发展了迭代 FFT 综合方法，但
也没有针对迭代 FFT 方法过度依赖初始随机化
的问题进行改进。
本文针对上述迭代 FFT 方法所存在的问题，
提出一种内外两层的迭代 FFT 方法。在内层迭
代中，根据预先设定的方向图副瓣要求和给定的
阵元位置选择，通过迭代 FFT 获得满足副瓣约束
的阵元激励分布;在外层迭代中，对内层迭代的激
励做稀疏处理，得到新的稀疏阵列位置布局，然后
判断是否满足副瓣要求，若不满足则进入内层进
行迭代。按此进行两层嵌套迭代，直至获得要求
的副瓣约束条件及稀疏率，或者达到总的迭代次
数为止。将该方法用于对大角度扫描的平面侧射
多功能阵列进行稀疏综合仿真，结果表明，在相同
口径的情况下，该方法可以获得比原来的迭代
FFT方法更低的副瓣电平和更好的稀疏率。
2 基于迭代 FFT 的平面稀疏薄阵
综合原理及算法流程
对于间距为 d的 M行 N列的阵列，阵元布局
在均匀的矩形栅格平面上，其阵因子可写作:
AF( u，v) = ∑
M－1
m = 0
∑
N－1
n = 0
Amne
jβd( mu+nv) = AF( θ，)
( 1)
其中，Amn指阵元( m，n) 的复激励，β 为波数( 2π /
λ) ，λ为波长，u = sin ( θ) cos ( ) 和 v = sin ( θ) ·
sin( ) 为方向余弦，θ， 是球坐标下的观测角。
由式( 1) 可知，平面阵列的阵元激励 Amn和阵因子
AF( u，v) 之间存在离散的二维逆傅里叶变换( two
－ dimensional inverse fast Fourier transform，2 － D
IFFT) 关系。如果对阵因子 AF( u，v) 运用二维快
速傅里叶变换( 2 － D FFT) ，则可以得到阵元激励
Amn。
为了应用迭代 FFT 方法，通常选择规则阵列
进行稀疏抽取，将一些辐射的单元关闭或者移除，
其余单元激励统一幅度。其中能够辐射( 状态为
开) 的阵元数目 T是由 T = round( f × Mall ) 决定，f
为填充因子，代表了状态为开的阵元占满阵时的
阵元数目的比例，Mall为在孔径位置上的阵元总
数。对于副瓣约束阈值为 SLLT 的平面稀疏阵列
综合问题，Keizer 在文献［14］中提出了一种迭代
傅里叶变换的算法，其具体流程如下:
( 1) 随机初始化阵元激励 Amn，对 Mall个阵元
依照填充因子 f设定 1 或 0;
( 2) 对阵列激励 Amn使用 K × K点的 2 － D IF-
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FT，得到阵因子 AF( u，v) ;
( 3) 将副瓣区域幅值大于 SLLT( 副瓣电平阀
值) 的点数用 SSLL ( 预定的副瓣电平值) 替代，
AF( u，v) 旁瓣区域的其他点值和主瓣区域保持不
变，得到修正后的方向图槇AF;
( 4) 对槇AF使用 K × K 点 2 － D FFT，得到新的
一组激励珘Amn ;
( 5) 保留珘Amn的 K × K个采样点中与阵列栅格
结构相符的前 M × N个点的值;
( 6) 考虑到阵列孔径可能是非矩形形状的情
况，对位于孔径以外的 珘Amn中的( M × N － Mall ) 个
采样点置零;
( 7) 根据填充因子 f，对激励幅值中较大的前
T个阵元的激励置 1，其余阵元的激励置 0，得到
新的阵列布局;
( 8) 对比上一次迭代时的阵列布局，如果两
次布局没有变化，则退出本次循环进入初始化步
骤( 1) ，否则进入步骤( 9) ;
( 9) 重复步骤( 2) 至( 8) 直到新的阵列布局能
够满足副瓣阈值或者循环次数达到上限为止，结
束整个综合流程。
在以上的迭代傅立叶变换综合法中，在每一
次阵因子反推得到新激励之后，便对新的激励分
布进行排序并挑选前 T 个最大的激励所对应的
阵元位置。由于一次迭代往往不足以对激励分布
造成明显的变化，因此，新的激励中前 T 个激励
的位置常常并没有发生改变，导致阵列布局没有
发生改变。这样将导致这种迭代限于重复结果而
无法跳出，只能通过重置随机初始值来进入新的
迭代。因此，该方法过度依赖于初始随机数选择，
难以实现最优综合，导致阵列难以达到较低的副
瓣电平。
3 改进的迭代 FFT 平面稀疏阵列
综合算法
为了解决 Keizer 的迭代 FFT 方法难以实现
最优综合，难以达到低副瓣电平的问题，本文提出
一种改进的迭代 FFT 稀疏阵列综合方法。其基
本思想是引入两层循环的概念，在激励改变较大
( 即满足副瓣约束条件) 之后，再对激励排序，重
置阵列布局，如此可以大大降低激励幅度改变而
激励大小顺序没变的可能，从而使得阵列布局不
断地优化，提高综合最优速度，实现阵列较低副瓣
电平综合实现。
其主要算法的流程如下:
( 1) 对 Mall个阵元在［0 － 1］范围内随机设置
初始激励;
( 2) 根据填充因子 f，对激励幅值中较大的前
T个阵元的激励置为 1，其余阵元的激励置为 0;
( 3) 对阵列激励 Amn使用 K × K点的 2 － D IF-
FT，得到阵因子 AF;
( 4) 确定方向图 AF的副瓣区域，将幅度值大
于 SLLT的副瓣区域的值用 SSLL( 设定的副瓣电
平值) 替代，AF旁瓣区域的其他点值和主瓣区域
保持不变，得到修正后的方向图槇AF;
( 5) 对槇AF使用 K × K 点 2 － D FFT，得到新的
一组激励珘Amn，并保留在 K × K个采样点中与阵列
栅格结构相符的前 M × N个点的值;
( 6) 考虑到阵列孔径是非矩形形状的情况，
对位于孔径以外的珘Amn中的( M × N － Mall ) 个采样
点置零;
( 7) 重复步骤( 3) 至( 6 ) ，当新的激励所对应
的 AF满足副瓣阈值 SLLT，或者内层循环的次数
达到上限则终止内层循环，进入步骤( 8) ;
( 8) 根据填充因子 f，对激励幅值中较大的前
T个阵元的激励置为 1，其余阵元的激励置为 0，
得到新的阵列布局;
( 9) 对比上一次外层循环时的阵列布局，如
果两次阵列布局没有变化则退出本次外层循环、
进入初始化步骤( 1) ，否则进入步骤( 10) ;
( 10) 重复步骤( 3) 至( 9 ) 直到新的阵列布局
能够满足副瓣阈值或者外层循环次数达到上限则
终止整个综合过程。
以上稀疏阵列综合流程其外层循环中包含着
内层循环，而内层循环和迭代 FFT 低副瓣综合方
法的步骤是一样的，即步骤( 3 ) 到步骤( 7 ) ，阵元
激励采用幅相同时优化，直到新的激励能够满足
预设的副瓣电平约束( 或迭代次数达到上限) ，则
退出内层循环，此时再对新的激励幅度由大到小
排序，形成新的阵列布局。然后将新的阵列布局
与前一次外层循环的阵列布局相比较，如果两次
阵列布局不同，则进入新阵列布局基础上的内循
环;如果两次阵列布局相同，则需要重新随机初始
化。仅当新的阵列布局能够满足副瓣阈值或者外
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层循环次数达到上限时，终止整个综合过程。
本方法的阵列综合原理是基于激励改变较大
原则进行阵列重置布局，降低了激励幅度改变而
激励大小顺序不变的可能，从而加速阵列布局不
断地优化，避免了原有迭代 FFT 方法容易陷于局
部死循环的问题，实现阵列较低副瓣电平综合
实现。
4 平面阵列稀疏综合仿真试验
为了验证改进的迭代 FFT 平面稀疏阵列综
合方法的有效性和性能，这里通过仿真计算来实
现该算法与 Keizer方法的对比。对宽频段阵列的
稀疏优化，选择频段内频率波长为 λ 的较高频率
来构建正方形阵列，阵列间距为 0． 5λ，阵列长和
宽为 50λ，则 FFT 计算的阵列网格为 101 × 101
元，即 M = 101、N = 101，其中，圆形口径内所占的
网格数目为:
Mall≈
π( 25λ) 2
( 50λ) × ( 50λ)
·( M × N) =
0． 785 × 10201≈8012
假定在圆形口径内填充因子 f = 0． 3，则阵列
中状态为开的阵元数目 T = f·Mall≈2404。假定
方向图采样参数 K取 1024，随机初始激励试验次
数的上限取为 50。整个综合过程都是在 u － v 面
上进行，并且考虑各向同性单元的远场方向图阵
因子。
设定 SLLT 为 － 35dB，SSLL 为 － 60dB，即副
瓣高于 － 35dB 的区域用 － 60dB 来替换。仿真结
果如下。
图 1 为由最优阵元布局求解的 u /v切面远场
方向图，可以看出，改进方法可以获得更低的副瓣
电平。
( a) u /v切面
( b) u /v切面局部放大
图 1 圆形平面稀疏阵的 U/V切面方向图
图 2 两种方法副瓣电平曲线图
图 2 为两种方法综合后的副瓣电平综合结
果。Keizer方法在阵列布局优化结束后的副瓣电
平为 － 23． 96dB; 而本文的改进的迭代 FFT 方法
在阵列布局优化后的副瓣电平为 － 29． 87dB，与
前者相比，大约有 6dB的副瓣电平改善。
图 3 为两种方法综合优化后的阵列布局，可
以看出，改进方法可以获得比原来更好的稀疏
结果。
( a) Keizer方法
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( b) 改进的迭代 FFT方法
图 3 两种方法综合优化后的阵元分布对比
图 4 一次随机试验中副瓣电平变化曲线
图 4 显示了一次随机的试验中，副瓣电平随
迭代次数增加的变化情况。可以看出: Keizer 方
法迭代到第四步之后副瓣电平就没有任何变化
了，阵列整合陷入局部死胡同，此时副瓣电平比我
们的预期目标 SLLT高约 12dB;在改进的方法下，
仅一次迭代副瓣电平就已经低于 Keizer的最后结
果，经过大概 15 次迭代后该方法才进入死循环，
优化结果比 Keizer 方法低了约 6dB，实现阵列较
低副瓣电平综合。
两种方法的性能对比情况如表 1 所示。
表 1 两种方法对比情况
试验次数 迭代次数 总时间 SLL
KEIZER 50 2021 379． 37s － 23． 96dB
改进法 5 788 130． 35s － 29． 87dB
可以看出，改进算法在试验次数较低的情况
下，得到了更优的副瓣电平，并且迭代次数和总时
间也有较大幅度的减少，证明该方法减轻了对随
机初始分布的依赖，加速了阵列的优化，并大大改
善了最终稀疏阵列布局的副瓣电平综合结果。
图 5 给出了基于改进的迭代 FFT 方法所综
合的稀疏阵列在不同扫描角时的的立体方向图及
副瓣情况。
( a) θ = 30°，φ = 0°
( b) θ = － 45°，φ = 0°
( c) θ = 45°，φ = 0°
( d) θ = 45°，φ = 45°
图 5 稀疏阵波束扫描方向图
图 5 中，x，y坐标的数学表达式为:
x = 10 log10 |AF( θ，) |
2 sin( θ) cos( )
y = 10 log10 |AF( θ，) |
2 sin( θ) sin( )
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上述仿真结果表明，波束扫描角在 ± 45°时，
其副瓣电平约为 － 29． 5dB，改进方法在大角度扫
描下的副瓣电平与方位、俯仰 0°指向时的副瓣电
平相当。
5 结束语
本文提出一种改进的迭代 FFT 平面稀疏阵
列综合算法。该方法具有内外两层循环，即在
Keizer提出的迭代 FFT 方法的基础上，增加了内
层循环迭代，以改善原有的迭代 FFT 方法所综合
的稀疏阵列布局容易陷于死循环的问题，减轻了
对随机初始分布的依赖，并大大改善了最终稀疏
阵列布局的副瓣电平综合结果。仿真表明，在相
同稀疏率及阵列口径的情况下，本文方法所综合
的副瓣电平比原有的 Keizer 方法低了约 6dB，迭
代次数和总时间也有较大幅度的减少，验证了该
方法的有效性和技术优势。
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