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ABSTRACT
We investigate the clustering of galaxies selected in the 3.6 μm band of the Spitzer Wide-area
Infrared Extragalactic (SWIRE) legacy survey. The angular two-point correlation function is
calculated for 11 samples with flux limits of S3.6  4–400 μJy, over an 8 deg2 field. The
angular clustering strength is measured at >5σ significance at all flux limits, with amplitudes
of A = (0.49–29) × 10−3 at 1◦, for a power-law model, Aθ−0.8. We estimate the redshift distri-
butions of the samples using phenomological models, simulations and photometric redshifts,
and so derive the spatial correlation lengths. We compare our results with the Galaxies In
Cosmological Simulations (GalICS) models of galaxy evolution and with parametrized mod-
els of clustering evolution. The GalICS simulations are consistent with our angular correlation
functions, but fail to match the spatial clustering inferred from the phenomological models
or the photometric redshifts. We find that the uncertainties in the redshift distributions of our
samples dominate the statistical errors in our estimates of the spatial clustering. At low red-
shifts (median z  0.5), the comoving correlation length is approximately constant, r0 = 6.1 ±
0.5 h−1 Mpc, and then decreases with increasing redshift to a value of 2.9 ± 0.3 h−1 Mpc for
the faintest sample, for which the median redshift is z ∼ 1. We suggest that this trend can be
attributed to a decrease in the average galaxy and halo mass in the fainter flux-limited samples,
corresponding to changes in the relative numbers of early- and late-type galaxies. However,
we cannot rule out strong evolution of the correlation length over 0.5 < z < 1.
Key words: galaxies: evolution – galaxies: statistics – large-scale structure of Universe –
infrared: galaxies.
1 I N T RO D U C T I O N
Galaxies are not distributed randomly across the sky. At least at low
redshifts, they appear to trace distinct patterns: galaxy clusters are
connected to each other by long, filamentary structures of galaxies,
interspersed with large voids in which few or no galaxies are seen. A
plausible theoretical motivation has arisen for the formation of such
large-scale structures (LSS) of galaxies, namely that the galaxies
are tracing an underlying distribution of dark matter. In their most
E-mail: mail@ianwaddington.com
modern form, models for the formation of these LSS postulate that
the evolution of the dark matter density field is inextricably linked
to the formation and evolution of the galaxies themselves (e.g. Cole
et al. 2000; Granato et al. 2000; Hatton et al. 2003). These models
generally invoke some variation of the biased hierarchical paradigm,
in which overdensities, or ‘haloes’, in the dark matter distribution
undergo successive mergers over time to build haloes of increas-
ing mass, with galaxies forming from the baryonic matter in these
haloes.
From these models, and recent observations, it is clear that the
relationship between the properties of galaxies, and the properties
of the dark matter haloes in which they reside, is subtle, and is an
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area in which observational constraints are particularly valuable in
constraining models. We would like to know, observationally, what
sort of galaxy occupies what sort of halo as a function of redshift,
and how the properties of galaxies change with both redshift and the
masses of their parent haloes. One method that has proven especially
useful in providing such observational constraints is measuring clus-
tering amplitudes. Fundamentally, the biased hierarchical paradigm
requires that overdensities of dark matter should themselves clus-
ter together on the sky, with the strength of clustering depending
on their mass (Kaiser 1984; Bardeen et al. 1986). In principle, we
can make great strides in understanding the relationship between
galaxies and the underlying dark matter distribution by measuring
the clustering strength of galaxies selected in a particular way, and
relating this to theoretical predictions for halo clustering (Benson
et al. 2001).
Such observations are, however, not straightforward to perform.
Reliable clustering measurements require large, homogeneous sam-
ples of sources selected over large enough areas of sky to sample a
range of dark matter density regimes. Ideally, we would like such
observations to be performed in the near- and mid-infrared: the (rest
frame) near-infrared is most sensitive to evolved stars and so can
pick up large samples of passively evolving systems, whereas the
mid-infrared is sensitive to the dusty, active sources in which the
stars and central black holes in (at least some) passively evolving
systems are thought to form. Infrared observatories available up
to now, however, have not been capable of mapping large enough
areas to the required depths to find sufficient numbers of sources,
or in enough bands to even crudely discriminate between different
populations.
The launch of the Spitzer Space Telescope (Werner et al. 2004)
offers the potential to overcome these problems, due to its ability
to map large areas of sky in the infrared to greater depths than any
previous observatory and in multiple bands so that dusty, active
systems can be differentiated from passively evolving systems. The
Spitzer Wide-area Infrared Extragalactic (SWIRE) survey (Lonsdale
et al. 2003, 2004) is the largest of the Spitzer Space Telescope’s six
Cycle 1 legacy programmes. The survey covers a total area of 49
deg2, split between six fields, in all seven of Spitzer’s imaging bands
(3.6–160 μm). The area and depth of SWIRE combine to produce
a survey of significant comoving volume, 0.2 h−3 Gpc3 over 0 < z
< 2, and spatial scales of ∼100 h−1 Mpc at z  1.
A principal goal of SWIRE is to study the clustering behaviour
of a variety of extragalactic populations. In Oliver et al. (2004),
we presented the first detection of galaxy clustering in the survey,
measuring a two-point angular correlation function at 3.6 μm from
our validation data, and in Farrah et al. (2006) we presented results
on the clustering of Ultraluminous Infrared Galaxies (ULIRGs) at
z > 1. Fang et al. (2004) presented angular correlation functions at
3.6–8.0 μm from the 4 deg2 Spitzer First Look Survey.
In this paper, we extend the analysis of the 3.6-μm clustering
to larger scales and fainter flux limits (higher redshifts). We begin
with a summary of definitions and formalisms in Section 2, then in
Section 3 we discuss the sample selection, including star/galaxy
separation and the angular selection function. In Section 4, we
present our measurements of the two-point angular correlation func-
tion. We compare our results with previous measurements in the
K band (Section 5) and with the GalICS semi-analytical simula-
tions (Section 6). The angular clustering amplitudes are used to
estimate the spatial correlation lengths, which are then compared
with simple parametrized models of clustering evolution, the Gal-
ICS simulations and results from the literature (Section 7). Section 8
draws together some conclusions from our analysis. We use
H0 = 100 h−1 km s−1 Mpc−1 with M = 0.3 and  = 0.7. Mag-
nitudes are in the AB system unless otherwise noted.
2 D E F I N I T I O N S A N D L I M B E R ’ S E QUAT I O N
The spatial two-point correlation function ξ (r, z) is defined through
the joint probability
dP(r , z) = N 2[1 + ξ (r , z)] dV1 dV2 (1)
of finding a galaxy in the volume element dV1 and a second galaxy
in the volume element dV2 separated by a distance r at a redshift
z, where N(z) is the mean number density of sources (e.g. Phillipps
et al. 1978). In comoving coordinates, the correlation function can
be parametrized as
ξ (r , z) =
(
r
r0
)−γ
(1 + z)γ−(3+	), (2)
where r0 measures the strength of the clustering at z = 0, γ measures
the scale-dependence and 	 parametrizes the evolution with redshift
(e.g. Phillipps et al. 1978; Overzier et al. 2003).
Several special values of 	 have particular interpretations.
(i) 	 = 0 is the stable clustering model, where the correlation func-
tion is fixed in proper coordinates and clustering grows stronger
as the background mass distribution expands with the universe.
(ii) 	 = γ −3 is the comoving case, where clustering remains con-
stant in comoving coordinates and simply expands with the universe.
(iii) 	 = γ −1 is the linear growth model, which corresponds to the
application of linear perturbation theory to a scale-free power spec-
trum in an Einstein–de Sitter universe. We note that these models
are qualitative indicators of possible evolution scenarios rather than
realistic clustering models (Moscardini et al. 1998).
The angular two-point correlation function w(θ ) is a measure of
the number of pairs of galaxies with separation θ compared with
that expected for a random distribution. It is defined through the
joint probability
dP(θ ) = N 2[1 + w(θ )] d1 d2 (3)
of finding a galaxy in solid angle d 1 and a second galaxy in solid
angle d 2 separated by an angle θ , where N is the mean number
density of sources (per steradian) in the survey (e.g. Phillipps et al.
1978). If w(θ ) is zero, the distribution of galaxies is unclustered.
The angular correlation function, w(θ ), is the projection along
the line of sight of the spatial correlation function, ξ (r, z), and can
be calculated from Limber’s equation (Limber 1953; Phillipps et al.
1978). If ξ (r, z) is parametrized as a power law, as above, then w(θ )
is also a power law
w(θ ) = Aθ1−γ . (4)
The amplitude, A, of the angular correlation function can be ex-
pressed (following e.g. Efstathiou et al. 1991) as
A = r
γ
0 f
c
∫ ∞
0 H (z) (1 + z)−(2+	) D
1−γ
A (dN/dz)2 dz[∫ ∞
0 (dN/dz) dz
]2 (5)
where
f =
√
π ([γ − 1]/2)
(γ /2) (6)
with  being the standard gamma function. Here, dN/dz is the red-
shift distribution, DA is the angular diameter distance and H(z) is
the Hubble parameter,
H (z) = H0
√
M(1 + z)3 + k(1 + z)2 +  (7)
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(where we have neglected the radiation energy density). The spatial
correlation length, r0, can thus be calculated from the amplitude of
the angular correlation function (equation 5) if the redshift distribu-
tion, dN/dz, of the sources in the survey is known.
3 S A M P L E S E L E C T I O N
3.1 Spitzer observations
The SWIRE-EN1 field has an area of ∼9 deg2 and is coincident
with one of five fields observed as part of the European Large-Area
ISO (Infrared Space Observatory) Survey (ELAIS) (Oliver et al.
2000; Rowan-Robinson et al. 2004). The nominal field centre is
16h11m00s + 55◦00′00′′ (J2000). The field was mapped by Spitzer
at 3.6, 4.5, 5.8 and 8.0 μm with the Infrared Array Camera (IRAC;
Fazio et al. 2004) on 2004 January 14–20, and at 24, 70 and 160 μm
with the Multiband Imaging Photometer (MIPS; Reike et al. 2004)
on 2004 January 21–28 and 2004 July 29. The data can be retrieved
from the Spitzer archive with a Program Identification (PID) of 185,
and the enhanced data products (image mosaics and catalogues) are
available from the Spitzer Science Centre.1
Full details of the observations and data processing are given
in Surace et al. (in preparation); here, we summarize the essential
details. The SWIRE-EN1 field was mapped by IRAC with a large
grid of pointings, and at each grid point two 30-s images were taken,
each one consisting of multiple dithered exposures. The entire grid
was repeated in two epochs, offset by half an array width. Thus,
for any point on the sky there are a minimum of four independent
sightings (images), and these sightings occur on widely spaced parts
of the detector array in order to minimize instrumental signatures.
The entire survey has a minimum depth of four coverages, equal
to 120 s of exposure time. In some areas, this can be as high as 16
coverages, or 480 s.
The IRAC data were reduced and flux-calibrated by the Spitzer
Science Centre. Further processing of the individual images re-
moved a number of effects (mostly due to bright objects, primarily
stars) that remained in the pipeline products (Surace et al., in prepa-
ration). The images were then co-added into 16 large mosaics (or
‘tiles’) of approximately 0.8 × 0.8 deg2 each. Sources were de-
tected and their photometry measured with the SEXTRACTOR pack-
age (Bertin & Arnouts 1996). We used the flux measured in a circular
aperture of 3.8 arcsec diameter, unless the source was significantly
extended, in which case we used the flux within the Kron aperture.
The source catalogue was a superset of the SWIRE Data Release
2 (Surace et al. 2005), containing fainter objects than published at
that time.
3.2 Sample definition
We analysed 11 flux-limited samples selected at 3.6 μm from the
SWIRE-EN1 catalogue (Table 1). The deepest sample contained
sources with flux densities S3.6  4.0 μJy (or m36 < 22.4 mag);
this limit being defined by the flux density at which the differen-
tial completeness is approximately 50 per cent. At this level, the
integral completeness is 82 per cent (see Fig. 1 and discussion in
Section 3.3). Flux intervals of log S3.6 = 0.2 or m36 = 0.5 were
used, corresponding to intervals of z ∼ 0.1 in the median redshift
of the samples (see Section 7.1).
1 http://ssc.spitzer.caltech.edu/legacy
Table 1. Angular and spatial clustering strengths for each of the samples. S36
are the flux limits, A are the amplitudes of the angular correlation functions
and AC are the integral constraints. 〈z〉 are the median redshifts and r0 are
the spatial correlation lengths, derived from the GalICS redshift distributions
for the S36 = 4.0–15.9 μJy samples and from the IMPZ redshift distributions
for the brighter samples (see Section 7).
S36 A AC 〈z〉 r0
(μJy) 10−3 10−3 (h−1 Mpc)
4.0 0.49 ± 0.10 0.42 ± 0.09 1.00 2.93 ± 0.34
6.3 0.63 ± 0.14 0.54 ± 0.12 0.90 3.18 ± 0.38
10.0 0.98 ± 0.14 0.84 ± 0.12 0.80 3.84 ± 0.31
15.9 1.48 ± 0.08 1.26 ± 0.07 0.70 4.48 ± 0.14
25.2 1.90 ± 0.17 1.63 ± 0.15 0.65 4.78 ± 0.24
40.0 2.47 ± 0.35 2.12 ± 0.30 0.60 5.28 ± 0.41
63.4 4.73 ± 0.19 4.09 ± 0.17 0.50 6.70 ± 0.15
100.5 7.40 ± 0.29 6.39 ± 0.25 0.38 6.47 ± 0.14
159.2 11.31 ± 0.93 9.77 ± 0.81 0.28 5.58 ± 0.25
252.4 17.98 ± 1.90 15.54 ± 1.64 0.20 5.59 ± 0.33
400.0 29.12 ± 2.61 25.16 ± 2.25 0.17 6.15 ± 0.31
Figure 1. The integral completeness function at 3.6 μm. N(>S) is the cu-
mulative number of sources with fluxes S3.6, and N0(>S) is similarly the
cumulative number of sources after correction for incompleteness. The dot-
ted lines show the flux limits of our samples.
The flux limit of the brightest sample was set by the need to have at
least 1000 sources in order to measure the amplitude of the angular
correlation function with more than 3σ significance. This limit on
the minimum number of sources was determined empirically, by
calculating w(θ ) for different subsets of the data, varying both the
total number of sources and the width of the angular bins in each
subset. The brightest sample contained 1501 sources with S3.6 
400.0 μJy (or m36 < 17.4 mag).
3.3 Angular selection function
In order to calculate clustering statistics, we require an angular se-
lection function that would describe the distribution of sources in
the survey if there was no clustering. This takes the form of a mask,
where the value of the mask at each position is the relative proba-
bility of finding a source at that location on the sky in the absence
of clustering. This mask is then used to simulate a random (i.e.
unclustered) catalogue of objects (Section 4.1). The probability of
detecting a source at any given position depends on the complete-
ness of the survey at that point, which is a function of the noise
in the image. A noise map was calculated from the coverage map
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(i.e. a map of the integration time) and the completeness function
was found from simulations, as follows.
Coverage maps were generated for each individual mosaic,
recording the number of independent images contributing to each
pixel, after taking into account the complex dithering pattern and
any missing data due to cosmic ray rejection. The combined map
for the whole SWIRE-EN1 field was rebinned by a factor of 5 to a
pixel scale of 3 arcsec, reducing the size of the map so that it would
fit into memory. This rebinning effectively smoothed the coverage
map on a scale of 3 arcsec, closely matching the 3.8 arcsec diameter
photometric aperture. Pixels with mean coverage less than 2.95 were
excluded from the mask (this allowed for up to one of the images
in the full coverage areas to be flagged and rejected due to a cosmic
ray). The noise in the mosaics scales with the integration time, t, as
σ ∝ 1/√t and so varies with coverage (number of codded images),
κ , also as σ ∝ 1/√κ (Surace et al. 2005). The coverage mask was
then used as a proxy for a noise map.
We calculated the completeness function by simulating artificial
sources and adding them into the SWIRE images. The source ex-
traction stage of the analysis was then repeated, and the new source
list was compared with the known positions and fluxes of the artifi-
cial sources. The fraction of simulated sources that were recovered
by the source extraction was computed as a function of flux and
coverage (noise). Fig. 1 shows the integral completeness as a func-
tion of flux limit, for an average coverage of 5.0 pointings. The
survey is 99 per cent complete at 22 μJy, 95 per cent complete at
8.1 μJy, and the integral completeness falls to 82 per cent for our
faintest sample at 4.0 μJy. The simulation results also confirmed that
the completeness, f, scaled as expected with coverage, κ , and flux
limit, S, as f (S, κ) = f (√κS, 1). At every point in the coverage
map, we calculated the integral completeness given the flux limit
and coverage. This was then the relative probability that a source in
the survey could have been found at that location, in the absence of
clustering.
The final contribution to the angular selection function was to
exclude circular regions around bright point sources. For this we
used the Two-Micron All Sky Survey (2MASS; Skrutskie et al.
2006), masking a circle around all K  12 point sources within
a radius, R, given by log R(arcsec) = 3.1–0.16 K. This radius was
determined by visual inspection of the SWIRE images to find the
distance at which the star’s PSF merges into the background. Note
that these values are about a factor of 2 larger than that used in
the public SWIRE catalogue (Surace et al. 2005), giving a more
conservative mask.
3.4 Star/galaxy separation
The presence of stars in the source catalogue artificially dilutes the
strength of the galaxy correlations, so it was necessary to remove
the stars before performing the clustering analysis. To make the best
use of the large survey area, we did not want to be restricted to the
limited area with optical coverage, so we developed a procedure to
remove stars using only infrared criteria. Our goal was to minimize
the number of stars remaining in the sample, but without removing
an excessive number of galaxies.
We explored a range of magnitude, colour and stellarity selection
criteria in order to identify stars in the infrared data, developing
a three-stage process to remove them. First, the SWIRE catalogue
was cross-correlated with the 2MASS survey to classify the bright
sources. Objects flagged as being extended in 2MASS are galax-
ies and bright (K  14 mag) point sources are stars. Second, faint
2MASS sources were classified based on their near- to mid-infrared
colours and stellarity at 3.6 μm. Point-like (stellarity >0.94) sources
are identified as stars. Sources that are both blue (J − m36 < −1.50
or H − m36 < −2.2) and not clearly resolved (stellarity >0.06) are
also stars. Third, stars fainter than 2MASS were classified based
on their mid-infrared colours and 3.6 μm stellarity, where blue
compact sources are stars. We used three flux bins (m45  19.5,
19.5 < m45  20.0 and 20.0 < m45  23.0) with colour cuts of
m36 − m45 < −0.35, −0.30 and −0.25, and stellarity >0.8, 0.8 and
0.7, respectively, to identify stars.
A subset of the SWIRE-EN1 field has optical imaging data which
we used to estimate the effectiveness of our infrared star/galaxy sep-
aration. The Isaac Newton Telescope Wide Angle Survey (McMa-
hon et al. 2001; Gonzalez-Solares et al. 2004b) observed 6.4 deg2 of
the SWIRE-EN1 survey in five optical bands (U, g′, r′, i′, Z) to r′ 
23.5 mag. We identified optical counterparts to the SWIRE sources
and selected those sources with high optical (i band) stellarity ac-
cording to the SEXTRACTOR source extraction software (Bertin &
Arnouts 1996). These sources constituted a reference list of stars,
against which we compared the infrared classifications. At bright
fluxes (m36 < 21), the stellar contamination in the galaxy sample
was estimated to be <3 per cent, rising to 4 per cent at m36 = 22–23.
Fainter than m36 = 23, the total star counts are 3 per cent of the
galaxy counts (Fazio et al. 2004) so the contamination is still low,
even though we can no longer identify stars at these faint magni-
tudes. We also compared our galaxy sample with a list of stars iden-
tified by the IMPZ photometric redshift estimation code (Babbedge
et al. 2004; Rowan-Robinson et al. 2005). Again, we found that
the stellar contamination in our infrared galaxy catalogue was only
2–4 per cent at m36 < 23 mag.
At all fluxes, approximately 10 per cent of the galaxies were
rejected by our star selection criteria. There was a slight bias towards
rejecting blue (in near- to mid-infrared colours) compact galaxies,
but the fraction of galaxies rejected was sufficiently small that this
is not expected to significantly bias the measurement of the angular
correlation function.
4 A N G U L A R C O R R E L AT I O N F U N C T I O N S
4.1 Method
The angular correlation function (equation 4) was estimated by com-
paring the distribution of galaxies in the survey with catalogues of
random sources. The random catalogues were simulated using the
angular selection function (Section 3.3), such that the angular dis-
tribution of the random sources reflected the geometry and variable
depth of the actual survey. We compared each real data set with 1000
random catalogues, each containing the same number of sources as
the galaxy catalogue, ensuring that the uncertainty in the correla-
tion function was not dominated by the scatter between the random
catalogues.
A number of methods have been proposed to calculate the angu-
lar correlation function; here, we use the Landy & Szalay (1993)
estimator,
wˆ(θ ) = DD − 2DR + RR
RR
, (8)
where DD is the number of galaxy–galaxy pairs at separation θ ,
normalized by the total number of pairs over all separations; and
DR and RR are similarly the normalized number of galaxy–random
and random–random pairs, respectively.
The computationally intensive step in the calculation is counting
the number of pairs of sources, DD, DR and RR. For this, we used
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the NPT pair-counting code of Gray et al. (2004) which uses kd-trees
to greatly accelerate the speed of the calculation compared with
naive counting methods. We used 12 logarithmically spaced bins in
θ , over the range 0.001 < θ < 4.◦0, with log θ = 0.3.
4.2 Error estimates and parameter fitting
The large number of sources in the SWIRE data set allowed us
to calculate the errors on the correlation function by comparing
subsets of the data. For each of the six faint flux-limited samples
(4.0–40.0 μJy), we divided the data into nine to 25 subsamples
of 10 000–15 000 sources each. Two sampling methods were used.
First, we randomly selected galaxies across the full field; this gave
good statistics on the larger scales (>0.◦05). Second, we obtained
better statistics on smaller scales by dividing each flux-limited sam-
ple into a grid of nine to 25 smaller regions and calculating w(θ )
using all the sources within a subregion.
For each subsampling method, this produced n = 9–25 indepen-
dent estimates of the correlation function, wˆi (θ j ), where i labels
the subsample and j labels the angular bin. From these n estimates,
we calculated the mean w¯(θ j ) =
∑n
i=1 wˆi (θ j )/n for each bin. The
covariance between angular bins θ j and θ k is given by
σ 2jk =
1
n − 1
n∑
i=1
[wˆi (θ j ) − w¯(θ j )][wˆi (θk) − w¯(θk)]. (9)
Figure 2. Angular correlation functions w(θ ) for the 11 samples with flux density limits of 4–400 μJy. Solid lines are the best-fitting power-law model with
γ = 1.8, and the data have been corrected for the integral constraint.
As other authors have also found (e.g. Zehavi et al. 2002), the off-
diagonal terms become increasingly noisy for elements farther away
from the diagonal, making inversion of the covariance matrix un-
stable, so we only retained the covariances between adjacent bins,
i.e. we set σ 2jk = 0 for |j − k| > 1.
The brighter flux-limited samples (63–400 μJy) contained too
few sources to divide into independent samples, so to calculate the
errors we used the jackknife technique. Each sample was divided
into a grid of 4 × 4 subareas and we calculated wˆi (θ j ) 16 times,
each time excluding a different subarea. The best estimate of the
correlation function is the mean of the wˆi (θ j ) and the covariance is
σ 2jk =
n − 1
n
n∑
i=1
[wˆi (θ j ) − w¯(θ j )][wˆi (θk) − w¯(θk)] (10)
(Scranton et al. 2002). Again, we only retained the covariances
between adjacent bins.
In Fig. 2, we plot the angular correlation functions for the 11
samples, corrected by the integral constraint discussed below. For
the faint samples, we show the data from the full-field subsampling,
which give the best results on large scales and are consistent on
smaller scales with the results of the subregion sampling.
The angular correlation function is parametrized as a power-law
A θ 1−γ (equation 4), where the amplitude, A, measures the strength
of the clustering, the index, γ , measures its scale-dependence and
C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 381, 1437–1449
 at U
niversity of Sussex on June 9, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
1442 I. Waddington et al.
θ is measured in degrees. Due to the finite size of the survey, the
observed w¯(θ ) is a biased estimator of the real correlation function,
and can be modelled as
wm(θ ) = A(θ1−γ − C). (11)
The integral constraint, AC, can be estimated by doubly integrating
the (assumed) true wm(θ) over the area of the survey, a calculation
that can be done numerically using the random–random pair counts,
C =
∑
j Nrr(θ j )θ1−γj∑
j Nrr(θ j )
, (12)
where Nrr(θ j) are the unnormalized counts and the summation is
over all the angular bins (Roche et al. 1999).
We fitted the model (equation 11) to the observed correlation
function w¯(θ j ) for each of the data samples by minimizing the gen-
eralized χ2, defined as
χ 2 =
n∑
j=1
n∑
k=1
[wm(θ j ) − w¯(θ j )]Hjk[wm(θk) − w¯(θk)], (13)
where Hjk is the inverse of the covariance matrix, (σ 2jk)−1 (Pollo
et al. 2005). A wide range of optical and infrared surveys indicate
that γ = 1.8 and we found that this was consistent with the present
data, so fixed γ to this value for comparison with other surveys.
The best-fitting models are shown with the data in Fig. 2 and the
amplitudes and integral constraints are listed in Table 1.
5 C O M PA R I S O N W I T H K - BA N D S U RV E Y S
The angular correlation function is the projection along the line of
sight of the spatial correlation function, ξ (r, z), and is dependent on
both the redshift distribution and the luminosity function of galaxies
in the survey and on the evolution of the spatial clustering. At fainter
flux limits, the survey probes to higher redshifts (larger volumes)
and lower luminosities, and both these reduce the strength of the
projected clustering. This is shown in Fig. 3 where we plot the
amplitude, A, of the angular correlation function against the limiting
Figure 3. The amplitude, A, of the angular correlation function, as a function
of K-band limiting magnitude (Vega system), for our SWIRE data (solid
circles) and surveys from the literature (Baugh et al. 1996; Roche, Eales
& Hippelein 1998; Roche et al. 1999, 2002; Ku¨mmel & Wagner 2000;
McCrcaken et al. 2000; Roche, Dunlop & Almaini 2003; Kong et al. 2006).
The K-band limits of the SWIRE data have been estimated from average K
− m36 colours (Section 5). The lines are models of clustering evolution from
Roche et al. (2003).
magnitude for a range of K-band surveys. We compare the 3.6 μm
SWIRE results with previous K-band data due to the abundance of
clustering measurements in K and the relatively few measurements
at 3.6 μm (Fang et al. 2004; Oliver et al. 2004). The emission in
both the K and 3.6-μm bands arises from the old stars in a galaxy
– both bands are relatively insensitive to the current star formation
rate and are good tracers of the stellar mass.
We estimated the equivalent K-band limit (Vega system) for each
of our 3.6 μm selected samples using the average K − m36 colour of
SWIRE galaxies detected in the Early Data Release of the UKIRT
Infrared Deep Sky Survey (UKIDSS; Dye et al. 2006). We over-
plot the SWIRE clustering amplitudes on Fig. 3, where the errors
in K-band magnitude correspond to the standard deviation of the
K − m36 colour distributions. Our data are consistent with these other
surveys, confirming that both bands are selecting similar galaxy pop-
ulations, with our new results having significantly smaller errors in
the amplitudes, due to the much larger survey area at fainter fluxes.
The larger area of future UKIDSS data releases will enable us to
reduce the uncertainty in the equivalent K-band limits of SWIRE,
particularly at the bright end where there are relatively few sources
in UKIDSS at present.
Also plotted in Fig. 3 are three models of clustering evolution
(equation 2), with 	 = 0, −0.4 and −1.2, from fig. 7 of Roche, Dun-
lop & Almaini (2003). Following equation (5), the amplitude of the
angular correlation function can be calculated if the redshift distri-
bution (dN/dz) of the survey is known. Roche et al. (2002, 2003)
predict the redshift distributions using a simple galaxy evolution
model, where they evolve a K-band galaxy luminosity function ac-
cording to stellar population synthesis codes, given a star formation
history and a galaxy merger rate. We see that the model that best fits
the SWIRE data is their stable clustering model (	 = 0), with their
comoving model (	 = −1.2) rejected at >5σ at the faintest magni-
tudes (K ∼ 21). We note that these models of the angular clustering
are dependent on a range of parameters, not just the evolution of the
spatial clustering, 	, so it is the Roche et al. (2003) merger model
with comoving evolution that is a poor fit to the data, and this does
not imply that comoving clustering in general can be rejected.
6 C O M PA R I S O N W I T H G A L I C S M O C K
C ATA L O G U E S
Galaxies In Cosmological Simulations (GalICS) is a hybrid model
of galaxy evolution which combines high-resolution N-body simu-
lations of the dark matter content of the universe with semi-analytic
prescriptions to describe the fate of the baryons within the dark
matter haloes (Hatton et al. 2003). The simulations have 2563 par-
ticles of mass 8 × 109 M, in a 100 h−1 Mpc box with a spatial
resolution of 20 h−1 kpc. Within each halo, some fraction of the gas
mass is cooled and turned into stars which then evolve. The spec-
tral energy distributions of these model galaxies are computed by
summing the contribution of all the stars they contain, tracking their
age and metallicity. A mock catalogue is generated by projecting
a cone through the simulation at a series of time-steps (redshifts),
and calculating the properties of the galaxies ‘observed’ in the cone.
The GalICS project has made available2 these 1 deg2 cones, from
which we have extracted mock catalogues of the SWIRE survey.
We calculated the two-point angular correlation functions for the
eight GalICS catalogues, each time using the 11 flux-limited samples
corresponding to the flux limits listed in Table 1. We used the same
2 http://galics.cosmologie.fr/
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Figure 4. Angular correlation functions w(θ ) for the 11 flux-limited samples compared with the GalICS simulations. The shaded regions are the 1σ error
bounds on w(θ ) from the mock catalogues; the data points correspond to Fig. 2. Both the data and the simulation results have been corrected for their integral
constraints.
method as for the SWIRE data (Section 4) and calculated errors and
covariances from the eight independent samples. The correlation
functions were fitted by a power-law model (equation 11) with fixed
γ = 1.8 to determine the amplitudes and the integral constraints.
The results are given in Table 3.
In Fig. 4, we compare the SWIRE correlation functions (data
points) with the GalICS results, where the shaded regions are the 1σ
error bounds from the mock catalogues, and all data sets have been
corrected for their integral constraints. At the brightest flux limits
(S3.6  159 μJy), the large uncertainties in the model correlation
functions, particularly on small scales, are due to the small size (1
deg2) of the simulations compared with the data (8.1 deg2). There
are less than 1000 sources in each of these bright samples, and it is
seen that this is insufficient to measure w(θ ) accurately at θ0.◦01.
Similarly, the greater uncertainties in the models on large scales
are due to the smaller angular size of the GalICS catalogues. The
largest angular scale of the simulations is 1.◦4 compared to 4.◦1 for
the data, although the measurement of w(θ ) becomes uncertain on
scales much smaller than the maximum extent of either survey.
We compared the GalICS correlation functions with the SWIRE
results using a χ2 test. If the two smallest scale bins are excluded
from the comparison, then the data and simulations do not dif-
fer significantly. Even for the faintest two samples (4 and 6 μJy),
where the simulations lie consistently above the data in Fig. 4, the
difference is not statistically significant. However, the small-scale
discrepancies between the simulations and the data are worth not-
ing. The GalICS correlation functions deviate from a power law at
scales 30 arcsec at all flux limits for which there are good data
on small scales. The χ2 test gives the probability that the data and
simulations are drawn from the same distribution as only 10−2 to
10−4 for these small scales, for almost all samples brighter than
S36  15 μJy.
This lack of close ( 100 h−1 kpc) pairs in the GalICS simula-
tions, corresponding to the scale of galaxy groups and smaller, was
also observed by Blaizot et al. (2006) in their comparison of the
GalICS angular correlation functions with those of the Sloan Dig-
ital Sky Survey (York et al. 2000). This can be explained within
the context of Halo Occupation Distribution models (e.g. Berlind
& Weinberg 2002). Such models have shown that the galaxy corre-
lation function can be decomposed into two terms: (i) correlations
between galaxies in different haloes (large scales) and (ii) correla-
tions between pairs of galaxies located within the same halo (small
scales). Blaizot et al. (2006) showed that the GalICS simulations
underestimate this clustering of galaxies within a single halo, and
this leads to the turnover of the GalICS correlation function at small
scales, as we see in Fig. 4.
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There is a second factor which may contribute to the underesti-
mate of small-scale clustering in the simulation results. The galaxy
mass resolution limit of GalICS corresponds to a limiting galaxy lu-
minosity (MK < −22.7 in the rest-frame K band) and the absence of
low-mass/low-luminosity galaxies in the simulations would also re-
duce the number of close pairs. A luminous galaxy is far more likely
to have a low-luminosity companion, simply because their number
density is that much greater, and if these low-luminosity galaxies
are missing from the simulation, then there will be an absence of
close pairs. As discussed below (Section 7), the fainter samples con-
tain proportionately more low-luminosity galaxies than the bright
samples, and if these are missing from the GalICS models due to
the mass resolution limit, then that could also explain the trend for
the models to overpredict the clustering at 4 and 6 μJy.
Overall, the GalICS simulations are in excellent agreement with
the angular clustering of 3.6-μm selected galaxies in SWIRE. How-
ever, the failure to resolve low-mass sources and to correctly predict
the clustering within a given halo indicate that these data are pushing
the GalICS models to their limit.
7 S PAT I A L C L U S T E R I N G
7.1 Redshift distributions
The angular correlation function is the projection along the line of
sight of the spatial correlation function. We have used the inverse of
Limber’s equation (equation 5) to estimate the strength of the spatial
clustering, expressed as the correlation length, r0, from our measure-
ments of the angular clustering amplitude, A. Limber’s equation is
expressed in terms of the redshift distribution of the sample, dN/dz,
which incorporates the radial selection function, i.e. the probability
that a source at a given redshift could have been detected in the
survey. We have used four independent estimates of the redshift dis-
tribution to calculate the spatial correlation lengths for each SWIRE
sample.
The first two distributions were those predicted from the phe-
nomenological models of Xu et al. (2003) and Franceschini et al.
(2006). These models combine local luminosity functions with para-
metric modelling of luminosity and/or density evolution to predict
the relative numbers of different galaxy populations as a function of
redshift. Several populations are defined [e.g. early-type, late-type,
starburst, active galactic nuclei (AGN)], with spectral energy dis-
tributions drawn from observed or model template libraries, giving
multi-wavelength predictions for the evolution of the galaxy pop-
ulations. These models fit a wide range of observational data, in
particular the mid-infrared number counts from Spitzer surveys.
The GalICS simulations (Hatton et al. 2003) provided the third
redshift distribution, and the fourth estimate of dN/dz was based
on the SWIRE survey directly, using the IMPZ photometric redshift
catalogue (Babbedge et al. 2004; Rowan-Robinson et al. 2005). The
redshift distributions are shown in Fig. 5 and their median redshifts
are listed in Table 2. The median redshifts are in good agreement
with each other for flux limits of S36 = 25 μJy and brighter, corre-
sponding to median redshifts of 〈z〉 < 0.7–0.8. Fainter than this, the
model distributions continue to shift to higher redshift with decreas-
ing flux limit, but the median redshift of the observational estimate
(IMPZ) remains constant. This primarily reflects the incompleteness
of the optical identifications of the SWIRE survey, as the photo-
metric redshift code is driven by the optical data. We find that only
40 per cent of the 4-μJy sample have photometric redshifts com-
pared to >90 per cent of sources brighter than 40 μJy. The sources
without redshifts are those that are optically faint and so are more
likely to be galaxies at high redshift.
Also plotted in Fig. 5 (shaded histograms) are the redshift distri-
butions of the K20 survey (Cimatti et al. 2002; Mignoli et al. 2005).
The K20 survey is a near-infrared (Ks < 20, Vega system) redshift
survey of 545 sources, with a high spectroscopic completeness of 92
per cent. Using the equivalent K-band flux limits of the SWIRE sam-
ples (Section 5), we compared our estimates of the SWIRE redshift
distributions with the observed K20 data. The spectroscopic redshift
distributions are consistent with the SWIRE estimates, however they
do not distinguish between the different models or the IMPZ pho-
tometric redshifts – there are simply too few sources with spectro-
scopic redshifts, particularly in the brighter samples. One can also
see a peak in the K20 distributions at z  0.7, corresponding to a
cluster or other LSS in the K20 survey.
This illustrates how the small size of current K-band selected
redshift surveys (typically less than 1000 sources) restricts their
usefulness in defining a redshift distribution, due to small-number
statistics and cosmic variance. This, together with significant selec-
tion biases (typically they target high-redshift or very red sources),
makes them unsuitable as redshift distributions for calculating the
inversion of Limber’s equation, hence we use the photometric and
model estimates in the following sections.
7.2 Spatial correlation lengths
Taking each of the redshift distributions in turn, we have used the
inverse of Limber’s equation (equation 5) to calculate the correlation
length, r0, from the angular clustering amplitude of each of the
samples. Setting 	 = γ −3 = −1.2 in equation (2) for the case of
comoving clustering gives a comoving value of r0. The correlation
lengths are given in Table 2 and are plotted as a function of median
redshift in Fig. 6 for each dN/dz (the plot excludes the IMPZ results
for the faintest four samples, which are incomplete).
For the five brightest samples, corresponding to 〈z〉  0.5,
the correlation length varies slowly with redshift for each of the
dN/dz distributions, but with an apparent dichotomy between the
phenomological models with r0  8 h−1 Mpc and the IMPZ and
GalICS estimates with r0  6 h−1 Mpc. The uncertainty in the cor-
relation length is dominated by this scatter between the dN/dz es-
timates, not by the statistical uncertainty in measuring the angular
clustering.
For all dN/dz distributions, the correlation length decreases
rapidly with increasing redshift in the fainter samples (Fig. 6), falling
from r0  6–8 h−1 Mpc at z  0.5 to 3 h−1 Mpc at z  1. Although the
scatter in the median redshifts of the distributions is larger in these
fainter samples, the average correlation lengths are more tightly
constrained than those at lower redshift. (This is easily understood:
the scatter between the median values of each redshift distribution
is small compared with the actual widths of the distributions, but at
lower redshifts this is not the case.) If this high-redshift (z > 0.45)
evolution is fitted by an epsilon model (equation 2), we get best-
fitting values of r0 = 27 ± 6 h−1 Mpc and 	 = 4.8 ± 0.8 (Fig. 6,
dotted line). This is very strong evolution, and implies that these
sources are in environments that would evolve into massive clusters
by z = 0 (cf. Fig. 9). Although we do not consider the epsilon model
to be a realistic model of evolution to the present day, it does give
some quantitative indication of the rapid change in clustering seen
at these redshifts.
The spatial correlation lengths for the GalICS simulated
catalogues (Table 3) have been calculated in exactly the same
way as those for the SWIRE observations. The amplitudes of
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Figure 5. The redshift distributions for each of the SWIRE flux-limited samples derived from the phenomenological models of Xu et al. (2003) and Franceschini
et al. (2006), the GalICS simulations (Hatton et al. 2003) and photometric redshifts from IMPZ (Babbedge et al. 2004). For comparison, the spectroscopic
redshift distribution from the K20 survey (Mignoli et al. 2005) is shown in the grey histograms. Each distribution has been normalized over 0  z < 5.
Table 2. Spatial correlation lengths, r0 (h−1 Mpc), and median redshifts, 〈z〉, derived from the SWIRE clustering amplitudes and each of the
redshift distributions. S36 are the flux limits in μJy.
Xu et al. Franceschini et al. GalICS IMPZ
S36 〈z〉 r0 〈z〉 r0 〈z〉 r0 〈z〉 r0
4.0 0.88 2.85 ± 0.33 0.94 2.95 ± 0.34 1.00 2.93 ± 0.34 0.68 2.46 ± 0.28
6.3 0.84 3.18 ± 0.38 0.88 3.22 ± 0.38 0.90 3.18 ± 0.38 0.68 2.79 ± 0.33
10.0 0.78 3.97 ± 0.32 0.82 3.92 ± 0.32 0.80 3.84 ± 0.31 0.68 3.48 ± 0.28
15.9 0.74 4.82 ± 0.15 0.74 4.66 ± 0.14 0.70 4.48 ± 0.14 0.65 4.25 ± 0.13
25.2 0.70 5.32 ± 0.27 0.68 5.09 ± 0.26 0.60 4.72 ± 0.24 0.65 4.78 ± 0.24
40.0 0.66 5.91 ± 0.46 0.62 5.55 ± 0.43 0.50 4.82 ± 0.37 0.60 5.28 ± 0.41
63.4 0.58 7.70 ± 0.17 0.56 7.33 ± 0.17 0.40 5.78 ± 0.13 0.50 6.70 ± 0.15
100.5 0.46 8.52 ± 0.19 0.48 8.27 ± 0.18 0.30 5.87 ± 0.13 0.38 6.47 ± 0.14
159.2 0.36 8.75 ± 0.40 0.36 8.49 ± 0.39 0.25 5.66 ± 0.26 0.28 5.58 ± 0.25
252.4 0.26 8.58 ± 0.50 0.24 7.97 ± 0.47 0.20 5.61 ± 0.33 0.20 5.59 ± 0.33
400.0 0.20 8.51 ± 0.42 0.18 7.16 ± 0.36 0.15 5.71 ± 0.28 0.17 6.15 ± 0.31
the angular clustering (Section 6) plus the redshift distributions
(Section 7.1) of the GalICS samples were used to calculate r0
through the inverse of Limber’s equation (equation 5). These
correlation lengths are also plotted in Fig. 6 (solid line, with
the 1σ errors in grey) for comparison with the results inferred
from the observations. The GalICS simulations closely follow a
stable clustering model, with a present-day correlation length of
r0  6 h−1 Mpc. As expected from the good agreement between
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Figure 6. The comoving correlation length, r0, calculated from the SWIRE
clustering amplitudes, as a function of median redshift, derived from each of
the redshift distributions: Xu et al. (2003), Franceschini et al. (2006), GalICS
(Hatton et al. 2003) and IMPZ (Babbedge et al. 2004). The solid line shows
the results derived from the angular clustering measured from the GalICS
simulations, with 1σ error bounds shown in grey. The dashed lines are the
stable clustering (	 = 0) parametric models for different normalizations at
z = 0. The dotted line is the best-fitting epsilon model at z > 0.45, with 	 =
4.8 ± 0.8 and r0 = 27 ± 6 h−1 Mpc.
Figure 7. The distribution of 3.6 μm luminosities for each of the 11 flux-limited samples from the Franceschini et al. (2006, green) and Xu et al. (2003, red)
models. dN/dL is the number of sources per square degree per log10L3.6. Dotted lines are the early-types, dashed lines are the late-types and solid lines are the
total number of sources.
the angular correlation functions of the SWIRE data and the GalICS
simulations, the spatial correlation lengths from GalICS (grey region
in Fig. 6) are consistent with those of SWIRE based on the GalICS
redshift distributions (squares).
In Fig. 6, we see that the correlation lengths derived from the
GalICS dN/dz (both the SWIRE values and the simulations) differ
markedly from the results based on the models of Franceschini et al.
(2006) and Xu et al. (2003). The latter predict that the SWIRE results
are due to stronger clustering at low median redshifts, with rapid
evolution at z  0.5, which is in contrast to the slowly evolving
stable clustering derived from the GalICS simulations. The results
based on the IMPZ photometric redshifts generally follow the GalICS
data but are notably higher at z  0.5, suggesting more complex
evolution than either the models or simulations predict. Given that
the IMPZ redshift distributions are based on empirical data rather
than models, we consider these results to be the best estimate of
the true correlation lengths, adopting the GalICS results for samples
fainter than S36 = 25 μJy where the IMPZ data are incomplete. These
correlation lengths are reproduced in Table 1 alongside the angular
measurements.
So far, we have interpreted the change in r0 as evolution in the
clustering strength, but another possibility is that we are looking at
different populations of sources in the different samples. For exam-
ple, the fainter samples may be dominated by less massive galaxies
which are located in haloes of lower mass and so are intrinsically
less clustered (e.g. Loveday et al. 1995; Norberg et al. 2002; Zehavi
et al. 2005). We have investigated this possibility using the 3.6 μm
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Figure 8. Correlation lengths, r0, as a function of 3.6-μm luminosity,
log10(L3.6/L), derived from the Franceschini et al. (2006, stars) and Xu
et al. (2003, circles) model redshift distributions. The symbol size is pro-
portional to the median redshift of each sample. Luminosity errors are the
standard deviations of the luminosity distributions.
luminosity (L3.6) as a proxy for stellar mass. In Fig. 7, we plot
the luminosity distributions of each sample from the Franceschini
et al. (2006) and Xu et al. (2003) models, showing the contribution
from early-type (elliptical/lenticular) and late-type (spiral, irregu-
lar, starburst) populations separately. For 3.6 μm luminosities below
1011 L, the two models predict very similar distributions for the
total counts, but at higher luminosities the Xu et al. (2003) models
have an extended tail of luminous late-type galaxies that are not
present in the Franceschini et al. (2006) models. At bright flux lim-
its (S36  40 μJy), the late-types are about 30–40 per cent of the
total number of galaxies. The fraction of late-types then increases
with decreasing flux limit, until in the faintest sample the late-types
are 50 per cent of the total according to the Xu et al. (2003) model
and 75 per cent of the total in the Franceschini et al. (2006) model.
In all cases, the redshift distributions of the early-type galaxies are
weighted towards higher redshifts than those of the late-type galax-
ies.
In Fig. 8, we plot the spatial correlation lengths against the av-
erage 3.6-μm luminosities for the two models, and tabulate the
luminosities in Table 4. For the brightest samples, i.e. the lowest
median redshifts, the average luminosity is approximately constant,
at log10(L3.6/L)  9.8. At fainter flux limits (S36 = 40 μJy and
below), it is seen that there is a trend for r0 to decrease with de-
creasing average luminosity. Recalling that there is a progressively
larger fraction of late-type galaxies as the flux limit decreases, both
the decrease in average luminosity (mass) and the weaker cluster-
ing could be a consequence of the changing galaxy population – i.e.
an increase in the number of lower mass late-type galaxies. How-
ever, with the available data we cannot unambiguously disentangle
evolution in the clustering strength from evolution in the relative
populations of early-types and late-types.
Finally, we have compared the best estimates of the correlation
lengths (Table 1) with values of r0 from the literature. This is shown
in Fig. 9 where we plot r0 as a function of redshift for our data,
together with a variety of galaxy and AGN correlation lengths,
and several models, compiled by Farrah et al. (2006). The SWIRE
sources are the most clustered population of galaxies at z < 1, with
only clusters of galaxies exceeding the correlation lengths of the
Table 3. Angular and spatial clustering strengths for the GalICS simula-
tions. S36 are the flux limits, A are the amplitudes of the angular correlation
functions, AC are the integral constraints, 〈z〉 are the median redshifts and
r0 are the spatial correlation lengths.
S36 A AC 〈z〉 r0
(μJy) 10−3 10−3 (h−1 Mpc)
4.0 0.77 ± 0.03 1.56 ± 0.06 1.00 3.76 ± 0.08
6.3 0.87 ± 0.05 1.76 ± 0.09 0.90 3.81 ± 0.11
10.0 1.28 ± 0.06 2.57 ± 0.12 0.80 4.44 ± 0.11
15.9 1.50 ± 0.13 3.03 ± 0.25 0.70 4.53 ± 0.21
25.2 1.87 ± 0.13 3.77 ± 0.25 0.60 4.67 ± 0.17
40.0 2.58 ± 0.14 5.21 ± 0.27 0.50 4.94 ± 0.14
63.4 3.85 ± 0.42 7.76 ± 0.86 0.40 5.15 ± 0.32
100.5 4.18 ± 0.53 8.43 ± 1.07 0.30 4.27 ± 0.30
159.2 10.67 ± 2.07 21.52 ± 4.18 0.25 5.48 ± 0.59
252.4 13.47 ± 2.42 27.16 ± 4.88 0.20 4.78 ± 0.48
400.0 15.92 ± 4.06 32.07 ± 8.18 0.15 4.08 ± 0.58
Table 4. Average 3.6-μm luminosities, log10(L3.6/L) and redshifts, 〈z〉,
for the Xu et al. (2003) and Franceschini et al. (2006) model redshift distri-
butions. S36 are the flux limits (μJy).
Xu et al. Franceschini et al.
S36 〈z〉 log10(L3.6/L) 〈z〉 log10(L3.6/L)
4.0 0.88 9.45 ± 0.48 0.94 9.24 ± 0.55
6.3 0.84 9.50 ± 0.45 0.88 9.29 ± 0.52
10.0 0.78 9.57 ± 0.42 0.82 9.39 ± 0.50
15.9 0.74 9.64 ± 0.40 0.74 9.44 ± 0.48
25.2 0.70 9.72 ± 0.39 0.68 9.54 ± 0.45
40.0 0.66 9.80 ± 0.39 0.62 9.64 ± 0.42
63.4 0.58 9.87 ± 0.40 0.56 9.64 ± 0.43
100.5 0.46 9.91 ± 0.42 0.48 9.74 ± 0.48
159.2 0.36 9.91 ± 0.45 0.36 9.84 ± 0.47
252.4 0.26 9.89 ± 0.46 0.24 9.79 ± 0.48
400.0 0.20 9.84 ± 0.43 0.18 9.64 ± 0.50
SWIRE samples. The solid lines are the halo models of Matarrese
et al. (1997) which allow us to estimate the approximate masses of
the haloes that host the 3.6-μm selected sources. At z  0.5, the
inferred halo masses are approximately constant with redshift with
log(MHalo/M) ∼ 13.5. The correlation lengths have been shown
above to decrease with increasing redshift beyond z = 0.5 and this
corresponds to a decrease in halo mass from 1013.5 to 1012 M at
z = 1. This is consistent with the idea that we are detecting more
late-type galaxies, which have lower masses than the early-types
that are prevalent in the brighter samples.
8 C O N C L U S I O N S
The SWIRE survey has allowed us to measure the angular clustering
of sources selected at 3.6 μm over larger scales and with greater sig-
nificance than has previously been possible. The two-point angular
correlation function has been measured in 11 flux-limited samples
down to S36 = 4 μJy, corresponding to median redshifts z  1. These
angular results are in good agreement with the GalICS simulations
and with K-band clustering measurements.
We have used Limber’s equation to infer the spatial correlation
lengths from the angular measurements and four estimates of the
redshift distributions of each sample. We find that the systematic
uncertainty in the dN/dz distribution dominates the statistical errors,
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Figure 9. The best estimate of the comoving correlation length, r0, of our
samples (red circles) as a function of redshift, compared with values from
the literature (Farrah et al. 2006, and references therein). The solid lines are
the models of Matarrese et al. (1997) for haloes of fixed mass, with masses as
indicated. Also shown are indicative 	 models of clustering evolution: stable
and linear models with r0 = 7 h−1 Mpc, corresponding to the average of our
low-z results; and a linear model normalized to the dark matter clustering
strength, r0 = 5 h−1 Mpc, of Jenkins et al. (1998).
and adopt the photometric redshift distribution from IMPZ as the best
estimate of dN/dz, extrapolating to higher redshifts using the GalICS
results. The comoving correlation length varies slowly around r0 =
6.1 ± 0.5 h−1 Mpc out to a median redshift of z = 0.5 and then
decreases with increasing redshift. If this change at higher redshifts
is due to evolution in the clustering, then the required evolution is
very strong (with r0 = 27 ± 6 h−1 Mpc and 	 = 4.8 ± 0.8) and these
SWIRE galaxies would be in environments that will evolve into
massive clusters by the present day. There is some indication from
the Franceschini et al. (2006) and Xu et al. (2003) phenomological
models that the change in correlation length is due to a decrease in
the average 3.6-μm luminosity (or equivalently, stellar mass) of the
fainter samples rather than evolution in the clustering. This decrease
in average luminosity is the result of an increased fraction of late-
type galaxies in the faint samples. Comparing these SWIRE data
with the halo models of Matarrese et al. (1997) suggests that the
fainter samples are selecting sources in lower mass haloes. These
latter two results provide a consistent picture where lower mass late-
type galaxies are preferentially found in lower mass haloes and thus
have weaker clustering.
The comparison of our data with the GalICS simulations has
shown that these models are a good match to the angular clustering,
but their redshift distributions differ markedly from the phenomo-
logical models and the photometric redshift distributions. This high-
lights the need for a better understanding of the spatial clustering
and its evolution. Higher resolution numerical models and improved
semi-analytic models will allow us to directly explore the relation
between the clustering of the galaxies and the dark matter, i.e. the
bias. For example, the dark matter Millennium Simulation (Springel
et al. 2005) has a lower mass resolution limit than GalICS, and com-
bined with semi-analytic models of the galaxies it is a better match
to the area and depth of SWIRE than the current models. Future
work will explore the comparison between these models and the
SWIRE data presented here.
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