Optimization of expensive computer models with the help of Gaussian process emulators in now commonplace. However, when several (competing) objectives are considered, choosing an appropriate sampling strategy remains an open question. We present here a new algorithm based on stepwise uncertainty reduction principles to address this issue. Optimization is seen as a sequential reduction of the volume of the excursion sets below the current best solutions, and our sampling strategy chooses the points that give the highest expected reduction. Closed-form formulae are provided to compute the sampling criterion, avoiding the use of cumbersome simulations. We test our method on numerical examples, showing that it provides an efficient trade-off between exploration and intensification.
Introduction
We consider the problem of simultaneous optimization of several objective functions over a design region X ⊂ R d :
min y (1) (x), . . . , y (q) (x), where y (i) : X → R are outputs of a complex computer code. The objectives being typically conflicting, there exists no unique minimizer, and the goal is to identify the set of optimal solutions, called Pareto front (Collette and Siarry, 2003) . Defining that a point dominates another if all his objectives are better, the Pareto front X * is the subset of the non-dominated points in X: ∀x * ∈ X * , ∀x ∈ X, ∃k ∈ {1, . . . , q} such that
When the computational cost of a single model evaluation is high, a well-established practice consists of using Gaussian process (GP) emulators to approximate the model outputs and guide the optimization process. Following the seminal article of Jones et al. (1998) and its Efficient Global Optimization (EGO) algorithm for single objective optimization, several strategies have been proposed in the past few years to address the multi-objective problem (Knowles, 2006; Keane, 2006; Ponweiser et al., 2008; Wagner et al., 2010) . They consist in evaluating sequentially the computer model at the set of inputs that maximizes a so-called infill criterion, derived from the GP emulator, that expresses a trade-off between exploration of unsampled areas and sampling intensification in promising regions. While the single objective case has been extensively discussed (Jones, 2001; Wang and Shan, 2007) , finding efficient and statistically consistent infill criteria for the multi-objective case remains an open question.
Alternatively to the EGO paradigm, stepwise uncertainty reduction (SUR) strategies aim at reducing, by sequential sampling, an uncertainty measure about a quantity of interest. In a single objective optimization context, Villemonteix et al. (2009) defined the Shannon entropy of the maximizer (computed using the GP model) as an uncertainty measure: a smaller entropy implies that the maximizer is well-identified. They show that their approach outperforms the EGO strategy on a series of problems. Another example in a reliability assessment context can be found in Bect et al. (2012) . In general, SUR approaches allow to define policies rigorously with respect to a given objective, resulting in very good performances. However, they are often challenging to use in practice, as they rely on very expensive GP simulations.
We propose here a novel SUR strategy to address the multi-objective problem. It is based on a measure of uncertainty of the current identification of the Pareto front X * , hence avoiding some of the drawbacks of the existing criteria (hierarchy between objectives, difficult-to-tune parameters, etc.). Following Chevalier et al. (2012) , explicit formulae for the expected uncertainty reduction are provided, avoiding the need to rely on simulations.
The paper is organized as follows: section 2 presents the GP model and the basics of GP-based optimization. Then, we describe our SUR strategy for a single objective in section 3 and for several objectives in section 4. We provide some numerical experiments in section 5 and compare our method to the state-of-the-art. Finally, advantages and drawbacks of the method are discussed in section 6.
2 Some concepts of Gaussianprocess-based optimization
Gaussian process emulation
We consider first the emulation of a single computer response y. The response is modelled as
where f (.) T = (f 1 (.), . . . , f p (.)) is a vector of trend functions, β a vector of (unknown) coefficients and Z(.) is a Gaussian process (GP) Z with zero mean and known covariance kernel k (Cressie, 1993; Rasmussen and Williams, 2006) . Let us call A n the event:
conditionally on A n , the mean and covariance of Y are given by:
where
• y n = (y 1 , . . . , y n ) T are the observations,
,j≤n is the observation covariance matrix,
T T , and
n y n is the best linear unbiased estimate of β.
In addition, the prediction variance is defined as
The covariance kernel depends on parameters that are usually unknown and must be estimated from an initial set of responses. Typically, maximum likelihood estimates are obtained by numerical optimization and used as face value, the estimates being updated when new observations are added to the model. The reader can refer to Stein (1999) (chapter 6), Rasmussen and Williams (2006) (chapter 5) or Roustant et al. (2012) for detailed calculations and implementation issues.
When several functions y (1) , . . . , y (q) are predicted simultaneously, it is possible to take their dependency into account (Kennedy and O'Hagan, 2001; Craig et al., 2001) . However, in this work we consider all the processes Y (i) independent, hence modelled as above, which is in line with current practice.
Gaussian-process-based optimization with a single objective
The EGO strategy, as well as most of its modifications, is based on the following scheme. An initial set of observations is generated, from which the GP model is constructed and validated. Then, new observations are obtained sequentially, at the point in the design space that maximizes the infill criterion, and the model is updated every time a new observation is added to the training set. The two later steps are repeated until a stopping criterion is met. The expected improvement criterion (EI) used in EGO relies on the idea that progress is achieved by performing an evaluation at step n if the (n + 1) th design has a lower objective function value than any of the n previous designs. Hence, the improvement is defined as the difference between the current observed minimum and the new function value if it is positive, or zero otherwise, and EI is its conditional expectation under the GP model:
where y min n denotes the current minimum of y found at step n: y min n = min(y 1 , . . . , y n ). EGO is the one-step optimal strategy (in expectation) regarding improvement: at step n, the new measurement is chosen as
which is in practice done by running an optimization algorithm. It has been shown in Jones (2001) that EGO provides, among numerous alternatives, an efficient solution for global optimization.
Gaussian-process-based optimization with several objectives
Several adaptations of EGO to the multi-objective framework have been proposed; a review can be found in Ponweiser et al. (2008) . The main difficulty is that the concept of improvement cannot be transferred directly, as the current best point is here a set, and the gain is measured on several objectives simultaneously. In Knowles (2006) , the objectives are aggregated in a single function using random weights, which allows using the standard EGO. Keane (2006) derived an EI with respect to multiple objectives. Ponweiser et al. (2008) proposed an hypervolume-based infill criterion, where the improvement is measured in terms of hypervolume increase.
3 Single objective optimization by stepwise uncertainty reduction
We consider first the case of a problem with a single objective y to minimize. In this section, we propose a new strategy in a form similar to EGO that uses an alternative infill criterion based on stepwise uncertainty reduction principles. The adaptation of this criterion to the multiobjective case is presented in Section 4.
Definition of an uncertainty measure for optimization
The EGO strategy focuses on progress in terms of objective function value. It does not account (or only indirectly) for the knowledge improvement that a new measurement would provide to the GP model, nor for the discrepancy between the location of the current best design found and the actual minimizer (which is actually most users' objective). Alternative sampling criteria have been proposed to account for these two aspects. In Villemonteix et al. (2009) , the IAGO stategy chooses the point that minimizes the posterior Shannon entropy of the minimizer: the interest of performing a new observation is measured in gain of information about the location of the minimizer. Unfortunately, it relies on expensive GP simulations, which makes its use challenging in practice. Gramacy and Lee (2011) proposed an integrated expected conditional improvement to measure a global informational gain of an observation. In the noisy case, Scott et al. (2011) proposed a somehow similar knowledge gradient policy that also measures global information gain. However, as both criteria rely on notions of improvement, it makes them difficult to adapt to the multiobjective case. The criterion we propose below address this issue.
Consider that n measurements have been performed. As a measure of performance regarding the optimization problem, we consider the expected volume of excursion set below the current minimum y min n :
Similarly to the Shannon entropy measure in IAGO, a large volume indicates that the optimum is not yet precisely located (see Figure 1) ; on the contrary, a small volume indicates that very little can be gained by pursuing the optimization process. Following the stepwise uncertainty reduction paradigm, this volume is an uncertainty measure related to our objective (finding the minimizer of y); minimizing the uncertainty amounts to solving the optimization problem. The probability p n (x, y min n ) := P Y (x) ≤ y min n |A n , which is often referred to as probability of improvement (Jones, 2001) , can be expressed in closed form, and Eq. (2) writes:
where Φ(.) is the cumulative distribution function (CDF) of the standard Gaussian distribution. Hypothesizing that a measurement y n+1 is performed at a point x n+1 , its benefit can be measured by the reduction of the expected volume of excursion set ∆ = ev n − ev n+1 , with:
Of course, ev n+1 cannot be known exactly without evaluating y n+1 . However, we show in the following that its expectation can be calculated in closed form, leading to a suitable infill criterion. To do so, we first formulate a series of propositions in the next subsection.
Probabilities updates
An interesting property of the GP model is that, when a new observation y n+1 = y(x n+1 ) is added to the training set, its new predictive distribution can be expressed simply as a function of the old one (Emery, 2009) :
Note that only m n+1 (x) depends on the value of the new observation y n+1 . Now, conditionally on the n first observations, Y n+1 is a random variable (as the new observation
has not yet been performed) with its moments given by the GP model:
We can then define the future expectation M n+1 (x) (or any quantity depending on it) as a random variable conditionally on A n and on the fact that the next observation will be at x n+1 . This applies to any quantity depending on Y n+1 or M n+1 (x), for instance, the probability of being below a threshold a ∈ R:
Proposition 3.1. Without any restriction on the value of Y n+1 , the expectation of the future probability of being below the threshold is equal to the current probability:
Proposition 3.2. Conditioning further by Y n+1 ≤ b, the probability expectation writes in simple form using the Gaussian bivariate CDF:
where Φ ρ is the Gaussian bivariate CDF with zero mean and covariance
Corollary 3.3. Similarly, conditioning by Y n+1 ≥ b leads to:
The final proposition resembles Proposition 3.2, but the fixed threshold a is here replaced by Y n+1 : Proposition 3.4. The expectation of the probability that
with:
.
All the proofs are reported in Appendix A.
A Stepwise uncertainty reduction criterion
Coming back to the SUR criterion, at step n the future volume of excursion set EV n+1 is a random variable, and its expectation is:
Let ϕ (y n+1 ) be the probability density function (PDF) of Y n+1 conditionally on A n . We have:
The first term of the integrand is given by Eq. (7) in Proposition 3.4, with b = y min n , and the second term is given by Eq. (6) in Corrolary 3.3, with a = b = y min n , hence:
and y
The SUR optimization strategy consists in adding the experiment that minimizes the expected volume of excursion set (or maximizes the difference), that is, the one-step optimal policy in terms of reduction of the uncertainty on the objective function minimizer:
Remark In general, the probability of improvement p n (x, y min n ) is high where the prediction mean m n (.) is low and/or the prediction variance s 2 n (.) is high. Simply choosing points that maximize p n (x, y min n ) is known to be inefficient (Jones, 2001) , as it does not consider the amplitude of the gain in the objective function. Here, EEV (x + ) strongly depends on the potential gain amplitude. Indeed, minimizing the expected volume relies on two mecanisms: reducing the local uncertainty and lowering the current minimum value (y min n ). The first is achieved by adding measurements in unsampled regions (high s 2 n (.)), the second in regions where this potential reduction is high. Hence, the EEV criterion can be seen as a mixed measure of uncertainty on the current minimum location and of potential gain in the objective function. Figure 1 illustrates the concept of reduction of volume of excursion on a toy example. A GP model is built on a sixpoint training set, from which the probability of improvement p 6 (x, y min 6 ) is computed for every point in X = [0, 1]. We see that it can be intepreted as an indicator of the uncertainty we have about the location of the actual minimizer x * = 0.47, as the model can only predict that x * is likely to be between 0.4 and 0.6. Then, we consider two candidate points (x + = 0.2 and x + = 0.5) and compute, for each, the expected new probability (integrand in Eq. (8)). We see that the probability is likely to remain mostly unchanged by adding the measurement at x + = 0.2 (which is, indeed, a region with high response value), while it would be considerably reduced by adding a measurement at x + = 0.5. In terms of volume of excursion set, we have EEV (0.2) ≈ ev 6 (no reduction), while EEV (0.5) ≈ ev 6 /3 (large reduction): the EEV criterion clearly indicates x + = 0.5 as a better sampling location.
Illustration
4 Multi-objective optimization by stepwise uncertainty reduction
Volume of excursion behind the Pareto front
Let y(x) = y (1) (x), . . . , y (q) (x) be the vector of objective functions to minimize. A point x dominates another point
. . , q}, which we denote by x ′ ≺ x in the following. At step n, X n = {x 1 , . . . , x n } is the current experimental set and Y n = {y(x 1 ), . . . , y(x n )} the corresponding set of measures. The non-dominated subset X * n of X n constitutes the current Pareto front (of size m ≤ n). In the objective Right: probability of improvement given by the current model and expected updated probability for each candidate. Adding a point at x + = 0.5 (mixed line) is likely to reduce substantially the probability, while adding a point at x + = 0.05 (dotted line) has little expected effect.
space, the corresponding subset Y * n separates the regions dominated and not dominated by the experimental set.
Then, we decompose the objective space plane using a tesselation {Ω i } i∈{1,...,I} of size I = (m+1) q (∪ i∈I Ω i = R q and ∩ i∈I Ω i = ∅), each cell being a hyperrectangle defined as:
Each couple (y
+∞ . An illustration is given in Figure 2 .
A cell Ω i dominates another cell Ω j (Ω j ≺ Ω i ) if any point in Ω i dominates any point in Ω j , and it partially dominates Ω j if there exists a point in Ω j that is dominated by any point in Ω i . Otherwise, we say that Ω j is not dominated by Ω i (Ω j ≺ Ω i ).
We denote by I * the indices of all the non-dominated cells at step n, that is, the cells that are not dominated by any point of X * n . In two dimensions, the non-dominated cells are located in the bottom left half of the plane ( Figure  2) . Now, let us assume that GP models are fitted to each objective y (k ). At step n, the probability that Y(x) belongs to the cell Ω i is:
. The probability that x is not dominated by any point of X n is then the probability that Y(x) belongs to one of the non-dominated parts of the objective space. As the Ω i 's are disjoint, it is equal to:
Figure 2: Example of Pareto front generated by four points (circles), and associated tesselation. The grey area corresponds to the dominated cells. Finally, the volume of the excursion sets behind the Pareto front is equal to the integral of this probability over X:
When ev n is high, a large proportion of the design space is likely to be better than the current Pareto set; inversely, when X * n approaches the actual Pareto set X * , the volume tends to zero. Hence, it defines naturally an uncertainty indicator for a SUR strategy.
SUR criterion derivation
Now, let us consider that a measurement y n+1 is performed at a point x n+1 . Compared to step n, the volume ev is modified by two means. First, the new measurement will modify the quantities m
n (x) (k ∈ {1, . . . , q}), hence, the probabilities p i n (x). Second, if the new measurement is not dominated by the current Pareto set, it modifies the Pareto optimal front, as the new value y(x n+1 ) is added to Y * and the values of Y * dominated by y(x n+1 ) (if they exist) are removed. An example of such update is given in Figure 3 .
Focusing on the probability that a point remains nondominated (Eq. (10)), accounting for the modifications of the models is relatively easy (that is, computing the quantity p i n+1 (.)), but accounting for modifications in the Pareto front is complex, as both the number of elements and their values might change. To address this issue, we consider that the updated probability P(x ≺ X n+1 A n+1 ) can be computed using the same sum as for P(x ≺ X n A n ) (Eq. (10)) by modifying its elements p i n (x):
and the Ω i 's defined using Y * n (not Y * n+1 ). Seing from step n, theP j n+1 (x) are random, as
∀k ∈ {1, . . . , q}. The expectation of the new volume is then:
This expression can be decomposed by conditioning on the range values of the new observation (using the fact that the Ω i 's are disjoint):
where P n+1 is the probability conditional on A n , Y(x n+1 ) = Y n+1 . We first note from Proposition 3.1 that
Then, leaving aside non-domination, the probability that Y(x) belongs to Ω j knowing that Y n+1 belongs to Ω i is given by:
by pairwise independence of Y (1) , . . . , Y (q) . We show in Appendix B that b (k) ij (x) can be expressed in closed form as:
with the notations introduced in Section 3.2. Now, we define:
which is identical to b
This condition is met when the k-th component of the new observation dominates the k-th component of Y(x). We have x ≺ x n+1 only if the condition Y
is met for all components, hence, with probability of occurence
ij (x). Three cases arise:
j+ : the component cannot be dominated, which implies d
n+1 share the same interval of variation, and:
which is equal (as shown in Appendix B) to:
The probability of Y(x) being non-dominated while in Ω j (and Y n+1 being in Ω i ) is then:
If Ω j ≺ Ω i , the new observation dominates any point in Ω j , hence d
ij (x) for all k, which gives p ij (x) = 0. Inversely, if Ω j ≺ Ω i , the new observation cannot dominate any point in the cell Ω j . We have d (k) ij (x) = 0 for at least one value of k, and p ij (x) is the probability that Y(x) belongs to Ω j :
Finally, for a given point x ∈ X, we compute the probability that it is non-dominated at step n + 1 using:
and the SUR criterion is:
ij (x) otherwise (13) The first sum in Eq. (12) accounts for Y n+1 potentially being in any cell Ω i ; the second sum accounts for Y(x) potentially being in a non-dominated cell Ω j .
Computation
Evaluating the criterion as in Eq. (12) is a non-trivial task; besides, a relatively fast computation is needed, as it may be embedded in an optimization loop to search for the best new observation (Eq. (9)). We provide here some technical solutions to ease its computation. Some of these issues have also been experienced with SUR criteria for inversion, as reported in Chevalier et al. (2012 Chevalier et al. ( , 2013 .
Firstly, as no closed form exists for the integration over the design domain X in Eq. (12), one may rely on MonteCarlo integration, with approximations of the form:
where the x l 's and w l 's are integration points and weights, respectively. One solution to alleviate the computational cost is to use a fixed set of integration points while searching for the best new observation. Then, many quantities that do not depend on x n+1 can be precalculated only once beforehand outside the optimization loop, as suggested in Chevalier et al. (2012) .
Secondly, the criterion relies on the bivariate normal distribution, which also must be computed numerically. Very efficient programs can be found, such as the R package pbivnorm (Kenkel, 2012) , which makes this task relatively inexpensive.
Thirdly, the tesselation used in the previous section has I = (m + 1) q elements, with I * = I/2 non-dominated elements, making the computation of the double sum in Eq. (12) intensive. As detailed in Section 4.4 for the two dimensional case, the number of elements can be very substantially reduced by grouping cells together. Note however that such decomposition may not be straightforward in high dimension.
Finally, as the optimization progresses, it is likely that the Pareto set grows, making the criterion more expensive to compute as more cells are to be considered. This problem is shared by all GP-based strategies, and some solutions have been proposed to filter the Pareto set and retain a small representative set (Wagner et al., 2010) . Such types of strategies may be applicable to our criterion, as some small cells would contribute to a very small part of the volume of excursion sets and could be neglected without introducing a critical error, and would reduce substantially the computational cost, especially when the number of observations is high.
Efficient formulas in the two-objective case
We consider here the two-objective case, for which the EEV criterion can be expressed in a compact and computationally efficent way. With two objectives, the Pareto set can be ordered as follows (the first and second objective functions in ascending and descending order, respectively):
m . The non-dominated part of the objective space can be divided in m + 1 cells. Then, given a non-dominated cell Ω j , only four cases arise for Ω i (the cell of the new observation), as shown in Figure 4 , for which the quantities p ij (x) need to be computed.
Hence, the criterion can be expressed as a sum of at most (m + 1) × 4 terms. As many terms can be factorized, we finally obtain: with:
and:
Calculations are not detailed, as they are straightforward developments of Eq. (13). The two extremal terms (j = 0 and j = m + 1) correspond to special cases of Ω j (first and last cells in Figure 4 , right).
5 Numerical experiments 5.1 One-dimensional, bi-objective problem
In this section, we apply the method to the following bi-objective problem: F (1) and F (2) are independent realizations of one-dimensional GPs, indexed by a 300-point regular grid on [0, 1], with a stationary Matern covariance with regularity parameter ν = 3/2 (Rasmussen and Williams, 2006, chapter 4) . The variance and range parameters are taken as one and 1/5, respectively. Now, two GP models are built based on four randomly chosen observations. The covariance function is considered as known. Figure 5 shows the initial models and Pareto front. Here, a single point dominates the three others. After building the tesselation as described in Section 4.1, we compute the volume of the excursion sets corresponding to each cell (Eq. (11)). As there are only four observations, the probability to belong to a non-dominated cell is relatively high ( Figure 5, bottom right) . Then, the criterion is computed for each point in the grid ( Figure 5 , bottom right). Its maximum is obtained in a region with high uncertainty and low expected values for the two functions.
After 10 iterations (Figure 6 ), the Pareto front is wellapproximated. The models are accurate in the optimal regions and have high prediction variances in the other regions, which indicates a good allocation of the computational resources.
Next, we compare these results to a state-of-the-art method, called SMS-EGO (Ponweiser et al., 2008) , which has been shown to outperform significantly non-GP based methods (such as NSGA-II), in particular when only a limited budget of evaluation is available. As measuring performances is non-trivial in multi-criteria optimization, we use a series of three indicators: hypervolume, epsilon and R 2 indicators (Zitzler et al., 2003; Hansen and Jaszkiewicz, 1998) , all available in the R package EMOA (Mersmann, 2012) . They provide different measures of distance to the actual Pareto set and coverage of the objective space. Results are reported in Figure 7 . The Pareto front obtained with SMS-EGO shows that the algorithm only detected one of the two Pareto optimal regions. As a consequence, the Pareto front is locally more accurate than the one obtained with the SUR strategy, but the indicators are much poorer.
Six-dimensional, bi-objective problem
Here, the objectives functions are realizations of sixdimensional GPs indexed by a 2000-point Sobol sequence on [0, 1] 6 , with a stationary Matern covariance with regularity parameter ν = 5/2. The variance and range parameters are taken as one and √ 6/6, respectively. The initial experimental set consists of 10 points randomly chosen, and 40 points are added iteratively using the SUR and SMS-EGO strategies. The results are given in Figure 8 . Again, the SUR strategy shows better performances com- 
Discussion
We have proposed a new sequential sampling strategy, based on stepwise uncertainty reduction principles, for multi-objective optimization. Closed-form expressions were provided for the infill criterion. Numerical experiments showed promising performances of our strategy compared to a state-of-the-art method. We point here some strengths and weaknesses of our approach.
First of all, as it is based on Gaussian process modeling, it shares the limits inherents to the model. In particular, it is well-known that classical GP models cannot cope with large datasets (> 1000) or high-dimensional spaces (> 100). Most models also have restrictive conditions on the approximated function (typically, stationarity), and the strategy efficiency may be greatly penalized by important inadequations between the model hypothesis and the actual function characteristics. Using the proposed strategy on more complex GP models (Gramacy and Lee, 2008; Banerjee et al., 2013 ) may help mitigate these issues.
Secondly, we wish to emphasize here that the proposed method has a non-negligible computational cost, as (a) the criterion is evaluated by numerical integration and (b) it is embedded in an optimization loop. Hence, its use may be limited to simulators for which the time to compute an evaluation is much higher than the time to choose the next point to evaluate. However, one may note that the use of closed-form expressions, although relying on the bivariate normal CDF, avoid the need to use conditional simulations (as in Villemonteix et al. (2009) ) that would have made the method overly expensive.
On the other hand, moving away from the expected improvement paradigm allowed us to provide a method that does not necessitate any artificial ranking or trade-off between objective functions. It is also scale-invariant, which can be of great advantage when dealing with objectives of different nature. Finally, one advantage of the proposed strategy is that it considers progress in the design space rather than in the objective space, which corresponds to what practitioners are eventually interested in.
Possible extensions of this work are various. Accounting for the uncertainty due to the estimation of the model hyperparameters were left appart here; Bayesian approaches, in the fashion of Kennedy and O'Hagan (2001) or Gramacy and Lee (2008) for instance, may help address this issue. Objective functions were considered as not correlated to ease calculations and allow the use of simple models. As objectives are likely to be negatively correlated in practice, accounting for it while keeping tractable criteria is an important question. Finally, the stepwise uncertainty reduction strategy may be easily adapted to other frameworks, such as constrained or noisy optimization.
A Probabilities update
A.1 Proof of Proposition 3.2
Using the model update equations (4), we note first that:
We have:
n (x n+1 ) , we can write (following Chevalier et al. (2012) ): Y n+1 = m n (x n+1 ) + s n (x n+1 )U with U ∼ N (0, 1) , which allows to simplify the previous equations to:
q(x, b, a)
with β = (c n (x, x n+1 ))/(s n (x n+1 )s n+1 (x)), a = (a − m n (x))/s n+1 (x) and b = (b − m n (x n+1 ))/s n (x n+1 ).
This quantity can be written as a bivariate Gaussian CDF. with Σ β = 1 β β 1 + β 2 (noting that |Σ β | = 1), which is the standard form of the bivariate Gaussian CDF with zero mean and covariance matrix Σ β , hence:
q(x, b, a) = Φ Σ β b ,â .
Finally, applying the normalizationã =â/ 1 + β 2 , we have: q(x, b, a) = Φ ρ b ,ã , with:
A.2 Proof of Proposition 3.1
The result can be obtained directly from Proposition 3.2 with b → +∞. We have then: q(x, b, a) → Φ (ã) = p n (x, a). 
A.3 Proof of Corollary

A.4 Proof of Proposition 3.4
The steps of the proof are similar to those of Proposition 3. Using the update equations (4), we have first:
cn(x,xn+1)mn(xn+1) s 2 n (xn+1)
u .
Now:
h(x, b)
as we get a form similar to Equation 14, with Φ Σ τ the CDF of the centered bigaussian with covariance Σ τ = 1 τ τ 1 + τ 2 , µ = (m n (x n+1 ) − m n (x))/s n+1 (x) τ = (c n (x, x n+1 ) − s 2 n (x n+1 ))/(s n (x n+1 )s n+1 (x)).
Normalizing η = µ/ √ 1 + τ 2 delivers the final result.
B b
(k) ij (x) and d Bayes formula, we have:
Now, by definition, b
(k) ij is of the form of the fist equation:
i+ , hence write as the sum of four terms:
