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Abstract We study the relationship between mixed stochastic differential equations and the corre-
sponding rough path equations driven by standard Brownian motion and fractional Brownian motion
with Hurst parameter H > 1/2. We establish a correction formula, which relates both types of equa-
tions, analogously to the Ito¯-Stratonovich correction formula. This correction formula allows to
transfer properties, which are established for one type of equation to the other, and we will illustrate
this by considering numerical methods for mixed and rough SDEs.
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1 Introduction
In this manuscript we will consider two types of stochastic differential equations (SDEs), the so-
called mixed SDEs (see e.g. [1, 2]) and rough SDEs (see e.g. [3, 4]) driven by standard Brownian
motion and fractional Brownian motion with Hurst parameter H > 1/2. The mixed SDE reads as
XMt = x0 +
∫ t
0
aM (XMs )ds+
∫ t
0
bM (XMs )d
IWs +
∫ t
0
cM (XMs )dB
H
s , t ≥ 0, (1)
while the corresponding rough path equation is given by
XRt = x0 +
∫ t
0
aR(XRs )ds+
∫ t
0
bR(XRs )d
RWs +
∫ t
0
cR(XRs )d
RBHs , t ≥ 0, (2)
where W = (Wt)t≥0 is an m-dimensional Wiener process, B
H = (BHt )t≥0 is an ℓ-dimensional
fractional Brownian motion with Hurst index H > 1/2, x0 ∈ R
d, and the coefficients aM , aR : Rd →
1
R
d, bM , bR : Rd → Rd×m, cM , cR : Rd → Rd×ℓ satisfy suitable smoothness assumptions. The precise
definitions are given below.
The difference between both equations is the definition of the stochastic integrals with respect to
the Brownian motion. When dealing with mixed equations,
∫ t
0 b
M (XMs )d
IWs is understood as Ito¯
integral, while for rough equations
∫ t
0 b
R(XRs )d
RWs corresponds to a Stratonovich integral. Both
equations have been well studied so far; in [5, 6] the unique solvability of the mixed SDE was shown,
while the well definedness and unique solvability of the rough path SDE have been obtained e.g. in
[7].
In this manuscript we establish a correction formula (see Sections 3 and 4) between equations
(1) and (2), which extends the Ito¯-Stratonovich correction formula that goes back to two articles
of W. Wong and M. Zakai ([8, 9]). This allows to transfer results valid for rough SDEs to mixed
SDEs and vice versa. We will illustrate this by establishing the smoothness of the solution map and
by recovering a limit theorem for the mixed SDE (1) in Section 5; furthermore, we point out how
this limit theorem can be used to construct and analyse numerical methods for mixed SDEs, and
we show that the “natural” Euler scheme for the rough SDE converges to the rough solution.
2 Preliminaries
2.1 Notation and Definitions
In what follows we will work on a filtered probability space (Ω,F , (Ft)t≥0,P), which is rich enough to
contain all the objects defined below. Let W = (W
(1)
t , . . . ,W
(m)
t )t≥0 be a standard m-dimensional
Wiener process, BH = (BH,(1), . . . , BH,(ℓ))t≥0 be an ℓ-dimensional fractional Brownian motion
(fBm) with Hurst index H ∈ (1/2, 1), that is a collection of centered, independent Gaussian pro-
cesses, independent of W as well, with covariance function
RH(t, s) =
1
2
(
t2H + s2H − |t− s|2H
)
, s, t ≥ 0.
The Kolmogorov theorem entails that fBm has a modification with γ-Hölder sample paths for any
γ < H and we will identify BH with this modification in the following.
We will use the following standard notation: |·| stands for an absolute value of a real number, the
Euclidean norm of a finite dimensional vector or of a matrix. Moreover, for a function f : [a, b]→ R
we define the following (semi-)norms:
‖f‖∞,[a,b] = sup
x∈[a,b]
|f(x)|, ‖f‖γ,[a,b] = sup
x,y∈[a,b]
x 6=y
|f(x)− f(y)|
|x− y|γ
,
‖f‖γ,∞,[a,b] = ‖f‖γ,[a,b] + ‖f‖[a,b],∞ .
If there is no ambiguity we will omit an interval index [a, b]. For a vector valued function f =
(f1, . . . , fd) : [a, b] → R
d a corresponding (semi-) norm is defined as the sum of the (semi-) norms of
the coordinates fi. Next, for a function f : [a, b]
2 → R, that vanishes on a diagonal, i.e. f(t, t) = 0
for t ∈ [a, b], we set
‖f‖γ,[a,b]2 = sup
t,s∈[a,b]
t6=s
|f(t, s)|
|t− s|γ
.
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The set of such functions with a finite norm ‖f‖γ,[a,b]2 is denoted by C
γ
2 ([a, b]
2), that is Cγ2 ([a, b]
2) =
{f : [a, b]2 → R | f(t, t) = 0, t ∈ [a, b], ‖f‖γ,[a,b]2 <∞}.
Moreover, we will use the notation Ck,δb (R
d1 ;Rd2) for functions f : Rm1 → Rm2 , which are
bounded, k-times differentiable with bounded derivatives and whose k-th derivative is Hölder con-
tinuous of order δ > 0. Finally, if a map c : Rk → Rk,m is fixed, we introduce the differential
operators D
(i)
c =
∑k
l=1 c
M
l,i (·)∂xl .
2.2 Integrating with respect to standard Brownian motion and fBm with H >
1/2
For basic facts for Ito¯ or Stratonovich integration with respect to standard Brownian motion we
refer e.g. to [10, 11].
The integral with respect to a fractional Brownian motion with Hurst parameter H > 1/2 is
understood in the pathwise Young sense. Namely, for f ∈ Cν([a, b];R) and g ∈ Cµ([a, b];R) with
ν + µ > 1 the integral
∫ b
a f(x)dg(x) can be defined as the limit of its Riemann sums and satisfies
the so-called Young inequality∣∣∣∣∫ b
a
(f(s)− f(a))dg(s)
∣∣∣∣ ≤ Cν,µ‖f‖ν,[0,T ]‖g‖µ,[0,T ]|b− a|λ+µ
for all a, b ∈ [0, T ], where Cν,µ > 0 is a constant independent of f and g. Thus, the integral∫ b
a f(s)dB
H,(i)
s for a function f ∈ Cβ([a, b];R) is well defined provided that β > 1−H. More details
can be found e.g. in [12, 4].
2.3 Mixed SDEs
The mixed equation (1) reads as
XMt = x0 +
∫ t
0
aM (XMs )ds+
m∑
j=1
∫ t
0
bM,(j)(XMs )d
IW (j)s (3)
+
ℓ∑
j=1
∫ t
0
cM,(j)(XMs )dB
H,(j)
s , t ∈ [0, T ],
where (·)(j) denotes the j-th column of a matrix. As mentioned previously the integrals with respect
to the Brownian motions are understood as Ito¯ integrals, while the integrals with respect to the
fractional Brownian motions are understood as Young integrals. This equation has been analysed
in a series of articles ([1, 2, 5, 6]). The most general result on the existence of a unique solution can
be found in [6]:
Theorem 1. Assume that
(i) aM , bM,(i), cM,(j) ∈ C1(Rd;Rd), i = 1, . . . ,m, j = 1, . . . , ℓ,
(ii) aM , bM,(i), cM,(j), i = 1, . . . ,m, j = 1, . . . , ℓ, satisfy a linear growth condition, i.e. there exists
C > 0 such that
|aM (x)|+
m∑
i=1
|bM,(i)(x)|+
ℓ∑
j=1
|cM,(j)(x)| ≤ C(1 + |x|), x ∈ Rd,
3
(iii) supj=1,...,ℓ supx∈Rd |(D c
M,(j))(x)| <∞.
Then equation (1) has a unique solution, i.e. there exists a unique continuous and (Ft)t∈[0,T ] adapted
process X = (Xt)t∈[0,T ], which satisfies equation (1) for almost all ω ∈ Ω.
The above solution is in fact obtained as the limit (in probability) of the solutions of Ito¯ SDEs
with random coefficients, namely of
XM,nt = x0 +
∫ t
0
(
aM (XM,ns ) + c
M (XM,ns )B˙
H,n
s
)
ds+
∫ t
0
bM (XMs )d
IWs, t ∈ [0, T ],
where BH,nt = n
∫ t
(t−1/n)∨0 B
H
s ds, t ∈ [0, T ], n = 1, 2, . . ., is a smoothed fBm, see [5].
2.4 Rough paths
Here we briefly recall some notions of the rough path theory, following the algebraic integration
approach given in [13] and the recent monograph [14]. For a detailed exposition the reader is sent
to [3, 4, 13, 14].
Definition 1. Let γ > 1/3. A pair (x,x) = (xs,xs,t)0≤t,s≤T ∈ C
γ([0, T ];Rm)× C2γ2 ([0, T ]
2;Rm×m)
is called a γ-rough path if xt,t = 0 for all t ∈ [0, T ] and for all 0 ≤ s < u < t ≤ T we have
xs,t − xs,u − xu,t = (xs − xu)⊗ (xt − xu).
The function (xs,t)s,t,∈[0,T ] is called Lévy area.
Remark 1. (i) A Lévy area for the fractional Brownian motion BH with Hurst parameter H >
1/2 is defined as the collection of Young integrals
B = (Bs,t)0≤s<t≤T =
{∫ t
s
∫ u
s
dBH,(i)v dB
H,(j)
u ; 1 ≤ i, j ≤ ℓ
}
0≤s<t≤T
.
(ii) The Lévy area for standard Brownian can be constructed using Stratonovich integration, i.e.
W = (Ws,t)0≤s<t≤T =
{∫ t
s
∫ u
s
◦ dW (i)v ◦ dW
(j)
u ; 1 ≤ i, j ≤ m
}
0≤s<t≤T
,
where
∫
◦dW denotes the Stratonovich integral.
(iii) In the same way a Lévy area for (t,Wt, Bt)t∈[0,T ] can be constructed, i.e. using W for the
iterated integrals of W (i) with respect to W (j), i, j = 1, . . . ,m, and Young integrals for all
other iterated integrals.
Together with the notion of the Lévy area the following concept is at the core of the algebraic
integration approach of M. Gubinelli.
Definition 2. We say that a path y ∈ Cν([0, T ];Rk) with ν ∈ (1/3, γ] is a weakly controlled path
based on x ∈ Cγ([0, T ];Rm) if the following decomposition holds
yt − ys = zs(xt − xs) + rs,t, 0 ≤ s ≤ t ≤ T, (4)
with z ∈ Cν([0, T ];Rk×m) and r ∈ C2ν2 ([0, T ]
2;Rk).
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When (y, z) is a weakly controlled path, then the rough integral of y along x can be defined as∫ t
0
y(i)dx(j)s = lim
|P|→0
∑
tk∈P
(
y
(i)
tk
(x
(j)
tk+1
− x
(j)
tk
) +
m∑
ℓ=1
ztk(i, ℓ)xtk ,tk+1(ℓ, j)
)
, (5)
for i = 1, . . . , k, j = 1, . . . ,m, see e.g. Corollary 2 in [13]. Here the limit is taken over all partitions
P = {0 = t−1 = t0 < t1 < . . . < tn = tn+1 = t} such that |P| = suptk∈P |tk − tk−1| → 0. Weakly
controlled paths are stable under smooth transformations:
Proposition 1. Let (y, z) be a weakly controlled path based on x with decomposition (4), and let
ϕ ∈ C2b (R
k;Rn). Then ϕ(y) is a weakly controlled path based on x with decomposition
ϕ(yt)− ϕ(ys) = zˆs(xt − xs) + rˆs,t,
with
zˆs = (Dϕ)(ys)zs, s ∈ [0, T ].
Using appropriate estimates for the integrals the solution to the rough paths equation
dyt = σ(yt)dxt, t ∈ [0, T ], y0 = a ∈ R
d,
with σ : Rd → Rd×m is obtained via a fixed point argument.
Theorem 2. Suppose that κ ∈ (1/3, γ), x : [0, T ]→ Rm is a γ-rough path and let σ ∈ C2,δb (R
d;Rd×m)
such that (2 + δ)γ > 1. Then the equation
yt = a+
∫ t
0
σ(ys)dxs, t ∈ [0, T ],
possesses a unique solution in the space of the functions z ∈ Cκ([0, T ];Rd) with z0 = a. Moreover,
(y, σ(y)) is a weakly controlled path based on x.
As a consequence of this Theorem and Proposition 1 we have∫ t
0
σ(i)(ys)dx
(i)
s (6)
= lim
|P|→0
∑
tk∈P
(
σ(i)(ytk)(x
(i)
tk+1
− x
(i)
tk
) +
m∑
ℓ=1
D(ℓ)σ σ
(i)(ytk)xtk ,tk+1(ℓ, i)
)
.
The solution map for a rough equation is locally Lipschitz continuous with respect to the initial
value and the driving signal. More precisely, we have:
Theorem 3. Let κ ∈ (1/3, γ), σ ∈ C2,δb (R
d;Rd×m) such that (2+δ)γ > 1, a, a˜ ∈ Rd, and let x, x˜ be
γ-rough paths with corresponding Lévy areas x, x˜. Finally, let (yt)t∈[0,T ], (y˜t)t∈[0,T ] be the solutions
of the RDEs
yt = a+
∫ t
0
σ(ys)dxs, y˜t = a˜+
∫ t
0
σ(y˜s)dx˜s, t ∈ [0, T ].
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Then there exist an increasing function CT : [0,∞)→ [0,∞) such that
‖y − y˜‖γ,∞,[0,T ] ≤ CT
(
‖x‖γ,∞,[0,T ] + ‖x˜‖γ,∞,[0,T ] + ‖x‖γ,[0,T ] + ‖x˜‖γ,[0,T ]
)
×(|a− a˜|+ ‖x− x˜‖γ,∞,[0,T ] + ‖x− x˜‖2γ,[0,T ]).
Returning to our original rough SDE, i.e. to
XRt = x0 +
∫ t
0
aR(XRs )ds +
m∑
i=1
∫ t
0
bR,(i)(XRs )d
RW (i)s (7)
+
ℓ∑
j=1
∫ t
0
cR,(j)(XRs )d
RBH,(j)s , t ∈ [0, T ],
the previous results yield a unique solution, if aR, bR,(i), cR,(j) ∈ C2,δb (R
d;Rd), i = 1, . . . ,m, j =
1, . . . , ℓ, for δ > 0 arbitrarily small, where the Lévy area for (t,Wt, Bt)t∈[0,T ] is constructed as in
Remark 1.
3 From the rough paths equation to the mixed equation
Here we show that the solution of the rough SDE (7) is the solution of the mixed equation (3) with
aM (x) = aR(x) +
1
2
d∑
i=1
D
(i)
bR
bR,(i)(x), bM (x) = bR(x), cM (x) = cR(x), x ∈ Rd. (8)
Theorem 4. Let δ > 0 and aR, bR,(i), cR,(j) ∈ C2,δb (R
d;Rd), i = 1, . . . ,m, j = 1, . . . , ℓ. Then
the solution XR of the rough equation (7) and the solution XM of the mixed equation (3) with
coefficients given by (8) coincide P -almost surely, i.e. we have
P
(
XMt = X
R
t , t ∈ [0, T ]
)
= 1.
Proof. For the m + ℓ + 1 dimensional rough path g = (id,W,BH) denote its Lévy area by G =
(Gs,t)0≤s<t≤T . Now fix t ∈ [0, T ]. Using relation (6) for σ = (a
R, bR, cR) : Rd → Rd ×Rd×m ×Rd×ℓ
we can write∫ t
0
σ(i)(XRs )d
Rg(i)s = lim
|P|→0
∑
tk∈P
σ(i)(XRtk )g(i)tk ,tk+1 + 1+m+ℓ∑
j=1
D(j)σ σ
(i)(XRtk )Gtk ,tk+1(j, i)

for all i = 1, . . . , 1 +m+ ℓ.
Since g(1) = id and the integrand is continuous, we have
lim
|P|→0
∑
tk∈P
σ(1)(XRtk)g
(1)
tk ,tk+1
P−a.s.
=
∫ t
0
aR(XRs )ds.
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For i = 1, . . . ,m, we have
lim
|P|→0
∑
tk∈P
σ(i+1)(XRtk )g
(i+1)
tk ,tk+1
L2(Ω)
=
∫ t
0
bR,(i)(XRs )d
IW (i)s ,
by definition of the Ito¯ integral since bR,(i)(XRs ), s ∈ [0, T ], is bounded and adapted. Moreover, the
sample paths of XR are γ-Hölder continuous for all γ < 1/2 and BH are Hölder continuous of all
orders λ < H, thus we have
lim
|P|→0
∑
tk∈P
σ(i+m+1)(XRtk )g
(i+m+1)
tk ,tk+1
P−a.s.
=
∫ t
0
cR,(i)(XRs )dB
H,(i)
s
for i = 1, . . . , ℓ by definition of the Young integral.
Now consider the summands involving the Lévy area terms. If (i, j) 6∈ (2, . . . ,m+ 1)2, then the
Young inequality gives
sup
t,s∈[0,T ]
t6=s
∣∣∣∫ ts (g(i)u − g(i)s )dg(j)u ∣∣∣
|t− s|1+ε
<∞ P − a.s.
and hence it follows
lim
|P|→0
∑
tk∈P
D(j)σ σ
(i)(XRtk )Gtk ,tk+1(j, i)
P−a.s.
= 0.
Next suppose (i, j) ∈ (2, . . . ,m+ 1)2 and i 6= j, then Gtk ,tk+1(i, j) =
∫ t
s (W
(i)
u −W
(i)
s )dIW
(j)
u , since
the Stratonovich and the Ito¯ integral coincide due to the independence of W (i), W (j). Exploiting
the independence of Gtk ,tk+1 from Ftk we obtain
E
[∣∣∣ ∑
tk∈P
D(j)σ σ
(i)(XRtk)Gtk ,tk+1(j, i)
∣∣∣2]
=
∑
tk∈P
E
[
|D(j)σ σ
(i)(XRtk )|
2
(∫ tk+1
tk
(W (j)u −W
(j)
tk
)dW (i)u
)2]
=
∑
tk∈P
E
[
|D(j)σ σ
(i)(XRtk )|
2
]
E
[( ∫ tk+1
tk
(W (j)u −W
(j)
tk
)dW (i)u
)2]
=
1
2
∑
tk∈P
E
[
|D(j)σ σ
(i)(XRtk)|
2
]
|P|2.
The last term clearly vanishes for |P| → 0. Finally, if i = j we have∫ tk+1
tk
(W (i)u −W
(i)
tk
) ◦ dW (i)u =
1
2
(W
(i)
tk+1
−W
(i)
tk
)2
and we obtain
lim
|P|→0
∑
tk∈P
D(i)σ σ
(i)(XRtk)(W
(i)
tk+1
−W
(i)
tk
)2
P−a.s.
=
∫ t
0
D(i)σ σ
(i)(XRs )ds.
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The latter follows from
sup
s∈[0,T ]
∣∣∣∣∣
n−1∑
k=0
1[0,s](tk)(W
(i)
tk+1
−W
(i)
tk
)2 − s
∣∣∣∣∣ P−a.s.−→ 0
as |P| → 0 and a density argument.
By passing to a subsequence, we deduce that
m+ℓ+1∑
i=1
∫ t
0
σ(i)(XRs )d
Rg(i)s
P−a.s.
=
∫ t
0
(
aR(XRs ) +
1
2
m∑
i=1
D
(i)
bR
bR,(i)(XRs )
)
ds
+
m∑
i=1
∫ t
0
bR,(i)(X(R)s )d
IW (i)s +
ℓ∑
i=1
∫ t
0
cR,(i)(XRs )dB
H,(i)
s
for all t ∈ [0, T ]. Since both sides are continuous in t for almost all ω ∈ Ω, the exceptional set can
be chosen independently of t ∈ [0, T ]. Hence the assertion follows.
4 From the mixed equation to the rough paths equation
Throughout this section we assume that aM , bM , cM ∈ C2b . Under this assumption the solution
XM = (XMt )t∈[0,T ] to (3) exists, is unique and satisfies E‖X‖
p
θ < ∞ for all p ≥ 1 and θ < 1/2, see
[6]. Now, we will show that XM is the solution to (7) with the coefficients
aR(x) = aM (x)−
1
2
m∑
i=1
D
(i)
bM
bM,(i)(x), bR(x) = bM (x), cR(x) = cM (x), x ∈ Rd. (9)
In order to do to this, we have to show that (XM (ω), σ(XM (ω)) is a weakly controlled path based
on {g(t)(ω),Gt,s(ω)}0≤s<t≤T for almost all ω ∈ Ω, where σ = (a
M , bM , cM ). However, this is a
consequence of the following two Lemmata.
Lemma 1. Let h ∈ C2(Rd;R). Then for all γ ∈ (0, 1/2) there exist almost surely finite random
variables KT,h,γ,g such that∣∣∣∣∫ t
s
(h(XMu )− h(X
M
s ))dg(u)
∣∣∣∣ ≤ KT,h,γ,g · |t− s|2γ , s, t ∈ [0, T ],
where g ∈ {id, BH,(i)} with i ∈ {1, . . . , ℓ}.
Proof. Since XM ∈ Cγ([0, T ]) for all γ < 1/2, the assertion is a direct consequence of the Young
inequality, which gives∣∣∣∣∫ t
s
(h(XMu )− h(X
M
s ))dg(u)
∣∣∣∣ ≤ Cγ,γ′ |t− s|γ+γ′‖f(XM )‖γ,[0,T ]‖g‖γ′,[0,T ]
for 1− γ < γ′ < H.
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Lemma 2. Suppose (Z(t),Ft)t∈[0,T ] is a stochastic process with θ-Hölder trajectories for all θ ∈
(0, 1/2), such that E‖Z‖pθ < ∞ for all p ≥ 1. Then, for all η ∈ (0, θ), there exists an almost surely
finite random variable KT,η such that∣∣∣∣∫ t
s
(Z(v) − Z(s))dIWv
∣∣∣∣ ≤ KT,η|t− s|1/2+η, s, t ∈ [0, T ].
Proof. Let θ ∈ (0, 1/2). Applying the Rodemich-Garcia-Rumsey inequality, we obtain that
sup
t,s∈[0,T ]
t6=s
∣∣∣∫ ts (Z(v)− Z(s))dIWv∣∣∣
|t− s|1/2+η
≤ Cθ,η,p
(∫ t
s
∫ t
s
|
∫ y
x (Z(v)− Z(s))d
IWv|
2p
|x− y|(1+2η)p+2
dxdy
)1/2p
.
Now put
KT,η =
(∫ t
s
∫ t
s
|
∫ y
x (Z(v)− Z(s))d
IWv|
2p
|x− y|(1+2η)p+2
dxdy
)1/2p
.
The Burkholder-Davis-Gundy inequality gives
E
∣∣∣∣∫ y
x
(Z(v)− Z(s))dIWv
∣∣∣∣2p ≤ Cθ,p|y − x|(1+2θ)p.
Choosing p such that 2(θ − η)p > 1 we obtain
EK2pT,η =
∫ t
s
∫ t
s
E|
∫ y
x (Z(v)− Z(s))d
IWv|
2p
|x− y|(1+2η)p+2
dxdy ≤ Cθ,p
∫ t
s
∫ t
s
|x− y|−2(θ−η)p−2dxdy <∞.
Now we can exploit the representation (5) and Proposition 1 to work backwards through the
proof of Theorem 4, which gives:
Theorem 5. Let aM , bM,(i), cM,(j) ∈ C2b ([0, T ];R
d), i = 1, . . . ,m, j = 1, . . . , ℓ, and suppose that
XM = (XMt )t∈[0,T ] is the solution to (3), then X
M is a solution to the rough equation (7) with
coefficients given by (9).
Note that the smoothness of the drift coefficient of the arising rough path SDE is C1b . Within
the algebraic integration framework it is not known (up to the best of our knowledge) whether such
an equation has a unique solution.
5 Application to numerical methods
5.1 Limit theorem for mixed equations
At the core of the theory of mixed equations is a limit theorem in [5], which we will briefly recall
here. Let n ∈ N and define
BH,nt = n
∫ t
(t−1/n)∨0
BHs ds, t ≥ 0.
9
Note that BH,n is an (Ft)t≥0-adapted Gaussian process such that its trajectories are a.s. differen-
tiable and
B˙H,nt = n(B
H
t −B
H
(t−1/n)∨0), t ≥ 0.
Suppose that XM,n = (XM,nt )t∈[0,T ] is a solution to
XM,nt = x0 +
∫ t
0
(
a(XM,ns ) + c(X
M,n
s )B˙
H,n
s
)
ds+
∫ t
0
b(XMs )d
IWs, t ∈ [0, T ]. (10)
Then we have
XM,n → XM , n→∞ uniformly in probability. (11)
Setting gn = (id,W,BH,n), we can apply the stability of rough paths equations and the relation
between mixed and rough SDEs to recover and strengthen this result.
First note that the integral
∫ t
0 c(X
R,n)dRBH,ns coincides with the ordinary Young integral
∫ t
0 c(X
R,n
s )B˙
H,n
s ds.
Proceeding analogously to the proof of Theorem 4 we have:
Proposition 2. Let δ > 0 and a, b(i), c(j) ∈ C2,δb (R
d;Rd), i = 1, . . . ,m, j = 1, . . . , ℓ. Then the
solution XR,n of the rough equation
XR,nt = x0 +
∫ t
0
a˜(XR,n)ds+
∫ t
0
b(XR,n)dRWs +
∫ t
0
c(XR,n)dRBH,ns , t ∈ [0, T ], (12)
with
a˜(x) = a(x)−
1
2
m∑
i=1
D
(i)
b b
(i)(x), x ∈ Rd,
and the solution of equation (10) coincide P -almost surely.
Our aim is now to prove:
Proposition 3. Let a˜, b(i), c(j) ∈ C2,δb (R
d;Rd), i = 1, . . . ,m, j = 1, . . . , ℓ, and γ ∈ (1/3, 1/2). Then
we have
‖XR,n −XR‖γ,∞,[0,T ]
P−a.s.
−→ 0 as n→∞.
This result directly implies:
Corollary 1. Let a, b(i), c(j) ∈ C2,δb (R
d;Rd), i = 1, . . . ,m, j = 1, . . . , ℓ, γ ∈ (1/3, 1/2) and∑m
i=1D
(i)
b b
(i) ∈ C2,δb ([0, T ];R
d). Then we have
‖XM,n −XM‖γ,∞,[0,T ]
P−a.s.
−→ 0 as n→∞.
Recalling that gn = (id,W,BH,n) Proposition 3 follows from Theorem 3 and the following two
Lemmata. (Note that the following estimates are not covered by Section 15.5 in [4], since BH,n is
not a mollifier approximation.)
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Lemma 3. For all 0 < γ < γ′ < H there exists an almost surely finite random variable KT,γ,γ′
such that
‖BH,n −BH‖γ,[0,T ] ≤ KT,γ,γ′ · n
−(γ′−γ).
Proof. Clearly, it is sufficient to consider the one dimensional case. For t ≤ 0 define BHt = 0. Fix
t, s ∈ [0, T ] and γ′ ∈ (γ,H). First, consider the case |t− s| ≥ 1n . Here, we have
|BHt −B
H
s −B
H,n
t +B
H,n
s | ≤ n
∣∣∣∣∣
∫ t
t−1/n
(BHu −B
H
t )du
∣∣∣∣∣+ n
∣∣∣∣∣
∫ s
s−1/n
(BHu −B
H
s )du
∣∣∣∣∣
≤ 2
∥∥BH∥∥
γ′,[0,T ]
1
nγ′
≤ 2
∥∥BH∥∥
γ′,[0,T ]
|t− s|γ
1
nγ−γ′
.
Next, when |t− s| ≤ 1n one has
|BH −BHs −B
H,n
t +B
H,n
s | ≤ |B
H
t −B
H
s |+ |B
H,n
t −B
H,n
s |
≤
∥∥BH∥∥
γ′,[0,T ]
|t− s|γ
′
+ n
∣∣∣∣∣
∫ 0
− 1
n
(BHt+u −B
H
s+u)du
∣∣∣∣∣
≤ 2
∥∥BH∥∥
γ′,[0,T ]
|t− s|γ
′
≤ 2
∥∥BH∥∥
γ′,[0,T ]
|t− s|γ
1
nγ
′−γ
.
Lemma 4. Let 1/2 < γ < γ′ < H. Then, there exists an almost surely finite random variable
KT,γ,γ′ such that
‖Gn −G‖Cγ
2
([0,T ]2) ≤ KT,γ,γ′ · n
−(γ′−γ).
Proof. First, we prove the convergence the elements of the Lévy areas which correspond to the
smoothed fBm to the ones of fBm. Fix t, s ∈ [0, T ], i, j ∈ {1, . . . , ℓ}. Clearly, we have
∆(1)(s, t) =
∣∣∣∣∫ t
s
(BH,(i)u −B
H,(i)
s )dB
H,(j)
u −
∫ t
s
(BH,n,(i)u −B
H,n,(i)
s )dB
H,n,(j)
u
∣∣∣∣
≤
∣∣∣∣∫ t
s
(
(BH,(i)u −B
H,(i)
s )− (B
H,n,(i)
u −B
H,n,(i)
u )
)
dBH,(j)u
∣∣∣∣
+
∣∣∣∣∫ t
s
(BH,n,(i)u −B
H,n,(i)
s )d(B
H,n,(j)
u −B
H,(j)
u )
∣∣∣∣ .
Set Z
n,(i)
u = B
H,(i)
u −B
H,n,(i)
u . Applying the Young inequality with 1/2 < µ < H yields∣∣∣∣∫ t
s
(Znu − Z
n
s )dB
H,(j)
u
∣∣∣∣ ≤ Cµ ∥∥∥BH,(j)∥∥∥µ ∥∥∥Zn,(i)∥∥∥µ |t− s|2µ,∣∣∣∣∫ t
s
(BH,n,(i)u −B
H,n,(i)
s )d(B
H,n,(j)
u −B
H,(j)
u )
∣∣∣∣ ≤ Cµ ∥∥∥BH,n,(i)∥∥∥µ
∥∥∥Zn,(j)∥∥∥
µ
|t− s|2µ,
i.e. we obtain
∆(1)(s, t)
|t− s|2µ
≤ Cµ
(∥∥∥Zn,(i)∥∥∥
µ
∥∥∥BH,(j)∥∥∥
µ
+
∥∥∥Zn,(j)∥∥∥
µ
∥∥∥BH,(i)∥∥∥
µ
+
∥∥∥Zn,(j)∥∥∥
µ
∥∥∥Zn,(i)∥∥∥
µ
)
. (13)
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Now, we proceed with the parts that correspond to the iterated integrals which involve the
Wiener process and the smoothed fBm. Fix i ∈ {1, . . . ,m} and j ∈ {1, . . . , ℓ}, s, t ∈ [0, T ]. Again,
applying the Young inequality gives
∆(2)(s, t) =
∣∣∣∣∫ t
s
(W (i)u −W
(i)
s )d(B
H,(j)
u −B
H,n,(j)
u )
∣∣∣∣
≤ Cλ,µ
∥∥∥Zn,(j)∥∥∥
µ
∥∥∥W (i)∥∥∥
λ
|t− s|λ+µ
with 0 < λ < 1/2, 0 < µ < H such that λ+ µ > 1. It is only left to deal with
∆(3)(s, t) =
∣∣∣∣∫ t
s
(BH,(j)u −B
H,(j)
s )dW
(i)
u −
∫ t
s
(BH,n,(j)u −B
H,n,(j)
s )dW
(i)
u
∣∣∣∣ .
But using the integration by parts formula for Young integrals we obtain∫ t
s
(Zn,(j)u − Z
n,(j)
s )dW
(i)
u = (Z
n,(j)
t − Z
n,(j)
s )(W
(i)
t −W
(i)
s )−
∫ t
s
(W (i)u −W
(i)
s )dZ
n,(j)
u .
Using the previous step yields
∆(3)(s, t) ≤ Cλ,µ
∥∥∥Zn,(j)∥∥∥
µ
∥∥∥W (i)∥∥∥
λ
|t− s|λ+µ.
The elements of the Lévy area involving t and the “smoothed” fBms are easily treated. Here we
have
∆(4)(s, t) :=
∣∣∣∣∫ t
s
(BH,(i)s −B
H,n,(i)
s )ds
∣∣∣∣ ≤ ∥∥∥Zn,(i)∥∥∥µ |t− s|1+µ,
∆(5)(s, t) :=
∣∣∣∣∫ t
s
sd(BH,(i)s −B
H,n,(i)
s )
∣∣∣∣ ≤ ∥∥∥Zn,(i)∥∥∥µ |t− s|1+µ.
Setting now γ = (λ+ µ)/2, the assertion follows from the previous lemma.
5.2 Constructing numerical methods for mixed equations
The almost sure convergence in the γ-Hölder norm of
XM,nt = x0 +
∫ t
0
(
a(XM,ns ) + c(X
M,n
s )B˙
H,n
s
)
ds+
∫ t
0
b(XMs )d
IWs, t ∈ [0, T ], (14)
with
B˙H,nt = n(B
H
t −B
H
(t−1/n)∨0), t ∈ [0, T ],
toXM can be exploited to construct and to analyse numerical methods for mixed equations, proceed-
ing similar to [15, 16]. In the latter references approximations of rough SDEs have been obtained by
discretising their Wong-Zakai approximations. For example, applying an Euler discretisation with
stepsize ∆ = 1/n to (14) yields the approximation
xk+1 = xk + a(xk)∆ + b(xk)(W(k+1)∆ −Wk∆) + c(xk)(B
H
k∆ −B
H
(k−1)∆), k = 0, 1, . . .
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where BH−∆ = 0. Equation (14) is an Itô SDE with random coefficients, the only technical difficulty
being the unboundedness of B˙H,n. Using a localization procedure as e.g. in [17] and standard
estimates involving the Ito¯ isometry and Gronwall’s lemma one can show that
sup
k=0,...,⌈T/n⌉
|XM,nk∆ − xk|
P−a.s.
−→ 0, n→∞.
Corollary 1 then implies the convergence of this skewed Euler scheme, i.e.
sup
k=0,...,⌈T/n⌉
|XMk∆ − xk|
P−a.s.
−→ 0, n→∞.
5.3 The natural Euler scheme for rough SDEs
Using the correction formula, one can establish the convergence of the “natural” Euler scheme
xk+1 = xk +
(
a(xk) +
1
2
m∑
i=1
D
(i)
b b
(i)(xk)
)
∆ (15)
+ b(xk)(W(k+1)∆ −Wk∆) + c(xk)(B
H
(k+1)∆ −B
H
k∆), k = 0, 1, . . .
for the rough SDE
XRt = x0 +
∫ t
0
a(XRs )ds+
∫ t
0
b(XRs )d
RWs +
∫ t
0
c(XRs )d
RBHs , t ∈ [0, T ], (16)
at least for m = ℓ = 1. The notion “natural” is based on the following observations: for b = 0
equation (16) is an SDE driven by fractional Brownian motion with Hurst parameter H > 1/2, for
which (15) with b = 0 is a convergent approximation, see e.g. [18, 4], while for c = 0 equation (16)
is a Stratonovich SDE, for which (15) with c = 0 is again a convergent scheme, see e.g. [11].
Using the results of [19] and Theorem 5 we have:
Proposition 4. Let a, b, c ∈ C2,δb (R;R). Moreover let b
′b ∈ C2,δb (R;R) and infx∈R c(x) > 0. Then
there exists C > 0 such that
sup
k=0,...,⌈T/∆⌉
(
E|XRk∆ − xk|
2
)1/2
≤ C ·
(
∆1/2 +∆2H−1
)
.
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