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Abstract
Let  be a ﬁnite positive Borel measure supported on a compact set of the real line and introduce the discrete
Sobolev-type inner product
〈f, g〉 =
∫
f (x)g(x) d(x)+
K∑
k=1
Nk∑
i=0
Mk,if
(i)(ck) g
(i)(ck),
where the mass points ck belong to supp() and Mk,i are complex numbers such that Mk,Nk = 0. In this paper
we investigate the asymptotics of the polynomials orthogonal with this product. When the mass points ck belong
to C\supp(), the problem was solved in a paper by G. López, et al. (Constr. Approx. 11 (1995) 107–137) and,
for mass points in supp() = [−1, 1], the solution was given by I.A. Rocha et al. (J. Approx. Theory, 121 (2003)
336–356) provided that ′(x)> 0 a.e. x ∈ [−1, 1] andMk,i are nonnegative constants. If  ∈ M(0, 1), the possibility
ck ∈ supp()\[−1, 1] must be considered. Here we solve this last case with complex constantsMk,i .
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1. Introduction
We consider the well-known Nevai class of ﬁnite positive Borel measuresM(0, 1), i.e., the measures
 such that the orthonormal polynomials pn satisfy the three-term recurrence relation
p−1(x)= 0, p0(x)= 1√
0
,
xpn(x)= an+1pn+1(x)+ bnpn(x)+ anpn−1(x), n= 0, 1, . . . ,
where 0 =
∫
d(x), and such that
lim
n→∞ an =
1
2 , limn→∞ bn = 0.
As it is well known (see [5,6]), this means that the support of the measure is the interval [−1, 1] plus a
denumerable set of mass points off [−1, 1]. If there are inﬁnitely many points in the denumerable set,
then they accumulate at −1 and 1. The orthonormal polynomials pn have the ratio asymptotic property
lim
n→∞
pn+1(x)
pn(x)
= x +
√
x2 − 1, x ∈ C\supp() (1)
uniformly on compact subsets of C\supp(), and the weak asymptotic property
lim
n→∞
∫
f (x)pn(x)pn+k(x) d(x)= 1

∫ 1
−1
f (x)Tk(x)
dx√
1− x2 , (2)
Tk(x) being the Chebyshev polynomial of the ﬁrst kind and degree k, for all Borel measurable functions
f bounded on supp().
Let  be a ﬁnite positive Borel measure in the Nevai classM(0, 1) and let ck ∈ supp(), k=1, . . . , K.
For f and g in L2() such that there exist the derivatives in ck, we can introduce the Sobolev-type inner
product
〈f, g〉 =
∫
f (x)g(x) d(x)+
K∑
k=1
Nk∑
i=0
Mk,if
(i)(ck)g
(i)(ck) (3)
with Mk,i ∈ C and Mk,Nk = 0. Let (Bn)∞n=0 be the sequence of monic polynomials with least degree
such that
〈Bn, p〉 = 0, p ∈ Pn−1,
wherePn−1 is the linear space of all polynomials with complex coefﬁcients of degree less than or equal to
n−1. The existence of Bn ∈ Pn for each n ∈ Z+ follows from solving a linear system of n homogeneous
equations and n+ 1 unknowns.
Let  be the measure −∑Kk=1({ck})ck .After modifying the constantsMk,0 we can write the product
(3) in terms of . We keep the notationMk,i for the new values (after adding ({ck})) and we write (3) in
the form
〈f, g〉 =
∫
f (x)g(x) d(x)+
K∑
k=1
Nk∑
i=0
Mk,if
(i)(ck)g
(i)(ck). (4)
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Since
∫ |Bn(x)|2 d(x)= 1/2n > 0, we can deﬁne B̂n(x)= nBn(x) and we have a sequence (B̂n)∞n=0
such that
deg(B̂n)n, 〈B̂n, p〉 = 0 p ∈ Pn−1,
∫
|B̂n(x)|2 d(x)= 1. (5)
In Section 2 we prove that for any (k, i) such thatMk,i = 0, B̂(i)n (ck)→ 0 which yields limn→∞〈B̂n,
B̂n〉= limn→∞〈B̂n, B̂n〉=1. In particular, this means that there exists n0 such that deg(B̂n)=n for nn0
and, in turn, it allows us to apply the techniques given in [9] and obtain asymptotic properties for B̂n.
It is clear that B̂n are not the orthonormal polynomials of (3) but it is also clear that they are equal up
to constant factors n such that n → 1. Then, the asymptotic for B̂n remains true for the orthonormal
polynomials which exist for nn0. So, we limit ourselves to study the asymptotic behavior of B̂n.
The main result is given in Section 3 where, provided that  ∈ M(0, 1), we obtain the relative asymp-
totic limn→∞(B̂n(x)/pn(x)) uniformly in compact sets of C\supp(), (pn)∞n=0 being the sequence of
orthonormal polynomials with respect to .
In this work, we generalize to complex massesMk,i and  ∈ M(0, 1) the results given in [9] where the
measure is considered to be supported in [−1, 1]with ′(x)> 0 a.e and the constantsMk,i are nonnegative
real numbers. In that paper there is a Remark where the authors say that everything works in the same
way if the measure is supposed to be in M(0, 1). This is true when the ck all belong to [−1, 1] but, if
 ∈ M(0, 1) and some ck belong to supp()\[−1, 1], the results in [9] are not true. In this case, as it will
be proved, each ck attracts asmany zeros of B̂n(x) as constantsMk,i are different from 0 and B̂n(x) behave
as they do when ck /∈ supp(). The study of B̂n(x) when there are mass points ck in supp()\[−1, 1]
presents the features of themost general case for the discrete Sobolev inner product and, roughly speaking,
we can say that the only important fact is whether ck belongs to [−1, 1] or to C\[−1, 1]; only the points
ck /∈ [−1, 1] modify the asymptotics of B̂n(x).
The ﬁrst author to study this problem was Nevai in [7, Lemma 16, p. 132], where he adds to a
measure  in the class M(0, 1) a Dirac mass located in [−1, 1]. Some years later, Marcellán and Van
Assche considered in [4] a product involving the ﬁrst derivative. As it was mentioned, López, Marcel-
lán and Van Assche investigated in [2] the asymptotic properties of orthogonal polynomials for a class
of inner products including the discrete Sobolev inner products with a ﬁnite number of mass points in
C\supp() and complex constantsMk,i . Their techniques need ratio asymptotics at the mass points ck of
the orthogonal polynomials with respect to  but, in general, there is not ratio asymptotic at ck when ck ∈
supp(). Following the same idea given in [9] by Rocha,Marcellán and Salto, we prove that weak asymp-
totics and ratio asymptotics outside supp() of the standard polynomials pn are sufﬁcient to compare
B̂n and pn with ck on the support of the measure. This approach was also considered in [3] in order to ob-
tain estimates for the Sobolev orthogonal polynomials and to study Fourier series in terms of polynomials
orthogonal with respect to the Sobolev inner product with mass points outside [−1, 1].
For a denumerable set of mass points outside [−1, 1] which satisfy Blaschke’s condition and that the
absolutely continuous part of  satisﬁes Szego˝’s condition, the strong asymptotic of standard orthogonal
polynomials was given in [8]. In [1], Denisov proved the ratio asymptotic of standard orthogonal poly-
nomials with respect to a measure such that ′(x)> 0 a.e. x ∈ [−1, 1] in the presence of a denumerable
set of mass points off [−1, 1] with the only condition that they accumulate at −1 and 1.
We begin with some auxiliary results concerning standard orthogonal polynomials as well as with some
properties of B̂n(ck).
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2. Auxiliary results
Consider the constantsMk,i introduced in (4) and let (n)∞n=0 be the sequence of orthonormal polyno-
mials with respect to the inner product
〈f, g〉+ =
∫
f (x)g(x) d(x)+
K∑
k=1
Nk∑
i=0
k,if
(i)(ck)g
(i)(ck),
where k,i are deﬁned by
k,i =
{
1+ |R(Mk,i)| if Mk,i = 0,
0 if Mk,i = 0.
The following lemma is Lemma 3.1, p. 349, of [9].
Lemma 2.1. The polynomials n, orthonormal with respect to 〈, 〉+, satisfy
(i) If k,i = 0 then k,i∑∞n=0((i)n (ck))2 = 1.
(ii) If k,i = 0 then∑∞n=0(i)n (ck)(j)n (ct )= 0 for all (t, j) = (k, i) such that t,j = 0.
(iii) If k,i = 0 then limn→∞
∫
(
∑n
=0
(i)
 (ck)(x))
2 d(x)= 0.
For a ﬁxed (k, i) such thatMk,i = 0, let k,i be a ﬁxed polynomial such that
(j)k,i (ct )= 0 if t = k, 0jNt ; (j)k,i (ck)= 0 if j = i; (i)k,i(ck)= 1.
Since 〈B̂n,k,i〉 = 0 for n large enough,Mk,iB̂(i)n (ck)=−
∫
B̂n(x)k,i(x) d(x) and, as a consequence,
there exists a constant C which depends on the measure , on the polynomial k,i and on the constant
Mk,i , such that
|B̂(i)n (ck)|C for all (k, i) such that Mk,i = 0. (6)
Writing B̂n in terms of the orthonormal polynomials with respect to 〈, 〉+, we have B̂n(x)= n,nn(x)+∑n−1
j=0n,j j (x). From (6) and the orthonormality of n, it is clear that n are bounded. Moreover, for
j = 0, . . . , n− 1,
n,j = 〈B̂n, j 〉+ = 〈B̂n, j 〉 +
K∑
k=1
Nk∑
i=0
(k,i −Mk,i)B̂(i)n (ck)(i)j (ck)
which yields
B̂n(x)= n,nn(x)+
K∑
k=1
Nk∑
i=0
(k,i −Mk,i)B̂(i)n (ck)
n−1∑
j=0

(i)
j (ck)j (x).
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Then
B̂(m)n (ct )
1− (t,m −Mt,m) n−1∑
j=0
(
(m)
j (ct ))
2

= n,n(m)n (ct )+
∑
(k,i) =(t,m)
(k,i −Mk,i)B̂(i)n (ck)
n−1∑
j=0

(i)
j (ck)
(m)
j (ct ).
IfMt,m = 0, taking into account (i) and (ii) of Lemma 2.1 and (6),
lim
n→∞ B̂
(m)
n (ct )
1− (t,m −Mt,m) n−1∑
j=0
(
(m)
j (ct ))
2
= 0
which, using again (i) of Lemma 2.1, gives limn→∞B̂(m)n (ct )= 0.
Since 〈B̂n, B̂n〉 = 〈B̂n, nxn〉 = 〈B̂n, B̂n〉, where, if B̂n(x)=∑nj=0j xj , B̂n(x)=∑nj=0j xj ,
lim
n→∞〈B̂n, B̂n〉 = 1.
As a consequence, there exists n0 such that 〈B̂n, B̂n〉 = 0 for all nn0 and this yields deg(B̂n) = n for
nn0 because 〈Bn,Bn〉 = 0 means that the monic orthogonal polynomial Bn has degree greater than or
equal to n.
To sum up, we have the following lemma.
Lemma 2.2. The polynomials B̂n satisfy the conditions
(i) IfMk,i = 0 then limn→∞B̂(i)n (ck)= 0.
(ii) limn→∞〈B̂n, B̂n〉 = 1.
(iii) There exists a positive integer n0 such that deg(B̂n)= n for all nn0.
Let (pn)∞n=0 the sequence of orthonormal polynomials with respect to  and let (qn)∞n=0 be sequence
of orthonormal polynomials with respect to . Our goal is to compare B̂n(x) with pn(x) but, due to the
effect produced by the number of nonzero constantsMk,i , it is more convenient to compare in a ﬁrst step
B̂n(x) with qn(x) and, after, to obtain the relative asymptotic B̂n(x)/pn(x).
Themeasure  is supposed to be inM(0, 1). Does it mean that  also belongs toM(0, 1)? If  ∈ M(0, 1)
and we add a ﬁnite number of masses off supp() or on supp() it is well known that the new measure
also belongs toM(0, 1). In other words,
 ∈ M(0, 1)⇒ +
K∑
k=1
Mkck ∈ M(0, 1).
The requested question is the following: if we removemass points of  ∈ M(0, 1) then is the newmeasure
in M(0, 1)? Although the answer seems to be clear, as far as we know, this is still not proved. This is
equivalent to consider negative constantsMk,0 and this was studied in [2] but only in case ck /∈ supp().
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From now on 	(n) denotes the leading coefﬁcient of any polynomial n of degree n. We denote

±(x) := x ± √x2 − 1 with the square root such that |
+(x)|> 1, and with Tk(x) the Chebyshev
polynomial of the ﬁrst kind and degree k.
Let ak, k= 1, . . . , K1, be the mass points of  on [−1, 1] and bk, k= 1, . . . , K2, the mass points of 
on supp()\[−1, 1].
Theorem 2.1. Let  ∈ M(0, 1) and  =  −∑K1k=1({ak})ak −∑K2k=1({bk})bk . Let (pn)∞n=0 be the
sequence of orthonormal polynomials with respect to  and let (qn)∞n=0 be the sequence of orthonormal
polynomials with respect to . Then  belongs toM(0, 1) and
lim
n→∞
pn(x)
qn(x)
=
K2∏
k=1
1
|
+(bk)|
2(x − bk)
+(x)
(
+(x)− 
−(bk))2
uniformly in compact sets of C\supp().
Proof. By iteration, it is clear that it is sufﬁcient to prove the theorem for only one mass point. We must
distinguish when the mass is located either on [−1, 1] or on supp()\[−1, 1]. Let a ∈ [−1, 1] be a mass
point of  and let  =  − ({a})a . Since
∫
(x − a)qn(x)pi(x) d(x) =
∫
(x − a)qn(x)pi(x) d(x), we
have
(x − a)qn(x)=
2∑
i=0
An,ipn+1−i(x),
2∑
i=0
A2n,i =
∫
(x − a)2q2n(x) d(x)=
∫
(x − a)2qn(x)2 d(x) max
x∈supp()(x − a)
2,
An,0 =
∫
(x − a)qn(x)pn+1(x) d(x)= 	(qn)
	(pn+1)
,
An,2 =
∫
(x − a)qn(x)pn−1(x) d(x)=
∫
(x − a)qn(x)pn−1(x) d(x)= 	(pn−1)
	(qn)
.
Hence the coefﬁcients An,i are bounded, they satisfy
An,0An,2 = 	(pn−1)
	(pn+1)
and, as a consequence, there exists a sequence  of nonnegative integers such that limn∈An,j =Aj for
j = 0, 1, 2. When  ∈ M(0, 1), since
lim
n→∞
	(pn−1)
	(pn+1)
= 1
22
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by the deﬁnition ofM(0, 1), A2 and A0 are greater than zero. Then, since supp()= supp(), from the
ratio asymptotic of (pn(x))∞n=0 we have
lim
n∈(x − a)
qn(x)
pn+1(x)
=
2∑
j=0
Aj(

−(x))j uniformly on compact sets of C\supp().
On the other hand, for  ∈ M(0, 1), from (2) we get
lim
n→∞
∫
f (x)pn+k(x)pn(x) d(x)= 1

∫ 1
−1
f (x)Tk(x)
dx√
1− x2
for all Borel measurable functions bounded on supp(). Then
lim
n∈
∫
f (x)(x − a)qn(x)pn+1(x) d(x)= 1

∫ 1
−1
f (x)
2∑
j=0
AjTj (x)
dx√
1− x2 .
Let 1/(x − a) be the function
1
(x − a) =
{ 1
x − a if |x − a|> ,
0 if |x − a|.
There exists a constant C independent of  such that∣∣∣∣∫ 1(x − a) (x − a)qn(x)pn+1(x) d(x)
∣∣∣∣= ∣∣∣∣∫ 1(x − a) (x − a)qn(x)pn+1(x) d(x)
∣∣∣∣<C.
As a consequence, proceeding as in Lemma 2.2 of [9], we get
2∑
j=0
AjTj (x)= (x − a)R1(x)
for some polynomial R1(x) of degree 1. By orthogonality,∫ 1
x − a (x − a)qn(x)pn+1 d(x)= 0,
and, as in Lemma 2.3 of [9], weak asymptotics gives
1

∫ 1
−1
R1(x)
dx√
1− x2 = 0.
This means that
2∑
j=0
AjTj (x)= A2(x − a)T1(x).
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Using the residue theorem we get
√
x2 − 1

∫ 1
−1
∑2
j=0AjTj (t)
x − t
dt√
1− t2 =
2∑
j=0
Aj(

−(x))j ,
and the relation
∑2
j=0AjTj (x)=A2(x−a)T1(x) gives
∑2
j=0Aj(
−(x))j=A2((
−(x))2−2a
−(x)+1).
When x tends to inﬁnity the last equality leads to A0 = A2 and, since A0A2 = 1/22,
2∑
j=0
Aj(

−(x))j = 1
2
((
−(x))2 − 2a
−(x)+ 1).
Then the coefﬁcients Aj are completely determined for any sequence  and we have
lim
n→∞(x − a)
qn(x)
pn+1(x)
= 1
2
((
−(x))2 − 2a
−(x)+ 1)
which, in turn, gives
lim
n→∞
qn(x)
pn(x)
= 1 uniformly in compact sets of C\supp().
Hence,
lim
n→∞
qn+1(x)
qn(x)
= 
+(x)
uniformly in compact sets of C\supp() and a well-known result (see [7]) asserts that this is equivalent
to  ∈ M(0, 1).
Now we prove that, if we remove a mass point b of , b ∈ supp()\[−1, 1], then the new measure also
belongs to M(0, 1). We keep the notation  =  − ({b})b and (pn)∞n=0 and (qn)∞n=0 for the sequences
of orthonormal polynomials with  and , respectively.
In the same way as before, we can write
(x − b)qn(x)=
2∑
j=0
An,jpn+1−j (x)
with An,j bounded. Also, for a sequence  such that limn∈An,j = Aj , we get A0A2 = 1/22. Then,
denoting with  the support of  and applying weak asymptotics of pn(x)pn+k(x) d(x) we have
lim
n∈
∫
\{b}
(x − b)qn(x)pn−1(x) d(x)
(x − b)i =
1

∫ 1
−1
1
(x − b)i
2∑
j=0
AjT2−j (x)
dx√
1− x2 .
For i = 1 the left hand side equals to∫
\{b}
qn(x)pn−1(x) d(x)=
∫
qn(x)pn−1(x) d(x)= 0,
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and, for i = 2,∫
\{b}
qn(x)pn−1(x)
d(x)
x − b =
∫
\{b}
qn(x){pn−1(b)+ (x − b)n−2(x)}d(x)
x − b
=
∫
qn(x)pn−1(b)
d(x)
x − b
which tends to zero becausepn−1(b) tends to zero and
∫
qn(x)(d(x))/(x−b) are the Fourier coefﬁcients
of the continuous function 1/(x − b). Then
1

∫ 1
−1
1
(x − b)i
2∑
j=0
AjT2−j (x)
dx√
1− x2 = 0, i = 1, 2. (7)
From the residue theorem we deduce
√
b2 − 1

∫ 1
−1
1
b − x
2∑
j=0
AjT2−j (x)
dx√
1− x2 =
2∑
j=0
Aj(

−(b))2−j
and thus the polynomial
∑2
j=0Ajzj vanishes at 
+(b) with multiplicity two according to (7). As a
consequence,
2∑
j=0
Aj(

−(x))j = A2(
−(x)− 
+(b))2.
If x tends to inﬁnity thenA0=A2(
+(b))2, and taking into account thatA0A2= 14 we getA2=|
−(b)|/2.
Then Aj are completely determined for any sequence  and, using the ratio asymptotics of pn and the
expression of (x − b)qn(x) in terms of pn+1−j (x), we get
lim
n→∞
qn(x)
pn(x)
= 

+(x)
2(x − b)
(
−(x)− 
+(b))2
|
+(b)| (8)
uniformly in compact sets of C\supp().
Let f be a Borel measurable function bounded on supp() = \{b}. From the expression of qn in
terms of pn+1−j we get
∫
f (x)qn(x)qn+k(x) d(x)=
∫
f (x)
(x − b)2
2∑
j=0
An,jpn+1−j (x)
2∑
i=0
An+k,i pn+k+1−i(x) d(x)
=
∫
\{b}
f (x)
(x−b)2
2∑
j=0
An,jpn+1−j (x)
2∑
i=0
An+k,i pn+k+1−i(x)d(x).
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Then
lim
n→∞
∫
f (x)qn(x)qn+k(x) d(x)
= 1

∫ 1
−1
f (x)
(x − b)2
2∑
i=0
2∑
j=0
AiAjT|k−(i−j)|(x)
dx√
1− x2
= 1

∫ 1
−1
f (x)
(x − b)2Tk(x)
{ 2∑
i=0
A2i T0 + 2
1∑
i=0
AiAi+1T1(x)+ 2A0A2T2(x)
}
dx√
1− x2
= 1

∫ 1
−1
f (x)Tk(x)
dx√
1− x2
as it is easy to check because
A0 = |

+(b)|
2
, A1 =−sign(b), A2 = |

−(b)|
2
.
As a consequence,
∫
xqn(x)qn+1 d(x) → 12 ,
∫
xqn(x)qn(x) d(x) → 0 and  ∈ M(0, 1). Moreover,
from [2], the asymptotic of pn(x)/qn(x) is still valid on C\supp() and, according to (8), we get the
theorem for only one mass point on supp()\[−1, 1].
Using induction on the number of mass points, the measure =−∑Kk=1({bk})bk−∑K2k=1({bk})bk
belongs toM(0, 1) and we have
lim
n→∞
pn(x)
qn(x)
=
K2∏
k=1
2(x − bk)

+(x)
|
+(bk)|
(
−(x)− 
+(bk))2
uniformly in compact sets of C\supp(). 
Finally, we estimate the integrals
∫ pn(x)
(x−b)m d(x) for integer values of m, b /∈ supp() and for any
measure  ∈ M(0, 1).
Lemma 2.3. Let  ∈ M(0, 1), m= 1, 2, . . ., b /∈ supp(), and (pn)∞n=0 be the sequence of orthonormal
polynomials with respect to . Then
lim
n→∞
1
nm−1
∫
pn(x)pn(b)
(x − b)m d(x)=
(−1)m
(m− 1)!
(
1√
b2 − 1
)m
, m= 1, 2, . . . .
Proof. We proceed by induction. For m= 1 it is clear that∫
pn(x)pn(b)
x − b d(x)=
∫
p2n(x)
x − b d(x).
Then
lim
n→∞
∫
pn(x)pn(b)
x − b d(x)=
1

∫ 1
−1
1
x − b
dx√
1− x2 =−
1√
b2 − 1 .
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If we assume the formula is true for nonnegative integers less than or equal to m and denote
Im = lim
n→∞
1
nm−1
∫
pn(x)pn(b)
(x − b)m d(x)
then we get
Im+1 = − lim
n→∞
p′n(b)
npn(b)
Im − lim
n→∞
p′′n(b)
2!n2pn(b)Im−1 − . . .− limn→∞
p
(m)
n (b)
m!nmpn(b)I1
= 1
m!
(
1√
b2 − 1
)m+1 {
m!
1!(m− 1)!(−1)
m−1 + m!
2!(m− 2)!(−1)
m−2 + · · · + m!
m!0!(−1)
0
}
= (−1)
m+1
m!
(
1√
b2 − 1
)m+1
because
p
(m)
n (z)
nmpn(z)
→
(
1√
z2 − 1
)m
when z /∈ supp() as it is well known (see Lemma 1 of [2]). 
3. Asymptotics
Since we must distinguish mass points of (4) in [−1, 1] and in supp()\[−1, 1], we will denote
ak, k=1, . . . , K1, the mass points inside [−1, 1], and bk, k=1, . . . , K2, the masses in supp()\[−1, 1]
where K =K1 +K2. We will also denote with Nk the order of the highest derivative in (4) at ak and Dk
the order of the highest derivative at bk . So we rewrite (4) in the following form:
〈f, g〉 =
∫
f (x)g(x) d(x)+
K1∑
k=1
Nk∑
i=0
Mk,if
(i)(ak) g
(i)(ak)+
K2∑
k=1
Dk∑
i=0
M∗k,if (i)(bk) g(i)(bk). (9)
Let N =∑K1k=1(Nk + 1),D =∑K2k=1(Dk + 1) and
wN∗(x)= wN(x)wD(x)=
K1∏
k=1
(x − ak)Nk+1
K2∏
k=1
(x − bk)Dk+1,
where N∗ =N +D.
From Theorem 2.1  ∈ M(0, 1) and we know the relative asymptotic of the polynomials orthogonal
with respect to  in terms of those orthogonal with respect to .
Let (pn)∞n=0 be the sequence of orthonormal polynomials with respect to , and (qn)∞n=0 the sequence
of orthonormal polynomials with .We keep B̂n for the Sobolev polynomials orthogonal with (3)–(4)–(9)
with the normalization given in (5). Let Ik be the number of coefﬁcientsM∗k,j , j = 0, . . . , Dk , different
from 0 in (9) and let Jk be such that Ik + Jk =Dk + 1.
12 I.A. Rocha, L. Salto / Journal of Computational and Applied Mathematics 178 (2005) 1–19
Lemma 3.1. (i)
lim
n→∞
∫
B̂n(x)qn(x)
(x − bk)m d(x)= 0, m= 1, . . . , Ik.
(ii) If Jk > 0 then
lim
n→∞
∫
wN(x)wD(x)B̂n(x)qn−(N+D)(x)
(x − bk)m d(x)= 0, m= 1, . . . , Jk.
Proof. Since bk /∈ supp(),
∫ B̂n(x)qn(x)
(x−bk)m d(x) are bounded for all m. Moreover,∫
B̂n(x)qn(x)
(x − bk)m d(x)=
m−1∑
j=0
B̂
(j)
n (bk)
j !
∫
qn(x)
(x − bk)m−j
d(x) (10)
which tends to 0 for mDk + 1 when all the coefﬁcients M∗k,j are different from 0 because
∫
(qn(x)/
(x − bk)m−j ) d(x) are Fourier coefﬁcients of a continuous function and, as we know, B̂(j)n (bk) tends to
0. Suppose Jk > 0 and let j1<j2 . . . < jJk be the integers corresponding to constantsM∗k,j = 0. Since the
numbers deﬁned on the left hand of (10) are bounded and the terms corresponding to M∗k,j = 0 on the
right hand tend to 0 we get
B̂
(j1)
n (bk)
j1!
∫
qn(x)
(x − bk)m−j1
d(x)+ · · · + B̂
(jJk )
n (bk)
jJk !
∫
qn(x)
(x − bk)m−jJk
d(x)=O(1).
Let us consider the system of Eqs. (10) for m=Dk + 1− (Jk − 1)= Ik + 1, . . . , Dk + 1= Ik + Jk . We
have
B̂
(j1)
n (bk)
j1!
∫
qn(x)
(x − bk)Ik+1−j1
d(x)+ · · · + B̂
(jJk )
n (bk)
jJk !
∫
qn(x)
(x − bk)Ik+1−jJk
d(x)=O(1),
...
B̂
(j1)
n (bk)
j1!
∫
qn(x)
(x − bk)Ik+Jk−j1
d(x)+ · · · + B̂
(jJk )
n (bk)
jJk !
∫
qn(x)
(x − bk)Ik+Jk−jJk
d(x)=O(1)
(11)
which, after multiplying and dividing each term by qn(bk) and by an appropriate power of n in order to
have the coefﬁcients of the system convergent, can be rewritten as
 c1,1(n) · · · · · · c1,Jk (n)... · · ·· · · ...
cJk,1(n) · · · · · · cJk,Jk (n)


nIk−1−j1 B̂
(j1)
n (bk)
j1!qn(bk)
...
nIk−1−jJK B̂
(jJk )
n (bk)
jJk !qn(bk)
=

O
(
1
n
)
...
O
(
1
nJK
)
 .
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From Lemma 2.3, the matrix of coefﬁcients has as limit
(−1)Ik−j1
(Ik + 1− j1)!
 1√
b2k − 1

Ik+1−j1
· · · (−1)
Ik−jJk
(Ik + 1− jJk )!
 1√
b2k − 1

Ik+1−jJk
...
· · ·
· · ·
...
(−1)Ik+Jk−1−j1
(Ik + Jk − j1)!
 1√
b2k − 1

Ik+Jk−j1
· · · (−1)
Ik+Jk−1−jJk
(Ik + Jk − jJk )!
 1√
b2k − 1

Ik+Jk−jJk

,
where, by orthogonality, if Ik + 1− ji +m< 0 then the corresponding term must be understood as zero.
As is easy to check, the determinant of this matrix is not zero and, as a consequence, for n large enough
the matrix of the system is nonsingular. Thus we get
nIk−1−j1 B̂
(j1)
n (bk)
j1!qn(bk) → 0, . . . , n
Ik−1−jJK B̂
(jJk )
n (bk)
jJk !qn(bk)
→ 0. (12)
Now we have
lim
n→∞
∫
B̂n(x)qn(x)
(x − bk)m d(x)= limn→∞
m−1∑
j=0
B̂
(j)
n (bk)
j !
∫
qn(x)
(x − bk)m−j
d(x)
=
∑
{i:m−ji>0}
lim
n→∞
B̂
(ji )
n (bk)
ji !
∫
qn(x)
(x − bk)m−ji
d(x)
=
∑
{i:m−ji>0}
lim
n→∞
nm−1−ji B̂(ji )n (bk)
ji !qn(bk)
1
nm−1−ji
∫
qn(x)qn(bk)
(x − bk)m−ji
d(x)
which is equal to 0 for m= 1, . . . , Ik from (12). Then we have (i).
Let i1< i2< · · ·< iIk=Dk the integer numbers such that the constantsMk,i are nonzero. If Ik=Dk+1
then the result is straightforward. So we assume Jk > 0. Since
〈B̂n, wNwDqn−(N+D)
(x − bk)m 〉 = 0 for m= 1, . . . , Dk + 1,
−
∫
B̂n(x)wN(x)wD(x)qn−(N+D)(x)
(x − bk)m d(x)=
Dk∑
i=0
M∗k,iB̂(i)n (bk)
(
wN
wD
(x − bk)m qn−(N+D)
)(i)
(bk)
and, denoting
wD,k(x)= wD(x)
(x − bk)Dk+1
,
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we have the system
O(1)=
Ik∑
j=1
M∗k,ij B̂
(ij )
n (bk)((x − bk)mwNwD,kqn−(N+D))(ij )(bk), m= 0, . . . , Ik − 1
which is equal to
O(1)=
Ik∑
j=1
M∗k,ij B̂
(ij )
n (bk)(
ij
m)m!(wNwD,kqn−(N+D))(ij−m)(bk), m= 0, . . . , Ik − 1
(if ij −m< 0, the corresponding term is equal to 0). The system can be rewritten as c1,1(n) · · · c1,Ik (n)... · · ·· · · ...
cIk,1(n) · · · cIk,Ik (n)

 M
∗
k,i1
B̂
(i1)
n (bk)(wNwD,kqn−(N+D))(i1)(bk)
...
M∗k,iIk B̂
(iIk )
n (bk)(wNwD,kqn−(N+D))(iIk )(bk)

=
 O(1)...
O(nIk−1)
 . (13)
The limit of the matrix of the coefﬁcients is
(
i1
0
)
0! · · ·
(
iIk
0
)
0!
...
· · ·
· · ·
...(
i1
Ik−1
)
(Ik − 1)!
(√
b2k − 1
)Ik−1
· · ·
(
iIk
Ik−1
)
(Ik − 1)!
(√
b2k − 1
)Ik−1
 ,
where by a convention the combinatorial number (ijm) = 0 for ij <m. It is clear that this matrix is
nonsingular. Then we can solve the system for n large enough and we get
B̂
(ij )
n (bk)(wNwD,kqn−(N+D))(ij )(bk)=O(nIk−1)
which, in turn, leads to
B̂
(ij )
n (bk)qn−(N+D)(bk)=O
(
1
nJk−(Dk−ij )
)
, j = 1, . . . , Ik. (14)
Now we have
−
∫
B̂n(x)wN(x)wD(x)qn−(N+D)(x)
(x − bk)m d(x)
=
∑
{j :ij Dk+1−m}
M∗k,ij B̂
(ij )
n (bk)
(
wNwDqn−(N+D)
(x − bk)m
)(ij )
(bk)
=
∑
{j :ij Dk+1−m}
M∗k,ij B̂
(ij )
n (bk)
(
ij
Dk+1−m
)
(Dk + 1−m)!(wNwDqn−(N+D))(ij−(Dk+1−m))(bk).
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From (14), each adding term is
O
(
nij−(Dk+1−m)
nJk−(Dk−ij )
)
=O
(
1
nJk+1−m
)
and (ii) follows. 
Theorem 3.1. (i)
lim
n→∞
B̂n(x)
qn(x)
=
K2∏
k=1
(
1
|
+(bk)|
(
+(x)− 
+(bk))2
2
+(x)(x − bk)
)Ik
uniformly in compact sets of C\supp().
(ii)
lim
n→∞
B̂n(x)
pn(x)
=
K2∏
k=1
(
1
|
+(bk)|
(
+(x)− 
+(bk))2
2
+(x)(x − bk)
)Ik−1
uniformly in compact sets of C\supp().
Remark. Notice that the exponents Ik are the same in (i) and (ii). This means that the number of constants
M∗k,i different from zero must be counted when the inner product has the form (9); in other words, after
adding ({bk}) to the originalM∗k,0 in (3).
Proof. It is enough to prove (i). (ii) follows from (i) and Theorem 2.1. To do this, we write B̂n(x) in
terms of the polynomials orthogonal with respect to . Since∫
wN(x)wD(x)B̂n(x)qi(x) d(x)= 〈B̂n, wNwDqi〉,
we have
wN(x)wD(x)B̂n(x)=
2(N+D)∑
i=0
An,iqn+N+D−i(x).
Thus,
2(N+D)∑
i=0
|An,i |2 =
∫
w2N(x)w
2
D(x)|B̂n(x)|2 d(x) max
x∈supp() w
2
N(x)w
2
D(x),
An,0 =
∫
wN(x)wD(x)B̂n(x)qn+N+D(x) d(x)= 	(B̂n)
	(qn+N+D)
,
An,2(N+D) =
∫
wN(x)wD(x)B̂n(x)qn−(N+D)(x) d(x)= 〈B̂n, wN(x)wD(x)qn−(N+D)〉
= 	(qn−(N+D))
	(B̂n)
〈B̂n, B̂n〉, nn0.
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As a consequence the coefﬁcients An,i are bounded and satisfy
An,0An,2(N+D) = 	(qn−(N+D))
	(qn+N+D)
〈B̂n, B̂n〉.
Let  be a sequence of nonnegative integers such that limn∈An,j = Aj for j2(N + D). When  ∈
M(0, 1), since limn→∞	(qn−(N+D))/	(qn+N+D)= 1/22(N+D) as it is well known, A2(N+D) and A0 are
greater than zero.  ∈ M(0, 1) also gives
lim
n∈
wN(x)wD(x)B̂n(x)
qn+N+D(x)
=
2(N+D)∑
j=0
Aj(

−(x))j (15)
uniformly in compact sets of C\supp().
In a ﬁrst step we will prove that
2(N+D)∑
j=0
Aj(

−(x))j =
K1∏
k=1
((
−(x))2 − 2ak
−(x)+ 1)Nk+1
2D∑
j=0
j (

−(x))j
for some constants j and, in the second step, we will obtain the exact values of these constants.
The weak asymptotics for measures inM(0, 1) gives
lim
n→∞
∫
f (x)qn+k(x)qn(x) d(x)= 1

∫ 1
−1
f (x)Tk(x)
dx√
1− x2
for all Borel measurable functions f bounded on supp(). Then
lim
n∈
∫
f (x)wN(x)wD(x)B̂n(x)qn+N+D(x) d(x)= 1

∫ 1
−1
f (x)
2(N+D)∑
j=0
AjTj (x)
dx√
1− x2 .
Let 1/(x − ak)i be the function
1
(x − ak)i
=
{ 1
(x − ak)i
if |x − ak|> ,
0 if |x − ak|.
Since there exists a constant C independent of  and i such that∣∣∣∣∣
∫ 1
(x − ak)i
wN(x)wD(x)B̂n(x)qn+N+D(x) d(x)
∣∣∣∣∣<C i = 1, . . . , Nk + 1,
proceeding as in Lemma 2.2 of [9] we get∑2(N+D)j=0 AjTj (x)= wN(x)RN+2D(x) for some polynomial
RN+2D(x) of degree N + 2D. By orthogonality,∫ 1
(x − ak)i
wN(x)wD(x)B̂n(x)qn+N+D(x) d(x)= 0, i = 1, . . . , Nk + 1
I.A. Rocha, L. Salto / Journal of Computational and Applied Mathematics 178 (2005) 1–19 17
and, as in Lemma 2.3 of [9], weak asymptotics give
1

∫ 1
(x − ak)i
wN(x)RN+2D(x)
dx√
1− x2 = 0, i = 1, . . . , Nk + 1, k = 1, . . . , K1.
As a consequence RN+2D(x)=∑2Dj=0jTN+j (x) for some constants j .
From the residue theorem one obtains
√
x2 − 1

∫ 1
−1
∑2(N+D)
j=0 AjTj (t)
x − t
dt√
1− t2 =
2(N+D)∑
j=0
Aj(

−(x))j
as well as
√
x2 − 1

∫ 1
−1
wN(t)TN+j (t)
x − t
dt√
1− t2 =
1
2N
K1∏
k=1
((
−(x))2 − 2ak
−(x)+ 1)Nk+1(
−(x))j .
Then
2(N+D)∑
j=0
Aj(

−(x))j =
√
x2 − 1

∫ 1
−1
wN(t)RN+2D(t)
x − t
dt√
1− t2
= 1
2N
K1∏
k=1
((
−(x))2 − 2ak
−(x)+ 1)Nk+1
2D∑
j=0
j (

−(x))j
which completes the ﬁrst step.
In the second step we obtain the zeros of the polynomial
∑2D
j=0j zj . Together with the relation
A0A2(N+D) = 1/22(N+D) it will allow us to obtain the relative asymptotic which we are looking for.
Since bk /∈ supp(), 1/(x − bk)i are continuous functions on the support of . Hence, for a ﬁxed
k ∈ {1, . . . , K2}, by orthogonality we get
0= lim
n∈
∫
wN(x)
wD(x)
(x − bk)i
B̂n(x)qn+N+D(x) d(x)
= 1

∫ 1
−1
∑2(N+D)
j=0 AjTj (x)
(x − bk)i
dx√
1− x2 = 0, i = 1, . . . , Dk + 1
and the polynomial
∑2D
j=0j zj has a zero of multiplicity Dk + 1 at 
−(bk). On the other hand,∫
wN(x)
wD(x)
(x − bk)Dk+1
B̂n(x)
qn+N+D(x)
(x − bk)m d(x)
=
∫ 
m−1∑
j=0
1
j !
(
wN
wD
(x − bk)Dk+1
B̂n
)(j)
(bk)(x − bk)j + (x − bk)mn+N+D−Dk−1−m(x)

× qn+N+D(x)
(x − bk)m d(x)=
m−1∑
j=0
1
j !
(
wN
wD
(x − bk)Dk+1
B̂n
)(j)
(bk)
∫
qn+N+D(x)
(x − bk)m−j
d(x)
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which tends to 0 for m = 1, . . . , Ik from (12) of Lemma 3.1. Then 
−(bk) is a zero of the polynomial∑2D
j=0j zj with multiplicity Dk + 1+ Ik .
Finally we prove that 
+(bk) is a zero with multiplicity Dk + 1 − Ik of ∑2Dj=0j zj . From Lemma
3.1(ii), the integrals∫
wN(x)
wD(x)
(x − bk)m B̂n(x)qn−(N+D)(x) d(x), m= 1, . . . , Dk + 1− Ik
have limit 0. As a consequence
lim
n∈
∫
wN(x)
wD(x)
(x − bk)m B̂n(x)qn−(N+D)(x) d(x)
= 1

∫ 1
−1
∑2(N+D)
j=0 AjT2(N+D)−j (x)
(x − bk)m
dx√
1− x2 = 0, m= 1, . . . , Dk + 1− Ik.
Hence, 
−(bk) is a zero of the polynomial
∑2(N+D)
j=0 Ajz2(N+D)−j with multiplicityDk+1− Ik and this
means that 
+(bk) is a zero of the polynomial
∑2D
j=0j zj with multiplicity Dk + 1− Ik . Then
2(N+D)∑
j=0
Aj(

−(x))j = A2(N+D)
K1∏
k=1
((
−(x))2 − 2ak
−(x)+ 1)Nk+1
×
K2∏
k=1
(
−(x)− 
−(bk))Dk+1+Ik (
−(x)− 
+(bk))Dk+1−Ik .
If x tends to inﬁnity then we ﬁndA0=A2(N+D)∏K2k=1(
−(bk))2Ik which, withA0A2(N+D)=1/22(N+D),
determines completely Aj for any sequence  and we have
lim
n→∞
wN(x)wD(x)B̂n(x)
qn+N+D(x)
=
∏K2
k=1|
+(bk)|Ik
2N+D
K1∏
k=1
((
−(x))2 − 2ak
−(x)+ 1)Nk+1
×
K2∏
k=1
(
−(x)− 
−(bk))Dk+1+Ik (
−(x)− 
+(bk))Dk+1−Ik .
Then
lim
n→∞
B̂n(x)
qn(x)
=
K2∏
k=1
(
1
|
+(bk)|
(
+(x)− 
+(bk))2
2
+(x)(x − bk)
)Ik
which completes the proof. 
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