Computer models are being increasingly used to reduce the cost of microstructure and alloy development and accelerate insertion of materials (AIM). In the case of "real" multi-component engineering nickel-based superalloys, initial studies from computer models predict extremely high sensitivities of creep and tensile behavior to size (d) and volume fraction (Vf) of fine precipitates. However, predictions are currently based on input data (Vf and d) derived entirely from either estimated and/or severely limited experimental datasets because of the precipitate's small size. Therefore, in order to (1) confirm the validity of model's initial predictions and (2) consequently improve upon its predictive capabilities, it is necessary to acquire an extensive, empirical dataset to replace these unqualified input datasets. Consequently, we investigated a number of imaging techniques available in a Tecnai F-20 FEG/TEM and selected the technique which best enabled rapid and extensive acquisition of these datasets using the engineering alloy, Rene '88 DT. The EFTEM technique was found to be the most appropriate method for imaging fine precipitates while further investigation showed that the Cr M-edge, in comparison with other ionization-edges provided the best images based largely on contrast-to-noise ratio. Imaging of the Cr M-edge elemental maps were further improved by investigating the effects of microscope parameters, imaging filter parameters and analysis of the experimental electron energy loss spectra obtained from this alloy. In addition, a novel technique to determine the volume fraction of the fine precipitates without the need to determine the absolute thickness of the TEM foil is proposed.
Introduction
The excellent creep, tensile, fatigue and crack growth properties of nickel-based superalloys have made them the favored, hightemperature structural material used in the turbine section of jet engines. However, higher operating temperatures needed to increase engine efficiency degrade the superalloy's mechanical properties, and thus reduce the component's service life. This has led to the development of many proprietary, component-specific alloys, including Rene 88 DT [1] an alloy currently used in disk components. In the case of Rene 88 DT, microstructural changes that occur upon ageing and during service contribute strongly to the degradation of the mechanical properties -although the precise deformation mechanisms affecting creep and tensile behavior yet to be fully determined.
Recent work [1] [2] [3] has shown that microstructures consisting of multi-modal size distributions of (Ni 3 Al) precipitates in a (FCC) matrix provide the best combination of tensile and creep strength. These multi-modal size distributions have been classified into three distinct groups -primary, secondary and tertiary distributions. Primary (usually the largest precipitate distribution) is formed during an initial subsolvus thermal process although Rene 88 DT is subjected to a super-solvus solution anneal and therefore contains no primary ' [1] . The distinctly smaller secondary and tertiary precipitates are formed by subsequent cooling and lower temperature isothermal ageing.
Quantitative microstructural data of these precipitates are currently being incorporated into computer models for tensile and creep properties [4, 5] -an increasingly cost-effective alternative to purely empirically-based models of behavior which require large, experimentally determined datasets to predict mechanical behavior of nickel-based superalloys. Importantly, in the case of "real" multi-component engineering nickel-based superalloys, initial studies from computer models predict extremely high sensitivities of creep and tensile behavior to size (d) and volume fraction (Vf) of fine precipitates. However, these predictions are currently based on input data (Vf and d) derived entirely from estimated and severely limited experimental data of both secondary and tertiary particularly for the latter due to their small size [1] . Therefore, in order to (1) confirm the validity of model's initial predictions and (2) consequently improve upon its predictive capabilities, it is necessary to acquire a preliminary set of experimentally determined microstructural data of both secondary and tertiary to replace the initial and inadequate input datasets.
The size distributions and volume fractions of secondary and tertiary are usually determined directly from either crosssectional 2D images, usually from secondary electron micrographs of slightly etched surfaces taken on the SEM, or from projected areal fractions of the microstructure from the 3D volume in a TEM foil. Previous work has shown that secondary (average size > 30nm) can be imaged accurately and easily using SEM [1, 6] but precise imaging of the smaller tertiary using TEM has so far proved both difficult and time consuming [7] . The purpose of this study was to select an imaging technique which best enables rapid and extensive acquisition of microstructural datasets of small precipitates from "real" multicomponent engineering alloys.
Experimental Procedures
Rene 88 DT, which has a composition shown in Table i , was fabricated via powder metallurgy and samples were taken from the bore of a disk following various heat treatments. SEM samples were ground with 1200 SiC paper, polished with colloidal silica and subsequently etched using a glyceregia solution [8] . Secondary Electron images were acquired on a Sirion FEG/SEM using an Ultra High Resolution (UHR) Through Lens Detector (TLD) operating at 10kV. Slices, 0.3 mm thick from the heat-treated samples were cut from the bulk material using an Accutom high-speed cutting saw and 3 mm precursor TEM discs were slurry drilled from slices. The TEM discs were ground to 100 mm using 1200 SiC paper and an electron transparent area in the sample was formed by electropolishing in a Struers Tenupol-3 twin-jet electropolisher using an electrolyte containing 60% Methanol and 34%butylcellasove, 6% Perchloric 60% at -40 o C at an applied potential of 24V. A Tecnai-F20 FEG/TEM was used for all TEM imaging. High Angle Annular Dark Field (HAADF) images were acquired in Scanning Transmission Electron Microscopy (STEM) mode operating at 200kV.
Energy Filtered Transmission Electron Microscope (EFTEM) images were acquired at 198kV using a Gatan Image Filter (GIF) with a slow-scan, YAG scintillator. The three-window method was employed using the power law function to subtract the background [9] using Digital Micrograph software.
Results
The large secondary precipitates were imaged and subsequently characterized using SEM but the tertiary precipitates were too small to image accurately in this manner. More suitable imaging techniques available in the TEM were then compared, based on a number of criteria: speed of image acquisition, image resolution, and strength of contrast (to enable automated computer image processing). The problem of determining volume fraction from the projected areal fraction of precipitates will be described later.
STEM Imaging
Conventional and STEM Bright/Dark Field imaging were used but quickly discounted because the intensities of the superlattice reflections used to generate image contrast between and the matrix were very weak which made imaging very difficult. Fig. 1 shows a DF image acquired on the CCD detector. STEM imaging using the HAADF detector was also used to image tertiary precipitates. Fig. 2 shows a typical HAADF image of a microstructure containing both secondary and tertiary . However, contrast generated from thickness variations in the foil caused by preferential etching of the matrix during electropolishing was also observed, offsetting and in some cases inverting the effect of Z-contrast. This can be seen in Fig. 3a , were both secondary and more critically, the tertiary appear either darker or lighter in comparison with the matrix which can therefore lead to underestimates of the projected areal fraction. It is likely that the brighter precipitates are protruding from the foil, increasing locally the thickness of the foil -thus adding sufficient image intensity from the thickness component of STEM image to make the appear brighter. Those precipitates which appear dark are fully embedded in the matrix and therefore do not add to the thickness contrast, leaving only Z-contrast to contribute to image intensity. Since the average atomic number is lower in than in the matrix, the appears darker in this case. precipitates appearing darker and brighter than the matrix indicating mass and thickness contrast effects b) Secondary electron image taken in the SEM indicating that only those precipitates which protrude form the top of the TEM foil appear brighter in both STEM and SEM images.
The differences in elemental concentrations between and allowed elemental maps to be formed using the STEM mode coupled with EDX spectroscopy. Suitable alloying elements used for the elemental mapping were chosen based on the strength of partitioning shown in the line profile in Fig. 4. An elemental map requires an EDX spectrum to be collected for each pixel where each spectrum needs a 2 second acquisition time to ensure sufficient statistical data which for a standard 256x256 (low resolution) elemental map would require ~1.5 days -an inappropriately long acquisition time. The EDX map was therefore discounted for further use in this study.
Energy Filtered Transmission Electron Microscopy (EFTEM)
An energy filtered (EF) image is formed from a post-specimen electron beam that has undergone a specific energy loss due to a characteristic interaction of the electron beam with the sample. The tremendous advantage of EF imaging over STEM mapping is that highly spatially resolved images can be acquired over a large region of interest up to 1000 times faster than the acquisition of STEM elemental maps. This is because EF images are acquired in parallel (simultaneously) unlike the serially (sequentially) acquired STEM maps. In addition, chemical differences other than compositional can be used to generate EF images, unlike EDX spectroscopy which can only generate contrast from compositional information (variation). Meanwhile, Hatterstrand and Andren [11] had developed an equation to determine the size and volume fraction of spherical particles of uniform size, embedded in a matrix from projected 2D images of a finite volume. Hatterstrand and Andren's investigation involved the examination of niobium carbonitrides in stablilized stainless steel using EF images. However, both Hofer et al and Hatterstrand and Andren had imaged particles that were large enough such that thick foils (~100nm) could be used while still being able to generate usable EF images with strong contrast. However, EF imaging together Initially, plasmon imaging was employed. The large beam FTEM Images Using L-edges intensity available from plasmon imaging allowed rapid image acquisition and Fig. 5 shows an example of a plasmon image with some contrast between and , including the tertiary . Unfortunately, the contrast between the very small tertiary appeared to diminish rapidly with precipitate size and foil thickness to the extent that the smallest tertiary particles became unobservable below 15nm.
. A larger number of ionizationwhi nd can FTEM Images Using M-edges.
edges were available for generating EF images, due to the multiplicity of alloying elements, and a variety of them were used to generate elemental maps and jump ratios images. The strategy for this study was to use the edge that produced EF images with the highest spectra signal-to-noise ration (SNR) and strongest image strength of contrast (CNR). SNRs were calculated from experimentally determined EELS spectra (collected in image-coupled mode) using the equation proposed by Egerton [12] and the CNR for both the jump ratio and elemental maps were calculated by dividing the difference in average pixel intensity between and for a given area (50x50 pixel size) by the standard deviation of intensity for the same image size. Figs. 6a-j show examples of the elemental maps and jump ratio images of the L-edges from Cr, Al, Cr, Ni and Ti from be seen in both jump-ratio images and elemental maps although Fig. 7 shows quantitatively that the Cr L-edge offers the highest CNR and SNR from the EF image and EELS spectra, respectively. The jump-ratio images also show that Cr offers the highest CNR with the same order of degrading CNR from Cr to Co. However, Fig. 7 also shows that the CNR for jump ratio images are lower than for the elemental maps using the same ionization edges. E Elemental maps and jump ratio for maps were also acquired in the low-loss region (30-100eV) although it is important to note that the significant overlap of the M-edges made it difficult to determine accurately which edges contributed to the image contrast for a given energy range (governed by the slit width). Consequently, the elemental maps which its threshold energy lies closest to the low-energy side of the post-edge window. No reliable compositional information ch the CNR is obtained. Strong contrast between a and jump-ratio images were labeled according to the edge Figures 9a-h: Elemental maps and jump-ratio ,g) images using a,e) Cr M-edge b,f) Co M-edge c Ni M-edge and d,h) Ti M-edge ratio and elemental maps using the M-edges could therefore be obtained from these EF images without complicated deconvolution of the overlapping edges. However, since these images sharply delineate the tertiary precipitates, they were still considered usable to obtain stereological information required for this study and so the associated CNR for these images were compared with those from the L-edges, despite of the problems mentioned above. Fig. 8 shows the CNRs from the elemental maps and jump ratio images in Figs. 9a-h using the M-edges of Cr, Ni, Co and Ti. The downward trend in CNR does not follow the same order as that observed for the L-edges, although the Cr edge still possesses the greatest CNR compared with other M-edges, but the CNR for Cr M-edge was still lower than that for the Cr L-edge).
Once the chromium ionization-edge was selected for imaging (2) other parameters which effect the "quality" of the EF images which were determined in this present study. The initial parameters for generating the optimal imaging conditions are listed in Table ii 
Discussion
The ultimate aim of this investigation was to develop a means of
Similarly for this present study, the compositional information Figure10a-h: Examples of the effects of changing microscope conditions on image quality: Jump ratio images using a) 5eV and b) 10 eV slit width, Jump-ratio images without objective aperture using c) M-edge and d) L-edge; Jump ratio image e) without aperture f) with aperture s were maximize image contrast. However, these foil thicknesses were too thin to determine using the Convergent Beam method. Instead, thermal twins present in the microstructure were imaged and measured directly using basic trigonometry to determine the plasmon mean free path ( ) and thus calibrate the t/ which is determined from EF thickness maps that were acquired in the same regions as those for the elemental and jump ratio maps. acquiring substantial and accurate microstructural information of fine precipitates (down to ~3nm) in a multi-component nickelbased superalloy. To this end, EF imaging using a Cr-L 23 edge appears to be the optimum method for obtaining this information. Hofer [17] had also acquired the elemental maps and jump-ratio images using L and low energy M-edges (TiL 23 , Nb M 45 , Cr L 23 , V L 23 , V M 23 ), but in a niobium alloy to observe very fine carbides and oxides (3-10nm). As with the present study, Hofer et al [17] required only microstructural information from the EF images and not quantitative compositional information, and so the jump-ratio method was employed. This approach gave good signal-to-noise ratio (SNR) and strongly reduced the unwanted diffraction contrast that increases undesirably with smaller collection semi-angle (determined by the size of the objective aperture) which is needed to optimize the beam collection efficiency.
and absolute intensities within the EF images were of less concern than their imaging characteristics, spatial resolution and the strength of contrast (CNR) between regions of interest ( / ). These parameters are critically important when processing images with digital imaging software to measure accurately the relevant microstructural features.
EF image
luding those in the work of Hofer [10], are usually s, inc acquired using a thermionic (LaB 6 ) source because it commonly has an appreciably larger total electron current (~100 times larger) which generates higher SNR EF images compared with that of a Field Emission Gun TEM. It is often a trivial matter then, when using a thermionic source, to generate images with high image SNR even in the high energy-loss regimes (L 2,3 -edges above 500eV) that usually produce a low beam dose. In this present study, highly converged beams were required to generate sufficient signal when using the L-edges. However, when the beam is highly converged, the decrease in the accelerating voltage necessary when acquiring the two pre-edge images, converges the electron beam further, significantly increasing beam intensity. The overall image intensity of the pre-edge images can then deviate from their true image intensities for the same beam convergence (same operating parameters) introducing extrapolation errors into the background subtraction. Therefore, both M and L-edges were evaluated in this study.
Evaluation of M-edge Images
A combination of high CNR and superior spatially resolved images can be obtained for the same acquisition times when using M-edges compared with L-edges. This is because the highcount rates available at these energy losses allow imaging parameters to be altered without extensive degradation of image quality. Kothleitner and Hofer [16] show that the theoretical spatial resolution of EF images using M-edges is distinctly less sensitive to slit width than for L-edges. Also, since large signals can be accessed with short acquisition times in this low-loss regime, small slit widths and small collection semi-angles, both of which improve spatial resolution, can be used without significantly degrading the post and pre-edge intensities of the EF images.
Furtherm ce spatial resolution is largely insensitive to slit
In partic lar, it appears that edge overlap and absolute
It is also w Ti Medge but partitioning of these elements occur in and , Figure 11 : Typical EELS spectra obtained ore, sin width, larger slit widths can then be used to increase CNR. It was predicted therefore that the Cr-M edge would produce the highest CNR and spatial resolution. However, this assumes that the background intensity in pre-edge regions using the M-edges closely follows the power law function used to extrapolate the post-edge background to determine the core-loss intensities in the final EF image. In fact, the form of the background under and proximate to the M-edges was complex due to both the extensive overlap of low-energy edges from the other elements present in the alloy, and because the intensity fall-off on the high-energy side of the first plasmon peak lies in the same low ionization energy-loss region. These edge overlap factors are not so severe for simple (binary or ternary component) materials when optimizing imaging conditions. However, for the multicomponent aerospace alloy in the present study, these overlap effects can contribute significantly to the degradation and variability of the CNRs compared with EF images using L-edges. Therefore, as well as the extrinsic factors (microscope parameter and filter conditions) which have been well characterized [13] [14] [15] [16] [17] , it is also important to consider the intrinsic sample characteristics in multi-component and multi-phase alloys listed in Table iii when optimizing image CNR u concentrations most markedly affect image quality. For instance, high spatial resolution and high CNR using a small slit width can be obtained if much of the core-loss intensity lies in the narrow energy range at the threshold energy, but this maybe negated by the low overall core-loss intensity due to low elemental concentrations present in the alloy. In addition, edge-overlap of the low-energy ionization edges was also of significant concern. Fig. 11 shows the positions and widths of the post and pre-edge windows indicating extensive overlap of combinations of both the post-edge and pre-edge windows of the ionization edges. This complicates further the background extrapolation in the threewindow method. However, there are accidental overlaps of some ionization edges that may be beneficial in generating jump-ratio EF images even though they do not contain quantitative compositional information. Aluminum and nickel, for example, both partition to the phase and the Al K-edge and Ni M-edge not only lie largely in the same energy loss region, but also possess similar delayed maxima. It may therefore be possible to use the additive effects of both ionization edges in the same postedge window to increase the SNR of a jump-ratio image.
orth noting that the Co M-edge also falls on the from matrix and precipitate showing extensive overlap of the the post-edge and pre-edge windows used to generate the elemental maps and jump-ratio images from the M-edges of, Ni, Co, Cr and Ti and L-edge from Al superimposed on the high energy side of the plasmon peak (see inset sprectra).
respectively. This severely complicates the imaging of these microstructures since the image contrast between ( and ) from one edge can be offset or inverted by subtly changing the precise positioning of the post and pre-edge windows close to their threshold energy levels. This effect was observed using the standard default settings of the Co M-edge for jump ratio and three-window imaging in which the contrast between the and in the elemental map is reversed, as shown in Figs. 9b,f. (1) where, A ensity f the matrix, I t is the average intensity of the tertiary and I s is e average intensity of the through thickness secondary .
ed to obtain volume fraction information. The accuracy in determining It maybe possible to exploit the reducti fraction without the need to determine the absolute thickness of the TEM foil. This is important because the foil thicknesses used in this study are too thin (<30nm) to measure accurately which ultimately determines the accuracy of the estimated volume fraction when using the Hatterstrand and Andren equation.
Both the size of a precipitate and TEM foil thickness im thickness of the TEM foil and (2) the concentration of the element used for imaging is higher in the matrix. This is because the matrix in the foil, which lies in the same lateral position as the precipitate, projects its higher elemental concentration onto that of the embedded precipitates, reducing the contrast between precipitate and matrix. So, for the same foil thickness, the contrast between an embedded precipitate and matrix should change linearly with the fraction of precipitate that exists through the foil in the direction of the beam. This linear change in contrast with embedded precipitate size can then be used, together with the difference in average intensity between the through-thickness precipitate (no projected matrix contributing to the overall element concentrations of the precipitate) and matrix to determine the volume fraction of the tertiary precipitates. This assumes that there is negligible compositional difference between the tertiary and larger through-thickness precipitates.
As an example, Fig. 12 shows an intensity profile across three through the foil, and a small tertiary precipitate. The profile across the tertiary precipitates clearly shows a higher chromium concentration than in the larger precipitate, indicating that the tertiary precipitate is embedded and therefore smaller than the thickness of the foil. The intensity across the tertiary precipitate extends to around half that of the larger , suggesting that the precipitate size is half that of the foil thickness. The volume fraction of the tertiary can then be estimated using the projected areal fraction obtained directly from the EF images and the difference in the strength of contrast of embedded precipitates shown in Fig. 12 ( maximum intensity from matrix and minimum intensity from the large, through thickness secondary ' and intermediate intensity across a tertia ' precipitate. The intermediate intensity across the tertiary ' suggests that the particle is smaller than the through thickness of the foil whereas the linear fraction of the precipitate through the entire foil thickness can be estimated from the intensity difference between the matrix and the through thickness of the secondary '. 
