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Resumen—La mayor parte del estegoana´lisis en el estado
del arte se basa en el uso de te´cnicas de machine learning,
es decir, en entrenar clasificadores para que sean capaces de
diferenciar una imagen portadora de una imagen con mensaje
oculto. Las investigaciones realizadas en este campo muestran
que las zonas de la imagen ma´s difı´ciles de modelar y, en
consecuencia, aquellas en las cuales es ma´s difı´cil detectar un
mensaje incrustado, son las zonas ruidosas. Estas corresponden
a lı´neas y texturas. En este artı´culo presentamos un nuevo
me´todo de esteganografı´a que permite ocultar informacio´n en
dichas zonas, dificultando ası´ su deteccio´n. La efectividad del
me´todo se ha comprobado usando dos bases de datos de ima´genes
diferentes y dos estegoanalizadores recientes. Los experimentos
demuestran que el algoritmo propuesto mejora significativamente
la indetectabilidad estadı´stica respecto al sistema LSB matching
para la misma capacidad de incrustacio´n.
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I. INTRODUCCIO´N
La esteganografı´a estudia diferentes te´cnicas para la oculta-
cio´n de datos en otros objetos, conocidos como objetos porta-
dores. Actualmente, estos objetos portadores suelen ser medios
digitales, como por ejemplo ima´genes, vı´deos o archivos de
sonido. No obstante, sin lugar a dudas, el medio ma´s utilizado
en la actualizad son las ima´genes, por su amplia difusio´n en
Internet.
Uno de los me´todos ma´s usados para ocultar informacio´n
en ima´genes de mapas de bits es la sustitucio´n del bit menos
significativo (Least Significant Bit, LSB). Este me´todo divide
el mensaje original en bits y oculta cada uno de ellos en un
pı´xel de la imagen. La variacio´n en el valor del pı´xel es tan
poco significativa que no puede ser detectada visualmente,
pero resulta suficiente para ocultar informacio´n. Sin embargo,
como puede verse en [16], esta te´cnica presenta algunos
inconvenientes. La sustitucio´n del LSB es una operacio´n
asime´trica, pues los pı´xeles con un valor par tendera´n a
incrementar su valor (cuando se incruste un ‘1’), mientras
que los pı´xeles con un valor impar tendera´n a disminuirla
(cuando se incruste un ‘0’). Esto crea anomalı´as estadı´sticas en
la imagen, como por ejemplo parejas de barras (frecuencias)
que tienden a igualarse en el histograma de luminosidad de la
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imagen [16]. Finalmente, esta debilidad de la sustitucio´n del
LSB ha culminado en ataques como el RS [5] o el SPA [4],
los cuales han conseguido detectar la presencia de informacio´n
oculta incluso cuando el nu´mero de bits incrustados apenas
alcanza el 3 % del nu´mero de pı´xeles de la imagen. Debido a
estos ataques, el me´todo de sustitucio´n del LSB ha dejado de
ser considerado como seguro.
El sistema que ha tomado el relevo de la sustitucio´n del LSB
es el conocido como LSB matching [15]. Este me´todo es muy
similar al anterior, pues solo tiene una pequen˜a diferencia: en
lugar de sustituir el valor del LSB directamente por el bit a
incrustar, lo que hace es modificarlo sumando o restando uno
al valor total del pı´xel cuando el bit a incrustar no coincide con
el LSB del pı´xel correspondiente. El efecto sobre el LSB es el
mismo, ası´ como la dificultad para detectarlo visualmente. Sin
embargo, al proceder de esta manera, ya no se trata de una
operacio´n asime´trica y no se introducen anomalı´as estadı´sticas
tan evidentes. De hecho, con este me´todo resulta muy difı´cil
diferenciar un mensaje oculto del ruido existente en todas
las ima´genes que aparece como consecuencia del proceso de
captura.
Para detectar este me´todo de ocultacio´n de informacio´n en
ima´genes los estegoanalistas han recurrido al uso de te´cnicas
de machine learning [2]. Para ello es necesario preparar una
base de datos de ima´genes que se usara´n para entrenar un
clasificador y verificar que este funciona correctamente. Este
clasificador sera´ el encargado de diferenciar las ima´genes con
mensaje oculto (ima´genes esteganogra´ficas) de las ima´genes
no alteradas (ima´genes portadoras). En este tipo de este-
goana´lisis el trabajo del estegoanalista se basa principalmente
en detectar aquellas caracterı´sticas de la imagen que son ma´s
susceptibles de ser alteradas cuando se oculta informacio´n. Es-
tas caracterı´sticas son las usadas para entrenar al clasificador.
Si bien se han propuesto diferentes me´todos de estegoana´lisis
basados en clasificadores que ofrecen buenos resultados [13],
[8], [11], todavı´a queda mucha investigacio´n para avanzar en
este campo.
Una de las lecciones aprendidas en los u´ltimos an˜os de
investigacio´n en estegoana´lisis usando clasificadores es que
existen zonas que son mucho ma´s difı´ciles de modelar que
otras: los bordes y las texturas. Estas zonas contienen mucho
ruido y, en ellas, es muy difı´cil extraer caracterı´sticas ade-
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cuadas para entrenar al clasificador. Esta es la base que usan
algunas te´cnicas modernas de esteganografı´a, como por jemplo
las presentadas en [14], [9]. En este artı´culo se presenta una
nueva te´cnica de ocultacio´n de informacio´n que usa estas zonas
ruidosas de la imagen para incrustar los bits del mensaje.
El resto del artı´culo se organiza de la manera siguiente. En la
Seccio´n II se presenta el me´todo de esteganografı´a propuesto
en el artı´culo. En la Seccio´n III se analiza experimentalmente
el me´todo y se comprueba su indetectabilidad usando software
de estegoana´lisis. Finalmente, la Seccio´n IV presenta las
conclusiones extraı´das de este trabajo.
II. ME´TODO PROPUESTO
II-A. Motivacio´n
Los me´todos modernos de estegoana´lisis usan clasificadores
para modelar las propiedades estadı´sticas de las ima´genes,
pero existen zonas que son especialmente difı´ciles de modelar,
como los bordes o las texturas. Por ello, la investigacio´n en
nuevos sistemas de esteganografı´a se centra, en gran parte, en
la construccio´n de me´todos que permitan ocultar informacio´n
en esas zonas.
Sistemas de estegoana´lisis como [13], [8], [11] modelan las
caracterı´sticas extraı´das de la imagen como diferencias entre
pı´xeles vecinos. Tomemos como ejemplo el me´todo basado en
patrones de diferencias de pı´xeles (patterns of pixel diferences,
PPD) presentado en [11]. En ese artı´culo se usan cinco pı´xeles
vecinos para modelar la imagen, como se muestra en la Fig.1,
tomando uno de ellos como referencia a restar de los dema´s.
a b
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Figura 1: Extraccio´n de caracterı´sticas basadas en bloques PPD
De esta forma pueden obtenerse vectores formados por cua-
tro posibles diferencias. Por ejemplo, si tomamos b como base,
podemos obtener una representacio´n en cuatro dimensiones:
v = [a− b, c− b, d− b, e− b]t, donde [·]t denota el operador
de transposicio´n de un vector (o una matriz).
Suponiendo el caso ma´s sencillo, es decir, usando ima´genes
en escala de grises con una profundidad de color de 8 bits, cada
pı´xel puede tomar un valor de 0 a 255. Por lo tanto, en el peor
de los casos, la diferencia entre dos pı´xeles vecinos sera´ de
255. Ası´ pues, con el modelo presentado, podrı´an generarse
hasta 2554 caracterı´sticas, lo que resulta nume´ricamente im-
practicable para los clasificadores actuales. Con los sistemas
propuestos en [13] y [8] la situacio´n es similar. No obstante,
no es habitual que un pı´xel con valor 0 sea el vecino de un
pixel con valor 255, dado que en las ima´genes el valor de los
pı´xeles suele cambiar en forma de degradado. Por lo tanto,
ignorar diferencias muy grandes entre valores vecinos no suele
perjudicar a los sistemas de estegoana´lisis. Es por ello que se
utiliza un para´metro para reducir el nu´mero de caracterı´sticas.
Por ejemplo, en [11] se sugiere el uso de un umbral S = 4.
De esta manera, en lugar de obtener 2554 caracterı´sticas, se
obtienen 44, que es una cifra mucho ma´s manejable. Con esta
aproximacio´n lo me´todos de estegoana´lisis pueden atacar el
problema sin que la explosio´n en el nu´mero de caracterı´sticas
les impida modelar la imagen.
Sin embargo, este no es el u´nico motivo para el uso de un
umbral para reducir el nu´mero de dimensiones. Otro problema
asociado a la dimensionalidad, y que perjudica seriamente al
estegoana´lisis, es el de la obtencio´n de muestras insuficientes.
Este tipo de problema, detectado previamente en estegoana´lisis
[7], se produce al usar modelos de grandes dimensiones.
Cuantas ma´s dimensiones tenga el modelo, ma´s difı´cil es
encontrar muestras en la imagen para todas las posibilidades
que ofrece. Durante la extraccio´n de caracterı´sticas, se reparten
todas las muestras extraı´das de la imagen entre cada uno de
los patrones de los que dispone el modelo. En el caso de PPD,
por ejemplo, existen T 4 patrones, la frecuencia de los cuales
dependera´ de la imagen y de su contenido. Dado que el nu´mero
total de muestras es fijo y a medida que crece el valor de T
aumenta el nu´mero de patrones, la frecuencia de cada patro´n
sera´ cada vez ma´s pequen˜a. Los patrones menos frecuentes
sera´n los primeros en llegar a frecuencias tan bajas que su
valor no sera´ representativo y perjudicara´n al entrenamiento
del clasificador. Por este motivo existe un lı´mite en el valor
del umbral a partir del cual los me´todos de estegoana´lisis dejan
de ser efectivos. El me´todo que se propone en este artı´culo,
pretende explotar esta debilidad.
II-B. Zonas de insercio´n
Como se ha describe en el apartado anterior, el objetivo del
me´todo presentado en este artı´culo es ocultar la informacio´n
en las zonas ma´s difı´ciles de modelar de la imagen. El
problema que se presenta cuando se desea ocultar informacio´n
u´nicamente en unas zonas concretas de la imagen es co´mo
comunicar al receptor del mensaje (de la imagen) en que´ zonas
debe leer y en que´ zonas no. Si se desarrolla un procedimiento
para identificar las zonas ruidosas, estas pueden cambiar (dejar
de ser ruidosas) al ocultar informacio´n, por lo que el receptor
puede acabar leyendo en zonas donde no hay mensaje e
ignorando zonas donde sı´ lo habı´a.
Un enfoque va´lido, tomado en los me´todos [14], [9], es
el uso de Wet Paper Codes (WPC) [6]. Estos me´todos, que
son muy adecuados para el problema presentado, son relativa-
mente complejos, lo que implica un procesamiento muy lento
en la insercio´n del mensaje. En este trabajo se expone un
procedimiento alternativo, que resulta muy ra´pido y sencillo
en comparacio´n con el uso de WPC.
Para detectar las zonas de insercio´n se establecera´ un umbral
T que nos indicara´ las zonas difı´ciles de modelar, de la
misma forma que lo hacen los sistemas de estegoana´lisis. Se
agruparan los pı´xeles en parejas de pı´xeles vecinos (a, b),de
manera que solo los tomaremos en consideracio´n para ocultar
informacio´n si su diferencia es mayor o igual al umbral T , es
decir si |a− b| ≥ T .
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(a) Imagen Lenna en escala de grises (b) Zonas de ocultacio´n para T = 4 (c) Zonas de ocultacio´n para T = 10
Figura 2: Imagen Lenna y zonas donde se oculta la informacio´n para diferentes valores de T
En la Fig.2(b) se muestran, con pı´xeles negros, las zonas
donde se ocultarı´a la informacio´n en caso de usar T = 4 para
la imagen Lenna de la Fig.2(a). Ana´logamente, la Fig.2(c)
muestra las zonas de ocultacio´n de informacio´n para el caso
T = 10. En ellas podemos ver co´mo se evitan las zonas ma´s
uniformes de la imagen, mientras que los bordes, principal-
mente, y algunas texturas son las zonas que se usan para
ocultar informacio´n.
Para ocultar informacio´n el procedimiento consiste en re-
correr la imagen tomando cada vez una pareja diferente de
pı´xeles vecinos. Las parejas se forman sin solapamiento,
de manera que, dados cuatro pı´xeles vecinos, (a, b, c, d), se
formara´n las parejas (a, b) y (c, d), mientras que la pareja
(b, c) no se tendra´ en consideracio´n. Las parejas ası´ formadas
no se usara´n para incrustar informacio´n si su diferencia esta
por debajo de umbral T . La imagen se puede recorrer tomando
las parejas de forma horizontal o vertical, aunque esto no es
determinante para el funcionamiento del me´todo propuesto.
II-C. Procedimiento de incrustacio´n
El me´todo propuesto usa cada pareja que supera el umbral
para ocultar un bit. Concretamente se oculta alterando el
pı´xel de la izquierda, es decir, el etiquetado como a de la
pareja (a, b). Para ello, se usa el LSB de a como bit de
informacio´n, deja´ndolo tal y como esta´ si su valor es igual
al del bit del mensaje que se quiere ocultar y modifica´ndolo
si su valor no coincide. Esta modificacio´n se realizara´ siempre
incrementando la diferencia entre los valores de los pı´xeles de
la pareja. Ası´ pues, a′, el nuevo valor de a, vendra´ determinado
por la ecuacio´n siguiente:
a′ =
 a, si amod2 = m,a+ 1, si a > b
a− 1, si a < b.
La idea es incrementar siempre la diferencia entre los pı´xeles
de la pareja, nunca disminuirla. El motivo es que incrementar
o disminuir aleatoriamente, de forma similar a como se hace
en LSB matching, llevarı´a en el caso |a − b| = T a dejar
de cumplir el umbral establecido para algunas parejas, que
pasarı´an a tener una diferencia T − 1. Al no cumplir el
umbral de lo que consideramos un pı´xel adecuado para ocultar
informacio´n, el receptor no sabrı´a que debe leer informacio´n
de e´l y se perderı´a la informacio´n oculta en ese pı´xel.
Lo´gicamente, esta operacio´n para ocultar informacio´n in-
troduce una anomalı´a estadı´stica, pues no se aplica de forma
equitativa sobre todas las parejas de pı´xeles. Al incrementar
la diferencia entre parejas con un valor superior a T +1, parte
de esas parejas (en las que se quiere ocultar un bit diferente
al LSB de a) se convierten en parejas con diferencia T + 2.
Ana´logamente, algunas parejas con diferencia T + 2 pasan a
tener diferencia T+3 y ası´ sucesivamente. En general, aunque
varias parejas con diferencia T + n pasan a tener diferencia
T + n + 1, este hecho se ve compensado por el nu´mero de
parejas nuevas con diferencia T +n que aparecen al incrustar
informacio´n en parejas con diferencia T + n − 1. Pero hay
un caso especial, el de las parejas con diferencia T , pues
mientras que parte de estas pasan a tener diferencia T + 1, el
nu´mero de parejas con diferencia T no se ve retroalimentado y
solo decrece. Esta anomalı´a puede observarse en el histograma
de los valores de las diferencias entre pı´xeles adyacentes
representado en la Fig.3(b), en comparacio´n con el histograma
de la imagen original que aparece en la Fig.3(a).
Para eliminar esta anomalı´a en el histograma, se puede
repartir la responsabilidad de ser la primera pareja (la que tiene
diferencia igual a T ) entre diferentes parejas. De esta forma,
se consigue que las barras del histograma correspondientes no
decrezcan lo suficiente como para generar una anomalı´a. Para
ello, se usa un valor de T dina´mico, que dependera´ del pixel
que se este´ modificando. La idea es inicializar un generador
de nu´meros pseudoaleatorios (Pseudo-Random Number Gene-
rator, PRNG) con una semilla (por ejemplo una contrasen˜a)
que debera´n conocer tanto el emisor del mensaje como el
receptor. Este PRNG se utiliza para generar una secuencia
de valores dina´micos para el umbral T . Se usa un rango de
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(a) Imagen original (b) Imagen esteganogra´fica con T = 4 (c) Imagen esteganogra´fica con Tmı´n = 4 y
Tma´x = 9
Figura 3: Histograma de diferencias entre parejas de pı´xeles adyacentes para la imagen original, la imagen esteganogra´fica con
T = 4 y la imagen esteganogra´fica con umbral dina´mico entre Tmı´n = 4 y Tma´x = 9
valores de T entre un mı´nimo, Tmı´n, y un ma´ximo, Tma´x. De
esta manera los valores dina´micos de T se generara´n con la
funcio´n T = PRNG(Tmı´n, Tma´x), que devuelve un nu´mero
pseudoaleatorio con distribucio´n uniforme en el intervalo
[Tmı´n, Tma´x]. De esta manera, como se puede apreciar en la
Fig.3(c), la anomalı´a en el histograma desaparece.
El uso del PRNG para seleccionar un valor dina´mico del
umbral no solo sirve para eliminar la anomalı´a estadı´stica,
sino que adema´s ofrece una capa de seguridad adicional
que dificulta el estegoana´lisis, dado que no se puede saber
con exactitud en que´ pı´xeles se ha ocultado informacio´n sin
disponer de la semilla.
II-D. Algoritmos de incrustacio´n y de extraccio´n
Tal y como se explica en los apartados anteriores, ya
tenemos todas las piezas necesarias para el algoritmo de
insercio´n de datos de la imagen (Algoritmo 1).
La extraccio´n de datos es similar. Basta con inicializar el
PRNG, recorrer la imagen extrayendo parejas de pı´xeles e ir
leyendo los LSB del primer pı´xel de cada pareja que cumple
con el umbral T (Algoritmo 2).
III. RESULTADOS EXPERIMENTALES
El me´todo se ha verificado con dos sistemas de estegoana´li-
sis: PPD [11] y SPAM [13] (en la versio´n ma´s efectiva de
este, que usa caracterı´sticas de segundo orden). Estos siste-
mas permiten extraer caracterı´sticas de las ima´genes. Como
clasificador, se ha usado una implementacio´n de una Support
Vector Machine (SVM) [3], por ser uno de los clasificadores
que ofrece mejores resultados en estegoana´lisis.
La SVM debe ser ajustada para que proporcione unos
resultados o´ptimos. Concretamente, es necesario seleccionar
valores para los para´metros C y γ. Estos valores sera´n
escogidos para dar al clasificador la capacidad de generalizar.
Para escoger dichos para´metros, se ha seguido el proceso es-
pecificado en [10], es decir, realizando una validacio´n cruzada
en el conjunto de entrenamiento de todos los posibles valores
de los para´metros C y γ que se especifican a continuacio´n:
Algorithm 1 Ocultar mensaje
Input: M, I,Seed, Tmı´n, Tma´x
M : Mensaje a ocultar
I: Matriz [1..H, 1..W ] que contiene la imagen original
Seed: Semilla del generador PRNG
Tmı´n: Valor mı´nimo para el ca´lculo de T
Tma´x: Valor ma´ximo para el ca´lculo de T
Output: I ′
I ′: Matriz que contiene la imagen con el mensaje oculto
1: InitializePRNG(Seed)
2: for all i ∈ [1, H] do
3: for all odd j ∈ [1,W − 1] do
4: T ← PRNG(Tmı´n, Tma´x)
5: a← I[i, j]
6: b← I[i, j + 1]
7: if |a− b| ≥ T then
8: m← nextBit(M)
9: I ′[i, j]←
 a, if amod2 = m,a+ 1, if a > b,
a− 1, if a < b.
10: end if
11: end for
12: end for
C ∈ {2−5, 2−3, 2−1, 21, 23, . . . , 215} ,
γ ∈ {2−15, 2−13, 2−11, . . . , 2−1, 21, 23} .
Los experimentos se han realizado con la base de datos
BOSS, presentada en [1], por ser una de las ma´s usadas
en esteganografı´a, y tambie´n en la base de datos pu´blica
NRCS [12], por disponer de ima´genes de alta resolucio´n muy
ruidosas, significativamente diferentes de las de BOSS. Para
cada base de datos, se han creado dos grupos de ima´genes, uno
que se usa como conjunto de entrenamiento y otro que se usa
como conjunto de verificacio´n. Cada uno de ellos esta formado
por 500 ima´genes, 250 de ellas sin incrustar (portadoras) y
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(a) Base de datos BOSS (b) Base de datos NRCS
Figura 4: Porcentajes de deteccio´n correcta en funcio´n de Tmı´n, usando las bases de datos de ima´genes BOSS y NRCS
Algorithm 2 Extraer mensaje
Input: I, Seed, Tmı´n, Tma´x
I: Matriz [1..H, 1..W ] que contiene la imagen con el
mensaje oculto
Seed: Semilla del generador PRNG
Output: M
M : Mensaje extraı´do
1: InitializePRNG(Seed)
2: for all i ∈ [1, H] do
3: for all odd j ∈ [1,W − 1] do
4: T ← PRNG(Tmı´n, Tma´x)
5: a← I[i, j]
6: b← I[i, j + 1]
7: if |a− b| ≥ T then
8: M ← addBit(M,a)
9: end if
10: end for
11: end for
las otras 250 con informacio´n incrustada (ima´genes estega-
nogra´ficas). El umbral usado por defecto en PPD es T = 4
(para´metro S especificado en [11], mientras que en SPAM es
de T = 3. Los experimentos se han disen˜ado para verificar
que, marcando con umbrales superiores a los establecidos por
las herramientas de estegoana´lisis, el me´todo presentado no se
detecta. Se ha incrustado informacio´n en las ima´genes usando
diferentes valores para Tmı´n y Tma´x, tal y como se muestra
en el Cuadro I.
Como se puede ver en la Fig.4, el porcentaje de deteccio´n
cae al 50 % (equivalente a decisio´n aleatoria, o sea, a no
deteccio´n) aproximadamente al llegar a Tmı´n = 4. En los
gra´ficos se aprecia como los me´todos de estegoana´lisis fallan
cuando la informacio´n esta oculta en zonas que no pueden
modelar. Los experimentos se han realizado sobre dos bases
Cuadro I: Valores mı´nimos y ma´ximos del umbral usados en
los experimentos
Tmı´n Tma´x
1 6
2 7
3 8
4 9
5 10
6 11
de datos de ima´genes muy diferentes, y en ambos casos, el
algoritmo propuesto no es detectado cuando Tmı´n supera el
umbral usado por los me´todos de estegoana´lisis.
Figura 5: Porcentaje de deteccio´n correcta en funcio´n de Tmı´n,
usando la base de datos de ima´genes BOSS y diferentes
valores de T , para el me´todo de estegoana´lisis SPAM
Sin embargo, podrı´a parecer que el motivo por el que los
me´todos de estegoana´lisis no detectan al me´todo de estega-
nografı´a propuesto es por la eleccio´n de un umbral superior
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al que ellos usan y que bastarı´a con subir tambie´n el umbral
usado en estos me´todos. Pero esto no es ası´ dado que, si se
incrementa el umbral, aumenta el nu´mero de dimensiones y
aparecen combinaciones para las que no existen muestras o
para los que existen muy pocas. Esto, como se ha comenta en
la Seccio´n II, empeora considerablemente los resultados del
estegoana´lisis. En la Fig.5 se puede observar que no existe
ningu´n umbral T que permita detectar el me´todo propuesto con
SPAM si Tmı´n ≥ 5. Lo mismo sucede para PPD si Tmı´n ≥ 4.
La cantidad de informacio´n que puede incrustarse (es decir,
la capacidad del me´todo) en una imagen depende de las zonas
ruidosas de esta, por lo que no es sencillo de determinar a
priori. A nivel orientativo, usando Tmı´n = 4 y Tma´x = 9
en las ima´genes de BOSS, se ha realizado la insercio´n con
una ratio media del 9 %, es decir incrustando un bit en el
9 % de los pı´xeles (0,09 bits por pı´xel). En las ima´genes
de NRCS la ratio de incrustacio´n es del 13 %. Para mostrar
la efectividad del sistema propuesto, se han comparado los
resultados de indetectabilidad de este con los obtenidos usando
la esteganografı´a LSB matching tradicional [15]. Para ello,
se han usado los estegoanalizadores PPD y SPAM con el
objetivo de calcular los porcentajes de deteccio´n cuando se
incrusta en LSB matching usando una ratio del 9 % en BOSS
y del 13 % en NRCS. De esta manera se puede realizar una
comparacio´n en igualdad de condiciones en cuanto a capacidad
se refiere. Los resultados de deteccio´n se muestran en II. Como
se puede observar, para las mismas ratios de insercio´n que no
se detectan (porcentaje de aciertos del 50 %) con el algoritmo
presentado, la esteganografı´a LSB matching se detecta con
los estegoanalizadores SPAM y PPD (porcentaje de aciertos
superior al 50 %).
Cuadro II: Deteccio´n de la esteganografı´a LSB matching, para
la misma capacidad que el me´todo propuesto, usando PPD y
SPAM
Base de datos Me´todo de deteccio´n Porcentaje de aciertos
BOSS SPAM 85.00 %
BOSS PPD 81.60 %
NRCS SPAM 58.00 %
NRCS PPD 64.00 %
IV. CONCLUSIO´N
En este artı´culo se presenta un nuevo me´todo para ocultar
informacio´n en zonas difı´ciles de modelar de la imagen. Para
detectar estas zonas, el me´todo propuesto intenta explotar dos
debilidades de los sistemas de estegoana´lisis existentes: el
crecimiento exponencial del nu´mero de caracterı´sticas y la im-
posibilidad de extraer informacio´n u´til de patrones con pocas
muestras. Ambas debilidades tienen en comu´n un umbral T ,
usado como base en el me´todo presentado.
Por otra parte, se trata de un me´todo que no requiere de
ningu´n ca´lculo complejo, a diferencia de otros que persiguen
objetivos similares, como los basados en WPC, por lo que es
adecuado para entornos en los que la velocidad de ejecucio´n o
el rendimiento sean un factor clave. Los resultados muestran la
indetectabilidad del me´todo ante dos sistemas de estegoana´li-
sis: PPD [11] y SPAM [13], viendo como la seleccio´n de
un umbral T adecuado es suficiente para eludir la deteccio´n.
Tambie´n se comprueba que el ajuste del para´metro T en los
me´todos de estegoana´lisis no permite la deteccio´n del me´todo
propuesto.
En futuros trabajos serı´a interesante estudiar si existen otros
modelos similares que tengan en cuenta grupos de pı´xeles
mayores que una pareja y si esto puede mejorar el algoritmo.
Adema´s, serı´a recomenable realizar un estudio teo´rico para el
ca´lculo del valor o´ptimo de T .
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