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Pri raziskovanju pojavnosti, razširjenosti, tveganja in umrljivosti bolezni se po-
datki velikokrat prikazujejo na zemljevidih, razdeljenih glede na določeno ge-
ografsko enoto (npr. naselje, občina, upravna enota, statistična regija, mreža
kvadratov premera 1km). Glede na vrednost kazalnika se lahko enote med sabo
primerjajo in s tem nakazujejo na morebitna “žarǐsča” pojava bolezni. Določitev
npr. tveganj določene bolezni je še posebej na majhnih geografskih enotah lahko
problematična, saj je potrebno upoštevati prostorsko avtokorelacijo (opažanja na
lokacijah, ki so blizu druga drugi, so si bolj podobna) in vzorčno variabilnost
(do razlik med območji lahko pride zaradi majhne populacije ali heterogenosti
posameznikov znotraj območij).
Modelov t.i. prostorskega glajenja, ki zmanǰsujejo predvsem ekstremne od-
klone in upoštevajo prostorsko avtokorelacijo in vzorčno variabilnost, je veliko. V
magistrski nalogi smo uporabili model BYM s CAR porazdelitvijo za prostorsko
komponento. Prvi način, s katerim lahko izračunamo glajene vrednosti relativnih
tveganj so uveljavljene MCMC metode z uporabo Gibbsovega vzorčevalnika, drugi
pristop pa je z aproksimativno metodo INLA. Gibbs za izračune porabi veliko
časa, ker pa je INLA aproksimativna metoda, so izračuni glajenih vrednosti ve-
liko hitreǰsi. Prostorsko glajenje smo najprej izvedli na realnih podatkih Registra
raka Republike Slovenije za število novih primerov raka v obdobju od leta 2006
do 2015 po občinah, kjer smo opazovali pojav raka na dojkah pri ženskah do
vključno 49. leta starosti. V nekaterih primerih smo poleg podatkov o sosednjih
občinah, v model vključili tudi kovariato slovenske različice kazalnika primanj-
kljaja. Slovenske občine imajo zelo različno število prebivalcev in posledično se
število rakov neenakomerno razporeja po njih. V občinah z majhno populacijo
je variabilnost kazalnika velika izključno zaradi majhnega števila primerov, zato
v
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je v praksi takšne podatke potrebno prostorsko gladiti. V drugem delu naloge
smo primerjavo obeh pristopov naredili tudi na generiranih podatkih, s čimer smo
poskušali splošneje odgovoriti na vprašanja, kako se metodi obnašata v različnih
situacijah.
Na podatkih in simulacijah smo sicer kje lahko opazili minimalne razlike med
metodama, vendar za splošen nasvet, kdaj uporabiti katero metodo, bi razisko-
vanje bilo potrebno nadaljevati.
Ključne besede: Integrirana gnezdena Laplace-ova aproksimacija, Gibbsov
vzorčevalnik, metode Monte Carlo Markovske verige, pogojna avtoregresivna po-
razdelitev, Besag-York-Mollié model, prostorsko glajenje, simulacije, kazalnik pri-
manjkljaja
Abstract
When researching the incidence, prevalence, risk and mortality of diseases, we
often present the data on maps, divided by a specific geographical unit (e.g.
settlement, municipality, administrative unit, statistical region, a grid of squares
with a diameter of 1 km). The geographical units can be compared between them-
selves based on the value of an indicator and thus indicate possible ”hotspots”
of the disease. Determining, for example, the risk of a particular disease can
be problematic, especially on small geographical units, as spatial autocorrelation
(observations on geographically closer regions are more alike) and sample vari-
ability (the difference can come from the small population or the heterogeneity
of the individuals) have to be accounted for.
There is an abundance of the so-called spatial smoothing models, which mainly
reduce extreme deviations, and take into account spatial autocorrelation and
sample variability. In the Master’s thesis, we have used the BYM model with the
CAR distribution for the spatial component. One approach to calculating the
smoothed values of relative risk is with the established MCMC methods, using
the Gibbs sampler, whereas the other is to use the approximative method INLA.
When using the Gibbs sampler to calculate smoothed values, the calculations
take a long time, unlike when using INLA, as INLA is an approximative method.
Spatial smoothing was first performed on the real number of new cancer cases in
the period from 2006 to 2015 by municipalities, obtained from the Cancer Registry
of Republic of Slovenia, where we observed the occurrence of breast cancer among
women up to including 49 years old. In some cases, we have, additionally to the
neighbourhood data, also included the Slovenian version of the deprivation index
as a covariate. Slovenian municipalities highly vary in the number of inhabitants,
therefore the number of cancer cases is unevenly distributed among them. In
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municipalities with a small population, the variability of the indicator is high
solely due to the small number of cases, therefore in practice, such data needs
to be spatially smoothed. In the second part of the thesis, we have made a
comparison of both methods on generated data, trying to generally answer the
question of how the methods behave in different situations.
When using the methods on real and generated data, we were able to observe
minimal differences between them. However, for some general advice on when to
use which, additional research is required.
Key words: Integrated nested Laplace approximation, Gibbs sampling, Markov
Chain Monte Carlo methods, conditional autoregressive distribution, Besag-York-
Mollié model, spatial smoothing, simulations, deprivation index
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8.1.3 Mere učinkovitosti . . . . . . . . . . . . . . . . . . . . . . 57
Vsebina xi
8.1.4 Prikaz rezultatov . . . . . . . . . . . . . . . . . . . . . . . 58
8.2 Izvedba simulacij in ugotovitve . . . . . . . . . . . . . . . . . . . 59
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z Gibbsom na zemljevidu 7.4b v drugi skupini kot pri glajenju z
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1 Uvod
Prostorska statistika je pomembna pri proučevanju pojavljanja bolezni, kot tudi
pri ugotavljanju vzrokov zanje. Uporablja se na različnih področjih, tudi v epi-
demiologiji (za npr. nadzorovanje izbruhov bolezni) in spremljanje kroničnih
bolezni (npr. rak). V podatkih, ki jih analiziramo s prostorsko statistiko, ǐsčemo
morebitne prostorske vzorce bolezni in dejavnikov, ki na njihov nastanek vpli-
vajo, ter povezav med obojimi. Podatke za lažjo preglednost in iskanje vzorcev
prikazujemo z zemljevidi. V magistrski nalogi bomo opazovali pojavljanje raka
dojk pri ženskah do vključno 49. leta starosti v obdobju med letoma 2006 in
2015 v slovenskih občinah. Število novih primerov raka v določenem časovnem
obdobju imenujemo incidenca. Določitev območij z vǐsjo incidenco ne more biti
neposredna, saj je potrebno najprej upoštevati različno število prebivalcev po
posameznih območjih ter njihovo različno starostno razporeditev, nato pa tudi
prostorsko avtokorelacijo in vzorčno variabilnost. Problemi nastanejo predvsem v
primerih, ko imamo majhno število primerov bolezni in oz. ali majhno število pre-
bivalcev v posameznih območjih. Da omilimo opisan problem, za primerjavo med
območji uporabimo starostno standardizirane kazalnike in prostorsko glajenje.
V primeru incidence raka, za katero predpostavimo Poissonovo porazdelitev,
se velikokrat uporablja Besag-York-Mollié (BYM) model, katerega parametre
lahko izračunamo na podlagi dveh različnih pristopov. Eden izmed pristopov
uporablja MCMC metode (Gibbsov vzorčevalnik), drugi pa aproksimacijo
(INLA). V magistrski nalogi se bomo osredotočili na primerjavo dobljenih vred-
nosti zglajenih tveganj, katera smo privzeli kot dane, brez opazovanja diagnostike
modelov. Diagnostika modelov je sicer v splošnem zelo uporabna in zanimiva,
ampak je za namene te magistrske naloge nismo opazovali.
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2 Uvod
2 Namen in cilji
Namen magistrske naloge je primerjava MCMC metod (Gibbsov vzorčevalnik) in
pristopa z aproksimacijo (INLA) v praksi, kjer nas bolj kot optimizacija delovanja
posameznih metod zanima, kako se razlikujejo glajene vrednosti med metodama.
Skladno z namenom naloge smo si zastavili sledeče cilje:
• Primerjati oba pristopa s simulacijami in ugotoviti, v katerih primerih da-
jeta iste oz. podobne rezultate in v katerih primerih različne.
• Ugotoviti, ali je uporaba časovno zahtevneǰse metode smiselna.
• Obe metodi primerjati na realnih podatkih – zemljevid incidence/tveganja
raka dojk v Sloveniji in primerjati, ali zaključki primerjav metod s simu-
lacijami sovpadajo z ugotovitvami na realnih podatkih.
3
4 Namen in cilji
3 Notacija in teoretično ozadje
Bayesovi modeli za razliko od frekventističnega pristopa v procesu modeliranja
vključujejo apriorna vedenja in omogočajo formalizacijo modela na podlagi pred-
hodnih informacij. Z Bayesovim pristopom torej nove informacije o nekem ne-
znanem parametru vplivajo na posodobljeno vedenje o opazovanem neznenem
parametru.
Podlaga za Bayesovo statistiko je Bayesov teorem za izračun in posodabljanje
verjetnosti glede na nove podatke.
Izrek: Naj bosta X in Y dva dogodka, pri čemer P (Y ) 6= 0. Potem se
Bayesova formula glasi:
P (X|Y ) = P (Y |X)P (X)
P (Y )
. (3.1)
V nadaljevanju bomo na kratko omenili osnovne pojme Bayesove statistike,
kot so aposteriorna porazdelitev, apriorna porazdelitev in Monte Carlo Markovske
verige.
3.1 Aposteriorna porazdelitev
Verjetnostne modele uporabimo za opis univariatnih in multivariatnih opazovanj
oz. realizacij y = (y1, ..., yn) z množico L nepoznanih parametrov θ = (θ1, ..., θL).
Skupno gostoto nato zapǐsemo kot
5
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π(y, θ) = π(y|θ)π(θ), (3.2)
kjer π(y|θ) predstavlja model vzorca oz. funkcijo največjega verjetja. π(θ)
imenujemo apriorna gostota in definira že obstoječe znanje ali predvidevanja
na podlagi nekega splošnega znanja. Bayesova analiza posodablja vedenje o ne-
znanem parametru oz. vektorju parametrov θ glede na informacije iz vzorca y.
Cilj Bayesove analize je pridobiti aposteriorno porazdelitev neznanega parametra
π(θ|y). O θ lahko sklepamo na podlagi aposteriorne porazdelitve parametra θ, ki
je definirana z Bayesovim teoremom:








π(y|θ)π(θ)dθ predstavlja robno funkcijo verjetja re-
alizacije y. Imenovalec Bayesovega teorema je torej konstanta, ki je neodvisna
od θ. Ker je π(θ|y) verjetnostna gostota (posledično je potem integral enak 1),
lahko konstanto v imenovalcu Bayesove formule obravnavamo kot integracijsko
konstanto, ključno je torej sorazmerje:
π(θ|y) ∝ π(y|θ)π(θ). (3.4)
V nekaterih primerih, kjer apriorna gostota parametra θ izhaja iz iste družine
kot aposteriorna gostota (temu pravimo, da sta apriorna in aposteriorna gostota
konjugiran par), lahko aposteriorno gostoto in robno verjetje pridobimo ana-
litično. Več o konjugiranih parih in kako se uporabljajo v praksi najdemo v knjigi
Bayesian Modeling Using WinBUGS [2] (str. 7–23).
Pri določanju aposteriornih porazdelitev večinoma naletimo na prezahtevne
večdimenzionalne integrale, ki jih je v splošnem zelo težko izračunati Morebitna
enostavnost apriorne porazdelitve in funkcije največjega verjetja še ne zago-
tavlja enostavnosti aposteriorne porazdelitve. V primeru, da je vektor nepo-
znanih parametrov θ majhnih dimenzij, lahko za izračun integrala upora-
bimo numerično integracijo (npr. Laplaceova integracija, opisana v poglavju
3.2 Hierarhični modeli 7
3.4). V kompleksneǰsih primerih, ko aproksimacije niso možne in izračun in-
tegrala π(y) ni izvedljiv, uporabimo tako imenovane MCMC metode (več v
poglavju 3.3). MCMC metode so prǐsle v uporabo s pojavitvijo hitreǰsih in
močneǰsih računalnikov, s katerimi lahko pridobimo dobre približke aposteriorne
porazdelitve v kraǰsem času. Metode MCMC so močno vplivale na statistično
prakso, saj so omogočile uporabo Bayesovih modelov tudi pri zapletenih primerih.
3.2 Hierarhični modeli
V magistrski nalogi bomo uporabili Besag-York-Mollié model (več o modelu v
poglavju 5.1), ki spada med hierarhične modele. Splošno rečeno so hierarhični
modeli tisti, v katerih so apriorne porazdelitve vsaj enega parametra modela
odvisne od t.i. hiperparametrov, ki jim prav tako dodelimo apriorno porazdelitev.
Tako med parametri in hiperparametri nastane hierarhična struktura. Ta stru-
ktura je na primer uporabna pri statističnih analizah, kjer opazujemo več skupin
in vemo, da so si opazovanja znotraj posamezne skupine podobne bolj kot opazo-
vanja med različnimi skupinami. Poglejmo si osnovno idejo hierarhičnih modelov
na poenostavljenem primeru.
Recimo, da opazujemo učinek določenega zdravila pri neki bolezni. Opazo-
vanja razvrstimo v skupino glede na spol, torej dobimo skupino žensk in skupino
moških. Sedaj imamo dve skupini (j = 1, 2), ki sta lahko različno veliki. Za
skupino j imamo nj opazovanj:
y1 = y11, ..., yn11
y2 = y12, ..., yn22
Želimo oceniti vektor parametrov θ = {θ1, θ2}, kjer θ1 predstavlja parameter
porazdelitve skupine 1 in θ2 parameter porazdelitve skupine 2. Vsa opazovanja
znotraj ene skupine imajo isti parameter. Poglejmo si tri različne načine, s ka-
terimi se lahko lotimo ocenjevanja vektorja parametrov θ.
1. Predvidevamo, da med skupino žensk in moških ni razlik (θ1 = θ2). V
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tem trivialnem primeru, kjer med skupinami ni razlik, lahko opazovanja
iz posameznih skupin združimo in ocenjujemo samo en parameter θ (θ1 =
θ2 = θ).
2. Predvidevamo, da je skupina žensk neodvisna od skupine moških. V tem
primeru lahko skupino žensk in moških analiziramo neodvisno vsako pose-
bej. Parameter θ1 je torej neodvisen od parametra θ2.
3. Predvidevamo, da obstajajo neke razlike med skupinami žensk in moških,
vendar parametra θ1 in θ2 prihajata iz porazdelitve π(θj|η) z istim hiper-
parametrom η. Ker θ1 in θ2 prihajata iz porazdelitve z istim hiper-
parametrom, s tem dovolimo odvisnost med skupinami. Ta primer se od
preǰsnjih dveh, kjer smo predvidevali ali popolno odvisnost ali popolno
neodvisnost med ženskami in moškimi, razlikuje ravno v tem, da dovolimo
razlike med skupinama, hkrati pa upoštevamo morebitno odvisnost.
Tretji primer zgornjih pristopov predstavlja hierarhično strukturo modela.
Model je sestavljen iz vzorčne gostote (π(yi|θj, η)), apriorne gostote hiperparame-
tra (π(η)) in apriornih gostot parametrov (π(θ1|η) in π(θ2|η)).
Z upoštevanjem π(θj, η) = π(θj|η)π(η) zapǐsemo skupno gostoto:
π(θ, η|y) = π(y|θ)π(θ|η)π(η)
π(y)
∝ π(y|θ)π(θ|η)π(η) (3.5)
V poglavju o aposteriornih porazdelitvah (3.1) smo že omenili, da so inte-
grali pri ocenjevanju npr. pričakovane vrednosti zelo kompleksni in celo ana-
litično neintegrabilni. V nadaljevanju si bomo ogledali dva različna načina, kako
lahko izračunamo integrale. Prvi pogosto uporabljen način je računanje z MCMC
metodami (z uporabo Gibbsovega vzorčevalnika), drugi pa s pomočjo Laplace-
ove aproksimacije. V tej magistrski nalogi bomo primerjali omenjena pristopa v
konkretnem primeru prostorskega glajenja, zato si bomo v naslednjih poglavjih
ogledali osnovne ideje MCMC metod in Laplace-ove integracije.
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3.3 Monte Carlo Markovske verige
V tem poglavju bomo na kratko predstavili nekaj glavnih osnov široke teme
MCMC metod. Metode Monte Carlo Markovske verige (ang. Markov Chain
Monte Carlo) so najpogosteje uporabljene metode za ocenjevanje aposteriornih
porazdelitev, ki jih uporablja veliko orodij, kot so WinBUGS, JAGS [6] in Stan
[7].
MCMC metode se uporabljajo za aproksimacijo aposteriornih porazdelitev
parametrov s slučajnim vzorčenjem v verjetnostnem prostoru. MCMC metode se
uporabljajo v primerih, ko ne znamo analitično izračunati porazdelitve.
Pomemben del MCMC metod so Markovske verige. Preprosto povedano je
Markovska veriga zaporedje dogodkov, ki so verjetnostno odvisni eden od drugega
in ustrezajo Marskovski lastnosti, kar pomeni, da je vsak dogodek odvisen le od
vrednosti predhodnega dogodka.
Za intuitivno idejo MCMC metod poglejmo naslednji ilustrativen primer, ki
MCMC predstavi zelo poenostavljeno in laično. Recimo, da imamo hǐso s petimi
sobami: spalnico, kopalnico, kuhinjo, jedilnico in dnevno sobo. Ocenimo lahko
pogojne verjetnosti, v kateri sobi se nekdo nahaja, če vemo, v kateri sobi je bil
pred tem. Npr. če je nekdo bil v kuhinji, je 30 % verjetnosti, da je sedaj v
dnevni sobi, 20 % verjetnosti, da je v kopalnici, 10 %, da je v dnevni sobi, 30
% verjetnosti, da je v spalnici in 10 %, da je ostal v kuhinji. Te napovedi v
praksi niso dobre, saj naslednje stanje ni odvisno samo od preǰsnjega stanja.
Če pa nekoga opazujemo npr. 1000 dni, pa dobimo dobro idejo o verjetnostih
trenutnega nahajanja ne glede na to, kje je bila oseba na začetku 1000 dni. Kot
v tem primeru, MCMC metode po določenem številu začetnih iteracij (ki jih na
koncu zavržemo) in nekaterih pogojih (napisanih npr. v viru [1]) dovolj dobro
aproksimirajo oz. vzorčijo iz željene porazdelitve.
Z MCMC metodami simuliramo vrednosti oz. verigo M = {θ(g), g = 1, ..., G}
iz konvergentne Markovske verige [13] s stacionarno porazdelitvijo π(θ|y), kjer
y predstavlja podatke, na podlagi katerih ocenjujemo parameter θ. Empirični
izračuni na vzorcih nam dajejo informacije o aposteriorni porazdelitvi opazo-
vanega parametra θ. Kot primer navedimo povprečje, kjer ocenimo aposteriorno
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kjer je G dolžina uporabljene verige.
Generirano zaporedje M ima naslednje lastnosti:
• gre za Markovsko verigo,
• več členov kot generiramo, bolj se približujemo ciljni porazdelitvi (čemur
pravimo, da veriga skonvergira k stacionarni porazdelitvi),
• členi med sabo niso neodvisni; avtokorelacija se z oddaljenostjo členov v
zaporedju zmanǰsuje.
Pri MCMC metodah ponavadi opazujemo, kdaj so verige skonvergirale k sta-
cionarni porazdelitvi (aposteriorni porazdelitvi). Za preverjanje, ali je veriga
skonvergirala, uporabljamo grafične prikaze simuliranih vrednosti parametra pri
vsaki iteraciji. Pri proučevanju konvergence opazujemo tudi avtokorelacijo, ki je
lahko razlog za počasno konvergenco. Avtokorelacijo lahko omilimo z redčenjem
verige. Pri uporabi MCMC metod želimo uvideti in odpraviti dva glavna prob-
lema:
1. Del vzorca je sestavljen iz porazdelitve, ki se bistveno razlikuje od ciljne
porazdelitve, kar se predvsem dogaja v začetnih iteracijah. Kot rešitev za
problem uporabljamo t.i. burn-in, ki nam določa število začetnih členov,
ki jih iz vzorca izpustimo. V primeru počasneǰse konvergence je smiselno
povečati tudi velikost vzorca.
2. Efektivna velikost vzorca je premajhna. Rešitev je povečanje števila iteracij
ali prilagajanje parametrov algoritma (npr. začetnih vrednosti).
MCMC metode se razlikujejo glede na porazdelitev, iz katere želimo generirati.
Če je porazdelitev enodimenzionalna, lahko uporabimo npr. Metropolis-Haistings
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algoritem [1], če pa želimo generirati iz večdimenzionalne porazdelitve, kjer robne
vrednosti niso neodvisne, pa uporabimo Gibbsov vzorčevalnik. V nadaljevanju
bomo na kratko predstavili osnovno idejo vzorčevalnika.
3.3.1 Gibbsov vzorčevalnik
Gibbsov vzorčevalnik si najprej poglejmo intuitivnem in zelo poenostavljenem
primeru petih sob, ki smo ga že uporabili. Nadgradimo naš model sob s predmeti,
ki so v vsaki sobi. Recimo, da imamo v vsaki sobi 3 enake predmete: stol,
sudoku in ogledalo. Ne znamo določiti skupne verjetnosti, v kateri sobi človek
uporablja določen predmet. Znali pa bi nekaj več povedati o tem, kateri predmet
človek uporablja, če poznamo sobo, v kateri se nahaja, in obratno. Recimo, da
človek začne v kuhinji in uporablja sudoku. Pogojno na kuhinjo znamo določiti
verjetnost uporabe predmeta, glede na to verjetnost se slučajno odločimo, kateri
predmet človek uporablja (npr. ogledalo), nato pa lahko na podlagi izbranega
predmeta določimo verjetnosti sob. Na podlagi teh verjetnosti izberemo novo
sobo (npr. kopalnico) in tako nadaljujemo. Če od neke točke naprej opazujemo
pare, lahko iz teh opazovanj določimo skupne verjetnosti parov, torej njihovo
porazdelitev. Pare določimo kot vrednosti, generirane v istem koraku. V našem
primeru je začetni par [kuhinja, sudoku], prvi par pa [kopalnica, ogledalo].
Gibbsov vzorčevalnik se uporablja takrat, ko imamo večdimenzionalno po-
razdelitev med seboj odvisnih vrednosti in želimo iz nje vzorčiti. Metoda
temelji na generiranju vrednosti iz Markovskih verig. Predpostavke Gibbsovega
vzorčevalnika so opisane v viru [1].
Za definiranje algoritma Gibbsovega vzorčevalnika privzemimo, da hočemo
vzorčiti vrednosti iz n-dimenzionalne porazdelitve parametra
θ = (θ1, θ2, ..., θn),
kjer znamo vzorčiti iz robnih porazdelitev z gostotami π(θi|θ−i), kjer θ−i vsebuje
θ1, ..., θi−1, θi+1, ..., θn. Ideja algoritma je, da sproti posodabljamo vrednosti, na
katere pogojujemo, nato pa iz njih vzorčimo.
Algoritem za generiranje N vrednosti vsake komponente θ je naslednji:
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• Definiramo nove vrednosti: θ(j) = θ(j−1).
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3. Vrnemo generirane vrednosti θ = (θ(1), θ(2), ..., θ(N))
3.4 Integrirana gnezdena Laplace-ova aproksimacija
Leta 2009 je Havard Rue s sodelavci razvil novo računsko metodo za Bayesovo
sklepanje. Osredotočili so se na ocenjevanje robne aposteriorne porazdelitve
parametrov modela. Predlagana metoda, ki so jo poimenovali integrirana gne-
zdena Laplace-ova aproksimacija (ang. Integrated Nested Laplace Approximation
− INLA), namesto ocenjevanja skupnih aposteriorih porazdelitev parametrov
modela, predlaga osredotočanje na posamezne aposteriorne robne porazdelitve
parametrov modela. INLA za razliko od MCMC metod porabi manj računskega
časa, potrebnega za dobro prileganje modela. V primeru kompleksneǰsih modelov
pri časovnih in prostorskih podatkih lahko MCMC metode za izračune porabijo
več dni. INLA je časovno zelo učinkovita in vseeno dovolj natančna, zato služi
kot dobra alternativa MCMC metodam.
V mnogih primerih je robno sklepanje zadostno za sklepanje o parametrih
modela, zato se ni potrebno ukvarjati s težko izračunljivimi oz. težko pri-
dobljivimi multivariatnimi aposteriornimi porazdelitvami.
INLA za podrobno razumevanje zahteva poznavanje latentnih Gaussovih mo-
delov, Gaussovih Markovih naključnih polj in Laplace-ove aproksimacije. V tej
nalogi bomo na kratko predstavili samo Laplace-ovo aproksimacijo, na kateri
temelji INLA, nato pa predstavili INLA algoritem.
3.4 Integrirana gnezdena Laplace-ova aproksimacija 13
3.4.1 Laplace-ova aproksimacija
Glavna ideja Laplace-ove aproksimacije je aproksimacija integrala poljubne
funkcije z normalno porazdelitvijo.
Kot pri MCMC metodah je tudi tukaj cilj oceniti integral, ki ga ne moremo






Funkcijo f smo v zgornji enačbi 3.7 zapisali kot exp(log f(x)). Logaritem
funkcije f (log f(x)) lahko razvijemo v Taylorjevo vrsto okoli modusa x̂. Modus
v kontekstu zveznih funkcij gostot predstavlja vrednost x-a, kjer funkcija doseže
najvǐsjo vrednost. Pri razvoju v Taylorjevo vrsto za aproksimacijo uporabimo
prve tri člene vrste (do vključno kvadratičnega člena):










Ker smo vrsto razvili okrog modusa, je vrednost prvega odvoda enaka 0 in
zato lahko zgornjo aproksimacijo 3.8 zapǐsemo:




















Modus x̂ v integralu predstavlja konstantni člen, zato pǐsemo:












Če zapǐsemo σ2|x̂ = −1/∂
2 log f(x)
2∂x2
|x=x̂, znotraj integrala dobimo eksponentni

















kjer Φ predstavlja kumulativno funkcijo gostote normalne porazdelitve s
povprečjem x̂ in disperzijo σ2|x̂.
Glede na zgornjo izpeljavo 3.13 za aproksimacijo poljubne funkcije gostote
f potrebujemo modus funkcije x̂, vrednost funkcije v modusu f(x̂) in vrednost




3.4.2 Integrirana gnezdena Laplace-ova aproksimacija
V nalogi metode ne bomo podrobno izpeljali, saj bi za splošno izpeljavo bilo
potrebno uvesti nekaj novih pojmov kot so Gaussova Markova naključna polja,
latentne spremeljivke itd. Več o metodi najdemo v viru [15]. Za namene
razumevanja metode izpostavimo samo, da je ključna razlika med MCMC meto-
dami in integrirano Laplace-ovo aproksimacijo v tem, da pri računanju integralov
namesto vzorčenja, ki ga uporabimo pri MCMC metodah, vse integrale računamo
z Laplace-ovo aproksimacijo. Robne gostote parametrov izračunamo s pomočjo
Bayesove formule in Laplace-ove aproksimacije.
Kot smo že omenili, je zaradi aproksimacij izračun povprečij aposteriornih
porazdelitev z INLA veliko hitreǰsa kot uporaba MCMC metod.
4 Zemljevidi bolezni in prostorsko
glajenje
Prostorska statistika se uporablja pri analiziranju podatkov, ki so odvisni od
njihove pozicije v prostoru. Primeri takšne vrste podatkov prihajajo iz zelo ra-
zličnih področjih. Prostor lahko predstavljajo majhni kraji, regije, države itd. Na
zemljevidih lahko opazujemo razlike in podobnosti med administrativnimi eno-
tami (regije, občine, upravne enote ...) npr. v ekonomskem razvoju, v pojavu
določene bolezni, v življenjskem slogu, v vremenskih trendih, v prisotnosti krimi-
nala. Prostorska statistika pa ni vezana samo na podatke, ki jih lahko prikažemo
z zemljevidi krajev. Uporablja se tudi pri analiziranju podatkov v astronomiji,
na slikah magnetnih resonanc, pri napovedovanju pojava in razširjanja tvorbnih
tujkov v telesu in še na veliko drugih področjih.
Prostorska statistika se torej ukvarja z analizo in spremembami, ki se doga-
jajo v prostoru. V primerih, ko opazujemo podatke na zemljevidih, velikokrat
opazujemo samo dvodimenzionalen prostor, torej upoštevamo samo geografsko
dolžino in širino, ne pa tudi geografske vǐsine. Pri analiziranju podatkov na ze-
mljevidih predpostavimo dva pomembna kriterija. Prvi kriterij je stacionarnost.
Stacionarnost v tem primeru pomeni, da je korelacija med dvema območjema
A in B enaka, četudi bi v prostoru območje A dali na pozicijo območja B in
območje B na pozicijo območja A. Drugi kriterij je izotropičnost. V tem primeru
izotropičnost pomeni, da je korelacija med območjema A in B odvisna samo od
razdalje med A in B.
V tej magistrski nalogi se bomo osredotočili na analizo pojava določene vrste
raka v Sloveniji v določenem časovnem obdobju. Podatke in rezultate analiz smo
predstavili na zemljevidu Slovenije, zato bomo v naslednjem poglavju na kratko
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predstavili zemljevide bolezni.
4.1 Zemljevidi bolezni
Za izrise zemljevidov se uporablja več metod, hkrati pa je od podatkov oz. od
količine, ki jo želimo predstaviti na zemljevidu, odvisna tudi vrsta zemljevida ter
barvna skala. V tej nalogi smo uporabljali zemljevid Slovenije, razdeljen na 211
občin.
V magistrski nalogi bomo opazovali pojav raka na dojki v 10-letnem časovnem
obdobju. Za to obdobje smo za vsako občino imeli podatek o številu primerov
raka (incidenca) na dojki. Glede na število primerov smo obarvali zemljevid, ki
je prikazan na sliki 7.1.
Tipičen cilj predstavitve javnega zdravja z zemljevidi je geografski pregled
relativnega tveganja določene bolezni. Recimo, da opazujemo relativna tve-
ganja občin v Sloveniji glede na celotno Slovenijo. Vrednost relativnega tveganje
posamezne občine nam pove, ali je v tem območju tveganje za pojavitev bolezni
večje ali manǰse glede na skupno tveganje celotne države. Če je relativno tveganje
občine A blizu 1, pomeni, da je tveganje za pojav bolezni v občini A zelo podobno
tveganju celotne države. Če je relativno tveganje občine B enako 2, to pomeni,
da je tveganje za pojav bolezni v tej občini dvakrat večje kot tveganje celotne
države. Komplement dvakratnega tveganja je polovično tveganje, kjer ima občina
C relativno tveganje enako 0.5. Občini B in C sta torej komplementarni.
V tej magistrski nalogi bomo vrednosti relativnih tveganj, v skladu s prakso
priprave zemljevidov v Registru raka, razvrstili v devet kategorij, ki so prikazane
z naslednjo barvno lestvico:
Slika 4.1: Barvna lestvica kategorij relativnega tveganja.
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4.2 Prostorsko glajenje
Prostorsko glajenje zajema širok spekter pristopov, modelov in uporabe. V tej
magistrski nalogi se bomo sredotočili na prostorsko glajenje primerov bolezni, ki
ga prikažemo z zemljevidi.
V praksi so podatki, ki jih imamo na voljo, zgolj ena realizacija, ki pa ne nuj-
no predstavlja realnega stanja tveganja za pojav bolezni. V Bayesovem okviru
relativno tveganje posameznega območja predstavlja porazdelitev, realni podatki
pa zgolj eno realizacijo. Hkrati pa predpostavljamo tudi porazdelitev, po ka-
teri so porazdeljeni podatki. V območjih, kjer je malo prebivalcev ali če gre za
redko bolezen (kar velja za večino lokacij raka), je število primerov bolezni zelo
nestabilno. Vrednosti, ki jih zaradi nestabilnosti lahko napačno pripǐsemo večji
ali manǰsi izpostavljenosti dejavnikom tveganja, pred prikazom na zemljevidu
zgladimo, da se izognemo napačnim interpretacijam. Glajenje v našem primeru
predstavljajo prilagajanje vrednosti tveganja bolezni posamezne občine glede na
tveganja sosednjih občin ter slovenskim povprečjem.
V tej magistrski nalogi ne bomo preverjali korelacije med opazovanimi ad-
ministrativnimi enotami, ampak smo prisotnost korelacije predpostavili. Večina
literature zagovarja obstoj prostorske korelacije pri razporejanju raka. V primeru
prostorske statistike se moramo zavedati, da je korelacija med območji odvisna
tudi od medsebojne oddaljenosti. Kot primer lahko omenimo cene nepremičnin,
kjer je korelacija cene nepremičnin med sosednjimi občinami očitna. Podobno
velja za onesnaženost. Če merimo onesnaženost med območjema, ki sta si blizu,
imata ponavadi bolj podobne meritve, kot če bi eno izmed teh območij primerjali
z območjem, ki je zelo oddaljeno. Meritve ali opažanja, ki se v prostoru nahajajo
blizu skupaj, so si med sabo bolj verjetno podobna in imajo vǐsjo korelacijo.
Modeli prostorskega glajenja torej upoštevajo prostorsko korelacijo, da bi
ločili splošni prostorski trend od izključno naključne komponente. Prostorsko
glajenje je pomembno, a velikorat računsko zelo zahtevno področje statistike.
Za prostorsko glajenje lahko uporabimo več metod, med drugim metodo lokalno
tehtanega povprečja, Gaussove procesne modele, neparametrične regresijske mod-
ele za dve kovariati, hierarhične modele itd. V tej nalogi bomo uporabili hie-
rarhični model Besag-York-Mollié, ki ga bomo opisali v naslednjem poglavju.
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5 Model
Prikazovanje razporejanja bolezni z zemljevidi je pogosto uporabljeno za odkri-
vanje prostorskih vzorcev določene bolezni ali za identificiranje območij z ne-
navadno visokim ali nizkim tveganjem bolezni. Incidenca predstavlja število
novih primerov bolezni znotraj opazovanega območja v določenem časovnem
obdobju, pričakovana incidenca pa pričakovano število novih primerov glede
na število prebivalcev, njihovo starostno strukturo in povprečno tveganje celo-
tnega območja. Za opazovanje tveganj uporabljamo različne kazalnike. Eden
pogosteǰsih je standardiziran količnik incidence – SKI (več o SKI v poglavju 5.12).
SKI predstavlja razmerje med opazovano incidenco Yi in pričakovano incidenco Ei
za posamezno območje (i = 1, ..., n), pri čemer upošteva starostno razporeditev v
posameznem opazovanem območju in referenčni populaciji (pri zemljevidih raka
je to ponavadi celotna država).
Skozi celotno nalogo bomo predpostavljali, da imamo opazovano število
primerov že znano, obstajajo pa tudi alternative za pridobitev števila Ei ([16]).
Pričakovana incidenca je lahko ali zaradi območij z majhnim številom pre-
bivalcev ali zaradi redkosti bolezni zelo majhna, kar privede do nezanesljivih
vrednosti SKI – že en primer raka premakne območje z relativnim tveganjem
nič v območje z zelo velikim relativnim tveganjem (seveda s širokim intervalom
zaupanja, ki vsebuje vrednost 1). V takšnih primerih se zato za ocenjevanje tve-
ganja pojava bolezni poslužimo modelov, ki upoštevajo tudi informacije sosednjih
območjih, s čimer dosežemo glajenje ekstremnih vrednosti, in dodatne kovariate,
da pojasnimo opažene razlike v relativnem tveganju.
19
20 Model
5.1 Besag-York-Mollié (BYM) model
V nalogi bomo za glajenje uporabili Besag-York-Mollié (BYM) model, ki je bil
predstavljen leta 1991 v članku o uporabi glajenja na podlagi pristopov Bayesove
analize slik [20]. V članku avtorji na administrativna območja pri predstavljanju
tveganja določene bolezni gledajo kot na piksle na sliki, na kateri odpravljajo
morebitne šume. Glajenje v kontekstu tega modela torej predstavlja zmanǰsevanje
ekstremnih vrednosti glede na sosednja območja. BYM model je poenostavljena
različica Besagovega modela. Glavna razlika med Besagovim in BYM modelom
je ta, da pri Besagovem modelu uporabljamo CAR, pri BYM modelu pa iCAR,
kar bomo opisali v poglavju 5.1.1.
V primeru nenalezljivih in redkih bolezni predpostavljamo, da je incidenca
Yi v območju i (v našem primeru občini) glede na relativno tveganje območja
porazdeljena po Poissonovi porazdelitvi:
Yi|ρi ∼ Poiss(λi), i = 1, ..., n, (5.1)
λi = Eiρi. (5.2)
Zgornja enačba 5.1 torej pove, da so v primeru poznanega tveganja ρi v
območju i primeri porazdeljeni po Poissonovi porazdelitvi s parametrom λi, ki pa
je odvisen od pričakovane incidence Ei in relativnega tveganja ρi
1. Pričakovano
incidenco pridobimo na podlagi opazovane incidence v referenčni populaciji (v
našem primeru celotni Sloveniji) in primerjave starostne strukture prebivalcev
posameznega območja in referenčne populacije (več o izračunu pričakovane inci-
dence v poglavju 5.2.1). Če bi v zgornji enačbi 5.1 poznali relativno tveganje,
bi lahko izračunali pričakovano vrednost opazovane incidence Ei · ρi, kar pomeni,
da je pričakovana vrednost incidence enaka zmnožku pričakovane incidence in
relativnega tveganja v opazovanem območju.
1Pri frekventističnem pristopu bi, brez upoštevanja sosednosti, relativno tveganje ocenili po
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Splošna formulacija modela predpostavlja logaritem relativnega tveganja (v
nadaljevanju log tveganje):
θi = log(ρi). (5.3)
BYM model upošteva formulacijo:
θ = t+ v + u. (5.4)
Model torej predpostavlja, da je ρi enak e
t+v+u, kjer
• t zajema vse poznane kovariate, ki so povezane s pojavitvijo bolezni (v
našem primeru je to kazalnik primanjkljaja – EDI). V našem primeru
zapǐsemo θ = konst. + EDI + v + u. Ko pa kazalnika primanjkljaja ne
vključimo, je zapis θ = konst. + v + u.
• v predstavlja nestrukturiran prostorski vpliv, ki je popolnoma naključen. v
torej predstavlja slučajni izbruh, ki je neodvisen od katerikolih dejavnikov.
Npr. bolezen se lahko nekje pogosteje pojavi po čistem naključju. V našem
primeru bomo za ta vpli uporabili neinformativne porazdelitve .
• u predstavlja prostorsko odvisno porazdelitev, s katero lahko definiramo
sicer različne strukture, v magistrski nalogi pa se bomo osredotočili na
pogojno avtoregresijske modele. Porazdelitev u bomo opisali v poglavju
5.1.1.
V praksi velikokrat u in v dominirata drug drugega, kateri od njuju bo pre-
vladal, pa se ne da napovedi vnaprej. V primeru, da model da večjo težo u,
ocenjeno tveganje vsakega območja prikazuje prostorsko strukturo, v nasprotnem
primeru se ocenjeno tveganje vsakega območja približuje skupnemu povprečju.
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5.1.1 CAR in iCAR
Najprej bomo predstavili CAR porazdelitev parametra u, ki jo upošteva Be-
sagov model. V primeru poenostavitve porazdelitve CAR dobimo iCAR, ki pa
ga upošteva BYM model. V magistrski nalogi bomo uporabili iCAR.
Najprej intuitivno razložimo porazdelitev prostorske komponente. Prostorska
komponenta ima skupno porazdelitev, nas pa zanima porazdelitev posamezne
občine glede na njene sosede. Definicijo sosednosti lahko posplošimo, v tej ma-
gistrski nalogi pa se bomo osredotočili samo na sosede (za sosede bi lahko vzeli
tudi sosednje občine sosedov, ki direktno mejijo na opazovano občino). Pogoj-
na porazdelitev občine i je odvisna od števila njenih sosedov, predpostavljenega
povprečja in porazdelitve sosednjih občin.
Naj bo n število območij. Vsako območje i ima določeno število sosedov Ni.






rij(uj − µj), s2i
)
, (5.5)
kjer u−i predstavlja vse občine razen občine i, µi predstavlja vnaprej določeno
povprečje za območje i (BYM predpostavlja, da je µi enak 0 za vsak i) in
s2i = σ
2
u/Ni varianco istega območja, ki je odvisna od števila njegovih sosedov.
Posledično velja, če ima območje veliko sosedov, potem bo tudi varianca pogojne
porazdelitve manǰsa. Če ima torej občina i več sosedov, s tem dobimo manǰso
varianco. Takšna struktura variance nam pove naslednje:
• V primeru velike prostorske korelacije pri večjem številu sosedov opazo-
vanega območja v podatkih dobimo več informacij o vrednostih slučajnega
efekta.
• Parameter σ2u kontrolira količino variacije med prostorskimi slučajnimi
efekti.
Količina rij v zgornji enačbi nakazuje prostorsko oddaljenost oz. bližino in
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jo izračunamo kot produkt φ in Wij, kjer parameter φ kontrolira pravilnost go-
stote (torej skrbi za to, da je integral skupne gostote po celotnem verjetnostnem
prostoru enak 1 oz. da je variančno-kovariančna matrika skupne porazdelitve







 1, ko i in j soseda,.0, sicer. (5.7)
Vrednosti Wij zložimo v matriko W in variance si iz porazdelitve 5.5 v dia-
gonalno matriko S. Pogoj za pravo porazdelitev prostorskih naključnih efektov
je pozitivna definitnost kovariančne matrike (I − φW )−1S2. Iz tega sledi, da
so vrednosti φ med 1/mini=1,...,n κi in 1/maxi=1,...,n κi, kjer je κi splošna lastna
vrednost matrike W [8]. Pogojno avtoregresivni (ang. Conditional Autoregressive
– CAR) model je predstavljen z:
u ∼MVN(µ, (I − φW )−1S2), (5.8)
kjer je µ = {µ1, ..., µn} vektor povprečij, I identiteta in S2 kot zgoraj – dia-








aij(uj − µj), s2i
)
, (5.9)
pri čemer je korelacija med območjema i in j odvisna samo od φ in W ([9])




(I − φW )−1ij√
(I − φW )−1ii (I − φW )−1jj
(5.10)
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Zgornja korelacija (5.10) pri risanju zemljevidov bolezni ni pogosto
uporabljena, saj pridobitev ocene za φ ni enostavna. Penostavljeno verzijo zgor-
njega zapisa dobimo s fiksiranjem φ = 1, kar pomeni, da kovariančna matrika ni








aij(uj − µj), s2i
)
, (5.11)
Takšen model imenujemo vrojeno pogojno avtoregresivni (iCAR), ki skupaj
s slučajnim vplivom znotraj enačbe 5.4 tvori tako imenovan Besag-York-Mollié
(BYM) model. Zaradi nepozitivno definitne kovariančne matrike, prava skupna
porazdelitev za u ne obstaja, saj bi bilo mogoče vsakemu ui dodati konstanto
brez da se porazdelitev spremeni 2. Večinoma se v praksi za µi vzame vrednost
0, kar bomo upoštevali tudi v magistrski nalogi. Več o modelu v virih [15] in [20].
5.2 Opis podatkov za model
V magistrski nalogi bomo opazovali tveganje raka na dojki v Sloveniji v 10-letnem
obdobju od leta 2006 do 2015, kjer bomo v model vključili ženske stare od 0 do
vključno 49 let.
Cilj prostorskega glajenja pri razporejanju določene bolezni, v našem primeru
raka dojk, je vključiti prostorske korelacije, dejavnike in slučajne efekte in s tem
pridobiti realneǰse vrednosti relativnega tveganja. Prostorsko odvisnost bomo
proučevali na podlagi občin znotraj Slovenije. V Sloveniji je trenutno (leta 2020)
212 občin, v naših podatkih pa bomo vključili 211 občin (občina Ankaran pod
občino Koper). Seznam uporabljenih občin s šiframi v prilogi I.
Za ugotavljanje prostorske odvisnosti potrebujemo število opazovanih
primerov znotraj vsake občine in prav tako število žensk med 0 in vključno 49
letom starosti znotraj vsake občine, razdeljene po 5-letnih starostih skupinah.
Incidenco raka dojke pridobimo iz baze Registra raka republike Slovenije (več
2Ker iCAR ni prava porazdelitev in nima skupne porazdelitve, je lahko uporabljen le kot
apriorna porazdelitev slučajnih vplivov in ne opazovana porazdelitev.
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v poglavju 7.1) za izbrano 10-letno obdobje, podatke o številu prebivalcev po
posameznih koledarskih letih in starostnih skupinah na ravni občin pa iz spletne
strani SURS (stat.si [17]).
V model kot dodatno kovariato vključimo tudi kazalnik primanjkljaja (EDI),
s katerim želimo pojasniti razlike v incidenci na ravni občin (več v poglavju
5.2.2). Podatki o kazalniku primanjkljaja za vsako občino posebej so izračunali na
Registru raka, postopek pa je opisan v članku [4]. Kot osnovni kazalnik bremena
raka, ki ne vključuje prostorske odvisnosti in dodatnih kovariat, uporabimo SKI,
ki ga interpretiramo kot relativno tveganje, ki ga izračunamo kot razmerjem med
pričakovano in opazovano incidenco za vsako občino posebej (enačba 5.12).
V nadaljevanju bomo opisali uporabljeno mero relativnega tveganja (v našem
primeru starostno standardiziran količnik incidence) in kazalnik primanjkljaja, ki
ga vključimo v model.
5.2.1 Standardizirani količnik incidence
Standardizirani količnik incidence – SKI (ang. Standardized Incidence Ratio) se
uporablja kot relativna primerjava, ali je pojavljanje raka v določeni podpopulaciji
pogosto ali redko, uporabimo ga lahko tudi za manǰse populacije. Analiza s
pomočjo vrednosti SKI nam pove, ali je glede na število prebivalstva in starostno
strukturo v določenem geografskem območju opazovana incidenca vǐsja ali nižja
od pričakovane. Pričakovano število v geografskem območju oz. administrativni
enoti (v našem primeru občini) predstavlja incidenco znotraj občine, glede na
incidenco v celotni opazovani populaciji oz. celotnem opazovanem območju (v
našem primeru državi).




, i = 1, ..., n, (5.12)
kjer Oi v našem primeru predstavlja opazovano, Ei pa pričakovano incidenco








kjer s = 1, ...,m predstavlja 5−letno starostno skupino (m je v našem primeru
10), xis predstavlja število prebivalcev občine i za starostno skupino s v celot-
nem opazovanem obdobju. Imenovalec predstavlja celotno opazovano referenčno
populacijo znotraj starostne skupine s v celotnem opazovanem obdobju, Os pa
incidenco opazovanega območja.
5.2.2 Kazalnik primanjkljaja - EDI
Kot dodatno spremenljivko za pojasnjevanje razlik v prostorskem razporejanju
raka uporabimo slovensko različico kazalnika primanjkljaja SI-EDI (ang. Eu-
ropean Deprivation Index), ki je izračunan na ravni občin. Kazalnik odraža
socialno-ekonomske in kulturne posebnosti populacije in pomaga pri razumevanju
socialno-ekonomskih razlik v zdravju. Vrednosti kazalnika primanjkljaja so bile
izračunane na podlagi podatkov, zbranih pri popisu leta 2011 [4]. Vrednosti po
občinah so razvrščene v kvantile, kjer prvi kvantil predstavlja občine z najbolj
privilegiranimi prebivalci, peti kvantil pa občine z najbolj prikraǰsanimi prebi-
valci.
Poglejmo si porazdelitev kvantilnih vrednosti v Sloveniji na zemljevidu 5.1. 3
3Pri izračunu kazalnika občina Mirna še ni bila odcepljena, zato je vrednost kazalnika enaka
vrednosti Šentruperta.
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Slika 5.1: Porazdelitev kvantilnih vrednosti kazalnika primanjkljaja SI-EDI po
slovenskih občinah za leto 2011.
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6 Uporaba metod v programskem
jeziku R
Namen magistrske naloge je primerjava izvedbe in rezultatov, ki jih dobimo s pro-
storskim glajenjem – najprej z orodjem, ki temelji na Gibbsovem vzorčevalniku,
nato pa še z Laplace-ovo aproksimacijo. V nadaljevanju smo celoten pristop
z Gibbsovim vzorčevalnikom imenovali Gibbs, celoten pristop z Laplace-ovo
aproksimacijo pa INLA.
Poudarimo, da oba pristopa, Gibbs in INLA, uporabljata enak model (BYM).
Praktični del magistrske naloge (torej izgradnja modelov na podatkih – realnih
in generiranih) smo izvedli v programskem jeziku R1, ki omogoča implementacijo
obeh pristopov. Opis implementacij in deli kode sledijo v naslednjih podpoglavjih.
6.1 Implementacija Gibbsa v R-u
NIMBLE je paket v programskem jeziku R, ki izvaja Bayesovo sklepanje pri
reševanju statističnih problemov s pomočjo MCMC (ang. Markov chain Monte
Carlo) metod, kot npr. Gibbsov vzorčevalnik. Namenjen je kompleksnim mod-
elom, za katere eksaktna analitična rešitev ne obstaja ali pa presega zmožnosti
standardnih aproksimacijskih pristopov. Pristop predpostavlja Bayesov verje-
tnostni model, znotraj katerega so neznani parametri obravnavani kot slučajne
spremenljivke. [3]
MCMC metode in Gibbsov vzorčevalnik bi lahko uporabili tudi v katerem
1Verzija 3.6.3, 2020-02-29
29
30 Uporaba metod v programskem jeziku R
drugem programskem jeziku oz. opremi. Za R paket smo se odločili zaradi
lažje izvedbe simulacij in shranjevanja ter prikaza rezultatov. Za modeliranje
z Bayesovim pristopom je v pogosti uporabi program WinBUGS, ki deluje na
operacijskem sistemu Windows. Program se pogosto uporablja pri prostorskem
glajenju. Slabost uporabe WinBUGS programa je v težji izvedbi simulacij, saj
bi za vsako simulacijo posebej morali zagnati lastno skripto, poleg tega pa bi za
vsako simulacijo posebej morali sproti ročno shraniti rezultate.
V R najprej naložimo paket nimble. Pripravimo si podatke, ki jih bomo
vključili v model. V našem primeru so podatki pričakovana in opazovana in-
cidenca za vsako občino. V primeru, ko v model vključimo kazalnik primanj-
kljaja, za vhodne podatke model sprejme vrednost kazalnika primanjkljaja za
vsako občino. Pri uporabi BYM modela pripravimo tudi podatke o prostoru. V
splošnem se sosednost opazuje samo med direktnimi sosednjimi občinami, torej
med tistimi občinami, ki jih na zemljevidu vidimo drugo zraven druge, zato smo
takšno sosednost upoštevali tudi v tej nalogi. Podatki o prostoru:
• adj (ang. adjacent) je vektor sosedov. V vektorju je za vsako občino pose-
bej prikazano število njenih sosedov. Dimenzija vektorja sosedov je enaka
številu občin. Recimo, da imamo 7 občin A, B, C, D, E, F in G in je
za njih podan vektor sosedov adj = [2, 4, 3, 4, 4, 2, 1]. Glede na vektor adj
vidimo, da ima občina A dve sosednji občini, občina B štiri sosednje občine,
občina C tri sosednje občine itn.
• num (ang. number) je vektor zaporednih indeksov sosednjih občin vsake
občine posebej. Dimenzija vektorja je enaka vsoti vektorja sosedov. Recimo,
da imamo za zgornji primer podan vektor num = [2, 4, 1, 3, 4, 5, ...]. Glede
na vektor adj ima občina A dva soseda, katera soseda, pa izvemo na prvih
dveh mestih vektorja num. Glede na vrstni red poimenovanj občin sta
soseda občine A občini B in D, sosede občine B so občine A, C, D in E
itn.
• Poleg sosednosti definiramo tudi uteži sosedov. V tej nalogi smo se odločili,
da ima vsaka soseda enako utež. V primeru sosed občine A, damo občini B
utež 1
2
in občini D utež 1
2
. Enakost uteži smo se odločili definirati znotraj
modela, kjer smo vsaki sosednosti dali utež, enako 1 (kar je v splošnem
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uporabljeno v praksi). Model to interpretira kot enakomerno porazdelitev
uteži med vse sosede posamezne občine.
Poleg podatkov model sprejme tudi apriorne vrednosti oz. porazdelitve. Za
apriorne vrednosti parametrov smo upoštevali splošna priporočila pri modeliranju
z BYM modelom. Pred izgradnjo modela smo določili tudi burn-in, število ite-
racij in število verig, ki jih želimo narediti. burn-in predstavlja število začetnih
iteracij, ki jih ne upoštevamo (kjer veriga še ni dovolj dobro skonvergirala). V
vseh primerih smo število verig nastavili na 2 in rezultate vzeli iz povprečja obeh
verig.
Poglejmo si, kako BYM model, opisan v poglavju 5.1, zapǐsemo v R:
1 model {
2 for (i in 1:I) {
3 Y[i] ~ dpois (lambda[i])
4 log(rho[i]) <- a + beta * EDI[i] + u[i]
5 lambda[i] <- rho[i] * E[i]
6 }
7 u[1:I] ~ car.normal(adj[], num[], weights[], ...)
8
9 for (k in 1: sumNumNeigh) {
10 weights[k] <- 1
11 }
12 }
Model zgradimo s funckijo nimbleModel in ga nato pretvorimo v binarni zapis.
Dobljene povprečne vrednosti za parameter ρi za občino i predstavlja zglajeno
vrednost relativnega tveganja občine i.
6.2 Implementacija INLA metode v R-u
INLA je računsko učinkovita alternativa MCMC metodam za Bayesovo sklepanje.
Za implementacijo metode INLA v R potrebujemo R paket R-INLA.
Pri modeliranju z metodo INLA se moramo držati dveh korakov. Najprej je
potrebno s formulo (objekt v R-u) zapisati linearne prediktorje modela. Nato pa
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kličemo funkcijo inla(), znotraj katere specifiziramo formulo, družino modela oz.
modelov, podatke in ostale parametre. Poglejmo si najprej osnovno R kodo:
1 formula <- Y ~ EDI +
2 f(OB_ID , model = "bym", graph = graf_id, ...)
3
4 model <- inla(formula ,
5 family = "poisson",
6 data = data ,
7 E = expected , ...)
Za razliko od paketa nimble, kjer smo pri implementaciji v R posebej defini-
rali število sosedov in pozicije sosedov, funkcija inla() sprejme objekt inla.graf,
ki ga lahko pretvorimo direktno iz poligona. (Izraz poligon se v našem primeru
uporablja za obliko zemljevidov, ki jih zapǐsemo z datotekami oblik. Več o da-
totekah oblik v poglavju 7.1). Za uporabo BYM modela znotraj funkcije inla()
definiramo, kateri model želimo uporabiti. Pri paketu nimble smo posebej upora-
bili funkcijo car.model in znotraj nje definirali sosede in uteži med sosedi. R-INLA
ima z argumenton model = ”bym” preddefinirano uporabo CAR porazdelitve,
kjer so vse uteži enake 1. Porazdelitev incidence pri R-INLA določimo z argu-
mentom family funkcije inla(). Apriorne vrednosti, ki smo jih morali določiti pri
uporabi paketa nimble, so pri R-INLA že vnparej določena, seveda pa jih lahko
po potrebi spremenimo.
7 Uporaba na realnih podatkih
Modeliranje z Gibbsom in INLA za namen glajenja najprej uporabimo na real-
nih podatkih Registra raka Republike Slovenije. Zanima nas, kako se pristopa
razlikujeta na realnih podatkih, nato pa bomo za raziskovanje morebitnih razlik
in podobnosti med rezultati obeh pristpov uporabili še simulacije, saj na podlagi
rezultatov na realnih podatkih seveda ne moremo sklepati, kateri pristop je v
splošnem primerneǰsi.
7.1 Opis uporabe na podatkih Registra raka Republike
Slovenije
Podatke o številu prebivalcev na ravni občin potrebujemo za izračun pričakovane
vrednosti obolelih v posameznih občinah. Za izračun vrednosti SKI poleg
pričakovane vrednosti obolelih potrebujemo še podatke o incidenci, ki jih pri-
dobimo iz Registra raka Republike Slovenije. Register raka Republike Slovenije
podatke o zbolelosti za rakom spremlja že od leta 1950 in spada med najstareǰse
populacijske registre raka v Evropi. Podatki so poleg načrtovanja in ocenjevanja
državnega programa obvladovanja raka (DPOR) dragoceni tudi za klinične in
epidemiološke raziskave v Sloveniji in v širših mednarodnih raziskavah, ter za
vrednotenje učinkovitosti presejalnih programov. Register podatke predstavlja
v tiskanih letnih poročilih in v sklopu različnih projektov. Podatki so prosto
dostopni prek interaktivnega spletǐsča Slovenija in rak – SLORA. (Povzeto po
spletni strani Register raka Republike Slovenije in drugi registri. [18]).
Proučevane metode bomo uporabili na podatkih o raku na dojki pri ženskah
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do vključno 49. leta starosti. Incidenco bomo opazovali v obdobju od 2006 do
2015. Primeri izhajajo iz populacije (npr. 618.543 žensk, starih od 0 do 49 let
je živelo v sredinskem letu 2010). Incidenca se pripǐse kraju oz. občini glede na
stalno prebivalǐsče v času postavitve diagnoze in ne na predhodnje ali trenutno
stalno prebivalǐsče. V spodnji tabeli 7.1 je prikazana incidenca po starostnih
skupinah za celotno Slovenijo v opazovanem časovnem obdobju.








Tabela 7.1: Starostna razporeditev (do starosti 49 let) incidence raka dojk v
Sloveniji v obdobju od 2006 do 2015.
Šifre občin so zbrane v prilogi I. Za risanje zemljevidov bomo uporabili t.i.
datoteke oblik (ang. shapefile), ki vsebujejo podatke o oblikah občin. Datoteka
oblike je preprost format za shranjevanje geometričnih lokacij in atributov ge-
ografskih lastnosti. Geografske lastnosti so lahko predstavljene kot točke, črte
ali območja (poligoni). Oblike, skupaj z atributi, ki so vezani na vsako obliko,
predstavljajo geografske podatke. Za izris oblik v nekem GIS programu (tudi v
R) so potrebne tri glavne datoteke:
• .shp – format oblike (lastnosti geometrije),
• .shx – format indeksov oblike (pozicijski indeks lastnosti geometrije, s ka-
terim je omogočeno hitreǰse iskanje),
• .dbf – format atributov (dodatni podatki/atributi za vsako obliko)
Vrednosti v tabeli 7.1 nakazujejo na majhno incidenco v opazovanem desetlet-
nem obdobju do 30. leta starosti. Incidenca se z večanjem starostne skupine
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povečuje (kar smo opazili v tabeli 7.1).
Za prikaz incidence na zamljevidu se odločimo za zvezno skalo. Označimo
mesta, kjer je bila incidenca večja od 100. Vse občine razen dveh imajo incidenco
nižjo od 100. Občini, ki imata najvǐsjo incidenco, sta tudi najbolj poseljeni občini
v Sloveniji, zato je to pričakovano.
Slika 7.1: Neglajena absolutna opazovana incidenca raka dojk pri ženskah, starih
med 0 in 49 let po 211 občinah, Slovenija 2006–2015.
Pričakovano incidenco za ženske do vključno 49. leta starosti izračunamo iz
podatkov o vsoti prebivalcev in incidence v celotnem 10-letnem obodbju. Za
izračun uporabimo enačbo 5.13 in 5-letne starostne skupine.
Pričakovano incidenco na zemljevidu občin prikažemo na enaki zvezni skali kot
opazovano incidenco. Opomnimo, da tudi tukaj gre za absolutne rezultate, zato je
v občinah z večjim številom prebivalcev posledično večja pričakovana incidenca.
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Slika 7.2: Neglajena absolutna pričakovana incidenca raka dojk pri ženskah,
starih med 0 in 49 let po 211 občinah v Sloveniji (2006–2015).
Iz podatkov o prebivalcih in o pričakovani incidenci lahko izračunamo vre-
dnosti SKI za vsako občino (enačba 5.12). Vrednost SKI je odvisna od starostne
razporeditve prebivalcev v občini in v referenčni populaciji (v našem primeru
celotni državi), prav tako pa je odvisna tudi od starostne razporeditve incidence
v občini in referenčni populaciji. Grafična predstavitev vrednosti kazalnika SKI
raka dojk po občinah na zemljevidu 7.3 nam omogoča lažji pregled nad vzorci, ki
so v tabelarični obliki (priloga II) zaradi števila občin nepregledni.
Dve občini, ki imata najvǐsjo vrednost SKI (nahajata se v predzadnji kategoriji
2, 00–2, 39) sta Horjul in Kranjska gora. V Horjulu je bila v opazovanem obdobju
opazovana incidenca 7, pričakovana incidenca pa 3, 1. V Kranjski gori je bila
opazovana incidenca 13, pričakovana incidenca glede na starostno strukturo pa
6, 2. V obeh primerih gre za manǰsi (a ne najmanǰsi občini). Na zemljevidu 7.3
lahko opazimo ekstremne vrednosti posameznih občin.
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Slika 7.3: Standardiziran količnik incidence za rak dojk pri ženskah do vključno
49. leta starosti, Slovenija 2006–2015.
V primeru občin z malim številom prebivalcev in oz. ali v primeru redkih
bolezni (kot je rak dojk) izračunane vrednosti SKI niso verodostojne. Vrednosti
SKI so lahko posledica naključja, zato ne moremo sklepati o večjem/manǰsem
tveganju raka samo na podlagi takšnega kazalnika in moramo SKI gladiti. Občine,
ki imajo vrednost SKI blizu 1, imajo podobno relativno tveganje kot referenčna
populacija (v našem primeru celotna Slovenija).
Rak dojk naj bi veljal kot rak premožneǰsih območij. Porazdelitev kvantilov
kazalnika primankljaja EDI smo si pogledali že v poglavju 5.2.2. Kazalnik pri-
mankljaja bomo dodatno vključili v model kot kovariato, s katero želimo pojasniti
incidenco v posameznih občinah. V občinah, kjer je kazalnik nižji (torej tam, kjer
so v letu 2011 ljudje najbolj privilegirani), to vpliva na večjo incidenco raka dojk.
Rak dojk naj bi se v Sloveniji bolj pojavljal v ekonomsko premožneǰsih območjih
osrednje in zahodne Slovenije [4] .
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Glajenje na realnih podatkih bomo razdelili na dva dela:
1. V model vključimo opazovano in pričakovano incidenco ter informacijo o
sosednosti občin.
2. Modelu v 1. točki dodamo še dodatno kovariato – kazalnik primanjkljaja,
ki je opisan v poglavju 5.2.2.
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7.2 Glajenje na realnih podatkih brez vključitve kazalnika
primanjkjaja
Na realnih podatkih bomo vrednosti SKI gladili najprej samo na podlagi sosedov
(torej brez vključitve dodatne kovariate). Zanima nas, ali glajenje originalnih
vrednosti SKI iz slike 7.3 z INLA vrne drugačne vrednosti relativnega tveganja
kot glajenje z Gibbsom (slika 7.4).
(a) (b)
Slika 7.4: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti, glajeni z INLA (a) in Gibbsom (b), Slovenija 2006–2015.
Na zemljevidu 7.4 vidimo, da se vse zglajene vrednosti nahajajo v kate-
goriji 0, 84–1, 19. Pri glajenju z Gibbsom opazimo, da zglajene vrednosti tri-
najstih občin na skrajnem severovzhodu Slovenije padejo v kategorijo 0, 63–0, 83.
Vdimo torej, da se glajene vrednosti glede na metodo razlikujejo na skrajnem
severovzhodu države. Če pogledamo dejanske zglajene vrednosti za podatke na
skrajnem severovzhodu, ugotovimo, da je INLA vrednosti relativnega tveganja
teh trinajstih občin zgladila na vrednosti nad 0, 9, Gibbs pa je za vseh trinajst
občin vrednosti relativnega tveganja zgladil pod 0, 82.
Na zemljevidih 7.4 si glajenje znotraj kategorije 0, 84–1, 19 poglejmo še
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pobližje. Na naslednjem zemljevidu 7.5b kategorijo 0, 63–0, 83 ohranili.
(a) (b)
Slika 7.5: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti, glajeni z INLA (a) in Gibbsom (b) na intervalu 0, 63–1, 19, Slovenija
2006–2015.
Na zemljevidu 7.5 vidimo, da Gibbs izračuna manǰse vrenodsti SKI še
za občine, ki so blizu trinajstih občin v nižji kategoriji, torej ravno tako na
severovzhodu države. INLA enajstim občinam v državi določi manǰse oz. večje
tveganje, ne opazimo pa skupka občin, ki bi imeli nižji oz. vǐsji SKI od srednje
kategorije okoli 1. Z INLA smo torej zaznali nekaj občin v Sloveniji, ki imajo nižje
oz. vǐsje vrednosti SKI, niso pa na istem območju v Sloveniji kot pri glajenju z
Gibbsom. Z Gibbsom dobimo vidno ločena štiri območja, kjer SKI odstopa. Na
skrajnem severovzhodu so SKI najnižji, sledita dva pasova, kjer ima vsak malo
vǐsji SKI, preostali del Slovenije pa spada v srednjo kategorijo okoli 1.
Razlike med glajenjem si lahko pogledamo na naslednjih dveh grafih 7.6a in
7.6b, kjer so prikazane vrednosti SKI pred in po glajenju. Z rdečo barvo smo
označili občini Horjul in Kranjska Gora, ki imata največji vrednosti SKI.















Slika 7.6: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti pred in po glajenju z INLA (a) in Gibbsom (b), Slovenija 2006–2015.
Iz slik 7.6 vidimo, da sta obe metodi občini z največjo vrednostjo SKI zgladili
tako, da z novo vrednostjo SKI ne izstopata več. INLA je vrednosti teh občin
relativno na ostale zgladila nekoliko bolj kot Gibbs. Vrednosti SKI sta obe metodi
z glajenjem zgostili okrog vrednosti 1.
Pri glajenju z Gibbsom opazimo dve nastali zgostitvi (kot smo opazili na
zemljevidu 7.4), pri INLA pa so vse zglajene vrednosti znotraj bolj enakomernega,
nekoliko ožjega intervala. Gibssovo glajenje na sliki 7.6b nakazuje na to, da
imamo dve skupini zglajenih vrednosti (kot smo opazili že na zemljevidu 7.4b).
Pri glajenju z INLA si poglejmo zglajene vrednosti severovzhodnih občin, ki jih
Gibbs razvrsti v nižjo kategorijo kot INLA.















Slika 7.7: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti pred in po glajenju z INLA (a) in Gibbsom (b), Slovenija 2006–2015.
Rdeča barva predstavlja tiste občine, ki so pri glajenju z Gibbsom na zemljevidu
7.4b v drugi skupini kot pri glajenju z INLA. (Za bolǰso vidljivost smo ostale
občine obarvali s sivo barvo, opazovane občine pa z rdečo barvo.)
Opazimo, da zglajene vrednosti opazovanih občin pri INLA ne odstopajo od
ostalih zglajenih vrednosti in ne tvorijo vidne zgostitve kot pri Gibbsu.
Za vsako metodo posebej nas je zanimalo, kako se vrednosti gladijo glede na
sosednost. V ta namen smo za vsako občino posebej sešteli absolutne razlike med
zglajenimi vrednostmi opazovane občine in njenih sosed. Izkazalo se je, da Gibbs
vrne veliko manǰso vsoto absolutnih vrednosti glede na sosede kot INLA.
Velikosti občin, ki predstavljajo seštevek celotne opazovane populacije v 10-
letnem obdobju (kot smo že omenili v poglavju 7.1), smo razdelili v dve skupini. V
prvo skupino smo vključili vse občine, ki so v 10-letnem obdobju imele povprečno
število prebivalcev manj kot 500. S tem smo v prvo skupino zajeli približno 10
% vseh občin. Preostale občine smo vključili v drugo skupino. Namen delitve je
opazovati morebitne razlike v glajenju med skupinama glede na velikost občin.















Slika 7.8: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta starosti
pred in po glajenju z INLA (a) in Gibbsom (b), Slovenija 2006–2015. Rdeča barva
predstavlja 10 % občin s povprečno najmanǰsim številom prebivalcev.
Na sliki 7.8 vidimo, da je INLA 10% občin z najmanǰsim številom prebivalcev
zgladila pod vrednost 1, pri Gibbsu pa so zglajene vrednosti dokaj različne.
Na realnih podatkih želimo videti, kako INLA in Gibbs glede na število pre-
bivalcev v občinah gladita vrednosti SKI. Zanima nas torej, ali je pri občinah z
manǰsim številom prebivalcev prǐslo do večjega glajenja kot pri večjih občinah. V
magistrski nalogi smo opazovali velikosti občin v 10-letnem obdobju, zato spodnje
vrednosti na grafu prikazujejo vsote velikosti občin v celotnem obdobju.
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Slika 7.9: Absolutne razlike SKI rak dojk po občinah pri ženskah, starih do
vključno 49. leta starosti pred in po glajenju z INLA (vijolična barva) in Gibbsom
(zelena barva), Slovenija 2006–2015. Za bolǰso preglednost je pobližan del grafa,
kjer so vrednosti najgosteje razporejene.
Na sliki 7.9 vidimo, da se na realnih podatkih absolutne razlike zmanǰsujejo z
večanjem velikosti občin. Vrednosti SKI z zelo majhnim številom prebivalcev so
glajene proti vrednostim v sosednjih občinah, predvsem tistim z večjim številom
prebivalcev. Ker je občin z velikim številom prebivalcev razmeroma malo, se
moramo zavedati, da opažen trend ni nujno prisoten v splošnem. Vsekakor pred-
videvamo, da se bodo SKI občin z velikim številom prebivalcev z glajenjem spre-
menili manj, ne moremo pa v splošnem vedeti, da gre za negativno korelacijo med
velikostjo in razliko glajenja.
Na sliki 7.9 vidimo, da so absolutne razlike SKI pred in po glajenju glede
na metodi sicer različni, pri večjem številu prebivalcev pa opazimo, da so razlike
nekoliko večje pri glajenju z Gibbsom. O razlikah med metodama na realnih
podatkih ne moremo sklepati v splošnem.
Glede na število sosedov si bomo podrobneje pogledali razpršenost absolutnih
razlik pred in po glajenju SKI. Zanima nas, ali INLA in Gibbs z večanjem števila
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sosedov gladita bolj in ali pri tem med metodama opazimo kakšne razlike. Rezul-
tate prikažimo z okvirji z ročaji za vsako metodo posebej (slika 7.10). Število
občin glede na število sosedov je prikazano v tabeli 7.2.
število sosedov 1 2 3 4 5 6 7 8 9 10 11 12 13 14
število občin 2 12 27 47 40 31 24 13 7 3 3 0 1 1


















































































(b) Glajenje z Gibbsom.
Slika 7.10: Okvirji z ročaji absolutnih razlik SKI pred in po glajenju glede na
število sosedov posamezne občine brez vključenega kazalnika primanjkljaja.
Med INLA in Gibbsom opazimo minimalne razlike med razpršenostjo razlik
glajenih vrednosti glede na število sosedov. Opazimo, da se pri večjem številu
sosedov absolutne razlike nekoliko zmanǰsajo, pri občinah z največjim številom
sosedov pa je to lahko posledica dejstva, da gre za občine, ki imajo tudi najvel
prebivalcev in zato vrednosti SKI po glajenju ostanejo skoraj nespremenjene.
Opozorimo, da je občin, ki imajo več kot 10 sosedov nekoliko manj. Vpliv števila
sosedov bomo preverili še s simulacijami v poglavju 8.2.2.
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7.2.1 Povzetek glajenja na realnih podatkih brez vključitve kazalnika
primanjkljaja
Na realnih podatkih smo uporabili INLA in Gibbsa za glajenje SKI. V obeh
primerih smo uporabili isti model (BYM), v model pa še nismo vključili kazalnik
primanjkljaja. Rezultate, ki jih dobimo na realnih podatkih ne moremo pos-
plošiti, dali pa so nam nekaj iztočnic za simulacije, s katerimi skušamo ugotoviti
splošne značilnosti metod.
Na realnih podatkih, kjer smo upoštevali samo sosednost občin, smo prǐsli do
naslednjih rezultatov in ugotovitev.
• INLA in Gibbs sta na podatkih vrnila različne rezultate za skrajno
severovzhodne občine Slovenije. Gibbs je trinajst občin na severovzhodu
razvrstil v kategorijo z nižjim relativnim tveganjem.
• Gibbs Slovenijo razvrsti v štiri območja različnih tveganj, kjer se tveganje
med območji preliva. INLA za razliko od Gibbsa na realnih podatkih ne
najde območja z nižjim oz. vǐsjim tveganjem, ampak občine z nižjim oz.
vǐsjim tveganjem.
• Gibbs na relanih podatkih najde dve skupini relativnega tveganja, kar se
opazi na vrednostih relativnega tveganja pred in po glajenju.
• Pri občinah z večjim številom prebivalcev pri INLA in Gibbsu dobimo
manǰse absolutne razlike SKI pred in po glajenju.
• Na realnih podatkih ne moremo reči, katera metoda ima ne glede na število
prebivalcev nižje oz. vǐsje absolutne razlike med SKI pred in po glajenju.
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7.3 Glajenje na realnih podatkih z vključitvijo kazalnika
primanjkljaja
Glajene vrednosti SKI si poglejmo tudi v primeru, ko v model vključimo kovariato
– kazalnik primanjkljaja EDI. Najprej si poglejmo zemljevida zglajenih vrednosti
na kategorični skali (slika 7.11). Tabelarični prikaz vrednosti za vsako metodo so
v prilogi III.
(a) (b)
Slika 7.11: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti, glajeni z INLA (a) in Gibbsom (b) z vključitvijo kazalnika primanjklaja
EDI, Slovenija 2006–2015.
V primeru, ko v model vključimo kazalnik primanjkljaja, obe metodi vrneta
enak zemljevid glajenih vrednosti na podani kategorični skali. Kot pri zemlje-
vidih, kjer nismo vključili kazalnika primanjkljaja, tudi tukaj interval 0, 84–1, 19
razdelimo na 5 enakih kategorij, kot smo jih uporabili za pripravo zemljevidov na
sliki 7.5.
Na zemljevidih 7.12 opazimo, da v primeru vključitve kazalnika primanjkljaja
obe metodi SKI vseh občin razvrstita v kategorijo 0, 92–1, 09.
Za vsako metodo si bomo pogledali vrednosti SKI pred in po glajenju, kjer v
prvem prikazu 7.13 označimo občini Horjul in Kranjska Gora.
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(a) (b)
Slika 7.12: SKI rak dojk (v kategoriji 0, 92–1, 09) po občinah pri ženskah, starih
do vključno 49. leta starosti, glajeni z INLA (a) in Gibbsom (b) z vključitvijo















Slika 7.13: SKI rak dojk po občinah pri ženskah, starih do vključno 49. leta
starosti pred in po glajenju z INLA (a) in Gibbsom (b) z vključitvijo kazalnika
primanjkljaja EDI, Slovenija 2006–2015.
Tudi v tem primeru, enako kot pri glajenju, pri katerem nismo vključili kazal-
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nika primanjkljaja, INLA vse vrednosti zgladi v nekoliko ožji interval kot Gibbs.
Pri Gibbsu lahko tudi opazimo, da je kar nekaj vrednosti zgladil pod 1, pri INLA
pa so bile vrednosti vseh občin zglajene nad vrednost 1.
Vključitev kazalnika primanjkljaja je povzročila zožanje intervala zglajenih
vrednostih pri obeh metodah. Pri Gibbsu sedaj zglajene vrednosti občin na skraj-
nem severovzhodu države ne odstopajo od ostalih vrednosti, prav tako ne opazimo
dveh skupim zglajenih SKI.
Pri obeh primerih, INLA in Gibbsu, dobimo pred kovariato kazalnika pri-
manjkljaja negativen predznak, torej z večanjem vrednosti kazalnika priman-
jkjaja dobimo negativen vpliv. INLA oceni koeficient pred kovariato −0, 014,
Gibbs pa −0, 027. Zaradi vpliva kazalnika primanjkljaja torej Gibbs več ne zazna
odstopanja vrednosti severovzhodnih občin od ostalih občin.













































Slika 7.14: Absolutne razlike SKI rak dojk po občinah pri ženskah, starih do
vključno 49. leta starosti pred in po glajenju z INLA (vijolična barva) in Gibbsom
(zelena barva), Slovenija 2006–2015. Za bolǰso preglednost je pobližan del grafa,
kjer so vrednosti najgosteje razporejene.
Kot na grafu 7.9 se tudi tukaj absolutne razlike med SKI pred in po glajenju ne
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glede na metodo zmanǰsujejo z večjim številom prebivalcev. Rezultati so smiselni,
saj vemo, da so glajenje najbolj vpliva na občine z manǰsim številom prebivalstva,
katerih SKI so bolj najbolj zanesljivi.
Na realnih podatkih z vključitvijo kazalnika primanjkljaja si poglejmo še
okvirje z ročaji, kjer opazujemo razpršenost in povprečja absolutnih razlik tveganj


















































































(b) Glajenje z Gibbsom.
Slika 7.15: Okvirji z ročaji absolutnih razlik SKI pred in po glajenju glede na
število sosedov posamezne občine z vključitvijo kazalnika primanjkljaja.
Na grafu 7.15a in 7.15b vidimo, da ima za manj kot 9 sosedov INLA vǐsje
povprečne vrednosti absolutnih razlik tveganj pred in po glajenju. V splošnem
seveda ni nujno, da ima INLA povprečno vrednost pri občinah z manj kot 9 sosedi
vǐsjo od Gibbsa. Zavedati se moramo tudi, da je vpliv sosednjih občin odvisen
od števila prebivalcev v glajeni in sosednjih občinah, ter majhnega števila občin
z več kot 9 sosedi.
Na realnih podatkih smo si pogledali še povprečne zglajene vrednosti SKI
po kvantilih kazalnika primanjkljaja za obe metodi, kjer smo opazovali samo
povprečne vrednosti SKI in standardni odklon znotraj kvantilov.
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Kvantil EDI INLA Gibbs INLAsd Gibbssd
1 1.0192 1.0291 0.0021 0.0070
2 0.9941 1.0098 0.0015 0.0078
3 0.9740 0.9958 0.0025 0.0109
4 0.9574 0.9759 0.0023 0.0133
5 0.9419 0.9521 0.0018 0.0169
Tabela 7.3: Rezultati glajenja (povprečje in standardni odklon zglajenih vred-
nosti SKI) za vsak kvantil kazalnika na realnih podatkih z INLA in Gibbsom.
Tabelarični rezultati 7.3 in vrednost koeficienta pred kazalnikom primanjkljaja
(INLA: −0, 014 s sd = 0, 013; Gibbs: −0, 027 s sd = 0, 020) nakazujejo, da obe
metodi upoštevata razlike med kvantilnimi vrednostmi kazalnika primanjkljaja
(kar je v skladu s člankom [4]). Pri občinah, ki veljajo za manj prikraǰsane, opaz-
imo večje SKI, vidimo pa lahko razliko v razpršenosti zglajenih vrednosti glede
na pristop. Pri INLA opazimo manǰso razpršenost, pri Gibbsu pa se razpršenost
s kvantili nekoliko veča.
7.3.1 Povzetek glajenja na realnih podatkih z vključitvijo kazalnika
primanjkljaja
Povzemimo ugotovitve in rezultate na realnih podatkih v primeru, ko v model
vključimo še kazalnik primanjkljaja.
• INLA in Gibbs vse občine razvrstita v srednjo kategorijo relativnega tve-
ganja okoli 1 (tudi na poodrobneǰsi skali kategorij).
• Kot INLA tudi Gibbs kazalniku primanjkljaja določi negativni koeficient,
kar pomeni, da se z večanjem vrednosti kazalnika SKI zmanǰsuje.
• Absolutne razlike SKI pred in po glajenju se z velikostjo občine zmanǰsujejo.
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8 Primerjava metod s simulacijami
V preǰsnjem poglavju smo na realnih podatkih primerjali rezultate glajenih vre-
dnosti SKI, ki smo jih pridobili z dvema različnima metodama. Ker bi želeli
vedeti več o obnašanju metod, ju primerjati in podati nek splošen nasvet, kdaj je
bolǰse uporabiti eno in kdaj drugo metodo, v praksi pogosto uporabimo simulacije.
Simulacije v okviru prostorske statistike predstavljajo zahteven problem. V tej
magistrski nalogi bomo simulacije zelo poenostavili in iz čim več zornih kotov
pogledali obnašanje metod.
Cilj simulacij je vpogled v čim več lastnosti metod, ki bi nam dale splošno
idejo o razlikah med metodama. Vprašanja, ki se jih je v našem primeru smiselno
vprašati pri odločanju o uporabi ene izmed metod, so naslednja:
• Kako na glajenje metod vpliva število prebivalcev v občini?
• Ali metodi gladita enako glede na število sosedov?
• Na realnih podatkih smo videli, da brez vključene kovariate Gibbs naredi
dve zgostitvi, medtem ko INLA gladi okoli ene vrednosti. Ali to velja v
splošnem?
• Ali se splača uporabljati Gibbsa, ki za računanje zglajenih vrednosti porabi
veliko več časa, če lahko uporabimo časovno učinkovito aproksimacijo z
INLA?
• Ali metodi vedno zelo zgladita vrednosti, ali dejansko prepoznata morebitna
območja zelo izstopajočih tveganj?
Na takšna in podobna vprašanja bomo skušali odgovoriti z rezultati simulacij.
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Za razliko od originalnih podatkov (opisanih v poglavju 7.1), bomo generirali ali
permutirali število prebivalcev po občinah in na podlagi izbranega tveganja iz
Poissonove porazdelitve generirali incidenco. Kazalnika primanjkljaja po občinah
ne bomo spreminjali, bomo pa opazovali rezultate glajenja v primeru, ko vsem
občinam dodelimo isto vrednost kazalnika primanjkjaja. V primeru, ko občinam
dodelimo isto vrednost kazalnika primanjkljaja, bi morali metodi koeficient kazal-
nika primanjkljaja nastaviti na 0. V nadaljevanju se posvetimo podrobneǰsemu
opisu simulacij in pridobljenih rezultatov.
8.1 Opis simulacij
Pri vseh simulacijah bomo ohranili obliko države in občin. Generiranje pros-
tora spada med zahtevneǰse primere simulacij, zato smo se odločili, da bomo vse
simulacije izvedli na že obstoječi strukturi občin.
V simulacijah bomo spreminjali število prebivalcev v občinah, vrednost kazal-
nika primanjkljaja (originalne vrednosti ali za vse občine enake vrednosti) in
tveganje za raka. V nadaljevanju si bomo pogledali zelo splošen simulacijski
postopek, ki smo ga izvedli ob določitvi velikosti občin, vrednosti kazalnika pri-
manjkljaja in vrednosti tveganja.
8.1.1 Izračuni in generiranja podakov
Vrnimo se na model, opisan v poglavju 5.1. Spomnimo se, da smo za model
potrebovali naslednje podatke:
1. število in seznam sosedov vsake občine (num in adj),
2. pričakovana incidenca za vsako občino (Ei),
3. opazovana incidenca za vsako občino (Yi),
4. dodatna kovariata (kazalnik primanjkljaja).
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Omenili smo že, da število in seznam sosedov vsake občine v simulacijah ne
bomo spreminjali (torej u in v iz enačbe 5.4 ne spreminjamo), zato za simulacije
potrebujemo samo opazovano in pričakovano incidenco za vsako občino. Kazalnik
primanjkljaja v simulacijah bo ali enak originalni razvrstitvi, ali pa bomo vsem
občinam dodelili enako vrednost kazalnika.
Za lažje simulacije in da se izognemo morebitnim skritim vplivom drugih de-
javnikov, bomo naredili predpostavko, da incidenca ni odvisna od starosti pre-
bivalcev (to je enako, kot če bi predpostavili, da imamo v vseh občinah samo
eno starostno skupino). S tem poenostavimo izračun in generiranje pričakovane
incidence, ki je v realnosti odvisna od starostne strukture prebivalcev v tej
občini, starostne strukture prebivalcev v celotni državi in incidenčnih stopenj v
posamezni starostni skupini. Sedaj, ko smo predpostavili samo eno starostno
skupino v vseh občinah, je izračun pričakovane incidence za občino i enak
zmnožku velikosti občine Mi in tveganju pojava bolezni τ (tveganje τ predstavlja
skupno tveganje referenčne skupine, torej celotne države):
Ei = Mi · τ, (8.1)






pri čemer τi predstavlja tveganje za pojav bolezni v občini i.
Sedaj imamo podatke o številu in seznamu sosedov vsake občine ter način,
kako računati pričakovano incidenco glede na dane velikosti občin in skupnega
tveganja τ . Do sedaj smo vse vrednosti in izračune dobili s pomočjo izbranih
vrednosti (podatkov ni bilo potrebno generirati). Podatki, ki jih moramo generi-
rati, so opazovane incidence za vsako občino. Za izgradnjo modela potrebujemo
samo še način, kako generirati opazovano incidenco.
V poglavju, kjer smo opisali BYM model (5.1), smo omenili, da se v primerih
nenalezljivih in redkih bolezni za incidenco v občini i predpostavlja Poissonova
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porazdelitev, kjer je parameter definiran kot zmnožek pričakovane incidence Ei in
relativnega tveganja bolezni ρi v občini i. V primeru simulacij bomo opazovano
incidenco za občino i generirali iz Poissonove porazdelitve:
Yi ∼ Poiss(Miτi), (8.3)
kjer parameter izpeljemo iz enačbe za parameter opazovane incidence 5.2 v
poglavju 5.1:
Ei · ρi = Mi · τ · ρi = Mi · τ ·
τi
τ
= Mi · τi, (8.4)
pri čemer ρi predstavlja relativno tveganje za pojav bolezni v občini i. Pri opa-
zovani incidenci podatkov se moramo zavedati, da podatke o opazovani incidenci
generiramo za vsako občino posebej, neodvisno od drugih občin. Povzemimo
opisano generiranje podatkov:
1. Določi tveganje pojava bolezni za vsako občino (τi) in izračunaj skupno
tveganje τ (tveganje referenčne populacije).
2. Določi velikosti občin (Mi).
3. Iz tveganja pojava bolezni in velikosti občine izračunaj pričakovano inci-
denco za vsako občino i (Ei).
4. Generiraj opazovano incidenco Yi za vsako občino iz Poissonove porazdelitve
s parametrom Miτi.
8.1.2 Simulacije
Glede na vprašanje, na katerega želimo odgovoriti, določimo parametre, gener-
iramo podatke (kot smo to opisali že v preǰsnjem poglavju 8.1.1) in določimo
strukturo simulacij. Po korakih predstavimo osnovni potek simulacij.
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1. Določi tveganje pojava bolezni za vsako občino τi
in velikost občin Mi.
2. Izračunaj skupno tveganje τ in pričakovano incidenco Ei
za vsako občino.
3. Simulacija:
(a) Generiraj in shrani opazovano incidenco Yi.
(b) Na podatkih uporabi metodi INLA in Gibbs.
(c) Shrani povprečne vrednosti parametrov za vsako metodo.
4. Ponovi simulacijo 50-krat.
5. Iz rezultatov vseh simulacij izračunaj povprečne vrednosti
za vsako metodo.
Še enkrat poudarimo, da za simulacije enega primera ohranjamo enake po-
datke o tveganju, pričakovani incidenci in velikosti občin. V vsaki simulaciji se
spreminja le opazovano število primerov.
8.1.3 Mere učinkovitosti
Za primerjavo učinkovitosti se moramo odločiti, katere količine je za primerjavo
smiselno izračunati. Odločimo se za dve meri, ki ju bomo razložili na primeru,
ko smo tveganja vseh občin nastavili na enako vrednost, torej poznamo pravilno
vrednost relativnega tveganja za vsako občino, ki je natančno enaka 1. Zanima
nas torej, kako dobro metodi glajenja ocenjujeta vrednosti SKI, za katerega vemo,
da je enako 1.
• Prva mera je t.i. kvadratna napaka, ki jo dobimo tako, da za občino
izračunamo kvadrat odstopanja dobljenega relativnega tveganja od števila
1. Kvadrtatno napako za celotno državo dobimo tako, da kvadratne napake
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Kvadratna napaka se zdi smiselna mera, saj lahko z dobljenimi vrednostmi
primerjamo, katera izmed metod je z relativnimi tveganji bolj odstopala
od prave vrednosti (1). Povprečje kvadratnih napak imenujemo srednja
kvadratna napaka.
• Za drugo mero bomo uporabili delež občin, pri katerih relativno tve-
ganje od prave vrednosti (1) ne odstopa za 10% ali več. V primeru,
ko podatke generiramo tako, da je pravo tveganje povsod enako (torej 1),
gledamo tiste občine, pri katerih dobimo vrednosti glajenega relativnega
tveganja med 0, 9 in 1, 1. V magistrski nalogi smo to mero poimenovali
pokritje.
8.1.4 Prikaz rezultatov
Rezultate simulacij bomo predstavili v oblikah tabel, grafov in oz. ali opisno.
Vsi predstavljeni rezultati predstavljajo povprečje 50 ponovitev simulacije na
istih parametrih. Pri poročanju povprečnih kvadratnih napak bomo za vsako
ponovitev v sklopu istih vrednosti parametrov izračunali kvadratno napako, po-
dali pa bomo povprečje kvadratnih napak. Enako bomo naredili pri pokritjih, kjer
bomo za vsako ponovitev izračunali pokritje, poročali pa povprečno vrednost vseh
50 pokrtij za vsak sklop vrednosti parametrov. Opozorimo, da srednja kvadratna
napaka v našem primeru predstavlja povprečja kvadratnih napak znotraj ene sim-
ulacije, povprečna kvadratna napaka pa predstavlja povprečje kvadratnih napak
vseh simulacij.
Večinoma bomo rezultate prikazali kjer smo obdržali originalne vrednosti in
razvrstitev kazalnika primanjkljaja, in na tiste, kjer bomo vsem občinam nastavili
enako vrednost kazalnika primanjkljaja.
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8.2 Izvedba simulacij in ugotovitve
V naslednjih podpoglavjih bomo za vsako izmed vprašanj na kratko opisali, katere
parametre smo uporabili, kakšni so bili morebitni pomisleki in zapleti pri simuli-
ranju in ali smo lahko kaj ugotovili na podlagi dobljenih rezultatov.
8.2.1 Vpliv velikosti občin
S simulacijami želimo prikazati morebitne razlike v glajenju z INLA in Gibbsom
glede na velikost občin. Da bi lahko dejansko spremljali vpliv velikosti občin, pri
vseh simulacijah privzamemo:
• enako tveganje in
• enako število prebivalcev za vse občine.
Skozi vse simulacije bomo uporabljali skupno tveganje τ = 0, 0004, ki je enako
skupnemu tveganju države na realnih podatkih raka na dojki. Simulacije bomo
izvedli z originalnimi vrednostmi kazalnika primanjkljaja in v primeru, ko vsem
občinam dodelimo enako vrednost kazalnika primanjkljaja. V tabelah rezultatov
bomo to označili z orig EDI (originalen kazalnik primanjkljaja) in enak EDI
(enak kazalnik primanjkljaja za vse občine).
Rezultate bomo opazovali na naslednjih velikostih občin (kot smo že omenili,
”velikost” v našem primeru pomeni število prebivalcev ter ne velikost dejanske
geografske oblike):
50, 60, 70, 80, 90, 100,
250, 500, 750, 1.000, 1.500, 3.000,5.000,
10.000, 15.000, 20.000.
Zgornje vrednosti velikosti občin predstavljajo vrednosti za vsako občino v
državi. Prvi primer torej vsebuje 50 ponovitev glajenja z vsako metodo, kjer so
vse občine velikosti 50, v drugem primeru naredimo 50 ponovitev glajenja z vsako
metodo, kjer so vse občine velikosti 60 itd.
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Kljub temu da imamo v realnih podatkih večje velikosti občin zaradi 10-
letnega spremljanja, smo se odločili opazovati glajenje z INLA in Gibbsom tudi
na zelo majhnih občinah. Ker se bolezni lahko spremljajo v manǰsih časovnih
obdobjih in na manǰsi opazovani populaciji, smo se odločili obnašanje glajenja
pogledati na velikostih občin od 50 naprej.
Poglejmo si rezultate simulacij, ki smo jih pridobili s 50 ponovitvami za vsako
velikost občine najprej z INLA (tabela 8.1), nato pa še z Gibbsom (tabela 8.2).
velikost občin KN orig EDI KN enak EDI prileganjeorig EDI prileganjeenak EDI
50 2, 1213× 1070 48,6334 0,1031 0,1650
60 120,3543 47,9074 0,1356 0,2100
70 94, 6136 46,6647 0,1322 0,2026
80 8, 4312× 1069 42,7656 0,1206 0,1449
90 74,3805 29,7710 0,1706 0,1950
100 55,4910 26,0539 0,1959 0,1350
250 20,9431 20,9431 0,2877 0,3300
500 9,2971 5,4501 0,3518 0,4149
750 7,3922 3,8973 0,4568 0,5753
1.000 5,9558 3,4479 0,4699 0,5970
1.500 2,9253 1,5491 0,6271 0,7686
3.000 1,9118 1,081 0,7628 0,9124
5.000 1,1407 0,5858 0,8631 0,9547
10.000 0,5146 0,2508 0,9478 0,9923
15.000 0,3544 0,1868 0,9792 0,9986
20.000 0,2558 0,1759 0,9941 1,0000
Tabela 8.1: Rezultati simulacij z INLA, kjer prikazujemo povprečne rezultate po
simulacijah glede na velikost občin. Povprečna prileganja predstavljajo povprečje
deležev občin znotraj simulacije, ki za 10 % ali manj odstopajo od prave vrednosti.
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velikost občin KN orig EDI KN enak EDI prileganjeorig EDI prileganjeenak EDI
50 255,7253 151,7906 0,1023 0,1439
60 93,0718 49,660 0,1196 0,1689
70 186,3388 58,3263 0,1417 0,2107
80 139,2935 46,0976 0,1184 0,1852
90 77,3831 46,2986 0,1833 0,1347
100 70,3328 27,6376 0,1628 0,2493
250 26,7779 10,7408 0,2488 0,3254
500 9,0363 6,5697 0,3427 0,4041
750 8,7958 4,1910 0,3498 0,4779
1.000 8,1403 4,2477 0,4227 0,5301
1.500 4,3672 2,0842 0,5416 0,7664
3.000 2,2787 1,1601 0,6747 0,8313
5.000 1,3045 0,7469 0,7967 0,9067
10.000 0,6716 0,3616 0,9145 0,9802
15.000 0,5083 0,2419 0,9488 0,9909
20.000 0,3534 0,1951 0,9867 0,9998
Tabela 8.2: Rezultati simulacij z Gibbsom, kjer prikazujemo povprečne rezul-
tate po simulacijah glede na velikost občin. Povprečna prileganja predstavljajo
povprečje deležov občin znotraj simulacije, ki za 10 % ali manj odstopajo od
prave vrednosti.
Iz vrednosti povprečnih kvadratnih napak in povprečnih 10 % pokritij lahko
v tabelah 8.1 in 8.2 opazimo razlike med INLA in Gibbsom.
Ugotovitev 1: Z večanjem velikosti občin se pri obeh metodah kvadratne
napake manǰsajo, 10 % pokritja pa večajo.
Poglejmo rezultate pri originalnem kazalniku primanjkljaja. Največje razlike
so vidne pri kvadratnih napakah za majhne velikosti občin. Kvadratna napaka
je pri INLA do velikosti 100 zelo nestabilna in veliko večja kot pri Gibbsu. Od
velikosti 100 naprej se kvadratne napake pri obeh metodah začnejo manǰsati in
so pri INLA manǰse kot Gibbsu. Pri povprečnih vrednostih pokritja opazimo, da
ima INLA tudi pri manǰsih velikostih večje pokritje kot Gibbs. Zaradi vrednosti
pokritij, ki so za manǰse velikosti občin pri INLA bolǰse kot pri Gibbsu lahko
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sklepamo, da so kvadratne napake ogromne zaradi ekstremnih vrednosti, ki ni
nujno, da jih je veliko. INLA ima torej vseeno povprečno večje pokritje kot
Gibbs, kljub temu da v nekaterih primerih naredi ogromne napake.
Velika kvadratna napaka pri INLA je povezana s koeficientom pred kazal-
nikom primanjkljaja. Podatke smo generirali tako, da kazalnik primanjkljaja
nima vpliva na tveganje. Ko imamo majhno velikost občine in se redki primeri
(opazovana incidenca) prikažejo izključno v petem ali izključno v prvem kvantilu,
INLA v našem primeru nameni velik poudarek kazalniku. INLA redke primere
želi v veliki meri pojasniti s kazalnikom, medtem ko pri Gibbsu v istih primerih
ne najdemo tako ekstrmnih kvadratnih napak.
V primeru enakega kazalnika primanjkljaja za vse občine dobimo manǰse
kvadratne napake za INLA že pri manǰsih velikosti občin. Podobno velja za
povprečne vrednosti pokritij. Kvadratne napake pri INLA so v primeru enake
vrednosti kazalnika za vse občine neprimerljivo manǰse kot v primeru originalnih
vrednosti kazalnika. INLA torej v tej situaciji ne pojasnjuje ekstremnih vred-
nosti s kovariato. V primeru enakega kazalnika primanjkljaja obe metodi v večini
primerov kovariati dodelita ničelno vrednost.
Ugotovitev 2: V primerih, kjer je opazovana incidenca zelo redko neničelna,
INLA v nekaterih primerih, ko je vključena kovariata, ki na tveganje nima vpliva,
opazovano incidenco skuša pojasniti z nepomembno kovariato veliko bolj kot
Gibbs.
Možnosti za nadaljne raziskovanje: V magistrski nalogi smo opazovali
glajenje z INLA in Gibbsom samo pri eni vrednosti tveganja. Tveganja med
simulacijami nismo spreminjali. Kvadratne napake in pokritja niso odvisna samo
od vrednosti tveganja, ampak tudi od velikosti občin. Pri večjem tveganju bi
bila generirana incidenca večja, kar bi posledično vodilo do manǰsih napak tudi
pri manǰsih velikosti občin. Za nadaljne raziskovanje bi bilo smiselno opazovati,
kako se pri istih velikostih občin in različnih vrednostih tveganja spreminjajo
povprečne kvadratne napake in povprečna pokritja.
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8.2.2 Vpliv števila sosedov
V tem podpoglavju si bomo pogledali povprečne kvadratne napake za obe metodi
glede na število sosedov. Frekventistično tabelo števil sosedov 7.2 smo podali že
v poglavju glajenja na realnih podatkih.
Cilj tega dela simulacij je ugotoviti, katera izmed metod v povprečju naredi
manǰso napako pri glajenju glede na število sosedov. Kljub temu da nimamo
nobene občine z 12 sosedami in sta za 13 in 14 primerov le dve občini, bomo pri
predstavitvi rezultatov vseeno pogledali rezultate za vsa števila sosedov. Omejili




V vsaki simulaciji bomo najprej izračunali kvadratno napako za vsako občino
posebej, nato pa izračunali povprečje kvadratnih napak za vsako število sosedov.
Opozorimo, da vsote povprečij v tabelah 8.5, 8.6, 8.3, 8.4 niso enake
povprečnim kvadratnim napakam za celotno državo (tabeli 8.1, 8.2), saj tukaj
računamo povprečja po posameznem številu sosedov.
Povprečne kvadratne napake smo dobili iz simulacij preǰsnjega podpoglavja
8.2.1. Rezultate smo predstavili v štirih tabelah:
• povprečne srednje kvadratne napake pri INLA, kjer so vrednosti kazalnika
primanjkljaja za vse občine eneke (tabela 8.3),
• povprečne srednje kvadratne napake pri Gibbsu, kjer so vrednosti kazalnika
primanjkljaja za vse občine eneke (tabela 8.4),
• povprečne srednje kvadratne napake pri INLA pri originalnem kazalniku
primanjkljaja (tabela 8.5),
• povprečne srednje kvadratne napake pri Gibbsu pri originalnem kazalniku
primanjkljaja (tabela 8.6).
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INLA
50 100 1.000 10.000
1 0,001 0,398 0,033 0,003
2 0,037 0,263 0,027 0,003
3 0,077 0,245 0,028 0,003
4 0,093 0,247 0,029 0,003
5 0,087 0,197 0,026 0,003
6 0,098 0,187 0,026 0,003
7 0,072 0,208 0,025 0,002
8 0,063 0,188 0,024 0,002
9 0,091 0,189 0,026 0,003
10 0,113 0,122 0,023 0,002
11 0,066 0,119 0,019 0,002
13 0,113 0,123 0,023 0,002
14 0,043 0,117 0,017 0,001
Tabela 8.3: Prikaz povprečij sred-
njih kvadratnih napak glede na
število sosedov pri INLA in kazal-
niku primankljaja, ki je enak za
vse občine.
Gibbs
50 100 1.000 10.000
1 0,489 0,209 0,027 0,002
2 2,098 0,202 0,026 0,003
3 2,783 0,137 0,020 0,002
4 0,382 0,130 0,019 0,002
5 0,276 0,128 0,019 0,002
6 0,244 0,119 0,019 0,002
7 0,294 0,118 0,019 0,001
8 0,234 0,118 0,019 0,001
9 0,257 0,118 0,019 0,002
10 0,249 0,115 0,018 0,002
11 0,234 0,111 0,020 0,001
13 0,239 0,119 0,019 0,002
14 0,242 0,121 0,018 0,002
Tabela 8.4: Prikaz povprečij
srednjih kvadratnih napak glede
na število sosedov pri Gibbsu in
kazalniku primankljaja, ki je enak
za vse občine.
Ugotovitev 3: Z večanjem števila sosedov se povprečna srednja kvadratna
napaka za velikosti občin 100, 1.000 in 10.000 manǰsa za obe metodi pri originalni
vrednosti kazalnika primanjkljaja in pri enaki vrednosti kazalnika primanjkljaja.
V zgoraj omenjenih tabelah (8.5, 8.6, 8.3, 8.4) vidimo, da se povprečne
napake zmanǰsujejo z večanjem sosedov pri velikostih 100, 1.000 in 10.000.
Seveda moramo biti pozorni pri tistih vrednostih, kjer je malo občin s takšnim
številom sosedov. Z večanjem števila sosedov se povprečne napake zmanǰsujejo,
ne glede na to, katero metodo opazujemo (INLA ali Gibbs) in ne glede na to,
ali vključimo originalne vrednosti kazalnika primanjkljaja ali pa vsem občinam
nastavimo enako vrednost kazalnika, in za dovolj velike velikosti občin. Vrednosti
povprečij srednjih kvadratnih napak pri velikosti 50 se ne tako vidno konstantno
zmanǰsujejo z večanjem števila sosedov kot pri ostalih velikostih občin.
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INLA
50 100 1.000 10.000
1 1, 4× 1063 0,596 0,054 0,003
2 4, 2× 1067 0,352 0,036 0,002
3 1, 1× 1068 0,309 0,031 0,003
4 1, 4× 1068 0,309 0,031 0,003
5 1, 1× 1068 0,225 0,026 0,002
6 1, 1× 1068 0,212 0,023 0,002
7 8, 4× 1067 0,253 0,027 0,002
8 3, 9× 1067 0,226 0,026 0,002
9 7, 2× 1067 0,224 0,024 0,002
10 1, 9× 1048 0,132 0,015 0,002
11 6, 4× 1047 0,118 0,016 0,002
13 1, 9× 1048 0,133 0,015 0,002
14 1, 5× 1028 0,112 0,016 0,001
Tabela 8.5: Prikaz povprečij sred-
njih kvadratnih napak glede na
število sosedov pri INLA in orig-
inalnem kazalniku primanjkljaja
Gibbs
50 100 1.000 10.000
1 0,670 0,825 0,068 0,003
2 2,087 0,429 0,050 0,004
3 4,466 0,380 0,042 0,003
4 0,992 0,377 0,042 0,003
5 0,567 0,300 0,036 0,003
6 0,523 0,294 0,034 0,003
7 0,480 0,299 0,036 0,003
8 0,414 0,267 0,034 0,002
9 0,486 0,299 0,034 0,003
10 0,412 0,228 0,025 0,003
11 0,311 0,177 0,023 0,002
13 0,412 0,234 0,026 0,003
14 0,255 0,158 0,021 0,001
Tabela 8.6: Prikaz povprečij sred-
njih kvadratnih napak glede na
število sosedov pri Gibbsu in orig-
inalnem kazalniku primanjkljaja.
Vrednosti v zgornji tabeli predstavljajo povprečja srednjih kvadratnih na-
pak. Poudarimo, da tukaj opazujemo srednje kvadratne napake, torej povprečno
kvadratno napako za vsa števila sosedov.
Najprej smo si pogledali, kakšen vpliv ima velikost občin na povprečne vre-
dnosti kvadratnih napak. Pri velikosti 10.000 so kvadratne napake že tako ma-
jhne, da med pristopoma ne opazimo razlik. Prav tako v tem primeru ni vidnega
vpliva kazalnika primanjkljaja. Kjer imamo velike občine, število sosedov nima
vidnega vpliva na kvadratno napako, ampak je pri vseh številih sosedov povprečna
kvadratna napaka praktično enaka. Pri manǰsih občinah znova opazimo velike na-
pake pri INLA, tukaj pa dodatno še ugotovimo, da ta napaka ni vezana na število
sosedov, saj je pri vseh sosedih izrazito velika.
Ugotovitev 4: Pri dovolj velikih velikosti (v našem primeru je to 10.000)
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občin ne vidimo več opaznih razlik pri kvadratnih napakah med različnim številom
sosedov ne glede na uporabljen pristop in vključitev kazalnika primanjkljaja.
Možnosti za nadaljne raziskovanje: V magistrski nalogi smo pogledali
samo določene velikosti občin in opazovali zgolj nek trend, kako se srednje
kvadratne spreminjajo z večanjem števila sosedov. Za bolǰso posplošitev bi bilo
smiselno ustvariti prostor, kjer bi bilo za vsako število sosedov dovolj veliko oz.
primerljivo število občin. V magistrski nalogi smo se omejili na prostorsko struk-
turo Slovenije. Prav tako bi za mejo, kjer ni več bistvenega vpliva števila sosedov,
simulacije morali izvesti na večih velikostih občin. Mi smo vzeli zelo majhno in
zelo veliko velikost občin pri enem samem tveganju. Kot že pri simulacijah v
preǰsnjem podpoglavju 8.2.1, bi bilo tudi tukaj smiselno rezultate primerjati za
različna tveganja.
8.2.3 Prepoznavanje skupin tveganj
V naslednjih simulacijah bomo ugotavljali, kako metodi gladita vrednosti rela-
tivnega tveganja, če državo razdelimo na vzhodne in zahodne občine. V tem delu
bomo namesto prave vrednosti, ki je bila do sedaj enaka 1, občine razdelili v dve
skupini in vsaki skupini določili drugačno tveganje. Opozorimo, da prava vred-
nost relativnega tveganja v tem primeru ni enaka 1. Občine bomo razvrstili tako,
da je v obeh skupinah bilo približno enako število prebivalcev. V simulacijah
smo se odločili pustiti originalne vrednosti kazalnika primanjkljaja, saj smo želeli
opaziti, ali ta vpliva na prepoznavanje dveh skupin.
Za vzhodno in zahodno skupino bomo za štiri kombinacije različnih tveganj
za zahodni in vzhodni del Slovenije generirali opazovano incidenco in izvedli sim-
ulaicije:
1. tveganje vzhod: 0, 0001 (relativno tveganje: 0, 329), tveganje zahod: 0, 0005
(relativno tveganje: 1, 644),
2. tveganje vzhod: 0, 1 (relativno tveganje: 0, 329), tveganje zahod: 0, 5 (rel-
ativno tveganje: 1, 644),
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3. tveganje vzhod: 0, 40 (relativno tveganje: 0, 987), tveganje zahod: 0, 41
(relativno tveganje: 1, 012),
4. tveganje vzhod: 0, 00040 (relativno tveganje: 0, 987), tveganje zahod:
0, 00041 (relativno tveganje: 1, 012).
Za zgornje kombinacije tveganj smo se odločili, ker želimo preveriti, kako
različne razlike v tveganjih vplivajo na prepoznavanje meje med vzhodnimi in
zahodnimi izbranimi občinami. Prvi dve točki imata sicer enaki relativni tveganji,
se pa razlikujeta po absolutnem tveganju, kar vpliva na generirano opazovano
incidenco. Enako velja za tretjo in četrto točko. Opazovali bomo:
• razliko med absolutnimi tveganji, kjer smo ohranili enako relativno tve-
ganje,
• vpliv razlike v relativnem tveganju.
Pričakovana incidenca v posamezni občini je seveda vezana na referenčno po-
pulacijo, torej skupno tveganje, ki ga izračunamo na podlagi združenih podatkov
vzdhoda in zahoda Slovenije skupaj:
skupno tveganje =
št. prebivalcev V · tveganje V + št. prebivalcev Z · tveganje Z
št. prebivalcev V + št. prebivalcev Z
(8.6)
Zgornja formula 8.6 je dodana za lažjo interpretacijo in razumevanje, ampak je
seveda enakovredna do sedaj uporabljenim formulam. Na podlagi skupnega tve-
ganja smo izračunali pričakovano incidenco za vsako občino (Ei·skupno tveganje),
opazovano incidenco za vsako občino pa smo izračunali na podlagi velikosti občine
in tveganje območja, v katerem se občina nahaja (velikost občine · tveganjeV ali
velikost občine · tveganjeZ). Za vsak par tveganj smo izvedli 50 simulacij in
izračunali povprečno relativno tveganje (SKI) pred in po glajenju z INLA in
Gibbsom.
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Na zemljevidih smo za vsak par tveganj najprej pogledali povprečne izračune
SKI glede na generirane vrednosti, nato pa primerjali še povprečna glajena rela-
tivna tveganja z INLA in Gibbsom. S primerjavo smo želeli ugotoviti, kako metodi
zgladita vrednosti.
Prva primerjava tveganj je med 0, 0001 in 0, 0005. Vrednosti tveganj sta ma-
jhni, zato smo že pri povprečnem SKI pričakovali (predvsem pri manǰsih občinah)
kakšna odstopanja pri opazovani incidenci, ki bi vplivala na uvrstitev vrednosti
SKI v kategorije. Na zemljevidu 8.1 lahko opazimo mejo med vzhodnimi in
zahodnimi občinami. Nekaj občin znotraj skupine izstopa od povprečnih vre-
dnosti skupine, saj smo vzeli majhni tveganji bolezni, majhna števila pa so bolj
podvržena naključjem. Zemljevida 8.1b in 8.1c prikazujeta glajene vrednosti
z INLA in Gibbsom. Opazimo lahko, da sta obe metodi zaznali razlike med
vzhodom in zahodom Slovenije, kar pomeni, da glajenje ni odstranilo razlik mejne
občine pa sta obe metodi gladili. Povprečja glajenih SKI občin, ki so na izbrani
meji, so se zgladila proti srednji kategoriji. Obe metodi sta ugotovili, da gre za
različna tveganja na zahodu in vzhodu, kjer so na vzhodu bila povprečna glajena
relativna tveganja vǐsja kot na vzhodu.
Pogledali smo si, kako se spremenijo rezultati, če pustimo enako relativno
tveganje kot pri prvi primerjavi, a povečamo absolutna tveganja. S primerjavo s
tveganji 0, 1 in 0, 5 smo želeli preveriti tudi, ali v primeru zares velikih razlik v
tveganjih metodi slučajno gladita relativna tveganja mejnih občin. Na zemljevidu
8.2, na katerem imamo prikazane vrednosti SKI (povprečje 50 simulacij), vidimo
jasno razliko med vzhodnimi in zahodnimi občinami. Pri generiranju zaradi ve-
likega tveganja pride do jasne razlike, prav tako pa imamo na celotnem zemljevidu
samo dve kategoriji. Rezultati povprečnih glajenih SKI so prikazani na zemljev-
idih 8.2b in 8.2c. Opazimo, da pri veliki razliki med tveganji nobena izmed metod
ne gladi vrednosti tako, da bi relativna tveganja padla iz prvotnih kategorij. Pri
Gibbsu se povprečni glajeni SKI od povprečnega generiranega neglajenega SKI
razlikuje za največ 0, 01, pri INLA pa za največ 0, 02, vendar samo pri eni vre-
dnosti, ostale so pod 0, 01 Največja razlika med povprečjem glajenih relativnih
tveganj pri Gibbsu in INLA je 0, 002, kar nakazuje na to, da pri velikih razlikah v
tveganju, na podlagi kateriega so bile vrednosti generirane, metodi zelo podobno
gladita oz. v tem primeru ne gladita.
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Ugotovitev 5a: Pri veliki razliki med tveganji in veliki razliki med generira-
nimi SKI, kjer smo občine razdelili na vzhodne in zahodne, nobena izmed metod
ne zgladi niti meje med različnima tveganjema, ampak jo ohranita jasno.
Ugotovitev 5b: Pri enakih (generiranih) relativih tveganjih, a manǰsih tve-
ganjih INLA in Gibbs začneta gladiti relativna tveganja občin okrog meje med
skupinama.
Kot smo že opazili, na pričakovano in (generirano) opazovano incidenco vpli-
vata tveganje skupin in število prebivalcev v posameznem območju. V naslednjem
primeru smo raziskali primer, kjer je razlika med tveganji sicer velika, razlika med
relativnimi tveganji pa majhna. Opazovali smo glajenje pri absolutnih tveganjih
0, 4 in 0, 41. Glede na generirane podatke smo izračunali vrednosti SKI, ki pa se
zaradi majhne razlike tveganj in relativnih tveganj razvrstijo samo v eno kate-
gorijo. Ker imajo občine na vzhodu in zahodu veliko tveganje, nimamo primerov
občin z odstopanimi vrednostmi SKI.
Kjer smo vzhodnemu in zahodnemu deli dodelili tveganji 0, 0004 in 0, 00041,
sta obe metodi generirane vrednosti relativnega tveganja razvrstili v isto kate-
gorijo. Na sliki 8.4 smo narisali SKI pred glajenjem, kjer imamo zaradi majhnih
tveganj nekaj občin, ki imajo vrednost SKI v drugih kategorijah. S tem vidimo
občutljivost pri majhnih vrednosti tveganja (ki smo ga opazili že pri tveganjih
0, 0001 in 0, 0005, kjer pa je razlika med vzhodom in zahodom zaradi večje razlike
relativnih tveganj bila kljub temu vidna). V tem primeru se je izkazalo, da sta
obe metodi vse vrednosti zgladili v isto kategorijo, kar je, glede na zelo majhno
absolutno razliko in fiksno barvno skalo, smiselno.
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1. Tveganje vzhod: 0, 0001, tveganje zahod: 0, 0005.
(a) SKI pred glajenjem.
(b) Zglajen SKI z INLA. (c) Zglajene SKI z Gibbsom.
Slika 8.1: SKI (povprečja 50 simulacij) pred (a) in po glajenju z INLA (b) in
Gibbsom (c), kjer je tveganje za vzhod 0.0001 in zahod 0.0005.
8.2 Izvedba simulacij in ugotovitve 71
2. Tveganje vzhod: 0, 1, tveganj zahod: 0, 5.
(a) SKI pred glajenjem.
(b) Zglajen SKI z INLA. (c) Zglajen SKI z Gibbsom.
Slika 8.2: SKI (povprečja 50 simulacij) pred (a) in po glajenju z INLA (b) in
Gibbsom (c), kjer je tveganje za vzhod 0, 1 in zahod 0, 5.
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3. Tveganje vzhod: 0, 4, tveganj zahod: 0, 41.
(a) SKI pred glajenjem.
(b) Zglajen SKI z INLA. (c) Zglajen SKI z Gibbsom.
Slika 8.3: SKI (povprečja 50 simulacij) pred (a) in po glajenju z INLA (b) in
Gibbsom (c), kjer je tveganje za vzhod 0, 4 in zahod 0, 41.
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4. Tveganje vzhod: 0, 0004, tveganj zahod: 0, 00041.
(a) SKI pred glajenjem.
(b) Zglajen SKI z INLA (c) Zglajen SKI z Gibbsom.
Slika 8.4: SKI (povprečja 50 simulacij) pred (a) in po glajenju z INLA (b) in
Gibbsom (c), kjer je tveganje za vzhod 0, 0004 in zahod 0, 00041.
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Ugotovitev 6: Kjer so vrednosti tveganj majhne, so tudi pri večjih razlikah
relativnih tveganj na prikazanih primerih, vrednosti SKI bolj občutljive, saj so
vezane na opazovano incidenco.
Možnosti za nadaljne raziskovanje: Zanimivo bi bilo opazovati, kakšni
tveganji in relativni tveganji oz. kakšno razliko med tveganji vzhodnih in za-
hodnih občin in med relativnimi tveganji vzhodnih in zahodnih občin bi morali
nastaviti, da metodi več ne gladita meje in kdaj glajene vrednosti vseh občin
padejo v eno kategorijo. S tem bi lahko ugotovili, ali sta meji za metodi različni.
Glede na to, da smo upoštevali realne velikosti občin, bi bilo smiselno glajenje
med vzhodom in zahodom preveriti še na različnih velikostih občin. S takšnimi
simulacijami lahko opazujemo vpliv absolutne razlike med tveganji in relativ-
nimi tveganji, kar bi se lahko uporabilo pri ugotavljanju, za nad katero mejo za
tveganja oz. opazovano incidenco vrednosti SKI ni potrebno več gladiti.
8.2.4 Vpliv razporeditve občin
Zanima nas, kako različne rezultate glajenje dobimo v primeru, če prvotno
razvrstitev permutiramo. V model ne bomo vključili kazalnika primanjkljaja,
saj bomo opazovali samo lokacijski vpliv.
Tveganje za vse občine ohranimo enako, tako da lahko izračunamo kvadratne
napake glajenih relativnih tveganj. Naključno petkrat spremenimo postavitev
občin (torej velikosti občin, pri čemer imamo ponovno v mislih število prebivalcev
ter ne geografske površine občin), vedno pa ohranimo enako tveganje (0, 0004).
Pred tabelaričnim prikazom rezultatov za vsako permutacijo (vključno z
originalno) poglejmo pobarvan zemljevid glede na decile velikosti. Velikosti
občin razvrstimo v 10 razredov. Na petih naključnih permutacijah opazujemo
kvadratne napake glede na razporeditev.
Decile sestavljajo naslednji intervali velikosti (glede na število prebivalcev):
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1. 895− 4.986 6. 14.711− 18.741
2. 4.987− 7.621 7. 18.742− 25.606
3. 7.622− 10.279 8. 25.607− 36.217
4. 10.280− 11.984 9. 36.217− 56.769
5. 11.985− 14.710 10. 56.770− 804.316
Tabela 8.7: Razvrstitev velikosti občin v decile, kjer decile predstavimo z inter-
vali.
Pri originalni razporeditvi na zemljevidu 8.5 opazimo, da na zahodu ni občin
iz prvega decila. Prav tako vidimo, da razporeditev velikosti ni popolnoma
naključna, saj so občine v centru države, večino najmanj poseljenih občin pa
najdemo na vzhodnem delu države. Z naključno razvrstitvijo občin smo želeli
ugotoviti, kako INLA in Gibbs gladita, če so velikosti občin popolnoma neodvisne
od lokacije v državi.
76 Primerjava metod s simulacijami
Slika 8.5: Zemljevid originalnih razporeditev velikosti občin v 10 skupin, pri
čemer so v prvem razredu občine z najmanǰsim številom prebivalcev, v desetem
pa z največjim (tabela 8.7).
Na zemljevidih naključne razporejenosti občin (zemljevidi 8.6a, 8.6b, 8.6c,
8.6d in 8.6e) vidimo razporejenost velikosti v decilih. Zanimalo nas je, kako se
sedaj razlikujejo povprečne kvadratne napake pri različnih permutacijah velikosti
občin. Povprečne kvadratne napake, povrečna pokritja in povprečne standardne
napake brez vključitve kazalnika smo prikazali v tabelah 8.8, 8.9 in 8.10. Pri
interpretaciji rezultatov se moramo zavedati, da povprečne kvadratne napake
opazujemo samo za pet različnih permutacij. Morebitne razlike med metodama
so zaradi malega števila permutacij lahko zgolj naključne. Za večjo stabilnost
rezultatov bi bilo potrebno simulacije izvesti na večih permutacijah, kar pa zaradi
časovne zahtevnosti glajenja z Gibbsom v magistrski nalogi ni bilo izvedljivo. Z
Gibbsom smo za simulacije na petih permutacijah porabili pet ur (povprečno eno
uro za permutacijo). Če bi izvedli simulacije za sto permutacij (s čimer bi dobili
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pravilneǰse zaključke o obnašanju metod), bi računanje v R vzelo približno 100
ur.
(a) Prva permutacija. (b) Druga permutacija.
(c) Tretja permutacija. (d) Četrta permutacija.
(e) Peta permutacija.
Slika 8.6: Zemljevidi razporeditve v permutacije velikosti občin v 10 skupin za
različne permutacije.
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Permutacija KN INLA KN Gibbs






Tabela 8.8: Povprečja kvadratnih napak pri INLA in Gibbsu za različne per-
mutacije občin brez vključenega kazalnika primanjkljaja.
Permutacija pokritje INLA pokritje Gibbs






Tabela 8.9: Povprečje 10 % pokritij (10 % pokritje smo definirali kot delež vseh
tistih občin, ki se od prave vrednosti 1 razlikujejo za manj kot 10 %) pri INLA in
Gibbsu za različne permutacije občin brez vključenega kazalnika primanjkljaja.
Permutacija sd INLA sd Gibbs






Tabela 8.10: Povprečje 10 % pokritij (10 % pokritje smo definirali kot delež vseh
tistih občin, ki se od prave vrednosti 1 razlikujejo za manj kot 10 %) pri INLA in
Gibbsu za različne permutacije občin brez vključenega kazalnika primanjkljaja.
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(b) Glajenje z Gibbsom.
Slika 8.7: Povprečne kvadratne napake glajenja z INLA (a) in Gibbsom (b) glede
na decile za vsako permutacijo. Na grafih smo z rdečo barvo označili rezultate
originalne razporeditve velikosti občin, ostalih permutacij nismo obarvali, saj so
v obeh primerih vezane na vrstni red.
Iz grafov 8.7 smo opazili, da pri Gibbsu prihaja do večjih variacij kvadra-
tnih napak. Glede na tabelarične rezultate in grafa decilov vidimo, da Gibbs
v povprečju daje nekoliko večje kvadratne napake ne glede na posamezno per-
mutacijo. Pri Gibbsu povprečne kvadratne napake med razporeditvijo velikosti
občin bolj nihajo.
Ugotovitev 7: Kvadratne napake pri opazovanih permutacijah z
naključnimi razporeditvami občin so v povprečju večje kot pri originalni razpore-
ditvi, ki upoštevajo realno razporeditev občin v državi. V nalogi smo opazovali
vrednosti le za 5 različnih naključnih permutacij. Na podlagi teh nekaj primerov
smo ugotovili, da z INLA dobimo manǰse kvadratne napake in bolǰsa pokritja.
Možnosti za nadaljne raziskovanje: Kot smo že omenili, smo naredili
premalo permutacij, da bi lahko o obnašanju metod pri permutiranih velikostih
občin sklepali bolj v splošnem. Smiselno bi bilo preveriti, kako metodi gladita
pri večih ponovitvah permutacijah in če pri permutacijah, ki so bolj podobne
originalni razporeditvi, pride do manǰsih kvadratnih napak.
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9 Zaključek
Cilj naloge je bil primerjava glajenja zemljevidov SKI raka dojk z INLA in Gibb-
som, na podlagi česar bi lahko podali nek splošen nasvet, v katerih primerih je
katera metoda priporočljiva bolj. INLA v vseh primerih izračune izvede veliko
hitreje, seveda pa je smiselno opazovati, če so rezultati podobni kot z Gibbsom.
V nalogi smo prǐsli do naslednjih ugotovitev:
• INLA je veliko bolj nestabilna kot Gibbs pri občinah z majhnim številom
prebivalcev in pri enakem tveganju, kjer v model vključimo kovariato.
• INLA ima v povprečju manǰse kvadratne napake kot Gibss, pri Gibbsu pa
je vsota razlik vsake občine od njenih sosedov manǰsa kot pri INLA.
• Pri enakem tveganju se z večanjem števila prebivalcev v občinah (kjer
smo vsem občinam dodelili enako število prebivalcev) manǰsajo povprečne
kvadratne napake pri obeh metodah.
• Pri dovolj velikem številu prebivalcev v občinah pri enakem tveganju (kjer
imajo vse občine velikost vsaj 100), se z večanjem števila sosedov manǰsa
povprečna kvadratna napaka pri obeh metodah.
• Pri velikem številu prebivalcev v občinah, kjer smo za celotno državo upora-
bili enako tveganje, kvadratna napaka ni odvisna od števila sosedov.
• Glajenje (oz. kvadratne napake) je odvisno od relativnega in absolutnega
tveganja.
V tej magistrski nalogi smo ugotovili, da ne moremo podati splošnega nasveta,
katera metoda je primernǰsa za glajenje kazalnika bremena raka kot je SKI za
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redke bolezni (npr. rak dojk pri ženskah do vključno 49 let). V prihodnjih
raziskavah bi se lahko lotili dodarih simulacij, da bi lahko prǐsli do splošneǰsih
ugotovitev.
V praksi se velikokrat sprašujemo, kdaj se vrednosti ne splača več gladiti.
Na podlagi simulacij v magistrski nalogi lahko povemo, da je smiselnost glajenja
odvisna tako od velikosti geografskih enot kot tudi od pogostosti pojava bolezni.
V primerih, kjer imamo majhne geografske enote, glajenje ni nujno potrebno, če
opazujemo razporejanje zelo pogoste bolezni. Kljub velikim geografskim enotam
pa je glajenje lahko potrebno, če opazujemo zelo redko bolezen.
Pri odločanju med uporabo INLA ali Gibbsa moramo upoštevati več de-
javnikov. Če predvidevamo, da pojav bolezni v neki občini ni zelo odvisen od
sosednjih občin, bi lahko na podlagi dobljenih rezultatov zaključili, da je INLA
primerna metoda za glajenje. Paziti moramo le, da število prebivalcev v občinah
oz. pričakovane incidence niso premajhne. Če je tveganje za pojavljanje bolezni
bolj odvisno od sosednjih občin, potem je lahko smiselna uporaba Gibbsa, saj da
več poudarka na sosednjih vrednostih, kar je verjetno posledica originalnega na-
mena BYM modela (glajenje pikslov na sliki). Pri simulacijah bi lahko zaključili,
da je INLA v skoraj vseh primerih bolǰsa glede na povprečne kvadratne napake in
pokritja, vendar se moramo zavedati, da so bili podatki bili generirani prostorsko
neodvisno, kar po zgornjih zaključkih da prednost tej metodi.
V magistrski nalogi smo odprli veliko novih vprašanj za nadaljne raziskave,
ki bi zahtevale veliko procesorske moči, predvsem za izvedbo simulacij z Gibb-
som. Zanimivo bi bilo preveriti rezultate tudi na prostorsko odvisnih generiranih
podatkih, kjer bi lahko bolje videli, kakšne so razlike pri prostorsko odvisnih po-
datkih med Gibbsom in INLA. Nekaj zanimivih iztočnic smo videli že pri glajenju
na realnih podatkih. Zanimalo nas bi lahko tudi, kako dobro katera metoda pusti
pri miru (torej ne zgladi) SKI za občino z dejanskim večjim relativnim tveganjem
ter pri katerem ptevilu prebivalcev in relativnem tveganju se to zgodi.
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Priloga I: Spodnja tabela prikazuje vseh 211 občin, z identifikacijskimi
številkami, ki smo jih uporabili v magistrski nalogi. Identifikacijske številke se
nanašajo na šifro poligona posamezne občine.
Občina ID občine Občina ID občine
Ajdovščina 1 Dornava 24
Apače 195 Dravograd 25
Beltinci 2 Duplek 26
Benedikt 148 Črenšovci 15
Bistrica Ob Sotli 149 Črna Na Koroškem 16
Bled 3 Črnomelj 17
Bloke 150 Gorenja Vas-Poljane 27
Bohinj 4 Gorǐsnica 28
Borovnica 5 Gorje 207
Bovec 6 Gornja Radgona 29
Braslovče 151 Gornji Grad 30
Brda 7 Gornji Petrovci 31
Brežice 9 Grad 158
Brezovica 8 Grosuplje 32
Cankova 152 Hajdina 159
Celje 11 Hodoš 161
Cerklje Na Gorenjskem 12 Hoče-Slivnica 160
Cerknica 13 Horjul 162
Cerkno 14 Hrastnik 34
Cerkvenjak 153 Hrpelje-Kozina 35
Cirkulane 196 Idrija 36
Destrnik 18 Ig 37
Divača 19 Ilirska Bistrica 38
Dobje 154 Ivančna Gorica 39
Dobrepolje 20 Izola 40
Dobrna 155 Jesenice 41
Dobrova-Polhov Gradec 21 Jezersko 163
Dobrovnik 156 Juršinci 42
Dol Pri Ljubljani 22 Kamnik 43
Dolenjske Toplice 157 Kanal 44
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Občina ID občine Občina ID občine
Domžale 23 Kidričevo 45
Kobarid 46 Medvode 71
Kobilje 47 Mengeš 72
Kočevje 48 Metlika 73
Komen 49 Mežica 74
Komenda 164 Miklavž Na Dravskem Polju 169
Koper 50 Miren-Kostanjevica 75
Kostanjevica Na Krki 197 Mirna 212
Kostel 165 Mirna Peč 170
Kozje 51 Mislinja 76
Kranj 52 Mokronog-Trebelno 199
Kranjska Gora 53 Moravče 77
Križevci 166 Moravske Toplice 78
Krško 54 Mozirje 79
Kungota 55 Murska Sobota 80
Kuzma 56 Muta 81
Laško 57 Naklo 82
Lenart 58 Nazarje 83
Lendava 59 Nova Gorica 84
Litija 60 Novo Mesto 85
Ljubljana 61 Odranci 86
Ljubno 62 Oplotnica 171
Ljutomer 63 Ormož 87
Logatec 64 Osilnica 88
Log-Dragomer 208 Pesnica 89
Loška Dolina 65 Piran 90
Loški Potok 66 Pivka 91
Lovrenc Na Pohorju 167 Podčetrtek 92
Luče 67 Podlehnik 172
Lukovica 68 Podvelka 93
Maǰsperk 69 Poljčane 200
Makole 198 Polzela 173
Maribor 70 Postojna 94
Markovci 168 Prebold 174
Preddvor 95 Slovenj Gradec 112
Prevalje 175 Slovenska Bistrica 113
Ptuj 96 Slovenske Konjice 114
Puconci 97 Šmarje Pri Jeľsah 124
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Občina ID občine Občina ID občine
Radeče 99 Šmarješke Toplice 206
Radenci 100 Šmartno Ob Paki 125
Radlje Ob Dravi 101 Šmartno Pri Litiji 194
Radovljica 102 Sodražica 179
Rače-Fram 98 Solčava 180
Ravne Na Koroškem 103 Šoštanj 126
Razkrižje 176 Sredǐsče Ob Dravi 202
Rečica Ob Savinji 209 Starše 115
Renče-Vogrsko 201 Štore 127
Ribnica 104 Straža 203
Ribnica Na Pohorju 177 Sv. Trojica V Slov. Goricah 204
Rogaška Slatina 106 Sveta Ana 181
Rogašovci 105 Sveti Andraž V Slov. Goricah 182
Rogatec 107 Sveti Jurij Ob Ščavnici 116
Ruše 108 Sveti Jurij V Slov. Goricah 210
Šalovci 33 Sveti Tomaž 205
Selnica Ob Dravi 178 Tabor 184
Semič 109 Tǐsina 10
Šempeter-Vrtojba 183 Tolmin 128
Šenčur 117 Trbovlje 129
Šentilj 118 Trebnje 130
Šentjernej 119 Trnovska Vas 185
Šentjur 120 Tržič 131
Šentrupert 211 Trzin 186
Sevnica 110 Turnǐsče 132
Sežana 111 Velenje 133
Škocjan 121 Velika Polana 187
Škofja Loka 122 Velike Lašče 134
Škofljica 123 Veržej 188
Videm 135 Žalec 190
Vipava 136 Zavrč 143
Vitanje 137 Železniki 146
Vodice 138 Žetale 191
Vojnik 139 Žiri 147
Vransko 189 Žirovnica 192
Vrhnika 140 Zreče 144
Vuzenica 141 Žužemberk 193
Zagorje Ob Savi 142
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Priloga II: Prikaz vrednosti SIR-a za vse občine za obdobje od 2006 do 2015.
Vrednosti so zaokrožene na štiri decimalna mesta.
Občina SIR Občina SIR
Ajdovščina 0.8462 Domžale 1.0294
Apače 1.3089 Dornava 0.8797
Beltinci 0.6770 Dravograd 0.8112
Benedikt 0.000 Duplek 0.996
Bistrica Ob Sotli 0.5851 Črenšovci 0.4271
Bled 0.9424 Črna na Koroškem 0.9962
Bloke 0.5623 Črnomelj 1.0126
Bohinj 1.7147 Gorenja Vas-Poljane 0.9874
Borovnica 1.4373 Gorǐsnica 1.4215
Bovec 0.8293 Gorje 0.8950
Braslovče 0.6142 Gornja Radgona 1.4549
Brda 0.8607 Gornji Grad 0.6987
Brežice 1.0414 Gornji Petrovci 0.8445
Brezovica 0.5825 Grad 0.7959
Cankova 1.1855 Grosuplje 0.6061
Celje 1.3244 Hajdina 1.0958
Cerklje na Gorenjskem 0.8098 Hodoš 0.000
Cerknica 0.9845 Hoče-Slivnica 0.5803
Cerkno 1.2763 Horjul 2.2761
Cerkvenjak 1.2090 Hrastnik 0.7372
Cirkulane 0.3665 Hrpelje-Kozina 0.8312
Destrnik 1.5792 Idrija 0.6805
Divača 0.6581 Ig 0.7703
Dobje 0.8082 Ilirska Bistrica 1.0273
Dobrepolje 1.5927 Ivančna Gorica 0.7501
Dobrna 0.000 Izola 0.4825
Dobrova-Polhov Gradec 0.6720 Jesenice 0.9427
Dobrovnik 1.9015 Jezersko 0.000
Dol pri Ljubljani 1.4684 Juršinci 1.4413
Dolenjske Toplice 0.4782 Kamnik 1.1098
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Občina SIR Občina SIR
Kanal 0.3033 Mežica 0.2381
Kidričevo 0.5815 Miklavž na Dravskem Polju 0.7371
Kobarid 0.8161 Miren-Kostanjevica 1.2029
Kobilje 0.000 Mirna 1.4962
Kočevje 1.0918 Mirna Peč 0.2906
Komen 0.4851 Mislinja 0.1763
Komenda 1.4845 Mokronog-Trebelno 0.2911
Koper 1.0809 Moravče 0.6726
Kostanjevica na Krki 1.3274 Moravske Toplice 0.4287
Kostel 0.000 Mozirje 0.8100
Kozje 0.000 Murska Sobota 0.8368
Kranj 1.1790 Muta 0.4719
Kranjska Gora 2.1048 Naklo 0.8149
Križevci 0.4981 Nazarje 1.2334
Krško 0.8215 Nova Gorica 1.2409
Kungota 0.4948 Novo Mesto 0.8923
Kuzma 1.0591 Odranci 1.5791
Laško 1.5236 Oplotnica 0.2043
Lenart 0.7257 Ormož 0.7815
Lendava 0.7357 Osilnica 0.000
Litija 1.1763 Pesnica 1.4963
Ljubljana 1.1309 Piran 1.2501
Ljubno 0.6106 Pivka 1.5791
Ljutomer 0.6557 Podčetrtek 0.7651
Logatec 0.6193 Podlehnik 0.4070
Log-Dragomer 0.2398 Podvelka 1.0066
Loška Dolina 1.1966 Poljčane 0.5789
Loški Potok 0.9317 Polzela 1.6016
Lovrenc na Pohorju 0.5229 Postojna 1.6281
Luče 0.5468 Prebold 1.3419
Lukovica 0.9503 Preddvor 0.7469
Maǰsperk 0.7846 Prevalje 1.1353
Makole 0.000 Ptuj 1.2899
Maribor 1.0747 Puconci 0.5490
Markovci 1.3551 Radeče 0.3445
Medvode 1.2443 Radenci 0.9507
Mengeš 1.7529 Radlje Ob Dravi 0.9372
Metlika 1.0051 Radovljica 0.7963
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Občina SIR Občina SIR
Rače-Fram 1.5830 Straža 1.7455
Ravne na Koroškem 0.8294 Sv. Trojica v Slov. Goricah 1.1211
Razkrižje 0.6563 Sveta Ana 0.6944
Rečica Ob Savinji 1.0770 Sveti Andraž v Slov. Goricah 0.0000
Renče-Vogrsko 0.2030 Sveti Jurij ob Šèavnici 0.5695
Ribnica 1.1663 Sveti Jurij v Slov. Goricah 0.8007
Ribnica na Pohorju 0.0000 Sveti Tomaž 0.7841
Rogaška Slatina 0.9912 Tabor 0.0000
Rogašovci 0.0000 Tǐsina 0.7673
Rogatec 1.1792 Tolmin 0.6862
Ruše 1.2769 Trbovlje 1.2632
Šalovci 1.1642 Trebnje 0.7126
Selnica ob Dravi 1.0049 Trnovska Vas 1.8450
Semiè 1.1004 Tržič 1.0181
Šempeter-Vrtojba 1.3760 Trzin 1.3238
Šenčur 0.8789 Turnǐsče 1.1857
Šentilj 0.3762 Velenje 1.1241
Šentjernej 1.3357 Velika Polana 0.0000
Šentjur 0.7707 Velike Lašče 0.4240
Šentrupert 0.7371 Veržej 0.6246
Sevnica 1.1505 Videm 1.0003
Sežana 0.3479 Vipava 0.8140
Škocjan 1.3405 Vitanje 1.1392
Škofja Loka 0.7846 Vodice 1.0251
Škofljica 0.9478 Vojnik 1.2576
Slovenj Gradec 1.0290 Vransko 0.6330
Slovenska Bistrica 0.7953 Vrhnika 1.1084
Slovenske Konjice 1.3339 Vuzenica 0.5811
Šmarje pri Jeľsah 1.3786 Zagorje Ob Savi 0.7653
Šmarješke Toplice 1.2647 Žalec 1.04952
Šmartno ob Paki 0.7558 Zavrč 0.5420
Šmartno pri Litiji 1.1279 Železniki 0.3907
Sodražica 1.2576 Žetale 0.6048
Solčava 0.0000 Žiri 1.0628
Šoštanj 0.5721 Žirovnica 1.9303
Sredǐsče ob Dravi 0.7526 Zreče 1.3669
Starše 1.12072 Žužemberk 0.9058
Štore 0.6049
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Priloga III: Zglajene vrednosti relativnega tveganja, kjer vrednosti pred-
stavljajo ocenjena povprečja aposteriorne porazdelitve.
Občina INLA Gibbs Občina INLA Gibbs
Ajdovščina 0.9945 1.0083 Dobrovnik 0.9402 0.9318
Apače 0.9442 0.9514 Dol Pri Ljubljani 1.0209 1.0370
Beltinci 0.9697 0.9614 Dolenjske Toplice 1.0217 1.0281
Benedikt 0.9597 0.9646 Domžale 1.0187 1.0355
Bistrica Ob Sotli 0.9434 0.9722 Dornava 0.9917 0.9951
Bled 1.0210 1.0303 Dravograd 0.9754 0.9920
Bloke 0.9751 0.9965 Duplek 0.9963 1.0034
Bohinj 0.9955 1.0152 Gorenja Vas-Poljane 1.0182 1.0251
Borovnica 0.9940 1.0139 Gorǐsnica 0.9927 0.9972
Bovec 0.9739 1.0008 Gorje 1.0191 1.0322
Braslovče 1.0213 1.0329 Gornja Radgona 0.9750 0.9782
Brda 1.01843 1.0252 Gornji Grad 0.9742 0.9994
Brežice 0.9733 1.0018 Gornji Petrovci 0.9406 0.9289
Brezovica 1.0194 1.0290 Grad 0.9394 0.9281
Cankova 0.9413 0.9296 Grosuplje 1.01593 1.0276
Celje 0.9726 1.0098 Hajdina 1.0166 1.0213
Cerklje Na Gorenjskem 1.0171 1.0333 Hoče-Slivnica 1.0199 1.0220
Cerknica 0.9943 1.0127 Hodo 0.9394 0.9303
Cerkno 0.9923 1.0101 Horjul 1.01859 1.0309
Cerkvenjak 0.9425 0.9501 Hrastnik 0.9439 0.9742
Cirkulane 0.9409 0.9542 Hrpelje-Kozina 0.9774 0.9953
Črenšovci 0.9697 0.9632 Idrija 0.9777 0.9928
Črna na Koroškem 0.9581 0.9827 Ig 1.0187 1.0299
Črnomelj 0.9570 0.9842 Ilirska Bistrica 0.9785 0.9957
Destrnik 0.9603 0.9678 Ivančna Gorica 0.9935 1.0135
Divača 0.9746 0.9943 Izola 0.9667 0.9819
Dobje 0.9447 0.9725 Jesenice 0.9740 1.001
Dobrepolje 0.9736 0.9984 Jezersko 0.9946 1.0163
Dobrna 0.9566 0.9877 Juršinci 0.9419 0.9499
Dobrova-Polhov Gradec 1.0187 1.0288 Kamnik 0.9955 1.0173
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Kanal 0.9931 1.0068 Metlika 0.9579 0.9832
Kidričevo 0.9926 1.0058 Mežica 0.9574 0.9792
Kobarid 0.9942 1.0121 Miklavž Na Dravs. Polj 1.0189 1.0223
Kobilje 0.9407 0.9303 Miren-Kostanjevica 1.0192 1.0264
Kočevje 0.9435 0.9681 Mirna 0.9427 0.9729
Komen 0.9955 1.0070 Mirna Peč 0.9765 0.9973
Komenda 1.0215 1.0360 Mislinja 0.9942 1.0123
Koper 0.9820 1.0027 Mokronog-Trebelno 0.9573 0.9851
Kostanjevica Na Krki 0.9945 1.0199 Moravče 1.0184 1.0323
Kostel 0.9436 0.9673 Moravske Toplice 0.9389 0.9298
Kozje 0.9426 0.9709 Mozirje 0.9975 1.0156
Kranj 0.9941 1.0169 Murska Sobota 0.9711 0.9614
Kranjska Gora 1.0235 1.0348 Muta 0.9563 0.9773
Križevci 0.9552 0.9515 Naklo 1.0189 1.0300
Krško 0.9584 0.9859 Nazarje 0.9730 1.0004
Kungota 0.9589 0.9706 Nova Gorica 0.9964 1.0104
Kuzma 0.9398 0.9274 Novo Mesto 0.9736 0.9974
Laško 0.9578 0.9902 Odranci 0.9535 0.9497
Lenart 0.9978 0.9989 Oplotnica 0.9732 0.9948
Lendava 0.9397 0.9320 Ormo 0.9572 0.9600
Litija 0.9737 1.0033 Osilnica 0.9457 0.9675
Ljubljana 0.9738 1.0068 Pesnica 0.9578 0.9726
Ljubno 0.9724 0.9985 Piran 0.9808 1.0051
Ljutomer 0.9536 0.9534 Pivka 0.9578 0.9832
Log-Dragomer 1.0185 1.0275 Podčetrtek 0.9579 0.9851
Logatec 1.0184 1.0255 Podlehnik 0.9411 0.9595
Loška Dolin 0.9477 0.9677 Podvelka 0.9421 0.9653
Loški potok 0.9434 0.9681 Poljčane 0.9565 0.9805
Lovrenc Na Pohorju 0.9421 0.9660 Polzela 0.9933 1.0199
Luče 0.9572 0.9842 Postojna 0.9744 0.9975
Lukovica 0.9944 1.0178 Prebold 0.9736 1.0054
Maǰsperk 0.9567 0.9776 Preddvor 1.0207 1.0327
Makole 0.9561 0.9787 Prevalje 0.9734 0.9955
Maribor 0.9728 0.9913 Ptuj 0.9939 1.0027
Markovci 0.9935 1.0001 Puconci 0.9411 0.9282
Medvode 1.0192 1.0325 Rače-Fram 0.9930 1.0089
Menge 1.0173 1.0379 Radeče 0.9731 1.0025
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Radenci 0.9939 0.9823 Šoštanj 0.9718 0.9990
Radlje Ob Dravi 0.9575 0.9787 Sredǐsče ob Dravi 0.9409 0.9452
Radovljica 1.0208 1.0293 Starše 0.9916 1.0062
Ravne Na Koroškem 0.9934 1.0094 Štore 0.9563 0.9895
Razkrižje 0.9541 0.9502 Straža 1.0189 1.0303
Rečica Ob Savinji 0.9942 1.0151 Sv. Trojica V Slov. Goricah 0.9939 0.9957
Renče-Vogrsko 1.0181 1.0247 Sveta Ana 0.9575 0.9659
Ribnica 1.0188 1.0300 Sveti Andraž v Slov. Goricah 0.9424 0.9507
Ribnica Na Pohorju 0.9421 0.9652 Sveti Jurij ob Ščavnici 0.9428 0.9444
Rogaška Slatina 0.9595 0.9815 Sveti Jurij V Slov. Goricah 0.9432 0.9552
Rogašovci 0.9416 0.9266 Sveti Toma 0.9410 0.9461
Rogatec 0.9407 0.9651 Tabor 0.9576 0.9881
Ruše 0.9685 0.9943 Tǐsina 0.9551 0.9460
Selnica Ob Dravi 0.9727 0.9940 Tolmin 0.9734 0.9932
Semič 0.9562 0.9827 Trbovlje 0.9575 0.9903
Šempeter-Vrtojb 1.0186 1.0279 Trebnje 0.9737 0.9989
Šenčur 1.0189 1.0326 Trnovska Vas 0.9563 0.9679
Šentil 0.9613 0.9660 Tržič 0.9741 1.000
Šentjernej 0.9604 0.9876 Trzin 1.0191 1.0376
Šentjur 0.9742 1.0015 Turnǐsče 0.9535 0.9463
Šentrupert 0.9426 0.9723 Velenje 0.9934 1.0168
Sevnica 0.9564 0.9880 Velika Polana 0.9395 0.9321
Sežana 0.9950 1.0050 Velike Lašče 0.9943 1.0126
Škocjan 0.9416 0.9729 Veržej 1.0159 0.9938
Škofja Loka 1.0177 1.0259 Videm 0.9408 0.9593
Škofljica 1.0243 1.0310 Vipava 0.9928 1.0083
Slovenj Gradec 0.9913 1.0112 Vitanje 0.9568 0.986
Slovenska Bistrica 0.9942 1.0084 Vodice 1.0261 1.0349
Slovenske Konjice 0.9744 1.0000 Vojnik 0.9730 1.0031
Šmarje pri Jeľsah 0.9548 0.9858 Vransko 0.9959 1.0175
Šmarješke Toplice 0.9943 1.0169 Vrhnika 0.9921 1.0140
Šmartno ob Paki 1.0184 1.0329 Vuzenica 0.9717 0.9933
Šmartno Pri Litij 0.9582 0.9865 Zagorje Ob Savi 0.9947 1.0170
Sodražica 0.9737 0.9984 Žalec 0.9745 1.0053
Solčava 0.9590 0.9840 Žalovci 0.9389 0.9299
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Zavrč 0.9408 0.9531 Žirovnica 1.01859 1.0327
Železniki 1.01705 1.0256 Zreče 0.9966 1.0140
Žetale 0.9413 0.9618 Žužemberk 0.9428 0.9679
Žiri 1.01822 1.02497
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Priloga IV: Slovarček uporabljene terminologije.
angleški pojem slovenski pojem
Markov Chain Monte Carlo methods metode Monte Carlo Markovske verige
Integrated Nested Laplace Approximation integrirana gnezdena Laplace-ova aproksimacija
Conditional Autoregressive Model pogojno avtoregresivni model
Standardized Incidence Ratio standardizirani količnik incidence
Deprivation index indeks primanjkljaja
Bayesian spatial smoothing Bayesovo prostorsko glajenje
