In this paper, a new family of distributions is proposed by using quantile functions of known distributions. Some general properties of this family are studied. A special case of the proposed family is studied in detail, namely the Lomax-Weibull distribution. Some structural properties of the special model are established. This distribution has been applied to several censored and uncensored data sets with various shapes.
Introduction
Adding extra parameter to an existing family of distributions is very common in the statistical distribution theory in order to introduce more flexibility. For example, Azzalini (1985) introduced the skew-normal distribution by introducing an extra parameter to the normal distribution. Azzalini (1985) 's skew normal distribution takes the following form (for λ ∈ ℜ) f (x; λ ) = 2ϕ (x)Φ(λ x), where ϕ (x) and Φ(x) are the probability density function (PDF) and cumulative distribution function (CDF) of a standard normal distribution, and λ is the skewness parameter. Although Azzalini introduced this method mainly for normal distribution, but it can be easily used for other symmetric distributions.
Marshall and Olkin (1997) proposed a general method for generating a new family of distributions in terms of the survival function as Eugene et al. (2002) introduced beta generated family of distribution, where the beta distribution is used as a generator. The CDF of beta generated family is given by 
G(x) =
The PDF and hazard rate function (HRF) corresponding to Equation(1.1) are, respectively, given by
Remark 1.1. If X follows the T-R{Y}, then If T follows the Lomax distribution, then the T-R{Y} family in (1.1) reduces to the Lomax-R{Y} family. In this paper, we study some general properties of the Lomax-R{Y} family. The rest of the paper is organized as follows. In Section 2, we define this family. In Section 3, we study some of its general properties. In Section 4, we consider a member of the family, namely the Lomax-Weibull{log-logistic} distribution, and obtain some of its structural properties. Parameter estimation and simulation study are discussed in Section 5. In Section 6, we prove empirically the usefulness of this distribution to censored and uncensored real-life data sets. Finally, Section 7 offers some concluding remarks.
The Lomax-R{Y} family
Let T be a Lomax random variable with PDF f T 
then the CDF of the Lomax-R{Y} family is defined from Equation(1.1) by
then the PDF corresponding to (2.1) is given by
Equation (2.1) has a very easy mathematical interpretation, since it is just the Lomax cdf evaluated at the transformed point Q Y (F R (x)) for any positive random variable Y , holding for any other random variable R. Note that the CDF (2.1) and the PDF (2.2) have closed-forms when Q Y and F R have closed-forms. Further, the Lomax-R{Y} family has some advantage in terms of its applicability as shown in the data examples presented later.
The HRF of the Lomax-R{Y} family reduces to
3)
The Lomax-R{Y} family in Equation(2.2) can generate several extended Lomax classes. Table  1 gives some subclasses of the Lomax-R{Y} family. Table 1 . Some Lomax-R{Y} classes based on different choices of the random variables R and Y . Proof. Based on the generalized binomial expansion, we can write (2.1) as
) n ,
is the ascending factorial. Then,
If the QF, Q Y (u), does not have a closed-form expression, this function can usually be expressed as a power series of the form 6) where the coefficients a ′ i s are suitably chosen real numbers depending on the parameters of Y . For several important distributions such as the Weibull, log-logistic, exponentiated-exponential and exponential (listed in Table 1 ) and the normal, Student-t, gamma and beta distributions, among others, Q Y (u) can be expanded as in Equation (2.6).
By application of an equation in Section 0.314 of Gradshteyn and Ryzhik (2000) for a power series raised to a positive power, we can write from (2.6) for any n positive integer
where (for n ≥ 0) c n,0 = a n 0 and the coefficients c ′ n,i s (for i = 1, 2, . . .) can be determined from the recurrence equation
The coefficient c n,i can be evaluated numerically in any algebraic or numerical software.
Combining equations (2.5) and (2.7), we obtain
where
Now differentiating equation (2.8), we can write the PDF of T as
where π R,i+1 (x) is defined above. Equation (2.4) reveals that the density function of the Lomax-R{Y } family is a linear mixture of exp-F R densities, where the coefficients are functions of the parameters of the Lomax and the distribution of Y . Thus, some mathematical properties of this class such as the ordinary and incomplete moments and generating function can be determined by knowing those of the exp-F R distribution, which have been investigated by some authors for several baseline distributions.
Some properties
In this section, some general properties of the Lomax-R{Y} family are investigated. The following Lemma gives the relationships between the random variables R and Y for some cases, which can be used to simulate the random variable X from the random variable T . 
follows the Lomax-R{log-logistic} class in Table 1 (a),
) α follows the Lomax-R{EE} class in Table 1 (c). 
respectively, where
(b) The modes of the Lomax-R{Y} classes are the solutions of the equation
The Shannon's entropy of the Lomax-R{Y} family is given in the following theorem. 
)]
The Lomax-Weibull{Log-logistic} distribution
Based on Table 1 (a), the PDF of the Lomax-R{log-logistic} class is
Remark 4.1. From (4.1), we have:
Next, we provide some properties of a special case of (4.1), the Lomax-Weibull{Log-logistic} (for short, LW{LL}) distribution. We eliminate the redundancy of the scale and shape parameters by setting α = 1.
If a random variable R has the Weibull distribution, then, the PDF and CDF of the LW{LL} distribution are, respectively, given by
and
3) is a generalization of the Weibull distribution. Clearly, this CDF reduces to the Weibull CDF when β = k = 1.
Remark 4.2.
For the LW{LL} distribution, we have:
Henceforth, a random variable having the PDF (4.2) is denoted by X ∼ LW{LL}(k, β , c, γ).
From (4.2) and (4.3), the HRF of X, say h(x), is given by
In Figures 1 and 2 some plots of the PDF and HRF of the LW{LL} model are displayed for some parameter values. Figure 1 reveals that the LW{LL} density has various shapes such as bimodal, approximately symmetric, right-skewed, left-skewed and reversed-J. Also, Figure 2 shows that the LW{LL} HRF can have constant, increasing, decreasing, upside-down bathtub and bathtub shapes. (a) If a random variable T follows the Lomax distribution with parameter k, then using Lemma 1 (i)
has the LW{LL} distribution with parameters k, β , c and γ.(b) The QF, say Q(u), of the LW{LL} distribution is given by
, the Shannon entropy of the LW{LL} distribution is given by
where ξ ≈ 0.577216 is the Euler constant. 
Lemma 4.1. The rth moment of the LW{LL} distribution is given by
Proof. Using (4.4), the rth moment of X is given by
By using the power series http://functions.wolfram.com/ElementaryFunctions/Log/06/01/04/03/, we obtain
Equation (4.6) follows by substituting (4.8) in (4.7) and noting that
where β (ℓ + r/c) is any non-integer real.
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Further, the central moments (µ r ) and cumulants (κ r ) of X are obtained from the ordinary moments by
respectively, where κ 1 = µ ′ 1 . The skewness and kurtosis of X can be determined from the ordinary moments using well-known relationships. 
Proof. If the random variable R is non-negative and X follows the T-R{Y} class in (1.2) with , 2014) . Further, if Y follows the log-logistic distribution with parameters α and β , then
The result follows by noting that
Proof. The result follows from Lemma 4.2.
Estimation and Simulations
Several approaches for parameter estimation were proposed in the literature but the maximum likelihood method is the most commonly employed. The maximum likelihood estimators (MLEs) enjoy desirable properties and can be used when constructing confidence intervals for the model parameters and also in test statistics. The normal approximation for these estimators in large sample distribution theory is easily handled either analytically or numerically. So, we consider the estimation of the unknown parameters for the LW{LL} distribution from complete samples only by maximum likelihood. Let x 1 , . . . , x n be a sample of size n from this distribution given by (4.2). We consider the estimation of the unknown parameters by the maximum likelihood method. The log-likelihood function for the vector of parameters θ = (k, β , c, γ) ⊤ can be expressed as
Equation (5.1) can be maximized directly by using the R (optim function), SAS (PROC NLMIXED) or Ox program (sub-routine MaxBFGS).
Simulation study
In this section, we evaluate the performance of the MLEs of the model parameters for the LW{LL} distribution using Monte Carlo simulation varying the sample size and for selected parameter values. The simulation study is repeated 5,000 times each with sample sizes n = 25, 50, 100, 200, 400, 600 and parameter values: I: c = 0.8, k = 0.5, β = 2, γ = 1 and II: c = 1.5, k = 1.1, β = 0.7, γ = 1. The MLEs are determined by maximizing the log-likelihood function in Equation (5.1) using the optim routine in the R software. Table 2 provides the average bias (Bias), mean square error (MSE), coverage probability (CP), average lower bound (LB) and average upper bound (UB) values for the parameters c, k, β and γ under different sample sizes. From the results of the simulations, we can verify that the biases and MSEs decrease in general when the sample size n increases. The CP of the confidence intervals are quite close to the 95% nominal level. Therefore, the MLEs and their asymptotic results can be used for estimating and constructing confidence intervals even for reasonably small sample sizes. 
Applications
In this section, five applications of the LW{LL} model are presented to illustrate its flexibility to fit data sets having various shapes. In the applications, the model parameters are estimated by the method of maximum likelihood. The Akaike information criterion (AIC), Bayesian information criterion (BIC) and Kolmogrove-Smirnov (K-S) statistic are calculated to compare the LW{LL} model with other models.
Uncensored data sets

Data set 1: Cancer data.
The first data set represents the remission times (in months) of 128 bladder cancer patients studied by Lee and Wang (2003) . These data were used by Zea et al. (2012) and Lemonte and Cordeiro (2013) for the beta exponentiated-Pareto and extended Lomax models, respectively. The MLEs, AICs and BICs for the fitted McDonald-Lomax (McL), beta-Lomax (BL) and KumaraswamyLomax (KwL) are taken from Lemonte and Cordeiro (2013) while the KS values reported in Table  3 are obtained using R software. The estimates and goodness-of-fit statistics of the exponentiatedWeibull (EW) (Mudholkar and Srivastava, 1993) and Weibull models are also reported in Table 3 . The figures in Table 3 indicate that the McL, BL, KwL and EW models provide adequate fits, but the LW{LL} model provides the best fit with lowest AIC and K-S values. The distribution of these data is highly skewed to the right (skewness = 3.29). This application suggests that the LW{LL} model has the ability to fit right-skewed data sets. For a visual comparison, we provide the PP-plots of the fitted models in Figure 3 . Clearly, the LW{LL} model fits the data more closely.
Data set 2: Carbone Fibre Data.
The second data set has recently been used by Cordeiro and Lemonte (2011) to illustrate the applicability of the beta-Birnbaum-Saunders (BBS) distribution. The MLEs, AICs and BICs for the fitted BBS and Birnbaum-Saunders (BS) distributions are taken from Cordeiro and Lemonte (2011) , and the KS values in Table 4 are calculated by using the R software. We also provide estimates and goodness-of-fit statistics of the EW and Weibull models in Table 4 . The results in Table 4 indicate that the LW{LL} model provides the best fit with the lowest AIC, BIC and K-S values. The distribution of these data is slightly skewed to the left (skewness=−0.13). This application reveals that the LW{LL} distribution has the ability to fit left-skewed data sets. Further, the PP-plots in Figure  4 also support the results in Table 4 .
Data set 3: Aarset Data.
The third data set is taken from Aarset (1987) Table 5 are obtained by using the R software. The figures in Table 5 indicate that LW{LL} model provides the best fit as compared to those of the BMW, MW, BW, EW and Weibull distributions. This application suggests that the LW{LL} model can be used to fit bathtub density shaped data sets. Furthermore, the PP-plots in Figure 5 also support the results in Table 5 . Table 3 . MLEs (standard errors in parentheses) and the AIC, BIC and K-S statistics for data set 1. 
Censored data sets
In this section, we provide applications of the LW{LL} model for two censored data sets. The LW{LL} survival function has closed-form expression and therefore can be used effectively for lifetime data in presence of censoring. We adopt the AIC and BIC statistics to compare the fits of the LW{LL} distribution with other models such as the beta-Weibull (BW), beta-Lomax (BL) (Lemonte and Cordeiro, 2013) , Weibull-Lomax (WL) (Tahir et al., 2015) , EW and Weibull.
Consider a data set D = (x; r), where x = (x 1 . . . x n ) T are the observed failure times and r = (r 1 , . . . r n ) T are the censored failure times. The indicator r i is equal to 1 if a failure is observed and 0 otherwise. Suppose that the data are independently and identically distributed and come from a distribution with PDF given by Equation (4.2). Let θ = (k, β , c, γ) T denotes a vector of parameters. The log-likelihood of θ can be written as and then the log-likelihood reduces to
The log-likelihood can be maximized numerically to obtain the MLEs. There are various routines available for numerical maximization of ℓ. We use the routine optim in the R software.
Data set 4: Cord failure data.
These data represent strengths in coded units of 48 pieces of weathered braided cord. The data set has 14.5% of censored observations (7 in total). The detailed description of the data is given in Crowder et al. (1991) . The TTT plot (due to Aarset, 1987) for these data, given in Figure 6 (a), has a concave shape which suggests an increasing hazard shape. Therefore, the LW{LL} distribution is an appropriate model for fitting these data. The Kaplan-Meier and the survival curves of the fitted models are displayed in Figure 6 (b). The MLEs are listed in Table 6 . The results in Table 6 reveal that the LW{LL} distributions provides a better fit than those of the other models. Also, it is evident from Figure 6 (b) that the LW{LL} model captures the pattern of the Kaplan-Meier curve better than the other models.
Data set 5. HIV data.
These data represent the survival times of HIV+ individuals using a follow up time. Subjects were enrolled in the study from January 1, 1989 to December 31, 1995. The data set consists of 100 observations with 20% of censored elements. More details about the data can be found in Hosmer and Lemeshow (1989) . The TTT plot for the data is given in Figure 7 (a), which suggests an upside down bathtub shape. Therefore, the LW{LL} distribution could be an appropriate model for the data. The Kaplan-Meier and survival curves for the fitted models are displayed in Figure 7 (b). The MLEs are listed in Table 7 . The smallest values of AIC and BIC statistics for the LW{LL} model suggest that it provides the best fit. Also, from Figure 7 (b), it is evident that LW{LL} model captures the pattern of the Kaplan-Meier curve better than the other models. 
Concluding remarks
The literature, several ways of extending well-known distributions are been proposed. Consequently, a significant progress has been made toward the generalization of existing distributions. In this context, we define new family, the Lomax-R{Y} family of distributions. We obtain explicit expressions for the quantile functions, Shannon entropy and ordinary and incomplete moments. We consider a special model, namely the Lomax-Weibull{log-logistic} distribution, which is a generalization of Weibull distribution. Some applications show that the Lomax-Weibull{log-logistic} distribution can be used effectively in modeling censored and uncensored data sets with various shapes.
