In this work, conditions on the coefficients {a k } are considered so that the corresponding sine sum n k=1 a k sin kθ and cosine sum a 0 + n k=1 a k cos kθ are positive in the unit disc D. The monotonicity property of cosine sums is also discussed. Further a generalization of renowned Theorem of Vietoris' for the positivity of cosine and sine sums is established. Various new results which follow from these inequalities include improved estimates for the location of the zeros of a class of trigonometric polynomials and new positive sums for Gegenbauer polynomials.
Preliminaries
Positivity of trigonometric sums, which is key ingredient in Fourier Analysis, appears in various branches of mathematics and have many applications. In 1910, Fejer in connection with the study of Gibb's phenomenon of Fourier series, conjectured that the partial sum of the series
sin kθ k , 0 < θ ≤ π, are positive; i.e., n k=1 sin kθ k > 0, for all n ∈ N and θ ∈ (0, π).
(1.1)
This was proved by Jackson [17] in 1911 and later by Gronwall [15] in 1912. After this a number of different proofs appeared in the literature. Among these, a short ten line proof was provided by Landau [21] . See also [23, p.206 ] and [38, p.62] . Tomic [34] and Hylten-Cavallius [16] developed a geometric method of approaching such problems. Turan's [35] striking proof shows that if n k=1 a k sin (2k − 1)θ ≥ 0, 0 < θ < π, for some n, then n k=1 a k k sin kθ > 0, 0 < θ < π, for the same n unless all the a k are zero. This exhibits (1.1) as a consequence of the basic inequality:
n k=1 sin (2k − 1)θ ≥ 0, 0 < θ < π , n ≥ 1.
A corresponding analogue for cosine sums was proved by Young [36] .
cos kθ k > 0, for all n ∈ N and θ ∈ (0, π).
(1.2)
There are several generalizations of these inequalities available in the literature. These two inequalities independently were dealt by several mathematicians. In this direction the most remarkable result was proved by Vietoris [37] in 1958. Vietoris gave sufficient conditions on the coefficients of a general class of sine and cosine sums that ensure their simultaneous positivity in (0, π).
Theorem 1.1. [37] Suppose that a 0 ≥ a 1 ≥ a 2 · · · ≥ a n > 0 and 2ka 2k ≤ (2k − 1)a 2k−1 , k ≥ 1, then for all positive integers n and θ ∈ (0, π), we have n k=1 a k sin kθ > 0 and n k=0 a k cos kθ > 0.
Vietoris also observed the inequalities for the specific case in which a k = γ k , where γ k is the extreme case of the equality in defining inequalities for the number a k . The sequence γ k is defined as: γ 0 = γ 1 = 1 and γ 2k = γ 2k+1 = 1 · 3 · 5 · · · (2k − 1) 2 · 4 · 6 · · · 2k = (1/2) k k! , k = 1, 2, . . . .
This result also extended both (1.1) and (1.2) . It is unfortunate that Theorem 1.1 was ignored by the mathematical community for almost 20 years and we owe Askey a debt of gratitude for bringing it to wider attention. Importance of Vietoris' inequality is known after the work of Askey and Stienig [2] where a simpler proof is given. They also presented several applications of Vietoris Theorem to demonstrate its importance. Moreover these results can be applied to yield various new results including improved estimates for the location of zeros of a class of trigonometric polynomials and new positive sums of Jacobi polynomials and have very remarkable applications in problems dealing with positive quadrature methods. The significance of Vietoris' inequalities was illustrated once again by Askey in his report [3] , where he discussed some problems suggested by these inequalities and showed how one of them lead to the derivation of hypergeometric summation formula and to other summation formulas. For the applications of these inequalities, see [2, 5, 13, 32, 35] . For other applications of positive trigonometric sums we refer to [9, 10, 12, 14] and references therein. It is important to note that as a recent improvement, the positive trigonometric sine inequality was improved by Kwong in [20] .
For the algebraic point of view of bounds of nonnegative trigonometric polynomials, we refer to Tkachev [33] . In 1995 Belov [4] obtained the necessary and sufficient condition for the positivity of trigonometric sine sum in the interval (0, π) which is also the sufficient condition for the cosine sum.
k=0 be any decreasing sequence of positive real numbers. Then the condition n k=1 (−1) k−1 ka k ≥ 0, ∀n ≥ 2, a 1 > 0, is necessary and sufficient for the validity of the inequality n k=1 a k sin kθ > 0, ∀n ∈ N, 0 < θ < π, and the same condition implies that, n k=0 a k cos kθ > 0, ∀n ∈ N, 0 < θ < π.
Belov's result is the best possible for the positivity on (0, π) of sine sums with nonnegative and decreasing sequence of coefficients. This result is stronger than Theorem 1.1. In this direction the problem of further sharpening the cosine inequality has been dealt by several authors and complete account and related work is given recently by Brown [8] and Koumandos [18] independently. Koumandos [18] proved that
. For any positive integer n and 0 < θ < π,
where α 0 is the unique root in (0, 1) of the equation Numerically α 0 = 0.3084437 . . ..
We will use Abel's summation formula as a tool in proving many of our results including the main result of Section 2, which is Theorem 2.1. The statement of Abel summation formula is as follows: 
The main objective of this manuscript is to generalize Vietoris inequalities for positive trigonometric sums with some applications in Geometric function theory and Orthogonal polynomials sums as well. This manuscript is organized as follows. In Section 2, new positive trigonometric sums are obtained which extend (1.1), (1.2) as well as the inequalities given by Acharya [1] and Saiful and Swaminathan [24] . In Section 3, a generalization of Vietoris' inequalities is obtained. The application of these new inequalities in finding the location of zeros of trigonometric polynomials is discussed in Section 4. Further new inequalities involving Gegenbauer polynomials are also provided in Section 4.
Positive Trigonometric sums for Generalized Coefficients
In this section for some particular type of coefficient {q k } defined as
Positivity of sine sums with q k as coefficients is given in this section. An analogous result for cosine sums is given and monotonicity of cosine sums is also outlined.
for x ∈ (0, π).
(2.1)
Proof. For x ∈ (0, π), the inequality (2.1) is true for n = 1. Writing sin 2x = 2 sin x cos x and cos x > −1 in (0, π) and the fact (2+α) λ (2+β) µ ≥ 2 λ+µ ≥ 2 for α ≥ 0, β ≥ 0, λ+µ ≥ 1 givesŜ 2 (x) > 0. It remains to prove (2.1) for n ≥ 3. Further part of the proof is divided into three cases viz, 0 < x < π/n, π/n ≤ x ≤ π−π/n and π − π/n < x < π. Clearly, for 0 < x < π/n, 1 ≤ k ≤ n gives 0 < kx < π. Hence each term ofŜ n (x) in (2.1) for 0 < kx < π is positive. This meanŜ n (x) > 0 for 0 < x < π/n. For π/n ≤ x ≤ π − π/n, we use the following notation. Define
Note that, the positivity of σ k and h k follows from a result of Fejer given in [23, Page 313] for 0 < x < π and n ∈ N.
Using the above notationsŜ n (x) in (2.1) can be written aŝ
where q k is a positive, decreasing and convex sequence (0 ≤ k ≤ n − 2).
Now we prove that the trigonometric polynomial Q n (x) is positive for π/n ≤ x ≤ π − π/n, when n ≥ 3. Using the fact that sin θ θ is monotonically decreasing in (0, π),
Thus,Ŝ n (x) > 0 for π/n ≤ x ≤ π − π/n and n ≥ 3.
For π − π/n < x < π, we put x = π − t, so 0 < t < π/n. Then we havê
we getŜ n (x) > 0 for n odd. If n is even, using the same inequality given above we getŜ n (x) > 0. Combining all these cases we getŜ n (x) > 0 for all n and the proof is complete.
For the positivity of the corresponding cosine polynomialĈ n (x) we use the following lemma given in [24] .
Proof. Let n ∈ N and 0 < θ < π, using Lemma 1.2Ĉ n (x) can be rewritten aŝ
cos jθ (j + β) µ > 0 for µ ≥ 1 and λ ≥ 0 using Lemma 2.1.
Proceeding in the similar fashion, we can also prove that it also holds for µ ≥ 0 and λ ≥ 1. Now for the case 0 ≤ µ < 1 and 0 ≤ λ < 1 such that µ + λ ≥ 1, the result follows from Lemma 1.1.
Using summation by parts the following corollary of Theorem 2.1 and Theorem 2.2 can be obtained. This result has many interesting applications particularly in finding the geometric behaviour like univalency, starlikeness, convexity and close-to-convexity in the unit disc, which are discussed in a separate work by the authors.
Also suppose that {a k } be a sequence of positive real numbers such that,
a 0 2 holds. Then, for 0 < θ < π and n ∈ N, the following inequalities hold: The next result is the generalization of the following lemma on the monotonicity of the cosine sums, given in [6] .
Lemma 2.2. [6]
For every positive integer n and for 0 < θ < π, we have
when γ ≥ 1. This inequality fails to hold for appropriate n and θ, when 0 < γ < 1.
Theorem 2.3. Let α ≥ 0, β ≥ 0 and λ ≥ 0, µ ≥ 0, then for every positive integer n, we have
Proof. To prove (2.2), it is sufficient to show that 
cos jθ j > 0 for λ + µ ≥ 1, using Theorem 2.2.
Note that the case λ + µ = 0 coinciding with the case γ = 1 given by Brown and Koumandos [6] . Hence it remains to prove the theorem for the case 0 < λ + µ < 1.
Let us suppose b 0 = b 1 = 1 and b k = 1 (k+α) λ (k+β) µ for k ≥ 2. Then (2.2) can be rewritten as:
cos jθ j < 0 using Lemma 2.2 for 0 < θ < π.
If we take λ = µ = 0 then (2.2) follows by the partial summation from the special case which was proved in [6] . Furthermore (1.2) also implied by Theorem 2.3. In Theorem 2.3 we characterize in a similar fashion the values of the parameter λ and µ in order that the trigonometric sums in (2.2) is monotonically decreasing. The critical index for λ+µ = 1 is not obtained via the monotonicity property of (2.2) rather our theorem shows that λ + µ = 0 becomes the critical case. The inequality (2.2) is of considerable interest regarding the Jacobi polynomial sums.
Extension of Vietoris' Inequalities
In this section, our main objective is to find certain extension of Vietoris' inequalities. We will also provide some applications of these inequalities in finding the location of zeros of certain trigonometric polynomials and some new positive sums of Gegenbauer polynomials which shows the importance of these new inequalities.
For b ≥ c > 0, 0 < α < 1 and n ∈ N, we define,
(1 − α) k k! , k = 0, 1, 2, . . . , n. Also it is clear from the definition of a k , a 2k − a 2k+1 = 0. Now it remains to show that a 2k−1 > a 2k for k = 1, 2, . . . , [n/2]. Clearly
For the converse part, we have to prove that for some n and θ, Note that
Here e k is as given in (3.1). Let C(θ) := lim n→∞ n k=0 e k cos 2k
Now choose θ = θ m = 3π 2(2m+1) . This gives,
Proceeding in an analogous way as in [18] , we obtain lim m→∞ C(θ m ) = −∞, when α < α 0 .
In the limiting case, we obtain from (3.3) and (3.4) that, lim n→∞ min n k=0 c k cos kθ : θ ∈ (0, π) = −∞, for α < α 0 .
Note that we have proved Theorem 3.1 only for α ≥ α 0 . We obtain integral in (3.2) via the asymptotic formula of n k=0 e k cos kθ. Now consider, 
Now lim n→∞
Let (n − k) θ n = t so that − θ n dk = dt. Therefore the right hand side of the above expansion is equal to
When t = 3π 2 , the integral becomes, 1 
From the table it is clear that as we approach b − c to 1 − α 0 the solution of (3.5) approaches to zero and hence α 0 is the supremum for the solution of (3.5). It is also to be noted that this value of α 0 is not the exact solution of this integral. However if 0 ≤ b − c ≤ 1, there exist graphical evidence that there is almost no difference between exact solution of α 0 and α 0 − (b − c) α 0 1−α 0 . Using summation by parts, we will be able to get the following corollary.
Corollary 3.1. Suppose that a 0 ≥ a 1 ≥ · · · ≥ a n > 0 and (b + n − k)ka k ≤ (c + n − k)(k − α)a k−1 , 1 ≤ k ≤ n, then for all positive integers n, n k=0 a k cos kθ > 0, 0 < θ < π.
holds for α ≥ α 0 . So, S 2n+1 (θ) > 0 for 0 < θ < π and α ≥ α 0 . On the other hand, for the even sine sums
Remark 3.1. If b = 1 + β and c = 1 then S 2n (θ) > 0 for α ≥ 1−β 2 where β is the order of Cesàro mean. If β = 0, then Vietoris result is the best one and if β ≥ 1 then S 2n (θ) > 0 for all α ∈ (0, 1) and θ ∈ (0, π). However, for the range α 0 ≤ α < 3 2 − 1+b c using the similar techniques in [8] we have,
The following corollary of Theorem 3.1 is immediate consequence of Lemma 1.2 and the non-negativity of 
Applications of extension of Vietoris' inequalities
Suppose that the sequence {a k } satisfy the conditions of Corollary 3.2, that is Now we provide some applications of (4.2)-(4.5).
Estimating the location of zeros of certain trigonometric polynomials.
We consider the trigonometric polynomials where a 0 > a 1 ≥ a 2 ≥ · · · ≥ a n > 0. A trigonometric polynomial with real coefficients of degree n has exactly n zeros (modulo π). Polya [26] proved that if the coefficients of a sine polynomial or cosine polynomial are positive real and monotonically decreasing then all its zeros are real and simple in (0, π). Later Szegö [32] has shown the procedure through which one could find the location about the zeros s k and t k under various conditions on a k where s k and t k are the zeros of p(θ) and q(θ) respectively. Further these estimates were sharpened by Askey and Steinig [2] by considering Vietoris' inequalities and similar type of results were obtained by Brown and Hewitt [5] and Koumandos [18] under much weaker conditions. Here we follow the same arguments to show that these estimates also hold under much weaker conditions on the coefficients a k . Let
a k e i(n−k)θ . < 0 for k = 1, 2, . . . , n, and θ = (k+1/2)π n+1/4 in (4.6), implies that q (k + 1/2)π n + 1/4 sin(kπ + π/2) > 0 → (−1) k p (k + 1/2)π n + 1/4 > 0 for k = 1, 2, . . . , n.
We see that t k which are zeros of q(θ) satisfies kπ n + 1/4 < t k < (k + 1/2)π n + 1/4 .
The other zeros of p(θ) are 2mπ ± s k . On the other hand, the zeros of q(θ) are 2mπ ± t k and at mπ(m = 0, ±1, ±2, . . .). These are same as the Askey Steinig estimates [2] for s k and t k under much weaker conditions (4.1) on a k .
4.2.
Application to Gegenbauer polynomials. Let C λ k (x) be the Gegenbauer polynomial of degree n and order λ > 0 is given by the generating function
This power series and Gegenbauer polynomials occur so frequently and are of much interest. By using the location of zeros of Gegenbauer polynomials, Lewis [22] obtained the zero-free property of Jacobi polynomial sums which is further generalization of a result of Ruscheweyh [27] on Gegenbauer polynomial sums. Fejer [11] proved that the power series coefficient of (1 − r) −1 (1 − 2xr + r 2 ) −λ are positive in 0 < λ ≤ 1/2 i.e. t −α J α (t)dt = 0, where J α is the Bessel function of first kind of order α with j α,2 is the second positive root. Numerically λ = 0.23061297 . . . . When λ < λ the sums are unbounded below in (−1, 1). One such extension is given below. Therefore, Corollary 4.1 extends Corollary 2 of [18] and Theorem 5 of [2] .
