The formula existing in the literature for the ADM mass of 2D dilaton gravity is incomplete.
Introduction
The classical action for dilaton gravity in two dimensions is [1] 
where φ is the dilaton and f i are N matter fields. The virtues of this action and its quantum versions have been discussed in the literature [1] [2] [3] [4] [5] where we use conformal coordinates and the conformal factor e 2ρ and the dilaton satisfy More generally, it was found [7, 1, 8] that the ADM mass of any configuration asymptotic to the LDV should be given by M = 2 e 2λσ (∂ σ δφ + λδρ) σ=∞ (1.3) where δφ = φ − φ LDV , δρ = ρ − ρ LDV are the deviations from the linear dilaton vacuum.
For the static black hole (1.2) this gives M = m correctly. Thus the mass is given by the asymptotics of the fields only, as in 4D general relativity. However, there are two spatial ends of the world, σ = +∞ and σ = −∞, and one might wonder whether one should include some contribution from σ → −∞ into M. To circumvent this question for the moment, we will only consider configurations asymptotic to the LDV both for σ → +∞ and σ → −∞.
(This of course excludes (1.2).) Then a possible contribution 2e −2φ (∂ σ δφ + λδρ) | σ=−∞ will vanish. This kind of configurations are typically encountered if some matter falls into the LDV (T ++ = 0 for some finite interval of σ + τ ). This produces a black hole which, in the classical case, will not radiate and should have constant mass equal to the total energy carried by the infalling matter. If we take T ++ (σ + τ ) = aδ(σ + τ ) for example, the matter carries total energy a and the solution is (in conformal gauge) φ = −λσ, ρ = 0 for σ + τ < 0, while for σ + τ > 0:
This is obviously asymptotic to the LDV as σ → ±∞. If we insert this into (1.3) we obtain
which depends on time. The origin of this problem can be traced to the assumption, implicit in the derivation of (1.3), that δφ, δρ are O(e −2λσ ), while (1.4) actually contains terms O(e −λσ ).
It should be noted that there exists a conformal coordinate transformationσ +τ = σ + τ,σ −τ = 1 λ log e λσ−λτ − a λ so that, asσ → ∞ for fixedτ , one has φ ∼ −λσ − a 2λ e −2λσ , ρ ∼ − a 2λ e −2λσ . But then φ and ρ no longer equal the LDV (by LDV we mean φ = −λσ and ρ = 0) for σ + τ < 0, i.e. forσ → −∞. In fact they are not even asymptotic to the LDV. (Making the transformation only for large σ + τ and patching it smoothly to the identity for σ + τ < 0 would obviously not be conformal.) Thus, in this case, there exists a special coordinate system, specified by δρ, δφ = O(e −2λσ ) asσ → ∞. In this coordinate system, using (1.3), M = m is time-independent, but one has lost the LDV asymptotics forσ → −∞. Here we want to obtain a well-defined, i.e. time-independent, mass formula without requiring that φ and ρ asymptote to the LDV that fast as σ → ∞, hence allowing more general coordinate systems like in (1.4).
In 4D general relativity there is a very straightforward method to obtain the total energy (ADM mass) of an asymptotically Minkowskian configuration. As noticed by Regge and Teitelboim almost twenty years ago [9] , in order to have a well-defined variational principle, i.e. in order that
for all solutions of the equations of motion with the required asymptotics, the Hamiltonian We will apply this method here to the 2D dilaton gravity theories, i.e. to the classical theory (1.1) and to the "quantum versions" of refs. 1 and 4. For the latter theories we represent the trace anomaly by the Z-field, as extensively discussed in refs. [10, 8, 11] . We can treat all three models simultaneously by writing
where κ = Q = 0 gives back the classical action (with one free matter Z-field
gives the CGHS model [1] , and κ = 2Q 2 = N −24
12 gives the RST-model [4] . We will obtain the bulk Hamiltonian H 1 for these theories and then identify the correct H 2 as described above. As expected, H 1 is just a sum of constraints that satisfy (two copies of) a Poisson bracket Virasoro algebra (or rather stress-energy tensor algebra). H 2 is identified with the mass functional. Its numerical value coincides with that of the total Hamiltonian and thus must be constant. We will check that this is indeed the case.
The canonical structure
First we will derive the bulk Hamiltonian H 1 from the action (1.7). For the classical action only, this was done in ref. 12 .
† To begin with, we parametrize the two-dimensional metric in the following way
This is inspired by the standard ADM parametrization [13] with A and e ρ B the analogues of the shift vector and lapse function. Due to the Weyl invariance of the classical action it ⋆ One might add other free (classical) matter fields. These could be included trivially into our subsequent analysis, in particular their contribution to the boundary term D would vanish due to the standard boundary conditions on matter fields. † This reference, however, does not address the problem of finding the boundary Hamiltonian which is our main concern here. is more convenient to use B as a field rather than the lapse function itself. Then conformal gauge simply is A = 0, B = 1. The simplest way to compute the curvature probably is to use the zweibein e 0 = exp(ρ)Bdt, e 1 = exp(ρ)(Adt + dx), compute the spin-connection ω from the zero-torsion equation, de a + ω a b e b = 0, and obtain dtdx √ −gR = 2dω. It is then straightforward to obtain (ω 01
where
. To obtain (2.2) we have integrated by parts. We will not keep track of boundary terms for the moment since first we only want to obtain the bulk Hamiltonian H 1 .
The canonical momenta then are
Since no time-derivatives of A or B occur in the action there are no momenta conjugate to A or B. The fields A and B are Lagrange multipliers serving to impose constraints. Writing S = dτ L, the bulk Hamiltonian is given by
integrating by parts reads
The Lagrange multipliers A and B impose the constraints C A = C B = 0. To see what these constraints are it is convenient to substitute (2.3) for the momenta. Then in conformal gauge (A = 0, B = 1) one has (substituting also Z =Z + 2Qρ)
which coincides with Using canonical Poisson brackets,
we can compute the algebra of the constraints as given by (2.4) (in general gauge). It is straightforward to obtain:
Thus we see that the Poisson bracket of C A + C B with C A − C B vanishes while 
where D is the boundary term given below and
and
Hamilton's equations, 
This does not vanish. In the next section, we will show, however, that, subject to appropriate boundary conditions, D can be written as the variation of another functional H 2 :
Thus the true Hamiltonian H is the bulk Hamiltonian H 1 plus the boundary Hamiltonian H 2 .
Since H 1 is only given by the sum of the two constraints it vanishes on all solutions and the total energy, i.e. the value of the total Hamiltonian H, is given by the value of H 2 only.
The total energy for asymptotically Minkowskian space-times
Obviously, in general, D cannot be written as the variation of some functional. Indeed, we know that the notion of total energy is well-defined only if we impose appropriate boundary conditions. In 4D general relativity one not only requires the space-time to be asymptotically flat but also to be asymptotically Minkowskian, i.e. one imposes asymptotic coordinate conditions.
Here we will require that asymptotically, as σ → ±∞, we have the LDV: φ ∼ −λσ, ρ ∼ 0.
Hence we impose the following asymptotics as σ → −∞:
and it is understood that the derivatives of the fields obey the derivatives of these relations ⋆ , ⋆ Although this is obvious for "smooth" field configurations, it has to be imposed separately to exclude configurations with asymptotics like φ ∼ −λσ + e λσ sin(e −2λσ ) as σ → −∞.
e.g. φ ′ ∼ −λ, etc. With (2.3) in mind we also require
These asymptotic conditions then imply that D receives no contribution from σ = −∞.
For σ → ∞, however, just as in 4D general relativity [9] , we have to be more precise about how fast the field configurations actually have to approach the LDV. The asymptotic conditions to be imposed tor σ → ∞ should be satisfied for all solutions of the equations of motion and constraints. We will suppose that the matter fields (here represented by Z − 2Qρ)
asymptotically vanish (excluding radiation baths that lead to infinite total energy). Then It is sufficient if the phase-space includes only fields with these asymptotics. Hence we require
This is meant as a minimal requirement, i.e. ρ and φ + λσ decrease as e −λσ or faster, and Π φ , Π ρ do not grow faster than e λσ . Finally we also require
Note that we do not require φ+λσ or ρ to be O(e −2λσ ), only the combined relation (3.4) should be satisfied. Note also that we could have dropped the ρ-asymptotics from (3.3) since it is implied by (3.4) and the φ-asymptotics. Condition (3.4) specifies a certain class of coordinate systems. We know, for the classical model and for RST, that (in conformal gauge) φ − ρ is a free field. Then by a (residual) coordinate choice we can achieve φ = −λσ + ρ. For CGHS this receives higher-order corrections. This is the motivation for our boundary condition (3.4). We will have more to say about the meaning of it below. Since all fields in the phase space satisfy (3.3), (3.4) the same applies to the variations δφ, δρ, δZ, δΠ φ , δΠ ρ and δΠ Z , in particular, we can substitute δρ = δφ in (2.12). Again it is understood that the derivatives of the fields obey the derivatives of these relations. Using the boundary conditions (3.3) it is easy to see that the only terms in D (eq. (2.12)) contributing in the σ → ∞-limit are those proportional to e −2φ . All others vanish in this limit. Then we have
Using (3.4) one gets
and we identify the boundary Hamiltonian H 2 as
where we adjusted an (infinite) additive field-independent term, not affecting the relation δH 2 = −D, so that H 2 vanishes for the LDV. The total energy is simply given by M = 2πH 2 :
This is the general mass formula for all configurations subject to (3.1)-(3.4). If we are in conformal gauge (B = 1) and write φ ∼ −λσ + δφ with δφ at least O(e −λσ ) then
The old mass formula (1.3) (with our boundary conditions) only is the part linear in δφ. If we evaluate M as given by (3.9) on the solution (1.4) we correctly find M = a, thanks to the
More generally, it is straightforward to check using the constraints and boundary conditions thatṀ = 0. Indeed, we have from (3.8), using (3.4) (which allows us to replaceφ byρ, etc.)
On the other hand, inserting the definitions of the momenta (2.3) into the constraint C A (2.4) and using the boundary conditions (3.3), (3.4) we obtain as σ → ∞
Thus we concludeṀ 12) and since C A = 0 is a constraint,Ṁ vanishes. Let us stress that M is a constant by virtue only of the constraints and boundary conditions, independently of whether or not the equations of motion are satisfied. Note that the same mass formula (3.8) and (3.9) apply to all three models, classical, CGHS and RST.
Finally, we would like to comment on the condition (3.4). It should be considered as an asymptotic coordinate condition. That such a condition is necessary is rather obvious: In ordinary general relativity the vacuum is translationally invariant and we can make asymptotic Lorentz transformations. In dilaton-gravity, however, the vacuum is the LDV which is not translationally invariant. Thus only the total energy is a meaningful concept, provided it is defined with respect to the time-like Killing vector orthogonal to the vector singled out by the LDV. Thus the asymptotic coordinates have to be chosen carefully, which is achieved by (3.4) . It is also worth pointing out that we can weaken some of the boundary conditions. Here, we will not explore this much further. We only note that if one works in conformal gauge, A = 0, B = 1, (3.3) can be replaced by φ + λσ, ρ, Z → 0, as σ → ∞, i.e. we only require LDV asymptotics (without saying how fast the LDV is approached), and (3.4). Then we still obtain the same boundary Hamiltonian and total energy (3.8) (with B = 1, B ′ = 0).
Conclusions
We have worked out the canonical structure of 2D dilaton gravity theories (classical, CGHS and RST). As in 4D general relativity, the bulk Hamiltonian alone does not lead to a welldefined variational principle. After defining the phase space carefully by chosing appropriate boundary conditions we were able to render the variational principle well-defined by adding a boundary Hamiltonian to the bulk one. Since the bulk Hamiltonian vanishes by the constraints the total energy is given by the boundary Hamiltonian alone. This total energy must be conserved, a fact we also checked directly.
