Water-quality monitoring in rivers often focuses on the concentrations of sediments and 21 nutrients, constituents that can smother biota and cause eutrophication. However, the physical 22 41 potentially regions, will become increasingly important as organizations move to automated 42 sensing for water-quality monitoring throughout catchments. 43 44
and economic constraints of manual sampling prohibit data collection at the frequency required 23 to adequately capture the variation in concentrations through time. Here, we developed models to 24 predict total suspended solids (TSS) and oxidized nitrogen (NOx) concentrations based on high- 25 frequency time series of turbidity, conductivity and river level data from in situ sensors in rivers 26 flowing into the Great Barrier Reef lagoon. We fit generalized-linear mixed-effects models with 27 continuous first-order autoregressive correlation structures to water-quality data collected by 28 manual sampling at two freshwater sites and one estuarine site and used the fitted models to 29 predict TSS and NOx from the in situ sensor data. These models described the temporal 30 autocorrelation in the data and handled observations collected at irregular frequencies, 31 characteristics typical of water-quality monitoring data. Turbidity proved a useful and 32 generalizable surrogate of TSS, with high predictive ability in the estuarine and fresh water sites. 33 Turbidity, conductivity and river level served as combined surrogates of NOx. However, the 34 relationship between NOx and the covariates was more complex than that between TSS and 35 turbidity, and consequently the ability to predict NOx was lower and less generalizable across 36 sites than for TSS. Furthermore, prediction intervals tended to increase during events, for both 37 TSS and NOx models, highlighting the need to include measures of uncertainty routinely in 38 water-quality reporting. Our study also highlights that surrogate-based models used to predict 39 sediments and nutrients need to better incorporate temporal components if variance estimates are 40 to be unbiased and model inference meaningful. The transferability of models across sites, and Introduction 45 Measuring the concentrations of sediments and nutrients in rivers, and understanding how 46 they change through time, is a major focus of water-quality monitoring given the potential 47 detrimental effects these constituents have on aquatic ecosystems. Such knowledge can help 48 inform the effective management of our land, waterways and oceans, including World Heritage 49 Areas such as the Great Barrier Reef in the Australian tropics [1,2,3]. In regions dominated by 50 highly seasonal, event-driven climates, such as those in the tropics, high-magnitude wet-season 51 flows can transport large quantities of sediments and nutrients from the land downstream in 52 relatively short time frames [4] . The rapidity of change in sediment and nutrient concentrations 53 during high-flow events poses challenges for water-quality monitoring based on discrete manual 54 sampling of water followed by laboratory measurement of concentrations, which is time 55 consuming, costly and typically temporally sparse. Relatively low sampling frequency increases 56 the chances of missing water-quality events, but high flows may preclude the safety conditions 57 required for manual sampling, and sample collection at the frequency required to capture change 58 in concentrations may not always be physically or economically practical. The spatial sparsity of 59 measurements from manual sampling is also problematic. For example, the Great Barrier Reef 60 lagoon stretches over 3000 km of coastline, but the data currently used to validate estimates of 61 sediments and nutrients flowing to the lagoon are collected from just 43 sites [5] . This lack of 62 data limits knowledge and understanding of sediments and nutrient concentrations in both space 63 and time. 64 In situ sensors have the potential to complement or circumvent the need for manual 65 sampling and laboratory analysis, whilst also providing monitoring data at the frequencies 66 required to capture the full range of water-quality conditions occurring in rivers (e.g. every 15-60 67 mins). However, in situ sensors currently used to measure sediments and/or nutrients (e.g. 68 nitrate) have drawbacks related to biofouling and drift, excessive power requirements, high costs, 69 and/or low accuracy and precision [6] . An alternative is to use in situ sensors to measure water-70 quality variables, such as turbidity, conductivity, and river level (i.e. height), that have the 71 potential to act individually or in combination as surrogates for sediments and nutrients [7, 8] . 72 However, an in-depth understanding of the relationship between sediment and nutrient dynamics 73 and other water-quality variables is needed before the latter can be used as surrogate measures. 74 Turbidity is a visual property of water indicative of its clarity (or lack thereof) due to 75 suspended particles of abiotic and biotic origin that absorb and scatter light. As a result, turbidity 76 tends to increase during high-flow events in rivers, when waters often contain high 77 concentrations of particles (e.g. sediments and nutrients from runoff-derived soil erosion), which 78 makes it a popular surrogate for total suspended solids (TSS; e.g. [4] ). Turbidity can also 79 increase when water residence times increase during low flows, due to the resultant 80 concentration of suspended particles, or when high concentrations of microalgae reduce water 81 clarity. Both turbidity and conductivity of water can change rapidly during flow events. 82 Conductivity reflects the ability of water to pass an electric current as determined by the 83 concentration of ions including nitrate and nitrite (oxidized nitrogen; NOx= nitrite + nitrate). As 84 such, new inputs of fresh water will typically decrease conductivity in rivers as waters rapidly 85 dilute. In contrast, conductivity tends to increase during low-flow periods and when water levels 86 decline. Turbidity and conductivity, together with river level, thus have the potential to act as a 87 combined proxy for nutrients such as NOx (e.g. [9] [4, 9] and phosphorus species from turbidity [4, 7, 8, 12, 13, 14, 16] . However, these 95 regression models typically fail to account for the temporal autocorrelation (i.e. serial 96 correlation) inherent in water-quality time series and/or the heteroscedasticity in the data. This 97 violates the underlying assumptions (i.e. identical and independently distributed residuals), 98 which can lead to biased variance estimates, inflated statistical significance of predictor variables 99 and thus incorrect inference. Models that account for temporal autocorrelation and 100 heteroscedasticity through the incorporation of random effects and/or specific variance-101 covariance structures can produce more accurate and precise predictions when temporal 102 correlation exists in the data (e.g. [17, 18] ). Despite the advantages of using mixed-effects models 103 that account for temporal correlation to predict concentrations of sediments and nutrients from 104 water-quality time series, they are rarely used for this purpose. 105 Our key objective was to predict TSS and NOx from high-frequency water-quality data 106 using models that accounted explicitly for temporal autocorrelation and heteroscedasticity. We 107 used turbidity (NTU), conductivity (µS/cm) and river level (m) data collected using in situ 108 sensors in rivers flowing into the Great Barrier Reef lagoon (Fig 1) , along with water-quality 109 data measured in the laboratory, as surrogate covariates. We aimed to assess whether 110 relationships between TSS or NOx and the water-quality surrogates differed (i) among sites and 111 (ii) between estuarine and fresh waters. Surrogate approaches are often site-specific and as such 112 suffer from lack of transferability [15] . Thus, we further aimed to assess (iii) whether a single 113 mixed-effects model fit to the water quality surrogates could be used to predict TSS or NOx over 114 multiple locations, and when using data collected by in situ sensors. By investigating the 115 predictive ability of the models, our findings will provide a basis to determine the most effective 116 water-quality surrogates for TSS and NOx, along with the potential generalizability of the 117 models across locations in the study area. Statistical analysis 209 We fit generalized-linear mixed-effects models with a continuous first-order 210 autoregressive correlation (AR(1)) structure [30] to the laboratory TSS or NOx (i.e. the response) 211 and surrogate water-quality variables (i.e. the covariates). The models are of the form:
where y is an n-dimensional vector of TSS or NOx collected at times ,…, ; n is the number of Step 1). We also included site as a grouping variable in the temporal 239 correlation structure, to account for within-site correlation (Fig 5, Step 2). We included T15 240 because the intercept for the relationship with TSS appeared to change below 15 NTU, 241 particularly at freshwater sites PR and SC (S1 Figure) . In addition, 15 NTU is the water-quality 242 guideline value for turbidity in freshwater streams and rivers in northern Australia [34] . 243 We used a two-step model-selection process to identify the final TSS model. First, we 244 implemented a backwards-stepwise model-selection procedure to identify the subset of 245 covariates that had the most support in the data (Fig 5, Step 4a ). Parameters were estimated using 246 maximum likelihood and models were compared using the Akaike Information Criterion (AIC) 247 [35]. Next, we assessed the predictive performance of the model using a 5-fold cross-validation 248 (cv) procedure designed specifically for temporally correlated data (Fig 5, Step 6) [36]. 249 Validation data from each site were created by dividing the time series into five blocks of 250 chronologically ordered observations. Maximum likelihood can produce biased estimates of 251 [37] and so the final model was iteratively refit without the validation data, using restricted 252 maximum likelihood (REML) for parameter estimation. We then used the observations from the 253 validation set and the associated cross-validation predictions to calculate the root mean-square 254 error (cvRMSE) and the 95% prediction coverage value (cvPC). An r-squared statistic (cvR 2 ) 255 was also generated as the squared Spearman rank correlation between the observations and the 256 cross-validated predictions.
257
NOx model 258 Relationships between NOx and the potential covariates conductivity, turbidity (both 259 measured in the laboratory) and river level (measured on-site at the time of water sampling) were 260 more complex and site-specific than the relationship between turbidity and TSS (S2-S4 Figures) . 261 Therefore, we first fit NOx models for each site separately (Fig 5, Step 1). The models included 262 covariates for conductivity, turbidity, level and all of their interactions. We also included a 263 binary grouping variable in the temporal correlation structure based on river level (Fig 5, Step 2) 264 because concentrations of NOx can vary more considerably during high flows than more stable 265 flow periods (e.g.
[38]). We did not know a priori what the most suitable cut off would be for the 266 level-based AR(1) structure and so we tested three options for each site: (i) less than the first 267 quartile (Q1), (ii) less than the median (Q2), and (iii) less than the third quartile (Q3; Fig 5, Step 268 3). We then implemented the two-stage model-selection procedure (Fig 5, Steps 4a,b ), using 269 backwards stepwise regression and cross-validation for NOx in the same general way as for TSS, 270 except that models were fit separately to each site and three AR(1) structures were tested for 271 each site. This produced nine models (3 sites x 3 AR(1) structures), which we then refit using 272 REML to calculate a cvRMSE for each. For each site, the model with the lowest cvRMSE was 273 deemed the best model, reducing the nine models to three. Although each of these three 274 remaining models had the greatest predictive ability for the relevant site, our aim was to develop 275 a single model that could be applied across all sites. Therefore, we composited all of the 276 covariates from the three 'best' models to create a final model for NOx (Fig 5, Step 5). We refit 277 this final model using the data from each site separately, using cross-validation to generate the 278 cvRMSE, cvPC and cvR 2 and evaluate the predictive ability ( Fig 5, Step 6). which assumes that forecasting is being made well into the future so that any short-term temporal 288 correlations in the data (captured by the AR(1) structure) are irrelevant. 289 We used a leave-one-out cross validation (LOOCV) procedure to assess whether the final 290 models for TSS and NOx fit to the sensor-measured surrogate covariates could accurately and 291 precisely predict the response (Fig 5, Step7 ). This took a single observation from the sensor- within one hour of a laboratory measurement (for MR, PR and SC respectively: n = 11, 49 and 298 28 for TSS; n = 11, 23, and 30 for NOx) as validation observations. Given the limited size of 299 these data subsets, the LOOCV procedure was a more suitable method than the 5-fold cross-300 validation procedure [36] we used on the much larger, complete datasets of laboratory 301 observations. We then calculated the cvRMSE, cvPC and cvR 2 using the 'time-matched' 302 laboratory concentrations of TSS or NOx and the associated LOOCV predicted concentrations. 303 We performed all statistical analyses in R statistical software [40], using the nlme 304 package [41] to implement the linear mixed-effects models. Turbidity, conductivity, TSS, NOx 305 and river level were all log 10 -transformed prior to analyses to meet model assumptions. We 306 chose the log 10 -transform because it is commonly used and has the benefit of being easy to 307 interpret on the transformed scale. Predictions from the models were back-transformed with bias 308 correction [42] for graphical visualization and assessment of accuracy and precision with respect 309 to the laboratory TSS and NOx concentrations.
310

Results
311
TSS model based on laboratory data 312 The final TSS model explained over 90% of the variation in TSS (cvR 2 ) and had excellent 313 95% prediction coverage (cvPC = 97.7%; Table 2 ; Fig 6) based on the 5-fold cross-validation. 314 Although the linear relationship was strong, the model tended to under-predict at high TSS 315 values, where data were relatively sparse ( Fig 6) . More specifically, at observed TSS 316 concentrations greater than c. 100 mg/L, the model marginally over-predicted at MR, and under-317 predicted at both PR and SC (Fig 6) . 318 The relatively high correlation parameter value ( = 0.87, with 95% confidence interval 319 of 0.83-0.91) indicated that there was significant temporal autocorrelation in the data captured by 320 the AR(1) model. The model included laboratory-based covariates for turbidity, site and T15, as 321 well as interactions between site and turbidity and between T15 and turbidity (Table 3) . TSS had 322 a statistically significant (p < 0.05) and positive relationship with turbidity across all three sites, 323 with TSS increasing more rapidly per unit rise in turbidity at MR than at the freshwater sites PR 324 and SC, and when turbidity was  15 NTU as opposed to < 15 NTU. NOx model based on laboratory data 343 NOx models with a grouping structure based on the median value of river level (i.e. Q2) 344 had the best predictive ability at all of the sites according to the cvRMSE (S1 Table) . The 
351
The three site-specific models had marginal predictive ability, explaining 6 -22% of the 352 variation in NOx only (Table 2) . At observed NOx concentrations greater than c. 0.1 mg/L NOx, 353 the predictions had almost no relationship with the observations at any of the sites (Fig. 7) . In 354 addition, the statistical significance and direction of the covariates' effects in the model also 355 differed among sites (Table 4 ). For example, the relationship between conductivity and level was 356 significant (p < 0.01) and positive at SC, but non-significant at MR and PR. The relationship 357 between turbidity and level was significant (p < 0.01) and negative at PR, but non-significant at 358 MR and SC. However, such differences may be expected given that the final model contained 359 covariates and interactions were not significant at every site (S1 Table) . The predictive accuracy of the final TSS model that included covariates from in situ 375 sensors was high. The cvR 2 and cvRMSE (86.5% and 25.1 mg/L; Table 5 , Fig 8) from the 376 LOOCV showed that the accuracy of the model was similar to that of the model fit to laboratory 377 data (cvR 2 = 90.4% and cvRMSE = 29.4 mg/L; Table 2 ). Although the 95% prediction coverage 378 decreased from 97.7% to 88.6%, this is still reasonable given the relatively small sample size. 379 Furthermore, all TSS predictions made from the sensor-measured turbidity covariate fell within 380 the ranges of TSS measured in the laboratory (Table 1) , except for some of the 'future' 381 predictions at MR (Fig 9) when sensor-measured turbidity in late 2017 and early 2018 was high 382 relative to that measured in the laboratory between January 2016 and June 2017 (Fig 2) . The 383 higher TSS values predicted at MR during the latter half of 2017 are therefore reasonable. TSS at 384 SC was under-predicted at higher concentrations (> c. 100 mg/L; Fig 8) , which was similar to 385 our findings from the final TSS model fit to laboratory data (Fig 6) . Finally, prediction intervals 386 for all sites tended to be wider during peak events than at other times, which is to be expected 387 when dealing with a log-normal response (Fig 9) . NOx predictions from sensor data 407 Accuracy and precision of the NOx predictions produced by the model fit to the sensor- 408 based covariates exceeded that of the final model fitted to all of the laboratory data (Tables 2 and   409 5, Fig 10) . The cvRMSE values were substantially smaller (MR: 0.05 vs 0.10; PR: 0.10 vs 0.16; 410 SC: 0.11 vs 0.29) and the cvR 2 values higher (MR: 56.9 vs 19.5%; PR: 6.6 vs 6.2%; SC: 71.1 vs 411 21.6%). In addition, the 95% prediction intervals were more reliable in the model fit to sensor 412 data and captured the true values 100% of the time, with prediction intervals tending to be wider 413 during events than non-events (Fig 11) . At SC, there was a close relationship between the 414 predictions and the observations at concentrations < c. 0.15 mg/L, but values greater than those 415 tended to be under-predicted (Fig 10) . There was also consistent over-prediction at MR and no 416 relationship between predicted and observed NOx at PR (Fig 10) . 417 The range of NOx values predicted from the sensor covariates using all of the sensor- Surrogate potential and model generalizability 441 Here we predicted TSS and NOx from high-frequency water-quality data using models 442 that accounted explicitly for temporal autocorrelation and heteroscedasticity, and that were 443 developed specifically for their potential generalizability across the study sites. The 444 transferability of models across sites, and potentially regions, will become increasingly important 445 as organizations move to automated sensing for water-quality monitoring throughout catchments. 446 We found a consistent, positive relationship between TSS and turbidity in both estuarine and 447 fresh waters across study locations in different catchments separated by up to c. 700 km. Reef lagoon. 514 Our study highlights that models fit to in situ water-quality data can be used to generate 515 accurate predictions of TSS at both freshwater and estuarine sites. As the number of monitoring 516 locations increases, spatial statistical models for stream networks [51] could be used to generate 517 predictions, with estimates of uncertainty, across entire catchments. These methods could also be 518 extended into both space and time (i.e. spatio-temporal models [52]), the need for which still 519 clearly exists [31, 53] . Such efforts, in combination with the methods developed herein, could 520 revolutionize the way water quality is monitored and managed. 521
