Abstract| This paper deals with the issue of consistent symbolic (qualitative) representation of continuous dynamic systems. Consistency means here that the results of reasoning with the qualitative representation hold in the underlying (quantitative) dynamic system. In the formalization proposed in this paper, the quantitative structure is represented using the notion of a general dynamic system (GDS). The qualitative counterpart (QDS), is represented by a nite-state automaton structure. The two representational substructures are related through functions, called qualitative abstractions of dynamic systems. Qualitative abstractions associate inputs, states and outputs of the QDS with partitions of appropriate GDS spaces. The paper shows how to establish such consistent partitions, given a partitioning of the system's output. To represent borders of these partitions, the notion of critical hypersurfaces is introduced. One of the main ideas that provides consistency is the interpretation of qualitative input events as elements of the partition of the Cartesian product of input, initial state and time sets. An example of a consistent qualitative/quantitative representation of a simple dynamic system, and of reasoning using such a representation, is provided.
I. Introduction
This paper deals with an integration of symbolic (qualitative) and quantitative representations in the domain of continuous dynamic systems. Examples of goals of reasoning within the qualitative structure are: (1) determine the region (qualitative output) to which the output of the system belongs given a region (qualitative state) to which the current state belongs, (2) determine to which of the regions in the state space the state will belong (next qualitative state) given the region in the Cartesian product of input, initial state and time sets, (3) determine the class of input processes that would cause the system to switch to a particular region in the state space. The question that we are investigating in this paper is how to partition a quantitative dynamic system so that the results of reasoning within the qualitative structure (i.e., answers to the above three questions) always hold in the underlying quantitative dynamic system. We call such a representational structure consistent. We also require that the symbolic structure be nite.
The understanding of consistency that we follow in this paper is borrowed from logic (cf. 1]), where consistency refers to a theory that has a model. In other words, a consistent theory is such that all its sentences hold in the model under all possible interpretations. In our formalization of this problem, the quantitative structure is represented in terms of a general dynamic system (GDS). The qualitative counterpart, called Qualitative Dynamic System (QDS), is represented by a nite-state automaton structure. The two representational substructures are related through abstraction functions, called here qualitative abstractions of dynamic systems, which map the GDS onto the QDS. Interpretation of the QDS is through the inverse of the abstraction function. The whole quantitative/qualitative structure will be referred to as the Q 2 structure. Within our framework, the GDS is a model for the QDS, and therefore for the representation to be consistent, every sentence of the QDS must hold in the GDS under all possible interpretations.
This same notion of consistency is sometimes referred to as soundness (cf. 2] ). In qualitative reasoning, on the other hand, the sentences derived through qualitative reasoning that do not hold in the underlying dynamic system are called \spurious behaviors." Therefore, the goal of this paper, in qualitative reasoning terms, is related to eliminating such spurious behaviors.
The typical approach to representing continuous dynamic systems with nite qualitative data structures is to partition the system state, input, and output variables into subsets (intervals), assign symbolic labels to the dividing points and intervals, and then reason about the system using these labels. Such partitioning of the variables can be interpreted as partitioning the Cartesian products of the variables into subsets. Each of the subsets is supposed to represent a class of points that can be termed \qualitatively equivalent." Such an approach can be classi ed as abstraction. If conclusions obtained apply to whole subsets represented by particular labels, then the representation and the reasoning procedure is consistent, otherwise it is not. Two popular means (especially within the AI community) used for subdividing the system space are fuzzy sets and landmark points. These two approaches have one thing in common: the basic shape of a partition is an interval in onedimensional space, a rectangle in two-dimensional space, a rectangular parallelepiped (a box) in three dimensions, and a hyperbox in a higher-dimension space. When dividing the space by landmark points, the borders between the boxes are crisp, while in the fuzzy-set approach these borders are fuzzy. But the main shape in both cases is that of a box.
Unfortunately, reasoning with boxes is not consistent since such a representation of a dynamic system cannot guarantee that its results will hold in the underlying quantitative system. This means that if the symbolic reasoner derives a conclusion that the next state will be within a given box, it may or may not be true. For instance, most AI-based qualitative reasoning programs have this feature 3].
In this paper, we show an example of how states, inputs and outputs of a nite state automaton can be assigned to subsets in the spaces of the quantitative dynamic system so that the representation is consistent, and therefore the results of the qualitative reasoning hold in the quantitative system. We could not nd formal or experimental evidence that such a goal can be achieved by representing regions of qualitatively equivalent points with hyperboxes in the Cartesian product of the original system variables. Hyperboxes, however, can serve as approximations of the real shapes of qualitatively distinct subsets. Our example starts with an explicit interval partition of the output variable, inducing a partition of the state space through the inverse of the output function, which in turn induces a partition of the input-process plus initial-state space through the inverse of the state transition function.
The border of the partitions in our approach are called critical hypersurface, while functions that map a quantitative system onto a qualitative representation are called qualitative abstraction functions. Critical hypersurfaces and and abstraction functions are equivalent. We shall demonstrate the establishment of critical hypersurfaces which partition the GDS space, given a partition of the system's output. Critical hypersurfaces subdivide the system space into subsets whose shapes, typically, are not boxes.
While the basic aim of the paper is to show that such an approach is feasible, we do not claim that nding such partitions is an easy task. In the example of this paper we show how to nd critical hypersurfaces from the known quantitative model of the dynamic system. Not always is such a model available. But knowing that they exist, we can search for such hypersurfaces using other methods. One such method can be machine learning.
In many practical situations it might be impossible to nd such partitions, and therefore, it would be necessary to use less accurate methods, like those proposed in the boxes approach. Nevertheless, it is important to understand that the \boxes approach" is not optimal, and that whenever we use it, we are making a tradeo between the consistency of reasoning and the lack of precise knowledge. This paper shows directions for the rationalization of such a tradeo . It is worth mentioning that such precise hypersurfaces might not even be the ultimate solution. When the system we are modeling is subject to noise, a mechanism for dealing with uncertainty due to noise must be incorporated into our modeling or control system. This mechanism may be fuzzy sets. But the fuzziness would be around the hypersurfaces, instead of around the walls of boxes. This can be accomplished by treating these hypersurfaces as either random or fuzzy variables.
The main contribution of this paper is the idea of consistent partitioning of three system spaces, i.e., the output space, the state space, and the input event space (Cartesian product of the input set, (initial) state space, and time). This partitioning allows us to construct qualitative reasoning systems whose inferences are guaranteed to hold in the underlying (deterministic) continuous dynamic system.
In the following section, we will present a short overview of some of the approaches to combined qualitative/quantitative modeling of dynamic systems. Our goal is to give some hints on the approaches to qualitative/quantitative reasoning known in the literature, rather than to provide a complete history of the eld. In subsequent sections we will introduce the necessary de nitions of: \consistency of qualitative reasoning," \General Dynamic System" (GDS), \Qualitative Dynamic System" (QDS), \qualitative abstraction function," and \consis-tency postulates." We will then demonstrate some of the consequences of accepting such postulates. This is followed by the introduction of the notion of \critical hypersurface." We also give an example of a simple dynamic system and describe all the critical hypersurfaces that partition the space of this system. In the section that follows we will present an example of integrated qualitative/quantitative reasoning about this system. This reasoning uses the Q 2 representation of this dynamic system. We conclude the paper with an overview of research questions that should be investigated in relation to the Q 2 representation.
II. Related Research
Modeling and simulation of dynamic systems has always been an important issue in both science and engineering. General methodologies of modeling and simulation of dynamic systems have been studied extensively in systems science and general systems theory (cf. 4], 5]), control (cf. 6]), economics ( 7] , 8], 9]), and arti cial intelligence (cf. 10]). Di erences between methods used in all of these disciplines are, to a great extent, due to di erent treatments of the issues of granularity and consistency of reasoning.
The systems science approach is based on the mathematical formulationof the general dynamic system. Most of the e ort in systems science has focused upon building quantitative models and automatic quantitative simulation. The main thrust of the systems science research has been to provide \ ne granularity" models that would give accurate descriptions of physical systems, thereby guaranteeing consistency. In the systems science approach, a model of a dynamic system is represented by a state transition function and an output function. Future behaviors are generated through quantitative simulation which \executes" a simulation model (state transition and output functions), typically at xed time steps, to obtain quantitative values of state and/or output variables. This type of system model is useful for predicting (simulating) the next state, given the current state, since the state transition function is given explicitly. It is quite ine cient, however, for drawing global conclusions, e.g., which of the states and which of the inputs will take the system into a particular state.
In qualitative physics (QP), simulation of behavior of dynamic systems has been one of the major concerns. The main thrusts of the qualitative physics approach to simulation were the compatibility with the reasoning techniques used by humans and automatic generation of qualitative representations. Qualitative simulation uses qualitative models in which collections of quantitatively di er-ent inputs, states, and outputs are lumped into qualitative inputs, states, and outputs, respectively. Di erent qualitative points are described by qualitative variables. In earlier work (cf. 11]), these variables would take on values from a three-element set, f-1, 0, 1g, or equivalently f(-1; 0); (0); (0; 1). In QSIM 12] , the variables were assigned values of either landmark points or intervals, and therefore the space partitions could be interpreted as boxes. These methods, as mentioned earlier, do not guarantee consistency. In the qualitative reasoning terminology, they can generate spurious behaviors.
Systems theory and control have also dealt with qualitative properties of systems and qualitative models, although the qualitative properties considered in systems science were di erent. The system scientists' main interest was in the system being stable/unstable, observable/nonobservable, and controllable/noncontrollable. This line of interest was also followed by some AI researchers. Yip 13] , Sacks 14] and Zhao 15] investigated the issue of partitioning the state space into regions de ned by the asymptotic properties of the trajectories of the system behavior. This kind of partitioning consists of open regions delineated by \bounding trajectories." Although in the terminology of this paper, these bounding trajectories are examples of hypersurfaces, they di er in a number of ways. The main di erence is that in the cited work, only the partitioning of the state space has been addressed. The input process was not included, and therefore the issue of consistency of partitioning the di erent system spaces was nonexistent. The input process is especially important for considering not only free evolution of the dynamic system in time, but for analyzing the system behavior when an input control process is applied. Also, 13] and 14] dealt with time-varying aspects of dynamic systems (bifurcations), which are outside of the scope of this paper.
Qualitative analysis of dynamic systems has also been of interest to economists who studied qualitative properties (positive and negative in uences on the variables) of economic models ( 7] , 8], 9]). These approaches were also interval-based, and thus did not guarantee consistency.
There is a number of research e orts which, in order to avoid violating the consistency of reasoning, employ an approach based on dynamically varying granularity over time (re ning the partitions by using smaller boxes) (cf. 16]). Although this direction is closely aligned with the goals of this paper, it di ers signi cantly because it does not guarantee a stable symbolic representation since it gradually re nes the accuracies of the partitions. Our aim is to search for nite partitions that are stable over time and thus do not need to be re ned.
One way of avoiding problems with consistency is to use representations that have imprecision as an inherent property; in this kind of representation, probabilistic or fuzzyset based methods are used. Therefore, the problem posed in this paper cannot be formulated as a direct translation. For instance, Saridis 17] has proposed to view di erent levels of abstraction as having di erent levels of \intelligence" and \precision." The three layers of the Saridis' design re ect \increasing intelligence with decreasing precision." Antsaklis et al. 18] proposed to extend this model to an arbitrary number of layers.
In the control literature, landmark points are considered as generators of discrete events. The systems that deal with discrete events are called discrete event dynamic systems (DEDS). One of the formalizations of such systems is due to Zeigler 19] 25] ). In this approach, a continuous-time continuous-state system is represented by a formal system, called DEV S, whose distinguishing features are that it has two state transition functions (internal and external), and has a time advance function which represents a (continuous) time interval during which the system remains in the same state partition if an external event does not occur. In this formalization, the consistency of the representation is ensured through using quantitative representation of the time. The DEVS representation, although very close in the goals, di ers from the Q 2 representation presented in this paper in several respects. One of our goals was to use a standard automaton representation to capture the qualitative aspects of a dynamic system. The DEVS representation is not an automaton; it is a more complex mathematical structure. It includes continuous time, and therefore it is not a purely qualitative representation. And nally, it does not represent explicitly what we call qualitative input events, i.e., equivalence classes in the Cartesian product of inputs, initial system states, and time.
This paper is also closely related to the research on hybrid control systems (cf. 26], 27], 28], 29]). A hybrid system consists of 29] a continuous dynamical system (plant), a discrete controller (automaton), and two interfaces: generator (translates plant states into discrete events), and actuator (converts controller symbols into continuous plant inputs). This paper deals with a similar framework, except for the actuator part. The operation of the generator is based upon the principle of boundaries, which are the critical hypersurfaces in the state space, according to our terminology. These boundaries are detected by sensors. Typically, these are threshold sensors, and therefore the state space is partitioned into boxes. The emphasis in the control approach is, however, on the controllability of such continuous plants rather than on the predictability of their behaviors. In the control paradigm, the imprecision of the plant model can be compensated by the feedback control loop, and therefore the issue of consistency (or predictability of the plant's behavior under speci c inputs) has not been addressed.
The notion of critical hypersurface was rst introduced into qualitative reasoning by this author in 30]. Chiu 31] used the name \domain map" for the subdivision of the parameter space into qualitative regions. He used algebraic reasoning to determine domain maps. Hypersurfaces were also recognized by Dangelmaier as important in robotics control, where the robot manipulator's workspace was partitioned into qualitative regions delimited by \criti-cal curves and surfaces " 32] . In all of these approaches, the notion of a critical hypersurface was not fully formalized. It was introduced using examples from particular domains. In this paper we de ne this notion for a more general class of systems: general dynamic systems (GDS) 4]. None of the previous approaches made a clear connection to the theory of dynamic systems.
In the systems science/control literature the notion of the hypersurfaces has been addressed (cf. 19 25] ). However, as we mentioned earlier, it was limited to the system state spaces only, and consequently, consistent partitioning of the system spaces was not an issue.
III. General Dynamic Systems
For the sake of self containment, we present the general systems theory's de nition of a \general dynamic system" 4], 5], 6], 33]. This notion is rigorously de ned as a mathematical object, and therefore, any general claim related to such an object can be precisely understood and veri ed 1 
.
De nition 1: A general dynamic system, S, is an 8-tuple S = (T; X; W; Q; P; F; g; ); where 1. T is a time set with an order relation on it; we can write it as: T T. 2. X and W describe the input set and the output set, respectively. 3. Q describes the inner states q of the dynamic system.
P (input processes) consists of time functions p : T !
X together with an inner splicing (or concatenation) on them. The splicing operation, ? t , for any two functions p 1 and p 2 is de ned as: p = p 1 ? t p 2 = p 1 ( ); < t p 2 ( ); t: P is closed under splicing.
F is a global state transition function F : T T Q P !
Q. For time-invariant systems F : T Q P ! Q and t 0 = 0. F has the following properties: (a) (consistency) F(t 0 ; t 0 ; q; p) = q; (b) (semigroup) F(t; t 0 ; q; p) = F(t; t 1 ; f(t 1 ; t 0 ; q; p); p), if t 0 < t 1 t); (c) (causality) F(t; t 0 ; q; p) = F(t; t 0 ; q; p 1 ), if p( ) = p 1 ( ), for t 0 < t.
6. g is an output function g : T Q ! W. For timeinvariant systems g : Q ! W.
In a general (multivariable) case X = X 1 : : : X n , and Q = Q 1 : : : Q s ; output set W is typically considered to be one-dimensional. We will refer to the input, state, and output sets as input space, state space, and output space, respectively. When referring to an unspeci ed space, or to a Cartesian product of such spaces, we will use the term a system space.
The de nition of a GDS is constructed in such a way as to re ect some general characteristics of all dynamic systems. The splicing property of the input processes gives the exibility of choosing any control strategy for the given system at any point in time. One typical control scenario occurs when the control variable is a step function. The state space Q of a GDS is the most important element in the de nition. Each state q = (q 1 ; : : :; q s ) represents a history of the system as far as it is necessary to compute the current output of the system given the current input. The state transition function q = F(t; t 0 ; q 0 ; p) computes for a state q 0 at time t 0 (also called \initial state") the state q reached at time t when an input function p is applied at time t 0 . The consistency property of this function ensures that state transitions are not instantaneous. The semigroup property concerns both the state and the state transition function. This property means that the system state at any particular time, t, can be computed either directly for the whole time interval t 0 ; t), or indirectly, by performing two computations: for t 0 ; t 1 ] and t 1 ; t]. More generally, it allows us to decompose the computation of a state into nitely many steps. The causality property means that the value of the new state depends only on the input function p restricted to the interval t 0 ; t).
The state transition function F in De nition 1 is called a \global transition function." For discrete systems, where time is represented by the set of integers, it makes sense to talk about current and next time. In such a case, it is possible to replace the global transition function F with a local transition function f, which computes the state at the next time instance given the current state and the value of the input x at the current time 2 . Since it is possible to prove (using mathematical induction, cf. 6]) that a local transition function uniquely determines a global transition function, we can use freely either one of the two functions to de ne a GDS. Consequently, a local transition function f is a mapping:
where X are inputs applied at the current time, which, for a time-invariant system, reduces to f : Q X ! Q:
For continuous-time systems, the existence of such a local transition function can be guaranteed only if the system is su ciently \smooth." In such a case the transition function (of a time-invariant system) is expressed using di erential equations, _ Q(t) = f(Q(t); x(t)): In the rest of this paper we will use local transition functions.
The anatomy of a general dynamic system is represented in Figure 1 . The circles in this gure represent sets: T -time set, X -input set, Q -state set, and W -output set respectively. The rectangles represent functions that appear in the de nition of a general dynamic system: Pinput process functions, f -local state transition function, and g -output function. The state transition function has two incoming arrows: from X, the input at current time, and from Q, the state at current time. An abstraction, as de ned in 34], is a pair of formal systems and an e ective total mapping which relates the languages of the two systems. One of the systems is called the ground system and the other the abstract system. Two of the features of abstractions are \preservation of certain desirable properties" and \throwing away details" (i.e., making the abstract system simpler and easier to handle). In this paper, we propose to use abstraction to represent an in nite-state quantitative dynamic system with a nite state automaton. This represents the feature of \throwing away details". The representation is to be provably correlated with the underlying dynamic system, meaning that the conclusions about the state transitions and outputs of the system derived within the qualitative representation must hold in the quantitative dynamic system. This represents the feature of \preserving certain desirable properties" (preserving the provability from QDS to GDS).
We de ne \qualitative dynamic system" (QDS) as anite state automaton (FSA) which is related to the underlying general dynamic system. To establish a relationship between a GDS and a QDS, we introduce the notion of \qualitative abstraction function."
De nition 2: Let S be a set, and I be a nite set. where TQX , Q , and W are called qualitative input event, qualitative state and qualitative output abstraction functions, respectively. As we can see, the resulting structure is an abstraction of a ground system, GDS, into QDS, using the qualitative abstraction as the abstraction mapping.
The AI literature dealing with qualitative reasoning uses the terms \abstraction function" and \qualitative dynamic system" quite di erently than we have, above. The main di erence is that in the literature on qualitative reasoning, these direct qualitative counterparts of quantitative concepts are sought: qualitative inputs, qualitative states, qualitative outputs, and qualitative time. We propose, instead, to interpret qualitative inputs (events) in the Cartesian product of quantitative states, inputs and time. 4 This removes the main obstacle to constructing representations in which qualitative reasoning is consistent. Intuitively, we cannot abstract just qualitative inputs (meaning input values from an interval of possible values), because the qualitative behavior, i.e., both the trajectory of the system's state and the output, depend, in addition to the value of the input, on the state the system is in. Moreover, this behavior depends also on the time interval at which a given input is applied. In order to be able to predict the system's behavior, we need to have all these three pieces of information: the current state, the input, and the time interval at which the input is applied.
V. Consistency of Reasoning
As mentioned before, consistent reasoning derives only conclusions that are satis ed in the dynamic system under consideration. Our objective is to construct integrated quantitative/qualitative representations of dynamic systems in which consistency of reasoning can be achieved. In our case, we are concerned with the consistency of reasoning using abstractions. In particular, we are interested in reasoning about the GDS using the QDS representation.
De nition 4: A qualitative reasoning procedure is consistent if all the theorems TH(QDS) of the qualitative dynamic system QDS are satis ed in the underlying general dynamic system GDS under all possible interpretations, i.e.,
GDS j = TH(QDS);
where interpretations are selected through the inverse of the abstraction function .
One of the simplest tasks for a qualitative/quantitative reasoner may be: given the current (quantitative) state of a GDS, nd to which of the subsets of the GDS's output set W the output of the system will belong (see Figure 2) . The reasoning is as follows. First, the abstraction function Q is applied to q i , returning qualitative state i . Then the qualitative output function is applied to this qualitative state. This returns the value of ! i . The class of the qualitative output can be established through the inverse of W applied to ! i . The solution does not give an exact value of w since it involves qualitative reasoning; it returns a set of values, W i = ?1 W (! i ). However, if this is the set to which the value of the output function g(q i ) belongs, then the result of this reasoning is correct. If this reasoning procedure returned a di erent interval, say W j = ?1 W (! j ) instead, it would be incorrect.
The above de nition of consistency applies to formal systems in general. In logical terms, it expresses the requirement that the mapping be an T ? abstraction 34]. To apply this de nition to a speci c formal system, one needs to de ne the language in which theorems are expressed, the inference rules, and the abstraction . With respect to general dynamic systems and qualitative dynamic systems as their abstractions, we propose the following constraints on the abstractions, which we call consistency postulates.
De nition 5: Let S, and represent a GDS, a QDS and an abstraction function de ned as above. The pair ( ; ) is a consistent representational structure of a dynamic system S if the following consistency postulates are ful lled 8q; q 0 ; x; t:
1. ( Q (q)) = W (g(q)) 2. ( Q (q 0 ); TQX (t; q 0 ; x)) = Q (f(t; q 0 ; x)): In algebraic terms, these consistency postulates state that the quantitative structure (GDS) and the qualitative structure (QDS) must be related through the homomorphism 35] de ned by the abstraction . If we limit our theorems to those that are simple applications of the output and state transition functions (in the qualitative system) then, since is a homomorphism and is onto, we can be assured that the consistency is preserved. We can summarize it as a theorem (we skip the proof, since this is an instantiation of a more general proof in abstract algebra). The resulting structure is represented in Figure 2 .
VI. Qualitative Interpretations and Admissible Partitions
Inverse images of the ranges of the qualitative abstraction functions TQX , Q and W constitute partitions of their domains. These abstraction functions establish a homomorphism between two structures, a GDS and a QDS. In algebraic terms, the partitions established by the qualitative abstraction functions are called \admissible partitions," which means that the equivalence classes (elements of the partitions) are congruent 35] with respect to the two functions, f and g.
De nition 6: A partition of a space of a GDS, S = S 1 ; : : :; S n , de ned by a qualitative dynamic system abstraction function , which ful lls the consistency postulates is called an admissible partition. An element of an admissible partition is called a qualitative subset of a GDS.
The function W de nes qualitative output subsets, Q de nes qualitative state subsets, and TQX de nes qualitative input event subsets. Note, however, that the qualitative input event subset is not merely a partition of the input set (space); it is rather a partition of the Cartesian product of the input space, state space, and time.
Admissible partitions and qualitative abstractions are closely related. This fact is useful for both constructing qualitative representations and checking for consistency of proposed qualitative representations. We can either rst de ne partitions and then nd abstraction functions, or rst de ne abstractions and then nd the partitions. Also, we have a choice of checking either the consistency postulates directly, or the congruency of a particular partition.
VII. Relations Among Qualitative Abstraction Functions
We now focus our attention on how to generate qualitative partitions 5 or, equivalently, qualitative abstractions of system spaces. The main question is whether we can partition one of the system's spaces into qualitative subsets independently of the rest of these spaces. It is natural to suspect that consistency postulates introduced in the previous section should restrict our exibility in choosing partitions (or, equivalently, abstraction functions) for particular system spaces. Indeed, we will prove a theorem, which states that (1) a partitioning of the output space gives a unique partitioning of the state space Q, and (2) the partitioning of the state space uniquely de nes the partitioning of T Q X. To prove that Q is the maximal partition of Q, we rst show that any partition of Q which does not agree with Q is not an admissible partition. Then we show an example of a partition that is a subpartition of Q but is not maximal. Say Q 0 is another partition of Q that is not a subpartition of Q . This means that there exist q 1 ; q 2 2 Q such that they belong to the same partition class Q 0 1 of Q 0 , while they belong to two di erent classes, say Q 1 and Q 2 , Q 1 6 = Q 2 , in Q . As for any two elements of two di erent classes we would have W (g(q 1 ) 6 = W (g(q 2 ) (as stated above). The abstraction 0 Q would assign to Q 0 1 a value (only one, since it is a function), say 0 1 . The function 0 would assign to 0 1 a value, say ! 0 1 . Consequently, 0 ( 0 Q (q 1 )) = 0 ( 0 Q (q 2 )), which contradicts the fact stated above that these values should be di erent. The conclusion is that if Q 0 does not agree with Q ; it also implies that the consistency postulates are violated.
Note that it is possible to de ne a partition Q 0 of Q in such a way that each class in the partition is a subclass of one of the classes in Q . Then, a function 0 can be de ned in such a way that it assigns the same value ! to all classes of Q ij that are contained in class Q i . In such a case, the mapping 0 ( 0 Q (Q)) agrees with the mapping W (g(Q)), and therefore the consistency postulates are not violated. However, the partition Q 0 , and consequently the function 0 , are more complex and redundant. This redundancy does not appear in the Q partition, and therefore this partition seems to be most desirable.
The (b) part of the proof can be carried out in a similar way; we skip it for the sake of brevity of this presentation.
A direct consequence of this theorem is the fact that if we are given a qualitative partition of the output space of a dynamic system, the partitioning of the rest of the system's spaces can be derived using the construction process outlined in this paper.
VIII. Critical Hypersurfaces
In the theorem of the previous section we did not make any assumptions about the functions f; g and about the topology of the initial partition of the output space W. Without such presumptions we were not able to make any statements about the form of the derived partitions. In practical applications, however, the assumption of continuity of functions is quite typical, and so is the assumption of partitioning a variable into intervals. For instance, we might limit our considerations to such systems where:
1. Functions f; g are continuous, except for a nite number of points. 2. The dynamic system is a single-output system (the output space consists of one variable). 3. The partition of this variable is given by a sequence of points (we will call them distinguished points The symbol Inf is introduced to represent an extra point that can be added to the real line in order to make it compact 36]. Inf represents both 1 and ?1. We consider Inf to be a distinguished point, similarly to w i 's.
The types of constraints on the system spaces and of the consequences of such constraints (like the above three assumptions) on the partitioning of the spaces of a GDS is a subject of topology (cf. 36]). From the applications point of view, other kinds of constraints might be both interesting and useful in particular domains (classes of dynamic systems). To analyze this, we would need to focus our attention on topological properties of particular dynamic systems. In this paper we just make note of some topological facts related to this subject and ask some of the relevant questions. Another possibility is to consider some \nice" functions (Kuipers 12] limited his considerations to so called \rea-sonable" functions).
De nition 7: A critical hypersurface in Q is an image of a distinguished point in W through g ?1 . A critical hypersurface in T Q X is an image of a critical hypersurface in Q through f ?1 .
All of the system's spaces can be subdivided into regions by distinguished points and critical hypersurfaces. The behavior of the system can be represented as a trajectory in each of the spaces: input process plus initial state trajectory, state space trajectory, and output space trajectory. Each of these trajectories may cross a critical hypersurface. If these critical hypersurfaces are given by distinguished points on the system's output variable, then the event of crossing a hypersurface in one of the system's spaces coincides with the crossing of the respective critical hypersurfaces in all system's spaces. Qualitative behaviors can be characterized by the trajectories, i.e., by series of qualitative inputs (events) in , qualitative states in , or qualitative outputs in .
Points on critical hypersurfaces play a role similar to that of distinguished points in the output space. In AI literature they are known as \landmark points " 12] . Therefore critical hypersurfaces are sets of landmark points. We can view critical hypersurfaces as distributed landmarks.
IX. Example
To clarify the ideas presented in this paper, we consider an example of a very simple dynamic system, a ball thrown upward, which has been very extensively used throughout qualitative physics literature. Such a dynamic system is described by the di erential equation:
The initial conditions are: h(0) = h 0 and V (0) = V 0 , where h represents the height of the ball, t -time, V -velocity, V 0 -initial velocity, h 0 -initial height, a -acceleration (due to gravity).
In the terminology of the GDS, the state space Q is represented by pairs of state variables (h; V ); the initial states are represented by (h 0 ; V 0 ). The input process is: p(t) = a = const: Suppose also that the output of the system is given by:
The values of this function, for h 0 = 0 and V 0 = 50m=s are shown in Figure 3 In this two-dimensional case we have two critical hypersurfaces (see Figure 4) : a straight line corresponding to the distinguished point w , and a straight line corresponding to Inf, which is equal to the axis V = 0: h V = w ; V = 0: These two hypersurfaces partition the state space Q into two groups of subsets. They are marked in Figure 4 as:`-' -where the system's output w is less than w , and`+' -where the system's output is more than w . The system's output is equal to w when the state is on the corresponding hypersurface, and is either +1 or ?1, when it is on An example of such a hypersurface for w = 4; h 0 = 0, and a = ?10 is presented in Figure 5 . As a function of time, it is zero at the origin, then it goes to in nity as t approaches 4, where it is discontinuous, reaches ?1 to the right of t = 4, crosses V 0 = 0 at t = 8, and then increases ever after.
The hypersurface corresponding to Inf is described as:
V 0 + at = 0; which for this example, i.e., for h 0 = 0 and a = ?10, represents a straight line, as shown in Figure 5 . w ?t^t > w : The meaning of the qualitative inputs (events) is such that ?1 causes the qualitative state switch to (stay in) ?1 , 0 switches state to 0 , 1 to 1 , and 1 to 1 . This fact is represented in Figure 6 . Since we are interested in local transition functions, the graph represents only local transitions. We close this section with two theorems about consistency of the above representation and about its maximality. Although we do not present a full proof of these theorems, it seems obvious how to develop such a proof. The process of constructing the hypersurfaces presented in the previous section gives enough information for the construction of such a proof. where T is time, X and W describe the input set and the output set, respectively, Q = fq = (h; V )g -the inner states of the system, P -input processes (p(t) = a = const), f -the (quantitative) state transition function, and g -the output function. Let = ( ; ; ; ; ) represent a qualitative dynamic system, and = ( TQX ; Q ; W ) represent an abstraction function as de ned in this section.
The pair ( ; ) is a consistent representational structure of the dynamic system B, i.e., the following consistency postulates are ful lled 8t; a; h; V :
( Q (h; V )) = W (g(h; V )) ( Q (h 0 ; V 0 ); TQX (t; h 0 ; V 0 ; a)) = Q (f(t; h 0 ; V 0 ; a)): 1) , be a nite partition of the output space W, given by the inverse of the abstraction function ?1 W , as described in this section. Let Q describe a partition of Q = h V de ned by the inverse images of W 0 and W 1 through g (critical hypersurfaces Q described in this section), and TQX describe a partition of h V G T determined by the critical hypersurfaces TQX described in this section.
Q is a maximal admissible partition of Q = h V , and TQX is a maximal admissible partition of h V G T.
X. Example: Reasoning
Although reasoning with the proposed representational structure is not the main topic of this paper, we will present a simple example of a reasoning procedure which utilizes both the qualitative and quantitative parts. We have implemented a simulation of a reasoning algorithm which uses the Q TABLE I Example of a Q 2 simulation algorithm the dynamic system and the (quantitative) input process. The space of possible input processes was limited to step changes in acceleration a.
The simulation algorithm is presented in Table I . The main part of this algorithm is the \while" loop. This loop performs the three main functions: determining current quantitative and qualitative states using the quantitative state transition function f and qualitative state abstraction function Q , determining the exact time of the next qualitative transition using the qualitative input abstraction function TQX , and shifting the initial state of the dynamic system to the new state. Note that although this algorithm uses the quantitative model, it is di erent from a typical quantitative simulation algorithm, since it does not simulate the system in equal time increments, but instead, it \jumps" from one qualitative region to another.
A trace of the simulation is presented in Table II . The input for this simulation was: maximum simulation time t sim = 20, output landmark w = 4, initial state q 0 = (0; 40), i.e., initial height h 0 = 0 and initial velocity V 0 = 40 , and input process X = (0; ?10), i.e., the simulation starts at time t = 0 and the input's value (acceleration) is g = ?10.
As can be seen from the table, the simulation gives \pre-cise" times at which qualitative transitions take place 7 . In accordance with the claim that the proposed Q 2 representation is consistent, the system does not generate any spurious transitions. However, as we mentioned earlier in the paper, this reasoning is relatively simplistic. The sole purpose behind implementing this procedure was to gain some initial understanding of the di culty of reasoning using the proposed Q 2 representation.
XI. Closing Remarks
The ultimate goal of the research presented in this paper is to develop methods useful in the design and implementation of intelligent hierarchical systems ( 17] ) representational structure in which (1) the qualitative (symbolic) structure is separated from the quantitative structure, and (2) consistent qualitative/quantitative reasoning can be carried out. To achieve consistency we proposed to interpret qualitative variables as regions in particular system spaces. We proposed to bound the regions by \critical hypersurfaces". Especially important was the idea of interpreting qualitative input events as regions in the Cartesian product of input, initial state and time. This approach is in contrast with a more traditional qualitative reasoning based upon intervals and hypercubes, which does not guarantee consistency.
The main point is that qualitative reasoning about deterministic systems does not have to be \naive," \incorrect," \non-sound," \inconsistent" or \fuzzy" and that, as was shown in this paper, one can prove theorems about the consistency. On the other hand, if uncertainty is inherent in the problem, the critical hypersurfaces proposed in this paper can serve as contours of either constant uncertainty or constant set membership. The understanding of the \consistent" qualitative reasoning model will help in 7 The \precision" is limited by computer arithmetic errors. making conscious and rational tradeo s between imprecision and computational complexity.
The purely qualitative simulation approach has been criticized from both the systems science point of view ( 39] ) and AI ( 40] ). As Sacks and Doyle argue in 40] that experts in their reasoning do not consider impossible (spurious) solutions; they eliminate such solutions through the use of mathematics. In this paper we follow a similar line of reasoning, as presented in 39] and 40]. Whenever experts cannot nd an answer through qualitative reasoning, they resort to the quantitative model, and whenever they arrive at a conclusion in one of the models, qualitative or quantitative, they are able to translate the conclusion into the other model. Purely qualitative reasoning uses qualitative models that do not have explicit links to their quantitative counterparts, and thus it cannot mimic an expert's integration of qualitative and quantitative reasoning.
The Q 2 representational structure proposed in this paper di ers also from the control-based approaches. As was mentioned earlier, the DEVS representation of Zeigler 19] is not a purely qualitative structure since it contains continuous time. In the hybrid systems approach (cf. 29]), the issue of precise predictability of the system behavior, given speci c inputs, is not directly addressed, since the imprecision of this prediction is supposed to be compensated by the feedback control loop.
To e ciently implement and utilize the framework presented in this paper, several issues need to be investigated. First of all, we need to investigate to which classes of dynamic systems (as presented in the systems science literature, e.g., 4]) such an approach is applicable. Second, we need to analyze various reasoning scenarios and develop procedures for qualitative/quantitative reasoning that can be carried out using this representation.
In the example presented in this paper, we used the known mathematical model (a di erential equation) to derive such a representation. Unfortunately, we do not always have such a complete knowledge of the process. In our future research we will investigate methods that can be used for (semi-) automatic generation of such representational structures through machine learning.
One of our goals is to implement a framework in which various dynamic systems can be represented and reasoning procedures can be tested. The goal of these investigations is to provide experimental evidence of the appropriateness of the proposed approach and its computational e ciency. Finally, the approach presented in this paper needs to be tested on real physical systems.
