In designing longitudinal studies, researchers must determine the number of subjects to randomize based on the power to detect a clinically meaningful treatment difference and a proposed analysis plan. In this paper, we present formulas for sample size estimation and an assessment of statistical power for a two-treatment repeated measures design allowing for subject attrition. These formulas can be used for comparing two treatment groups across time in terms of linear contrasts. Subjects are assumed to drop out of the study at random so that the missing data do not alter the parameters of interest.
INTRODUCTION
In clinical trials, subjects may drop out early before study completion for a variety of reasons. One approach to the resulting missing data problem is to carry forward the last observed value to the time point of interest. This is often known as the last observation-carried-forward (LOCF) approach. However, it is wellknown that this approach is not guaranteed to produce "conservative" results (e.g., Verbeke and Molenberghs 2000; Mallinckrodt et al. 2001a Mallinckrodt et al. , 2001b . Another approach is to only use data from subjects who completed the study (completers or complete cases). This is often referred to as the completers analysis. It is wellknown that the completers may not be representative of the entire population if the missing data are not missing completely at random (MCAR), and even when the MCAR assumption is met, the completers analysis is often less efficient as a result of ignoring information from the observed data prior to drop-out (e.g., Liu and Gould 2002; Little and Rubin 2002; Schafer and Graham 2002) .
Under the assumption of "missing-at-random" (MAR) missing data mechanism, repeated measures analysis can often provide valid statistical inference (e.g., Little and Rubin 2002; Gadbury et al. 2003; Mallinckrodt et al. 2003) . It has been adopted as the primary analysis in place of the LOCF approach in some clinical programs (see, for example, Kelsey et al. 2004 , Mallinckrodt et al. 2004 .
Although there is rich literature regarding the sample size and power calculations for repeated measures designs (e.g. Rochon 1991; Overall and Doyle 1994; Rochon 1998; Patel and Rowe 1999; Liu et al. 2002; Jung and Ahn 2003) , the sample size and power issues for repeated measures with missing data have not been studied extensively. Hedeker et al. (1999) presented formulas for estimating sample sizes for a comparison of two groups in terms of single degreeof-freedom contrasts of population means across study time points for longitudinal designs with attrition, but their formulas are only applicable to estimates based on complete cases at each time point instead of the maximum likelihood estimates from the repeated measures model.
In this paper, we derive formulas for sample size estimation based on the maximum likelihood estimates from repeated measures analysis. We focus on a comparison between two treatment groups in terms of mean difference at the last time point, but the approach can be easily extended to treatment comparisons across time. In Section 2, the notation and assumptions are described. In Section 3, we derive the sample size formulas and compare them to those based on the completers analysis. Results from simulation studies are presented in Section 4 to assess the sensitivity of the sample size formulas to the missing data assumption. In Section 5, we apply the sample size formulas to an example in calcium 1 supplementation study, followed by a discussion and concluding remarks in Section 6.
NOTATION AND ASSUMPTIONS
The sample size formulas proposed in this article are based on a family of repeated measures analyses often referred to as "mixed model for repeated measures" (MMRM) (e.g., Mallinckrodt et al. 2001a; Mallinckrodt et al. 2003; Lane 2008) . The MMRM method is likelihood-based and includes an unstructured modeling of time and the within-subject error correlation structure. Specifically, the model includes factors of treatment, time point as a categorical variable, and interaction of treatment by time, and an unstructured covariance matrix is used to model the correlation among the repeated measurements.
Suppose there are n a1 ≥ n a2 ≥ … ≥ n aJ subjects in treatment group a (=1, 2) at time points t 1 < t 2 < … < t J . Without loss of generality, assume the first n 11 subjects are from treatment group 1 and the remaining n 21 subjects are from treatment group 2. Denote n 1,J+1 = n 2,J+1 = 0, the observed data can be represented as {(a i , y i ), i = 1, …, n 11 + n 21 }, where a i is the treatment indicator with a i = 1 for the first n 11 subjects and a i = 2 for the remaining n 21 subjects, respectively; and y i denotes the repeated measurements observed on subject i so that y i = (y i1 , …, y ij )' for a subject who dropped out right after the jth time point. For simplicity we have assumed a monotone missingness and considered the situation where treatment is the only variable in the model (besides the categorical time variable). It is straightforward to generalize the sample size formulas to repeated measures models that include other baseline variables (e.g., baseline measurement for change from baseline analysis) as we will show in the simulation and discussion sections.
Suppose responses from different subjects are independent and responses from the same subject are distributed as multivariate normal with means, E(y ij | a i = a) = μ aj (a = 1, 2), and variances and covariances, cov(y ij , y ik | a i = a) = σ ajk , which are assumed to be known or can be estimated consistently. In matrix notation, the mean vector and the variance-covariance matrix for the repeated measures in treatment group a are μ a = (μ a1 , …, μ aJ ) and Σ a = (σ ajk : j, k = 1, …, J), respectively. In general, it is often assumed that
To facilitate the presentation of the sample size formulas, we also define the following quantities. Let r aj = n aj /n a1 denote the retention rate at the jth time point for treatment group a, hence the corresponding attrition rate a aj = 1 -r aj , also let λ = n 11 /n 21 denote the allocation ratio of sample sizes at the first time point. Furthermore, let σ j = σ jj ½ denote the standard deviation of y ij , and
The International Journal of Biostatistics, Vol. 4 [2008] , Iss. 1, Art. 9 DOI: 10.2202 /1557 -4679.1098 denote the correlation between y ij and y ik . In matrix notation, for treatment group a, we will use r a = (r aj : j = 1; …, J) and R = (ρ jk : j, k = 1, …, J) to describe the retention and the correlation structure between repeated measures, respectively. Common choices include exponential or linear retention, compound symmetry (CS) or first-order autoregressive (AR(1)) correlation structure. Suppose we are interested in estimating sample size based on the following contrast of the treatment means across the J time points:
The choice of the contrast depends on the analysis that is planned for the study. For example, if we are interested in the comparison of treatment means at the last time point, then c j = I(j = J) (j = 1, …, J). In some circumstances, we might be interested in testing the treatment difference in time-weighted average mean changes from baseline, in which case, c j ∝ (t j -t j−1 ), with t 0 = 0. Similarly, taking c j ∝ (j -(J + 1)/2) provides a test of treatment by linear time interaction, or equivalently, the difference in the slopes of the mean responses between the two treatment groups.
In this article, we will focus on the treatment difference at the last time point, so that θ = μ 1J -μ 2J . Let a μ be an estimate of μ a (a = 1, 2), and take c = (0, …, 0, 1)', then
To test H 0 : θ = 0 versus H 1 : θ = ±δ with power 1 -β at significance level α, the sample size estimation based on a two-sample z-test is given by
where z γ denotes the γ-percentile of the standard normal distribution. In general, δ θ δ θ = = ) ( E provided that the estimator is consistent. In addition, we assume that the process by which subjects dropped out of the study only depends on the data observed prior to drop-out, i.e., the missing data are missing at random, so that the MMRM model which ignores the missing data process can provide valid inference. For example, in diabetes studies, patients not meeting specific glycemic goals after prespecified time points will have rescue therapy initiated, resulting in missing data on glycemic endpoints for the primary analysis which excludes data after rescue. Patients with higher baseline hemoglobin A1c (HbA 1c ) values are more likely to be rescued than patients with lower baseline HbA 1c values, and patients randomized to the placebo group are more likely to be rescued than patients randomized to the active treatment group. The missing data as a result of protocol-specified rescue procedures can be considered as being missing at random.
SAMPLE SIZE FORMULAS
To derive the sample size formulas, we first establish a model to estimate the treatment means, from which we obtain the variances for estimates of the treatment means; then we find the variance for estimate of the treatment difference at the last time point and use (1) to solve for the required sample size. , where
Repeated
is the total information about μ a , Σ j is the leading j × j sub-matrix of Σ, and 0 kl denotes the k × l matrix of 0's (a null matrix when l = 0). The jth term in the summation represents the information contribution from subjects who had and only had the first j measurements, that is, subjects who dropped out after time point t j , also recall n a,J+1 = 0. The proof of (2) is given in the Appendix.
Inflation factors.
If we let R j denote the leading j × j sub-matrix of the correlation matrix R, and denote
then by (2), we have )
, where
and is defined as the variance (or sample size) inflation factor with respect to the estimation of μ aJ for treatment group a. The rationale for this definition is as follows. The variance of aJ μ in the presence of missing data is φ a times that had there been no missing data. Alternatively, by (1), the sample size required to detect the same deviation of μ aJ from zero in the presence of missing data is φ a times that required had there been no missing data. To indicate the dependence of the inflation factors on the retention rates and the correlation structure, we write φ a = φ a (J, r a , R).
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(5) Alternatively, the effective sample size can be interpreted as the number of patients needed in the absence of missing data to give the MLE of the treatment mean at the last time point the same precision as that of the MLE in the presence of missing data.
If we use A ≥ B to denote that A − B is a symmetric and semi-positive definite matrix for any two symmetric and semi-positive definite matrices A and B, then . If we use a two-sample z-test to test H 0 : μ 1J = μ 2J versus H 1 : μ 1J − μ 2J = ±δ J , then by (1), to achieve power 1 − β at significance level α, we need the following sample size for the first treatment group,
(6) Alternatively, we can compute n 11 by making use of the effective allocation ratio λ * , which is defined as the ratio of the effective sample sizes for the two treatment groups. It follows from (5) n by the inflation factor φ 1 .
Optimal allocation ratio.
The optimal allocation ratio yields the smallest total number of subjects required to achieve the same power. Given the retention rates and the correlation structure for the repeated measures in each treatment group, the optimal allocation ratio, λ OPT , can be obtained from the sample size formulas. In fact, by (6) and the Cauchy-Schwartz inequality, the total number of subjects, n 11 + n 21 = (
, is minimized at λ OPT = (φ 1 /φ 2 ) ½ . In particular, the optimal allocation ratio equals 1 if the retention rates and the correlation structure are the same for the two treatment groups. Other allocation strategies include: "proportional to inflation factor" allocation (λ = φ 1 /φ 2 ), equal allocation (λ = 1), and "more patients on drug" allocation (say, λ = 2).
3.1.6 Unknown covariance parameters. When the variance-covariance parameters are unknown, sample size estimation can be based on two-sample ttests. Let T(v;ξ) denote a random variable from a noncentral t-distribution with v degrees of freedom and non-centrality parameter ξ, and t v,1−α/2 denote the (1−α/2)-percentile of the central t-distribution with v degrees of freedom, then the sample size equation is
There are numerous methods for computing the degrees of freedom v in (7). For example, the SAS Mixed procedure offers containment method, between-within method, residual degrees-of-freedom method, Satterthwaite approximation, and Kenward & Roger approximation. In particular, if the unstructured correlation structure is used, then by default, the Mixed procedure uses the degrees-offreedom v 1 = n 11 + n 21 − 2 = n 11 (1 + 1/λ) − 2. Alternatively, we can use the effective sample sizes (or the effective allocation ratio) for sample size estimation, in which case, the associated degrees of freedom for the t-test is 2 ) / 1 1 ( 2 * * 1 * 2 * 1 2
. We refer to the above t-tests as the 1-step ttest and the 2-step t-test based on the effective allocation ratio λ * , respectively. Table 1 compares the sample size estimation based on the z-test and the two ttests. It can be seen from the table that the t-tests are more conservative than the z-test; the 2-step t-test is more conservative than the 1-step t-test. We recommend using the 2-step t-test in the presence of missing data because it makes use of the effective sample sizes instead of the more optimistic sample sizes prior to patient attrition.
From Table 1 , we also notice the effect of allocation ratio on the sample size estimation. In particular, the optimal allocation ratio, λ OPT = (φ 1 /φ 2 ) ½ , has the potential to reduce the required total sample size compared with other allocation ratio strategies.
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Table 2 displays the inflation factors for various combinations of number of time points, attrition rate, and the AR(1) correlation parameter, where we have assumed an exponential attrition. To facilitate comparison between different number of time points, we have used the attrition rate at the last time point, a J = 1 − r J , so that the attrition rate between adjacent time points is 1 -(1 -a J ) 1/(J − 1)
. It can be seen from the table that as the attrition rate increases, the inflation factor also increases, indicating that a larger sample size is needed. For comparison between different numbers of time points, we have also used the correlation between the first and last time points, ρ 1J , so that the correlation between adjacent time points is ) 1ρ . It can be seen from the table that the inflation factor decreases as the correlation increases, reflecting the increased information about the measurement at the last time point provided by the measurements from the previous time points. In addition, by adding more intermittent time points, we can also reduce the inflation factor. However, the reduction becomes negligible once the number of time points exceeds a certain level. In fact, given the overall attrition rate r J and the correlation ρ 1J , the inflation factor tends to
as J goes to infinity. This limit lies between 1 and 1/r J . 
The inflation factors for other correlation structures can be computed from (3) and (4).
Completers Analysis
For the completers analysis, the inflation factor for treatment group a is 1/r aJ . Therefore, assuming the same treatment effect and the standard deviation at the last time point, the percent reduction in required sample size by using the repeated measures analysis instead of the completers analysis for testing the treatment difference at the last time point is p(J, r, R) = 100 {1 -r J φ(J, r, R)}. Using the same specifications as in Table 2, Table 3 shows the percent reduction in sample size of the repeated measures analysis with respect to the completers analysis. It can be seen that the repeated measures analysis reduces to the completers analysis when there is no correlation among the repeated measures, in which case, no reduction in sample size can be achieved. However,
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SIMULATION STUDIES
The results in Section 3 were derived by assuming a known variance-covariance matrix, which is usually unknown and needs to be estimated in practice; besides, the number of subjects at each time point is random but assumed to be fixed and known. To evaluate the performance of the formulas in the presence of violation of these assumptions, the following simulation studies were conducted. Assume a clinical trial with two arms (treatment and placebo) and four postbaseline time points where the last time point was of primary interest; the endpoint had an AR(1) correlation structure and the standard deviations at the four time points were 0.7, 0.8, 0.9 and 1, respectively. The mean vector of the placebo group was assumed to be (0, 0, 0, 0). Given the mean vector of the treatment group, attrition rate between any two consecutive time points (assuming MCAR missingness and same attrition rates in both arms), and the targeted power, the sample size was determined using (7) and (8) at significance level 0.05; 1000 data sets were simulated with the determined sample size in each arm, and the power from the repeated measures ANOVA model (MMRM with treatment, time and treatment by time interaction) was estimated.
A similar simulation was done for the repeated measures ANCOVA model with baseline value as the covariate (MMRM with changes from baseline as the responses, and treatment, baseline value, time and treatment by time interaction as the model terms). The same variance-covariance structure mentioned above was adopted for the conditional distribution of changes from baseline given the baseline value. The baseline value followed N(4, 5 2 ) distribution, and a regression coefficient of 0.1 was assumed for the baseline value in the repeated measures model. The results are summarized in Table 4 where the first part and the second part correspond to the repeated measures ANOVA model and the repeated measures ANCOVA model, respectively. In Table 4 , ρ denotes the correlation between any two adjacent time points. For the repeated measures ANCOVA model, the means in the table were unconditional means while the standard deviations were conditional standard deviations. In the first case of the repeated measures ANOVA model, we assumed ρ = 0.7 in the AR(1) structure, treatment means were 0.2, 0.15, 0.3 and 0.5 at the four time points, respectively, and the attrition rate was 0.10 between any two adjacent time points. If there were no missing data, 64 subjects per arm would be required to detect a between-group difference of 0.5 at the last time point with 80% power at significance level 0.05. From (8) the inflation factor was 1.26; hence the required sample size for the repeated measures analysis was 81 = 64 × 1.26, which yielded a power of 79.4% in the simulation. Similarly, Table 4 10 The International Journal of Biostatistics, Vol. 4 [2008 ], Iss. 1, Art. 9 DOI: 10.2202 /1557 -4679.1098 confirms that (8) provided the desired power for the other scenarios considered above.
A simulation was also conducted for the MAR missingness. Again, we assumed two treatment arms and four time points in the clinical trials (for simplicity, no baseline value was involved) and AR(1) correlation structure with ρ = 0.6 and standard deviations of 0.7, 0.8, 0.9 and 1 at the four time points, respectively. Assume the mean vectors were (0, 0, 0, 0) and (0.3, 0.5, 0.8, 0.9) for the placebo and treatment groups, respectively. Suppose a patient would withdraw from the study whenever his/her measurement fell below −0.5 according to the protocol (MAR since the current measurement was still available). The retention rates were 76%, 63% and 52%, respectively, at the last three time points in the placebo group; while the retention rates were 87%, 81% and 78% for the treatment group. From (8), the inflation factors were 1.75 and 1.25 for the placebo and treatment groups, respectively. By assuming different sample size ratios of the two arms, four trials were designed to detect a betweengroup difference of 0.9 at the last time point with power 90% at significance level 0.05. The simulation results from 1000 data sets are summarized in Table 5 . The first column is the ratio of the sample size of the treatment group to that of the placebo group; the next two columns are the sample size determined by (8); and the last column gives the achieved power. The first case was designed as the most efficient trial (requiring minimum total number of subjects) by setting the sample size proportional to the square root of inflation factor; 81 subjects were required. The second case was straightforward: 27 patients per arm were required when there was no attrition and the number of patients required in the presence of attrition was obtained by multiplying 27 by the inflation factor. The third case was designed as equal allocation of subjects to the two arms; 84 subjects in total provided 90.3% power. In the last case, there were as twice as many patients assigned to the treatment group as to the placebo group in order to obtain the safety profile for the drug; the cost was that we had to recruit 22% more patients compared with the most efficient case.
The standard errors for the achieved power ranged from 0.9% for ~90% achieved power to 1.3% for ~80% achieved power.
AN EXAMPLE
A trial studying the effect of calcium supplementation on bone acquisition in adolescent white girls was reported in Table 5 .4.1 of Vonesh and Chinchilli (1997) . One hundred twelve healthy adolescent girls were randomized to a daily calcium supplement (500 mg calcium citrate malate) or placebo with 1:1 ratio at Visit 1 (baseline), and then followed up every six months within the next 2 years.
The endpoint was change from baseline at Visit 5 in total body bone mineral density (TBBMD, g/cm 2 ). A monotone missingness was observed and the number of patients (as well as the retention percentage with respect to Visit 2) on each treatment arm across time is summarized in Table 6 . The correlation matrix estimated from the observed data is provided in Table 7 . Table 5 : Patient withdrawal due to measurement below threshold (MAR); 90% power targeted at significance level 0.05. Results based on 1000 replications; AR(1) correlation structure with ρ = 0.6; four time points; retention rates (100%, 76%, 63%, 52%) and (100%, 87%, 81%, 78%) in the placebo and treatment groups, respectively; standard deviations (0.7, 0.8, 0.9, 1); placebo means (0, 0, 0, 0), treatment means (0.3, 0.5, 0.8, 0.9). Table 6 : Number of patients (retention rate (%) with respect to Visit 2) on each treatment arm across time for the calcium supplementation data from Vonesh and Chinchilli (1997) . Visit 1 was the randomization visit and Visit 2 was the first postrandomization visit. From (4), the Visit 5 inflation factors with respect to Visit 2 were 1.08 and 1.06 for the calcium group and the placebo group, respectively. Taking into account of the subject attrition between Visit 1 and Visit 2, the inflation factors
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DISCUSSION
Based on the simulation results, we can draw the following conclusions. The 2-step t-test based on the effective sample sizes (or the effective allocation ratio) are adequate to account for the uncertainty associated with the estimation of variance parameters. In randomized clinical trials, covariates other than treatment are generally balanced across treatment groups. If the conditional variances given the treatment and the covariates in the model are used, ignoring covariates other than treatment in sample size determination is still appropriate as shown in the simulation studies.
We have focused on the comparison between treatment groups at the last time point. For other types of treatment comparisons, such as the time-weighted average mean response over time or the treatment by linear time interaction effect, the derivation of sample size formulas is straightforward as the variance of The sample size formulas derived in Section 3.1 assume a known correlation structure. In practice, there is often only limited information at the design stage of clinical trials. For many clinical endpoints collected over time, e.g., body weight for obesity studies, HbA 1c for diabetes studies, blood pressure (systolic or diastolic) for hypertension studies, the correlations between repeated measurements are positive and decreasing over increasing time gaps. Under these assumptions, the inflation factors based on the compound symmetry correlation structure with correlation estimated from that between baseline and the last time point are easy to calculate (see equation (9)) and provide a less conservative sample size requirement than the complete-case analysis.
Although the sample size formulas do not impose an upper bound on the amount of missing data, the assumptions for the missing data mechanism and the analysis model become more questionable when more data points are missing. Therefore, it is critical to minimize patient attrition in clinical trials.
A SAS macro which implements the power/sample size calculations for the MMRM model is available upon request. and Σ j is the leading j × j sub-matrix of Σ = (σ st , s, t = 1, …, J). Therefore, the GLS estimate of β can be written as y V X X V X μ is independent of 2 μ , which leads to (3) and (4).
Note that the retention rates, r aj , have been fixed and the covariance matrix, Σ, has been assumed known in the above derivation. When the process by which subjects drop out of the study only depends on the data observed prior to dropout, i.e., the missing data are missing at random, the covariance parameters can be
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