Abstract-MIPv6 protocol is designed to support the mobility of the nodes and maintain ongoing connections while changing their locations. Currently, most of the internet infrastructures are using IPv4. MIPv6 as an extension of IPv6 is not compatible with IPv4; in this case, the transition mechanisms were used to tunnel MIPv6 traffic through IPv4 internet. This paper analyzes the performance of Manual Tunneling and 6to4 Tunneling in MIPv6 Networks, which communicate across IPv4 internet. Applications like FTP, HTTP, Database and Email using performance parameters such as Throughput, Response Time and End-to-End Delay were compared to find the best transition mechanism for MIPv6 Networks. Simulations results show that Manual Tunneling performed better with 12% than 6to4 Tunneling in Email, and HTTP applications with 13, 54%, whereas 6to4 Tunneling, outperforms Manual Tunneling in a Database application, while in FTP application, those two transition mechanisms have the same performance. 
INTRODUCTION
After almost 30 years of IPv4 in use, the spectacular growth of wireless technology and fast internet are leading to the IPv4 addresses exhaustion. In order to meet the demands and overcome the problem of IP addresses depletion, many techniques were introduced such as Classless Inter-Domain Routing (CIDR) [1] , Dynamic Host Configuration Protocol (DHCP) [2] and Network address space, which offer 128-bits addresses, excelling packet forwarding, smaller header size, high security, Multicast and Anycast Traffic support, QoS, Real Time Multimedia support, stateless autoconfiguration and better supporting mobility on the internet. Mobility support is a key feature, as everyone needs to be connected to the internet using mobile devices. Mobile IPv6 (MIPv6) supports node mobility on the internet with each mobile node identified by its home address, regardless of its current point of attachment. While away from its home IP subnet, a mobile node is also associated with Care-of Address (CoA), which indicates the mobile node"s current location [5] .
IPv6 specification was published twenty-three years ago in RFC 1883. Deployment of IPV6 is not going to be achieved overnight. It would be cumulative and step by step. IPv4 and IPv6 will coexist even after decades of IPv6 deployment [6] but the problem is that those two protocols are not compatible in communicating one with each other. In order to make the networks that use IPv4 and IPv6 to communicate with each other, various transition mechanisms have been developed and standardized to addresses specific transition and interoperability [7] .
The incompatibility of IPv4 and IPv6 makes the evolution of current Internet to be built on transition mechanisms. The current transition mechanisms were primarily designed for fixed network. With the increase and popularity of mobile devices and wireless technology, some researchers are evaluating the performance and implementation in mobile network. Performance analysis of current transition mechanisms is necessary in order to develop improved transition mechanisms dedicated for mobile network and other types of modern networks.
IPv4 is still a dominant protocol. According to Google [8] up to December 26, 2016.23 years later, about 90.02% of the Internet is still using the overloaded IPv4 protocol. Therefore, tunneling mechanism was seemed to be the most suitable method to connect isolated IPv6 networks through IPv4 [9] . In this paper, we evaluate the performance of two Tunneling mechanisms: Manual Tunneling and 6to4 Tunneling in MIPv6 over IPv4. Their performances are compared in FTP, HTTP, Database and Email applications by measuring Throughput, Response Time and End-to-End Delay metrics. Our experiment is simulated in Riverbed Modeler. The rest of this paper is structured in the following manner: Section II discusses some of the related works done by other researchers. Section III presents a brief overview of the tunneling mechanisms studied in our experiment. Section IV describes the MIPv6 operation. In Section V, we provide our network architecture with tunneling mechanisms configurations in Riverbed Modeler and shows obtained performance results in the form of graphs and tables. Finally, the research is concluded in section VI.
RELATED WORKS
IPv6 transition mechanisms research area is not new in the literature. Early after the Internet Engineering Task Force (IETF) defines IPV6 protocol [10] , researchers began to examine different transition mechanisms in order to bring a proper solution to tunnel IPv6 traffic into Internet of IPv4.
However, there exist different transition mechanisms to allow IPv6 packet to be transmitted over IPv4 network and vice versa. Because of the dominant existence of IPv4 networks, the most studied transition mechanisms in the literature are IPv6 networks over IPv4 networks.
In [11] , he studied the performance of MIPv6 over IPv6 network and using 6to4 transition mechanism. His network topology comprises of Correspondent Node (CN), which is a fixed node and a Mobile Node (MN). He evaluated performance metrics like throughput, traffic sent/received, and data dropped by MN in the pure IPv6 network and in the 6to4 network. His simulation results show that heavy applications perform better in all performance metric in pure IPv6 networks than in IPv4 network using 6to4 transition mechanism. He concludes that MIPv6 over pure IPv6 outperforms IPv4 using 6to4 transition mechanism, which is obvious because in IPv4 the packets had to be encapsulated.
In [12] , they studied MIPv6 technology using Riverbed Modeler in the pure IPv6 internet. They analyzed application traffics while an MN is moving across Access Routers (ARs). They also look on the effect of MIPv6 routing mechanisms used by the MN in order to communicate with the CN on application response time, and impact of MIPv6 signaling in bidirectional tunneling and route optimization. They also evaluated the handover effects the congestion control in the transport layer. In their simulation scenario, the Correspondent nodes were not mobile. In their topology, the CNs were connected to the Central Routers (CRs), and Mobile Node was accessing routers that were present in different wireless networks.
In [13] , the performance of configured Tunneling and 6to4Tunneling were evaluated on two different operating systems (Windows2008 and Windows 2012) using different performance parameters. Their experiment shows that 6to4 Tunneling outperformed configured Tunneling in more performance metrics, but their study was done in the pure fixed network. The study of [14] is similar to [13] , the difference is that 6to4 Tunneling and configured tunnel were implemented on two different Linux distributions (Ubuntu and Fedora).The measured performance metrics results gave same values for the two transition mechanisms except for average delay which is different for those two tunnelings. This experiment was also driven in the fixed network. Although there have been many studies on IPv6 transition mechanisms, there are few types of research of transition mechanisms in the mobile network.
IPv6 TUNNELING
IPv6 Tunneling is a solution of sending IPv6 traffic or packet over IPv4 networks. A packet from the MIPv6 is encapsulated on sending node whenever it reaches a border router interface, which is connected to the IPv4 network. Then IPv4 infrastructure wraps and transports IPv6 packets as a payload [15] . A packet is decapsulated to the original when reaching to the destination node or destination border router interface. There are two categories of IPv6 Tunneling; Manual Tunneling and Automatic Tunneling. In our study, we use only Configured Tunneling and one of the automatic Tunnelings which is 6to4 Tunneling.
3.1.Manual Tunneling
The manual tunnel also called configured tunnel, static tunneling, protocol 41tunnels or 6in4 is employed to connect isolated IPv6 networks. This tunnel links permanently two IPv6 networks over an IPv4 backbone. At the tunnels source and destination devices, a tunnel sources and destinations are manually configured to build a static tunneling. The static routing table in the endpoints is also configured to determine packets to be tunneled [16] .
6to4 Tunneling
6to4 Tunneling uses IPv4 infrastructure to allow remote IPv6 networks to communicate with each other. The IPv4 networks encapsulate IPv6 packets when a packet is transmitted between remote networks. A 6to4 address must have the following structure: 2002 ipv4 address> :< subnet> :< interface identifier> In order for it to allow communication between nodes, 6to4 mechanism requires a presence of relay routers [17] .
MOBILE IPv6 NETWORK OPERATIONS
As described in RFC 3775, MIPv6 network is a network, which supports the movement of a single host from its point of attachment to another point of attachment on the internet. MIPv6 was developed to support node to be reachable and keeps ongoing connections during its movement to other locations within the topological requirement. The nodes that use MIPv6 are assigned two IPv6 addresses, Home Address (HoA) and a Care of Address (CoA). The HoA is assigned to nodes when they are at home subnets and is used for two reasons: mobile node, which is reachable with steady session through the communication, and the IP layer mobility, which is hidden from the upper layers. The advantage of keeping the HoA permanently for the mobile node is that all the Correspondent nodes contact the mobile node through HoA without knowing the actual location of the mobile node, the packet will be forwarded to mobile node even if the mobile node is attached to a home subnet or not. If the mobile node is not attached to its home subnet, it is then the responsibility of the home agent to tunnel the packets to the mobile node"s CoA [18] .
The CoA is used when the mobile node is on the foreign network. When at the Foreign network a mobile node acquires a CoA based on the prefix of the foreign network. The CoA can be built with two mechanisms: stateful or stateless. Following the change of position and new address configuration, the mobile node must inform its home agent and the correspondent node (if routing optimization is used) of such changes by sending a Binding Update (BU) message. The BU is the configuration message in MIPv6 network that is encoded/ embedded in an optional extension header known as mobility header. The information contained in the BU is the HoA and the CoA of the mobile node. In order the HA and CN to forward packets directed to the home address of the mobile node, they need to store the BU from the mobile node. Once the mobile node, the HA, and CN have binding, all packets directed to the MN will be tunneled by HA and CN transmits all the packets directly to the MN if the route optimization is used [16] .
PERFORMANCE ANALYSIS
In this study, Manual Tunneling and 6to4 Tunneling mechanisms are modeled to allow MIPv6 networks to communicate with each other through IPv4 Internet.
Applications like FTP, HTTP, Database and Email are used. In order to compare the performance of Manual Tunneling and 6to4 Tunneling in selected applications; Throughput, Response Time and End-to-End Delay as performance parameters are used.
Network Architecture
In this section, we show how our network is designed and manual tunneling and 6to4 tunneling are configured in Riverbed Modeler.
The Network model is composed of four Mobile IPv6 networks, which communicate over a native IPv4 network. This network model consists of two mobile nodes (MN1 and MN2) and four Access Routers that act as the Home Agent of MN1 (HA1), Home Agent of MN2 (HA2), Foreign Network of MN1 (FN1) and Foreign Network of MN2 (FN2). Each of these Agents consists of two interfaces: the wireless interface, which supports IEEE802.11b and connects the Mobile IPv6 Network and a wired interface, which connects these Agents to IPv4 Internet using serial line connection. The MN1 and MN2 are roaming from HA1 to FN1 and HA2 to FN2 respectively. All the Mobile IPv6 traffic between these two mobile nodes is tunneled through IPv4 Internet at the Agents IPv4 interface. The full depiction of the network model and topological parameters are shown in Fig.1 Table 2 shows the configuration of the 6to4 tunnel in the network. 
Manual Tunneling Configuration
In order to set our Manual Tunneling on routers interfaces connected to IPv4 Internet, we must determine the tunnel mode, the tunnel source (IPv4 address), the tunnel destination (IPv4 address), and the tunnel"s IPv6 address. In addition, to route traffic between IPv6 networks, we must specify static routes on our routers. Table 3 shows the configuration of the Manual tunnel in the network. 
Results Discussion
This section presents and discusses the results obtained after the simulation of the previous network architecture in Riverbed Modeler. The performance metrics taken were Response Time, Throughput and End-to-End Delay. These performance parameters are explained below in this part to compare the two tunneling (Manual Tunneling and 6to4 Tunneling) performances in four applications (FTP, Database, HTTP and Email).
Response Time
The response time represents the time elapsed between sending a request and receiving the response packet for the application. Fig. 2 to 5 show the performance results of response time metric of applications used in the simulation. In general, we observed that manual tunneling has less response time than 6to4 tunneling, which means that it has a better performance. This is summarized clearly in Table  4 below. 
Throughput
It is the average of data transferred across a medium per unit time. A higher throughput means a better performance for the network. The following throughput results were taken at link HA1 from our experiment. Fig. 6 to 9 show the performance results of throughput metric of applications used in the simulation. As seen in an Email application, manual tunneling has higher throughput when compared to 6to4tunneling, their respective peak values are 214 bytes/sec and 174 bytes/sec as shown in Fig. 6 . In a database application, the 6to4 mechanism has a greater throughput than manual tunneling as seen in Fig. 7 Table 5 below. 
End-to-End Delay
It is the difference between the time a packet arrives at its destination and the creation time of the packet. In our study, End-to-End Delay parameter was taken at mobile node (MN). Fig. 10 to 13 show the performance results of End-to-End Delay metric of applications used in the simulation. Fig.10 . Email End-to-End Delay. As shown in Fig.10 , End-to-End delay of E-mail application using 6to4 tunneling mechanism is 0.1849 sec and for Manual tunneling mechanism is 0.1656sec. This means that Manual Tunneling performed better than 6to4 Tunneling in the Email application. In Fig. 11 , the End-toEnd delay value of Manual Tunneling in Database application after 90 seconds of simulation time dropped to 0.1201sec while the End-to-End delay value of 6to4 Tunneling jumped to 0.0045 sec. Consequently, this shows that 6to4 Tunneling outperforms Manual Tunneling in a Database application. For FTP application, the Endto-End Delay metric values using both transition mechanisms (6to4 and Manual Tunneling) are the same with 0.0353sec. Fig.12 shows that those two mechanisms performed homogeneously. It is too clear in Fig.13 that depicts HTTP application, at the beginning of the simulation; Manual Tunneling had a greater value than 6to4 Tunneling. But after 70sec of simulation time, the value of 6to4 Tunneling increased whereas the Manual Tunneling remained the same until the end of the simulation, which makes Manual Tunneling to have better performance than 6to4 Tunneling with values of 0.0047 sec and 0.0112 sec respectively. The End-to-End Delay results are summarized in Table 6 below. 
