The undamped wave equation on an open domain of arbitrary dimension and boundary of class C 1 is considered. On parts of the boundary the normal derivative of the solution equals the convolution of its time derivative with a measure of positive type. This setting subsumes standard disssipative boundary conditions as well as the interaction with viscoelastic boundary materials. Applying methods for evolutionary integral equations to a variational formulation of the problem, existence, uniqueness and regularity of the solution to the wave equation is proven under minimal regularity assumptions on the initial conditions and forcing functions. To evaluate the versatility of a parametrized model, least-squares ts to physical data are presented.
Introduction
A basic linear model for the evolution of sound in a compressible uid is the system of partial di erential equations v t (t; x) + grad p(t; x) = 0;
(1.1) p t (t; x) + div v(t; x) = 0; t > 0; x 2 R n ;
where p denotes acoustic pressure and v the velocity eld; cf. e.g. Leis Le] . In the sequel the equilibrium density and the compressibility will be assumed to be constant and then w.o.l.g. to be equal to 1. Eliminating v from this system one obtains a wave equation for the pressure p.
p tt (t; x) = p(t; x); t > 0; x 2 R n :
(1:2) When the uid is enclosed in a region R n , (1.2) has to be supplemented by conditions at @ , the boundary of . The energy conserving Dirichlet, Neumann and Robin conditions aside, the following three dissipative boundary conditions are discussed in the mathematical literature on time domain models for acoustics.
Firstly, equating the acoustic impedance (x) 2 C of the boundary surface at x with the ratio between the uid's pressure and its velocity normal to the surface, MI, p.261], results in @p @n (t; x) + (x)p t (t; x) = 0; t > 0; x 2 @ : Secondly, adding a friction term (x)p t (t; x), > 0, to the elastic Robin condition, yields @p @n (t; x) + (x)p t (t; x) + (x)p(t; x) = 0; t > 0; x 2 @ :
(1:4)
This condition was studied e.g. in M1], K]. Thirdly, modelling the boundary surface as independent oscillators, MI, p.263], and equating the velocity t of the impenetrable surface with the normal velocity of the uid at boundary points, leads to m(x) tt (t; x) + d(x) t (t; x) + K(x) (t; x) = ?p(t; x); @p @n (t; x) + tt (t; x) = 0; t > 0; x 2 @ : (1.5) In B] , where this boundary model is formulated for the velocity potential, spectral properties of the generator of the solution semigroup are given.
How well do these boundary conditions model the re ection of sound at surfaces of materials that are of interest in engineering practice? One approach to this question was taken in BPS]: A t to measurements of re ection coe cients for plane simple-harmonic waves of the form e i!(t?x) ; ! 2 R, by least-squares optimal choice of the parameters 2 C, resp. ; 2 R, resp. m; d; K 2 R. The results in BPS] indicate that none of the above conditions can cover a variety of di erent physical con gurations.
Looking for more general models, we nd in MI], equation (6.3.11) , that the pressure of the combination of a wave F(T i ), T i = t?(x 1 sin ?x 2 cos ), that is incident at angle onto the surface x 2 = 0, with the re ected wave in direction T r ?t = ?(x 1 sin +x 2 cos ),
(1:6)
Here W represents the modi cation of the re ected wave that is caused by the motion of the surface. This means that a general linear re ection process is to be modelled by convolution of the acoustic wave with a function that characterizes the boundary material. In order to cast (1.3), (1.4), (1.5) into a common form, we write @p @n (t; x) + dk p t (t; x) = 0; t > 0; x 2 @ ;
(1:7)
where dk p t (t; x) = R t 0 dk( ; x)p t (t? ; x). We need kernels that include the Dirac measure 0 to evaluate p t at the instant t, and integrals to express (t; x) in terms of @p @n (t; x). For the Laplace transforms c dk( ; x) = R 1 0 e ? t dk(t) of the kernels dk that render (1.7) into (1.3), (1.4), (1.5) respectively, we have c dk( ; x) = 8 < :
In MI], the argumentation for surfaces of local reaction is built up out of the re ection of simple-harmonic waves from a surface with frequency dependent impedance, via the treatment of a pulse-wave by Fourier transformation, which, by superposition, leads to formula (1.6).
Another approach that too leads to convolution boundary conditions of the form (1.7), is the modelling of the boundary as the surface of a viscoelastic material. Assuming that the viscoelastic boundary material has a much higher density than the acoustic liquid under consideration, that the acoustic waves do not penetrate the boundary material deeply and only normally to the surface, the following model for the veloctiy w(t; y) of the boundary material on the normal ray y > 0 emanating from x 2 @ can be employed. we arrive at a boundary condition of the memory type (1.7). In passing, we note that the measure dk exists and is of positive type if e.g. the function a(t) is a Bernstein function which is an assumption used quite frequently in viscoelastictity. For more details we refer to Pr] and the references given there. It is the purpose of this paper to study the wave equation (1.2) with dissipative boundary conditions of memory type (1.7) for general domains, both theoretically and in practice. The kernels dk are only restricted by the physically reasonable assumption that they should be of positive type, which relates to the energy inequality studied in Section 3. Section 2 is devoted to the variational formulation of the problem and the derivation of the variation of parameters formula associated with the problem. In Section 4 we prove the basic well-posedness results which by means of an analysis of one-dimensional problems are shown to be optimal.
To examine whether wave equations with boundary conditions of memory type (1.7) are suitable models in real life, in Section 6 we reconsider the experimental data of BPS] for the re ection coe cients of four di erent boundary con gurations. We choose the parameterization dk(t) = ( 0 0 (t) + e ?"t cos( t + 0 ))dt (1:10) for three reasons: i) ve real parameters should give enough exibility to cover a variety of con gurations, ii) the corresponding re ection coe cients are obtained easily, iii) a nonlinear inequality constraint on the parameters is available that is necessary and su cient for dk to be of positive type. It turns out that three of the con gurations can satisfyingly be modelled by (1.10), but the data for a non-at porous boundary can not be covered by a one-dimensional model with dk in (1.10) of positive type. u(t; x) = 0; x 2 ? 0 ; @u @n (t; x) = 0; x 2 ? n ; t > 0; u(0; x) = u 0 (x); u t (0; x) = u 1 (x); x 2 with given functions u 0 ; u 1 ; g; h. Here n(x) denotes the outer normal of at x 2 @ .
To obtain a reformulation of (2.1) of variational type, let H = L 2 ( ), V = H 1 ? 0 ( ) = fu 2 H 1 ( ) : uj ? 0 = 0g with norms j j, jj jj and inner products ( ; ), (( ; )), respectively. , ! V , where the duality < ; > between V and V , and the inner product in H are related by < h; v >= (h; v) for all h 2 H, v 2 V . Taking the inner product of (2.1) with v 2 V in H and integrating by parts, (2.1) leads to the problem < u(t); v > + Thus A 0 (t) represents the form 0 (t; u; v) on V de ned by
This way we have reformulated problem (2.1) as an evolutionary integral equation of variational type, and have access now to the results and methods developed in Section 6 of the second author's monograph Pr].
Given f 0 2 C(R + ; X), a function u 2 C(R + ; Y ) satisfying (2.4) for every t 2 R + is called a strong solution. A function u 2 C(R + ; X) is termed mild solution of (2.4) if there are f n 2 C(R + ; X), strong solutions u n 2 C(R + ; Y ) of (2.4) with f 0 replaced by f n , such that f n ! f 0 and u n ! u, uniformly on compact subintervals of R + .
Since A 0 2 BV loc (R + ; B(Y; X)), it is obvious that a strong solution of (2.4) with f 0 2 C 1 (R + ; X) is di erentiable in Therefore the solvability properties of (2.3) are re ected in the properties of the operator families C(t), S(t), and R(t). These families will also turn out to be useful.
The Energy Inequality
Suppose that the the sesquilinear form on V is bounded and coercive in the sense that, with some > 0, Re (u; u) jjujj 2 ; for all u 2 V:
(3:1) Then the form Re (u; v) induces an equivalent norm on V . We may then use this form as an inner product for V , i.e.
((u; v)) = Re (u; v) and jjujj 2 = Re (u; u); u; v 2 V:
For the symmetric form de ned in Section 2 coerciveness means that ? 0 has nonempty interior in @ . However, factoring the constants, i.e. the kernel of A it is possible to circumvent this assumption, at least in case is bounded.
Assume further that the form is of positive type in the sense that for all u 2 C(R + ; V ) and for all T > 0. This is the main property which allows for energy inequalities. Then, if u is a strong solution of (2.4), multiplying (2.5) with u(t) and integrating over t we obtain ju(t)j 2 + jj 
To see the implications of Proposition 3.1 for the operator families S(t), R(t), T(t), and C(t), assume that they exist. Then setting f 0 (t) = x 2 H we have u(t) = S(t)x and 
Wellposedness Results
Suppose that assumptions (3.1) and (3.2) are satis ed. If the form is absolutely continuous in t on each bounded interval, (0+; u; v) = (0; u; v) = 0, and _ is locally of bounded variation, we may apply Theorem 6.5 of Pr] directly to obtain well-posedness of (2.3). In particular, the resolvent S(t) exists and is strongly continuous in B(H), but also corresponding properties for C(t), C (t) and for their derivatives follow from the properties of S(t), R(t), and T(t). However, we do not want to make additional regularity assumptions on the form , besides that is locally of bounded variation. Then, as the example in one space dimension treated in Section 5 shows, one cannot expect that the resolvent S(t) is leaving invariant the spaces V and V , but it will turn out that C(t) is strongly continuous in V and C (t) has this property in V . The precise statement is as follows.
Theorem 4.1 Suppose (3.1) and (3.2) are satis ed.
Then there are unique operator families S(t), R(t), T(t), C(t), and C (t) with the following properties. hence by a similar argument we obtain existence and strong continuity of the family S(t) in B(H).
By the de nitions of T(t), C(t), and C (t), and by uniqueness of the vector-valued Laplace transform we have the identities C(t)x = x ? T(t)Ax; x 2 V; C (t)x = x ? AT(t)x; x 2 V ; t 0; from which existence and strong continuity of the families C(t) 2 B(V ) and C (t) 2 B(V ) can be deduced. Di erentiating these relations yields nally _ C(t)x = ?R(t)Ax; x 2 V; _ C (t)x = ?AR(t)x; x 2 V ; t 0; which imply that C(t) is strongly continuously di erentiable in B(V; H) and that C (t) is so in B(H; V ) . This completes the proof of Theorem 4.1. Proof For the Radon-Nikodym property the reader is referred to Diestel and Uhl DU] . Since by assumption the space X enjoys this property, the function f(t) admits a RadonNikodym derivative w.r.t. its total variation a(t) = Var fj t 0 , say h(t). The X-valued function h(t) is da-measurable and bounded by 1. Approximate h uniformly on a xed interval J = 0; T] by simple functions h n (t) = P mn i=1 x n;i n;i (t), with coe cients x n;i 2 X and characteristic functions n;i of disjoint da-measurable sets B n;i , i = 1; . . .; m n . Then by strong continuity of V (t) and by V (0) = 0, u n (t) = Let us nally return to the wave equation with boundary dissipation (2.1). Translating Corollary 4.3 and using elliptic regularity results we obtain the following result on wellposedness of (2.1). In this section we want to discuss the one-dimensional case = R + , the simplest nontrivial case. Thus we consider the problem @ 2 t u(t; x) = @ 2 x u(t; x) + g(t; x); t; x > 0;
?@ x u(t; 0) + Z t 0 @ t u(t ? s; 0)dk(s) = h(t); t > 0;
(5.1) u(0; x) = u 0 (x); @ t u(0; x) = u 1 (x); x 0; where g(t; x), h(t), u 0 (x), u 1 (x) are given functions. In this situation the solution can be computed explicitly. In fact, taking Laplace transforms w.r.t. the time variable we obtain the following boundary value problem.
These representation formulas for S(t) and C(t) are easily interpreted. The rst term in (5.6) and (5.7) give the cosine family of (5.1) with Neumann boundary conditions, while the second terms are the result of the boundary dissipation due to the kernel dk.
Observe that in case dk 6 0 the function C(t)u 0 is continuous in x for continuous u 0 , but for a continuous u 1 , the function S(t)u 1 is continuous in x if and only if the function u 1 (0)r(t ? x)h 0 (t ? x) is continuous, which means either u 1 (0) = 0 or k(t) continuous, in particular k(0+) = k(0) = 0. Even more, if u 0 2 H 1 (R + ) then C(t)u 0 2 H 1 (R + ), however, if u 1 2 H 1 (R + ) with u 1 (0) 6 = 0 then S(t)u 1 2 H 1 (R + ) if and only if k 2 H 1 loc (R + ) and k(0+) = 0. Therefore the results of the previous sections cannot be improved in general.
Experimental Data
To test the validity of the boundary conditions (1.7) as a model for the re ection of sound, we refer to measurements of re ection coe cients for harmonic pressure waves in air. These measurements are the result of experiments that were conducted by R.J. In order to determine local minima of F, we applied the NAG routine E04UPF with the nonlinear constraint 0 G( 0 ; ; "; ; 0 ) and the bounds 0 ",?
0
. E04UPF is an implementation of the sequential quadratic programming algorithm (see NAG]). As the reliability of the routine increases with the availability of the partial derivatives of f j and G, we set @G=@ 0 = 1 and @G=@ = g("; ; 0 ). The approximation of the derivatives of G with respect to "; ; 0 by nite di erences was left to E04UPF. The FORTRAN code Figure 1 for the gradient of f j ; j = 1; . . . ; 2m was generated in MapleV (and checked by the NAG routine).
To search for global minima of F, for each of the four sets of data the algorithm was started with a systematic choice of the initial guesses in the region ?9:1 0 9,?3000 3100, 1 "; 3750,?2:1 0 2. The optimal parameters that were found in this way are given in Table 1 together with the corresponding values of G and F=m (for Hard, Free and Wedge the number of data points was m = 291,w j =2 = 20; 22; . . . ; 600Hz, for Foam it was m = 23, w j =2 = 20; 40; 50; 80; 100; 150; . . . ; 1000Hz). The re ection coe cients that result from the parameters in Table 1 are seen in Figure 1 . In these plots the noisy curves are the measurements, the smooth ones are the real and the imaginary part of R(!; 0 ; ; "; ; 0 ).
For Hard, Free and Foam, the tabulated parameters are in fact global solutions to the minimization problem without constraint. However, the re ection of sound at the Wedge Termination can not be modelled by kernels of the form (1.10) that are of positive type. The di culties with the Wedge case persist when the frequency range is split: for 20Hz w j =2 250Hz the optimal t again is bad with F=m = 48:10 10 ?3 and G = 0; for 250Hz w j =2 600Hz we again get a at Re R and the wrong monotonicity of Table 1 Im R with F=m = 62:63 10 ?3 and G = 0. At least with the parametrization (1.10), a satisfying t to the Wedge data requires parameters that yield kernels that are not of positive type, although jR j j < 0:7 for the measurements. Possible causes for this failure may be: i) inappropriate qualitative structure of (1.10), ii) one-dimensionality of (6.1) in constrast to a non-at con guration, iii) the porousity of the boundary material.
