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1. Introduction
Fig. 1 shows two planar pictures, a box and a leaned box. Which is the picture of a box?
The reader must choose the left one as a box. The right one does not look like a box, but why? This
question is the start point of this research. In fact, if we live in the Minkowski space, the right picture
looks like a box, and on the other hand, the left one looks like a leaned box. To plain this fact is one of
the aims of this paper.
In this paper, the following two sets of (n + 1) × (n + 1)-matrices play an important role:
SO(n + 1) = {A ∈ GL(n + 1, R)|tAA = AtA = In+1, det(A) = 1},
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Fig. 1. Pictures of a box and a leaned box in the plane.
SO(n, 1) = {A ∈ GL(n + 1, R)|tAHA = AHtA = H, det(A) = 1},
where
H =
(−1 0
0 In
)
.
In Section 2, we introduce a dual transformation between SO(n + 1)\{(00component) = 0} and
SO(n, 1). It is effectively used in geometric applications in the following sections.
In three dimensional Euclidean space in which we live, a ﬁxed angle changes its appearance ac-
cording to our viewpoint. We deﬁne visual angle in Section 3. Using the visual angle, we investigate
how the orthogonal axes look like in three dimensional Euclidean space E3 and three dimensional
Minkowski space M3. There are exclusive properties of visual angles in the two spaces, and we can
solve the problemproposed in Fig. 1. In addition, visual angles of orthogonal axes inE3 have one-to-one
dual correspondence with those inM3. This property comes from the dual transformation introduced
in Section 2.
These simple properties are available for higher dimensional two spaces, especially, the four dimen-
sional case is the most fascinating because visual angles are realized in three dimensional Euclidean
space. In Section 4, we investigate how the orthogonal axes look like in four dimensional Euclidean
space E4 and four dimensional Minkowski space M4. Four vectors makes a beautiful conﬁguration in
three dimensional Euclidean space in each case. Furthermore, the dual correspondence of visual angles
between E4 andM4 is explained by the dual spherical triangle in spherical geometry.
2. Dual transformation
For an (n + 1) × (n + 1)-matrix
A =
(
a00 B
C D
)
such that a00 /= 0 and det(D) /= 0, deﬁne a dual matrix
A∗ = 1
a00
(
1 B
−C a00tD−1
)
,
and denote this transformation as f , i.e., f (A) = A∗. It is easy to check that f 2 = id, which is the reason
why we call A∗ as a dualmatrix of A.
Proposition 1. The transformation f derives a dual transformation between SO(n + 1)\{a00 = 0} and
SO(n, 1).
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Proof. Let A ∈ SO(n + 1)\{a00 = 0}. In the following argument, we use the notation a as a00 for
convenience. Since A−1 = tA and det(A) = 1, the cofactor matrix of A is A itself. Hence, in particular,
det(D) = awhich implies the existence of D−1. Since tAA = In+1,
a2 + tCC = 1. (1)
Also since AtA = In+1,
aC + DtB = 0, (2)
CtC + DtD = In. (3)
To prove that tA∗HA∗ = H, it is enough to show that
−1 + tCC = −a2, (4)
tB + aD−1C = 0, (5)
−tBB + a2D−1tD−1 = a2In. (6)
Eqs. (4) and (5) directly come from Eqs. (1) and (2), respectively. As for Eq. (6), using Eqs. (5) and (3),
−tBB + a2D−1tD−1 = −(−aD−1C)t(−aD−1C) + a2D−1tD−1
= a2D−1(−CtC + In)tD−1 = a2In.
Before we prove that det(A∗) = 1, let us show that
atD−1 = aD − CB. (7)
In fact, multiplying the both sides of Eq. (3) by aD−1,
aD−1CtC + atD = aD−1,
hence from Eq. (5), we get
atD−1 = t(aD−1CtC + atD) = aD − CB.
Then,
det(A∗) = det
(
1/a B/a
−C/a D − CB/a
)
= det
(
1/a B/a
0 D
)
= det(D)
a
= 1.
In this way, A∗ is an element of SO(n, 1).
In a similar way, it can be shown that A∗ is an element of SO(n + 1)\{a00 = 0} if A ∈ SO(n, 1). This
completes the proof. 
Example 2. Let us conﬁrm the case that n = 1:
A =
(
cos s sin s
− sin s cos s
)
⇐⇒ A∗ = 1
cos s
(
1 sin s
sin s 1
) (
s /= π
2
,
3π
2
)
,
B =
(± cosh t sinh t
sinh t ± cosh t
)
⇐⇒ B∗ = 1± cosh t
(
1 sinh t
− sinh t 1
)
(t ∈ R).
3. Geometric application in three dimensional spaces
Let∠APB be a ﬁxed angle determined by three points P, A, and B in the three dimensional Euclidean
space E3. When we look at this angle, its appearance changes according to our viewpoint.
The visual angle of∠APB from a viewpoint O is deﬁned as follows (see [3,4]):
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Deﬁnition 1. Let∠APB be a ﬁxed angle in E3. For a viewpoint O, let us denote by
∠OAPB
the dihedral angle of the two faces OPA and OPB of the (possibly degenerate) tetrahedron OPAB. This
angle∠OAPB is called the visual angle of∠APB from the viewpoint O.
Remark 1. The deﬁnition of visual angle in En(n 4) is the same as Deﬁnition 1.
Actually, the visual angle∠OAPB is the orthogonal projection of∠APB into the hyperplane through
P and perpendicular to the line OP.
Using thevisual angle, let us investigate thepictures in Fig. 1.We lookatorthogonal axesP − A0A1A2
from our viewpoint O. Set up a system of orthogonal coordinates O − x0x1x2 on E3 with the origin at
the viewpoint O. Without loss of generality, assume that P = (1, 0, 0), and
−→
PA0 = (a00, a01, a02),
−→
PA1 = (a10, a11, a12),
−→
PA2 = (a20, a21, a22),
where (aij) ∈ SO(3). Then the visual angle ∠OAiPAj (i, j = 0, 1, 2) is given as the angle between the
vector ui = (ai1, ai2) and the vector uj = (aj1, aj2).
Theorem 3. By taking the opposite vector of ui if necessary, it is possible to make all three values of ui · uj
less than or equal to 0. On the other hand, no matter how the opposite vector is taken, it is not possible to
make all three values of ui · uj greater than 0.
Proof. Note that ui · uj = −ai0aj0. By taking the opposite vector of
−→
PAi , it is possible tomake all values
of ai0 greater than or equal to 0. Then, it is trivial that ui · uj  0.
On the other hand, suppose that it is possible tomake all values of ui · uj greater than 0 by taking the
opposite vector of
−→
PAi . Then, all three values a00a10, a10a20 and a20a00 are negative. It is a contradiction
because three non-zero real numbers can not have different signs. 
Roughly speaking, we can make all three visual angles obtuse by taking the opposite direction of
the orthogonal axes in E3, however, we can not make all three visual angle acute. This is the reason
why the right picture in Fig. 1 does not look like a box in Euclidean space.
Almost similar argument inMinkowski space leads the opposite result to Theorem3. The deﬁnition
of visual angle in M3 with the metric ds2 = −dy20 + dy21 + dy22 is almost the same as that of E3,
however, in this paper, let us make a certain restriction for simplicity as follows (see [5]):
Deﬁnition 2. Let∠AQB be a ﬁxed angle inM3. For a viewpoint O such that
−→
OQ is a timelike vector, let
us denote by
∠OAQB
the dihedral angle of the two faces OQA and OQB of the (possibly degenerate) tetrahedron OQAB. This
angle∠OAQB is called the visual angle of∠AQB from the viewpoint O.
Remark 2. The deﬁnition of visual angle inMn(n 4) is the same as Deﬁnition 2.
The restriction on
−→
OQ is to make each visual angle have a real value which is realized in the two
dimensional Euclidean plane.
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Let us consider the situation that we look at orthogonal axes Q − B0B1B2 from our viewpoint O.
Set up a system of orthogonal coordinates O − y0y1y2 onM3 with the origin at the viewpoint O. With
an adequate Lorentz transformation (see [1, p. 275] and [2, p. 169]), assume that Q = (1, 0, 0), and
−→
QB0 = (b00, b01, b02),
−→
QB1 = (b10, b11, b12),
−→
QB2 = (b20, b21, b22),
where (bij) ∈ SO(2, 1). Then the visual angle∠OBiQBj (i, j = 0, 1, 2) is given as the angle between the
vector vi = (bi1, bi2) and the vector vj = (bj1, bj2).
Theorem 4. By taking the opposite vector of vi if necessary, it is possible to make all three values of vi · vj
greater than or equal to 0. On the other hand, no matter how the opposite vector is taken, it is not possible
to make all three values of vi · vj less than 0.
Proof. Note that vi · vj = +bi0bj0. By taking the opposite vector of
−→
QBi , it is possible tomake all values
of bi0 greater than or equal to 0. Then, it is trivial that vi · vj  0.
On the other hand, suppose that it is possible to make all values of vi · vj less than 0 by taking the
opposite vector of
−→
QBi . Then, all three values b00b10, b10b20 and b20b00 are negative. It is a contradiction
because three non-zero real numbers can not have different signs. 
Roughly speaking, we canmake all three visual angles acute by taking the opposite direction of the
orthogonal axes inM3, however, we can not make all three visual angle obtuse. This is the reason why
the left picture in Fig. 1 does not look like a box in Minkowski space.
In thisway,wehave foundout the exclusive properties of visual angles of orthogonal axes in the two
spaces E3 andM3. At the end of this section, let us introduce how to make visual angles of orthogonal
axes in E3 from those of orthogonal axes inM3.
Theorem 5. There is a duality between visual angles of orthogonal axes in E3 andM3.
Proof. Let us recall the dual transformation f in Proposition 1. There is a one-to-one correspon-
dence between SO(3)\{(00component) = 0} and SO(2, 1). For any matrix A = (aij) ∈ SO(3)\{(00
component) = 0},
f (A) = 1
a00
⎛
⎝ 1 a01 a02−a10 a22 −a21−a20 −a12 a11
⎞
⎠
is the dualmatrix in SO(2, 1). For three vectors u0 = (a01, a02), u1 = (a11, a12) and u2 = (a21, a22), the
corresponding vectors are v0 = (a01, a02), v1 = (a22,−a21) and v2 = (−a12, a11), respectively. Hence,
the dual visual angles are given by keeping u0 itself, rotating u1 counterclockwisewith angleπ/2 to getv2, and rotating u2 clockwise with angle π/2 to get v1. The procedure to make the dual visual angles
from SO(2, 1) to SO(3)\{(00component) = 0} is exactly the same as the above. 
4. Geometric application in four dimensional spaces
In this section, let us raise the dimension of space from three to four. The argument are almost
parallel to that in the previous section. Let us consider the situation that we look at four dimensional
orthogonal axes P − A0A1A2A3 from our viewpoint O in E4, where P = (1, 0, 0, 0). For a matrix A =
(aij) ∈ SO(4), the visual angle ∠OAiPAj (i, j = 0, 1, 2, 3) is given as the angle between the vector ui =
(ai1, ai2, ai3) and the vector uj = (aj1, aj2, aj3). In the same way, for a matrix B = (bij) ∈ SO(3, 1), the
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visual angle ∠OBiQBj (i, j = 0, 1, 2, 3) is given as the angle between the vector vi = (bi1, bi2, bi3) and
the vector vj = (bj1, bj2, bj3) when we look at four dimensional orthogonal axes Q − B0B1B2B3 from
our viewpoint O inM4 provided that
−→
OQ = (1, 0, 0, 0) is a timelike vector.
The following theorem is remarkable in the four dimensional spaces.
Theorem 6. The four vectors ui (i = 0, 1, 2, 3) satisfy that
( u0 × u1) ⊥ ( u2 × u3), ( u0 × u2) ⊥ ( u3 × u1), ( u0 × u3) ⊥ ( u1 × u2).
The four vectors vi (i = 0, 1, 2, 3) satisfy that
( v0 × v1) ⊥ ( v2 × v3), ( v0 × v2) ⊥ ( v3 × v1), ( v0 × v3) ⊥ ( v1 × v2),
where × is the cross product in E3.
Proof. Note that ui · uj = −ai0aj0 and vi · vj = +bi0bj0. Using a standard identity from vector algebra
(see [2, p. 54]),
( u0 × u1) · ( u2 × u3) =
∣∣∣∣ u0 · u2 u0 · u3u1 · u2 u1 · u3
∣∣∣∣ =
∣∣∣∣−a00a20 −a00a30−a10a20 −a10a30
∣∣∣∣ = 0.
The other equations follow in a similar way. 
Let Ui (resp. Vi) (i = 0, 1, 2, 3) be the end point of the normalized vector of ui (resp. vi) under the
condition that ui /= 0 (resp. vi /= 0). Theorem 6 indicates that U0 (resp. V0) is an orthocenter of the
spherical triangle 	U1U2U3 (resp. 	V1V2V3) on the unit sphere.
The following two theorems are stated without the proofs because the proofs are exactly the same
as those of Theorems 3 and 4.
Theorem 7. By taking the opposite vector of ui if necessary, it is possible to make all six values of ui · uj
less than or equal to 0. On the other hand, no matter how the opposite vector is taken, it is not possible to
make all six values of ui · uj greater than 0.
Theorem 8. By taking the opposite vector of vi if necessary, it is possible to make all six values of vi · vj
greater than or equal to 0. On the other hand, no matter how the opposite vector is taken, it is not possible
to make all six values of vi · vj less than 0.
Roughly speaking, Theorem 8 indicates that we can make all points Vi included in a right regular
spherical triangleby taking theantipodalpoint−Vi if necessary.Ontheotherhand,Theorem7indicates
that we can not make all points Ui included in any right regular spherical triangle no matter how the
antipodal point −Ui is taken.
Finally, let us introduce how tomake visual angles of orthogonal axes inE4 from those of orthogonal
axes inM4.
Theorem 9. There is a duality between visual angles of orthogonal axes in E4 andM4.
Proof. Let f be the transformation from SO(4)\{(00component) = 0} to SO(3, 1). For any matrix
A = (aij) ∈ SO(4)\{(00component) = 0},
f (A) = 1
a00
⎛
⎜⎜⎝
1 a01 a02 a03
−a10 11 12 13−a20 21 22 23−a30 31 32 33
⎞
⎟⎟⎠
is the dual matrix in SO(3, 1) where ij is the cofactor of 3 × 3 submatrix (aij)i,j=1,2,3. Note thatu1 × u2 = (31,32,33), and so on. For four vectors u0, u1, u2 and u3, the corresponding vectors are
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v0 = u0, v1 = u2 × u3, v2 = u3 × u1 and v3 = u1 × u2, respectively. Hence, the dual visual angles
are given by keeping u0 itself, and taking the cross products of ui (i = 1, 2, 3). The procedure to make
the dual visual angles from SO(3, 1) to SO(4)\{(00component) = 0} is exactly the same as the above.

Theorem 9 indicates that Minkowski conﬁguration (V0, V1, V2, V3) on the unit sphere is given by
taking the polar spherical triangle of 	U1U2U3 and its orthocenter U0 of Euclidean conﬁguration
(U0,U1,U2,U3), and vice versa.
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