In this paper, we prove an implicit function theorem and we study the regularity of the function implicitly defined. The implicit function theorem had already been proved in homogeneous Lie groups by Franchi, Serapioni and Serra Cassano, while the regularity problem of the function implicitly defined was still open even in the simplest Lie group.
Introduction
In this paper, we study the notion of regular surface in the Carnot-Carathéodory spaces and we prove the implicit function theorem in this setting. We fix at every point of R n a subset of the tangent space, called horizontal tangent plane, and we assume that it has a basis X 1 , . . . , X m of C ∞ vector fields satisfying the Hörmander condition of hypoellipticity, (see [16] ). This choice induces a natural metric structure on R n of subriemannian type (see [20] ), in which the notion of tangent space is replaced by the horizontal tangent subspace. Most results of real analysis and geometric measure theory have been extended in this setting: the properties of regular functions, C α X Hölder spaces, Sobolev spaces defined in terms of given vectors, as well as the definition of BV X functions and the notion of perimeter in the sense of De Giorgi.
However, in this setting, the notion of regular surface is not completely clear. The first definition, given by Federer (see [10] ), was that a regular surface in R n is the image of an open set of R n−1 through a lipschitz continuous function. However, the Heisenberg group turned out to be completely non-rectifiable in this sense, (see [1] ). A more natural definition of regular surface was given in [12] in the Heisenberg group, and successively in the Carnot group, (see [13] [14] [15] ): a regular surface is a subset of R n which can be locally represented as the zero level set of a function f ∈ C 1 X such that ∇ X f = 0. Using this definition, the authors were able to extend to homogeneous Carnot groups the classical implicit function theorem. They also pointed out that the function φ implicitly defined by the condition f = 0, is continuous, but it is not of class C 1 in the euclidean sense, and the problem of further regularity is still open. Precisely, they write:
"An intriguing problem arise: all regular hypersurfaces should be viewed as the image of a suitable fixed metric space through lipschitz maps. Notice, however, that a regular hypersurfaces contains very few rectifiable curves; in particular, we cannot define a geodesic distance on rectifiable hypersurfaces."
An independent motivation for studying this type of problems comes from a model of perceptual completion in [9] . It is well known that any bi-dimensional regular image I : R 2 → R is lifted by the visual system to a surface in 3-dimensional space. Indeed, at every point (x, y) of the image plane, the simple cells of the primary visual cortex are able to detect the angle φ(x, y) such that (cos(φ), sin(φ)) = ∇I |∇I| , and consequently, it is possible to define a vector field X φ = cos(φ(x, y))∂ x + sin(φ(x, y))∂ y (1) tangent to the level lines of I. In other words, all the curves significant for the image are integral curves of the vectorX φ . The graph of the function φ
In this lifting procedure, we add the new variable θ, so that we can replaceX φ with a vector field independent of φ. Indeed, the level lines of I are lifted to integral curves of the vector fields
These vector fields define an intrinsic tangent plane to our graph and motivate the choice of the horizontal tangent plane. They clearly satisfy the Hörmander condition of hypoellipticity, since their commutator
is linearly independent of X 1 and X 2 . We will prove that any regular surface in a subriemannian structure has this same structure. Namely, the surface is embedded in the structure generated by the Hörmander-type vector fields, while the implicit function is regular with respect to non-linear vector fields, expressed, exactly asX φ , in terms of the implicit function itself. This result will be established in general Carnot-Carathéodory spaces, (not necessarily homogeneous), with a simple and direct proof.
The proof of the existence of the implicit function is similar to the one in [12] , but technically, much simpler. Indeed, due to the structure of the vector fields, the implicit function φ found in [12] is not a graph in standard sense. The problem is related to the fact that the definition of graph is not completely intrinsic, but it assigns a different role to the first variable, lying in the image of φ with respect to the other n − 1 variables, belonging to the domain of φ. In our paper, we first introduce a suitable change of variables T , in terms of the exponential mapping, defined on a suitable set Ω ⊂ R
such that the function φ is a graph in the new variables. Our result states as follows: 
The main property of the change of variables is that, in the new variables s = (s 1 , . . . , s n ), there exists a basis Z 1 , . . . , Z m of the horizontal tangent space, such that
This means that in these coordinates the vectors Z i with i ≥ 2 are independent of ∂ s1 . This was exactly the structure of the vectors X 1 and X 2 in (2), which motivate our choice. In other words, we perform a splitting of the Lie algebra, with the same structure we want to have on the group. Due to the splitting, the image, through the exponential mapping, of the plane spanned by the vector fields Z 2 , . . . , Z m is the plane
and the projection π P :
is completely intrinsic. In order to study the regularity of the implicit function φ along horizontal and non-horizontal curves, we will complete the basis Z 1 , . . . , Z m of the horizontal 660 G. Citti & M. Manfredini bundle to a basis of the tangent bundle
adding a suitable subset of all commutators. Each of them will be denoted as before
For every vector Z i , i = 1, . . . , n, we will denote deg(Z i ), the number of commutators sufficient to generate Z i (the notion of degree, introduced in [20] , will be recalled in Sec. 2). The following regularity result will be proved: 
, with constant coefficients u i and starting at s 0 ∈ T (Γ) ∩ (J × I). We denoteγ = π P (γ), where π P is defined in (6) . If
uniformly with respect to s 0 ∈ T (Γ) ∩ (J × I) and u i , i = 1, . . . , n.
We explicitly note that the vector fields (Z i ) i=2,...,n span the plane P , but their coefficients can depend on s 1 . If we want to express condition (8) in term of tangent vectors to the plane P , we have to express also the coefficients of (Z i ) i=2,...,n in terms of the variabless = (s 2 , . . . , s n ). In order to do so, we can consider the projection on P of the vector fields Z i .
A direct computation proves that the curveγ =γ(t) in Theorem 1.2 satisfies
and the coefficients a ik are defined in (4), (7),s 0 ∈ I ands ∈ P . On the other side, in order to mimic the structure of the initial vectorX φ in (1), we can define the non-linear vector fields: 
where
Besides, ifγ(t) is a curve such thatγ
with constant coefficients u i and starting ats 0 ∈ I, then there exists
uniformly with respect to
Property (11) The vector fieldsZ iφ can be considered non-linear vector fields, since they depend on φ and they are used to study the regularity of φ itself. From this point of view, the vectorsZ iφs 0 u1 have to be considered their linear approximation, since they depend on φ(s 0 ) + tu 1 . This point of view was taken in the papers [4, 5, 8] , where a surface with prescribed curvature was studied. Using instruments similar to the ones developed in these papers, it is possible to prove, in step 2 groups, that the vectors fieldsZ iφ andZ iφs 0 u1 define on P two equivalent distances, and that the function φ is a lipschitz function with respect to these distances.
The existence of the implicit function and its regularity properties are proved in Sec. 3. In Sec. 4, under the condition that the Lie algebra generated by Z 1 , . . . , Z n has step 2, we study further properties of regularity of the implicit function. In Sec. 5, we prove that any C 1 X surface can be uniformly approximated with smooth surfaces, and in Sec. 6, we apply these result to prove an integral representation of the perimeter measure of a regular surface.
After the first part of the paper was completed, we learned that Ambrosio, Serra Cassano and Vittone in [2] gave a definition of differential for the Heisenberg structure, which is equivalent to the restriction to that setting of the definition we give here. We thank them, for some very interesting conversation on the subject of paper.
Definitions and Known Results
Let Ω be an open subset of R n . At every point of Ω, we select a horizontal bundle HX, subset of the tangent bundle, and we assume that its basis For every x ∈ Ω, we denote p the integer such that X 1 , . . . , X m and their commutators up to an order p span the tangent space at x. We denote X 1 , . . . , X q some enumeration of the vector fields X 1 , . . . , X m and their commutators up to order p. The Lie algebra generated by X 1 , . . . , X m is in general non-graduated, so that this is a list of generators for the tangent space, but not a basis. As in [20] , we perform a suitable choice of a basis as follows. For every i ∈ {1, . . . , q}, we denote deg(X i ) the order of commutators necessary to generate the vector X i ; for any n-tuple of indices I = (i 1 , . . . , i n ), we denote
We define the local homogeneous dimension of Ω,
. . , X in ) as a basis of the tangent space at the point x}.
We use as a basis of the space the n-tuple on which the sup is attained. Eventually, reordering the indices, we denote it as X 1 , . . . , X n and we assume that it is fixed through the paper.
We recall that for every fixed point x 0 ∈ Ω, there exist neighborhoods Ω 1 of x 0 and U of 0 such that for every x ∈ Ω 1 , the exponential map based at x,
is a diffeomorphism from U onto the image, (see [22] ). On the set U , a homogenous norm is defined as:
There also exists a subset Ω 2 of Ω 1 on which it is possible to define a distance as
where the coefficients (u i ) i=1,...,n are defined in (12) and Q is the local homogeneous dimension of Ω 2 . We denote C 
where X * i is the operator formally adjoint to X i in L 2 (Ω).
As usual, we identify vector fields and differential operators. If the vector fields are represented as
..,n the m×n matrix of coefficients, so that the horizontal gradient is formally represented as
where ∇ is the standard gradient. If a metric g is defined on the horizontal bundle, then we call subriemannian gradient with respect to the metric g
where g ij is the inverse metric of g.
Implicit Function Theorem
We will assume that a special direction is selected in the horizontal tangent space, say X 1 , and we will introduce a change of variables in such a way that this vector field is expressed as a partial derivative in these coordinates. 
Existence of the implicit function
where the coefficients a ii are bounded away from 0, locally uniformly in i; (ii) there exists a riemannian metric g on the horizontal bundle, such that
Since Tx is a diffeomorphism, we call U the open set Tx(Ω).
Proof. As recalled in Sec. 2, the exponential mapping is a local diffeomorphism. Hence, for every x in a neighborhood of the fixed pointx, there exists a unique s = (s 1 , . . . , s n ) such that
This defines a regular change of variables Tx : Ω → R n , Tx(x) = s, such that Tx(x) = 0. Then, by definition of Tx, we have
Besides, in [22, Lemma 8.2] , it is proved that in these canonical coordinates,
We can define a basis of the horizontal tangent space as follows:
It is clear that Z 1 , . . . , Z m is a basis of the horizontal tangent space, in the variables s, which satisfies condition (i).
Besides, since (dTx(X i )) i and (Z i ) i are basis of the same horizontal tangent space, there exists an invertible matrix (g ij ) ij such that
This matrix defines the riemannian metric referred to by (ii).
Proof of Theorem 1.1. The first assertion of the theorem, i.e. the existence of a change of variables T , is proved in Lemma 3.1. Then, in the new variables, the assumption f (0) = 0, X 1 f (0) > 0 becomes
With a simple modification of the classical Implicit Function Theorem, we can deduce that there exist neighborhoods
and a continuous function
Example 3.2. The vector fields X 1 , X 2 defined in (2) already satisfy the thesis of Lemma 3.1. However, the expression of the change of variables T is not the identity. Indeed, we have to find s 1 , s 2 , s 3 such that
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A direct computation shows that
So that
The image of the vector fields X 1 through T (θ,x,ȳ) can be immediately computed as
Since, for i = 2, 3, the vectors dT (x,ȳ,t) (x, y, t)(X i ) are independent of ∂ s1 , then we define
Example 3.3. Assume that we start with standard Heisenberg vector fields
Then, the commutator turn out to be
In this case, in order to find T , we have to select s 1 , s 2 , s 3 such that
It follows that
So that
dT 
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Then the image of the vector fields X 1 through T (x,ȳ,t) is immediately computed as
Remark 3.4. The vector fields Z 1 , . . . , Z m satisfy all the assumptions stated in Sec. 2, so that we can complete this list to a basis of the space according to the construction above recalled. The new basis will be denoted
We recall that p is the integer such that Z 1 , . . . , Z m and their commutators up to an order p span the tangent space at the point s.
Regularity properties of the Implicit Function
The regularity of the implicit function will be established in the new variables s in the fixed open set U ⊂ R n s . Let us first establish a property of C 1 Z (U ) functions, in the direction of the horizontal and non-horizontal curves. This is an intrinsic property, independent of the change of variables, which still holds for functions in C 1 X (Ω).
Lemma 3.5. Let U ⊂ R n be an open set and let
locally uniformly on Ω and with respect to u i , i = 1, . . . , n.
Proof. From [20] , there exists a constant C such that for every t sufficiently small and for every |u| ≤ 1, | · | defined in (13), we have
where p is defined in Remark 3.4. Here, we have denoted
and the product is not commutative.
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Let us write
The first term can be evaluated using the lipschitzianity of h and (17), then
as t → 0, locally uniformly with respect to u 1 , . . . , u n and s 0 . Let us now handle one of the term with deg(Z i ) = 1. It is an increment in the direction of exp(tu i Z i ). Thus, we apply the classical mean value theorem to obtain the existence of a points such that:
locally uniformly with respect to u 1 , . . . , u n and s 0 . Let us now handle one of the term with deg(Z i ) > 1. By simplicity, we consider ones of the terms which contains a second order commutator, precisely
for some i, j ∈ {1, . . . , m}. Since u k is constant, with a change of variables in the coordinate t, we can as well assume that it is equal to 1. Then, by the CompbellHousdorff formula, (see [20] ),
By the mean value theorem, there exist s 1 (t), s 2 (t), s 3 (t), s 4 (t) such that the last expression is
uniformly with respect to u 1 , . . . , u n and s 0 . Summing up, we deduce that the limit is
The implicit function inherits the same regularity properties as f , in the horizontal and non-horizontal directions.
Proof of Theorem 1.2. Let
. We will denote γ 1 the first component of γ, and γ = π P (γ). Then, arguing as in the classical situation, we have
by the classical mean value theorem, there exists andt such that
and, since ∂ s1 f T (0, 0) = 0, we have
Finally, using the previous Lemma 3.5, the proof also holds for curves such that
Due to the expression of the vector fields Z i , it is possible to give the explicit expression of the curvesγ in terms of the vector fieldsZ iφs 0 u1 defined in the introduction. On the other side, by the choice of vector fields we have made, for every point s 0 on the surface, the horizontal tangent space to the surface is spanned by m − 1 vectors of the form:
Hence, for every i, we can define at least an integral curve γ iφ of this vector lying on the surface. Its projection on P is an integral curve of the vector fieldsZ iφ defined in the introduction in (10) .
Implicit Function Theorem in Carnot-Carathéodory Spaces 669
With the notation introduced in [4, 5, 8] the vector fieldsZ iφ can be considered non-linear vector fields, since we are interested on the regularity of φ along these vector fields, depending on φ. With the same notations, the vector fieldsZ iφs 0 u1 are to be considered frozen vector fields ofZ iφ around the points 0 .
Proof of Corollary 1.3. We can provide the explicit expression of the curveγ in Theorem 1.2. If
and u 1 is constant, we can denote γ 1 its first components, and obtain
Substituting in the coefficients of the vector fields Z i , see (9) in the introduction, we recognize that the projectionγ satisfies
The equality in (11) withγ(t) integral curve of
Ifγ(t) is an integral curve of n i=2 t deg(Zi) u iZiφ , then the value of the limit in (11) is the same, it is sufficient to observe that a ik (φ(s 0 ) + tu 1 ,s) and a ik (φ(s),s) are the coefficients of the vectorsZ iφs 0 u1 andZ iφ , respectively. 
We explicitly mention here a notion of differentiability, which generalizes in our context the notion introduced in [2] , in the Heisenberg setting. Proof. The proof goes through as in the standard euclidean situation, for every couple of pointss,s 0 ∈ I, there exist coefficients u 2 , . . . , u n such that
(using the fact that Then, we can apply the Theorem of Whitney in [6] , and extend the function h on
. . ,Z mϕ ϕ). Then, the graph Γ of ϕ is the zero level set of h and ∂ s1 h = 0.
In [20] , a relation between a distance and its lifting in a higher dimensional space is proved. Analogously, we define here a new distance, whose balls are the intersection of the ball of the space, with the surface Γ defined in (3). The induced distance on R n−1 can be defined as follows.
Definition 3.10.
Let Ω 2 be the set where the distance dist X is defined as in Sec. 2 and let ϕ :
With this definition, we prove the following: 
Then, by definition of differentiability,
Then, if |u| is sufficiently small, 
A Remark on Distances in Step Two Groups
In this section, we suppose that the Lie algebra generated by Z 1 , . . . , Z m has step 2 and we prove that the distance in Definition 3.10 is locally equivalent to a natural distance defined in terms of the vector fieldsZ iϕs 0 u1 . (For every fixed u 1 , the vectors Z iϕs 0 u1 span the tangent space at every point). 
Extending a result proved in [5] for the Heisenberg group, we can now prove that the distances in Definition 3.10 and in Definition 4.1 are equivalents. 
Then, the distancesd and d ϕ are locally equivalents.
Proof. Since the Lie algebra generated by Z 1 , . . . , Z n has step 2, we can assume that
Hence, we can write down almost explicitly the canonical coordinates, with respect to the vectorsZ iϕs 0 u1 andZ iϕ . If we denote u i the canonical coordinates ofs around the points 0 with respect to the vectorsZ iϕs 0 u1 , then by definition, we have:
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Letγ be a curve such thatγ(0) =s 0 and 
Subtracting (20) and (21) 
