In this paper, we propose a method for self-calibration of robotic hand-mounted laser range nders by means of active motion of the robot. Through range-measuring of a plane of unknown position and orientation, the mounting parameters of the range nders and the coordinates of the world plane are estimated. Systematic measurement errors can also be calibrated at the same time. The approach is fully autonomous, in that no initial guesses of the unknown parameters are to be provided from the outside by humans for the solution of a set of nonlinear equations. In fact, the initial values are all found in closed forms by the algorithm itself. Su cient conditions for a unique solution are derived in terms of controlled motion sequences. Experimental results in both a simulated and a real environments are reported.
Introduction
Active ranging devices, such as laser range nders, have found a variety of applications in robotics. The range data, which are obtained in the sensor coordinate system, should be rst transformed to those in the robot end-e ector coordinate system, in order for the robot to execute any control tasks. To do this, the geometric mounting parameters of the sensors have to be determined in advance. This is hand-eye calibration.
Previous work on calibrating laser range nders has been mainly about determining the transformation from primary sensory measurements (e.g., the 2-dimensional (2D) coordinates of a point in the photodetector) to the 3-dimensional (3D) coordinates of the point in the sensor coordinate system. Such calibrations are dependent on the mechanisms of the sensing devices. Examples include the use of a camera-light con guration 4] or the intersection of 3 laser planes 6] for spatial measurement. To calibrate such range sensors, coordinates of some reference world points should be provided by some other measurement apparatus such as theodolites 6]. Chen and Ni 1] used the camera image of a planar surface marked with feature points to aid the calibration of the range measurement errors after an initial calibration of a laser radar. The feature points are rst detected in the camera image and then used in the camera system to determine the position and orientation of the plane based on knowledge about the distances between the feature points. The obtained pose information of the plane is then utilized to correct the measurement error of the laser radar. Zhuang et. al 12] proposed a self-calibration method to determine the relative positions of 3 converging laser beams, each of which provides only length data. The purpose of the calibration is to transform the length data to 3D coordinates of the measured point in the sensor coordinate system. A plane is measured under di erent positions and orientations by the sensors. Then, the residual errors of the plane equations are minimized with respect to the laser position parameters and the plane's coordinates.
As for hand-eye calibration, i.e., the determination of the mounting parameters of a sensor on a robot hand, Shiu and Ahmad 8] proposed to solve a homogeneous equation of the kind A i X = XB i by making sensor measurement at di erent robot stations, where A i is the the robot motion matrix for the ith station, which can be calculated from the known robotic kinematics; and B i is the corresponding sensor motion matrix determined from sensory data at each station. A number of techniques for the solution of the above equation have been developed for hand-camera calibration 9], 11]. Unfortunately, unless a dense range map is produced, the above formulation cannot be applied to the case of hand-laser calibration, e.g., the case of a single or sparsely arranged laser ranging beams. This is because feature correspondence could not be established for sparse range data in the latter case for the estimation of the sensor motion matrix B i .
In this paper, we propose a self-calibration method to determine the mounting parameters of sparse or even single laser beams. The method is equally applicable to the case of dense-range sensors such as laser scanners. Similarly to Zhuang et. al 12] , we also use a planar surface as the calibration object. The position and orientation of the plane is unknown. By making sensory measurement at di erent robot positions and orientations, we are able to compute both the mounting parameters and the plane coordinates. Unlike Zhuang et. al 12] (their problem is not hand-laser calibration), we derive closed form solutions for all the parameters. The values of these parameters are then used in a re ning stage as the initial values in a nonlinear optimization. Systematic measurement errors, e.g., due to change of temperature, can also calibrated at the same time. Conditions for a unique solution are derived by using controlled motion sequences. The paper is structured as follows. In Section 2, we rst formulate the hand-laser calibration problem, and then propose an active method to the problem. Su cient conditions for a unique solution are derived. In Section 3, we experiment with our method and test the accuracy through both simulation and measurement in a real robot environment.
In Section 4, we conclude the paper.
2 Active Self-calibration
Single-Beam Range Finders
The laser range nders we consider are single-beam elements, which are mounted in the front of a robot gripper for direct range sensing. Figure 1 shows how a triangulation-based range nder works. The laser diode emits a laser beam which is then re ected by the object surface to be measured and received by a position-sensitive detector. A built-in electric circuit then calculates the distance to the object based on the position of the re ected light in the position detector in terms of triangulation. Here, we assume that an o -line calibration has been done for this range measurement. Our main interest is to obtain the mounting parameters of these sensors with respect to the hand coordinate sys-tem. Furthermore, we can also re ne the distance measurement if the o -line calibration is subject to errors or if the sensors undergo environmental changes, e.g., temperature changes. Di erences between the re ectance properties of the surface to be measured and that used in calibration may also contribute to the measurement errors. Thus, on-line self-calibration is more important in this case.
Although the method we shall describe is developed for the calibration of triangulationbased laser range nders, extensions to the hand-eye calibration of other range devices, such as ultrasonic sensors, laser scanners, are straightforward, as long as range data are provided by these sensors.
Formulation
First, we de ne two coordinate systems, the gripper (hand) coordinate system < g >: (1) x g 0 = R g0j x g j + t g0j (2) where x g j is the coordinate vector of a point in < g j >. Then the coordinates (n j ; b j ) of plane in frame < g j > can be easily shown to be n j = R T g0j n 0 ;
and b j = b 0 + n T 0 t g0j : (4) That is, the plane equation at frame < g j > is n T j x g j + b j = 0;
According to the geometric modeling of the laser beam in Fig 2, the predicted range measurement at frame < g j > can be easily shown to bê d j = ? n T j r + b j n T j v ; j = 0; 1; :::; M; (6) which are functions of the mounting parameters r, v, and the initial plane coordinates (n 0 ; b 0 ) as well as the robot motion parameters (R g0j ; t g0j ). Equation (6) is derived by substituting the coordinates x g j =r +d j v of the measured point into the plane equation (5).
Based on the above derivations, the measurement equations for the laser beam at the j-th station can be written as d j + d j =d j ; j = 0; 1; :::; M;
where d j is the range correction for d j due to systematic measurement errors, which is usually a function of some correction parameters k. Here we model the systematic error as a 2nd order polynomial:
where k 1 and k 2 are the compensation coe cients. The model of (8) is not physicsbased, but purely from mathematical considerations. Besides, in (8) , no consideration of a constant shift is necessary since it can be accounted for by the location parameter r;
that is, a constant error is equivalent to a shift of the origin of the laser beam.
Based on the above formulations, the hand-eye self-calibration problem is to determine, from the measurement equations (7), the plane coordinates (n 0 ; b 0 ), the distortion parameters k 1 , k 2 , and the mounting parameters r and v. Note that the calibration procedure has not assumed any metric calibration eld, such as points/planes of known coordinates in a reference coordinate system. What we need is only a at plane, which is arbitrarily oriented in the 3D space. Of course, assumptions are made of the known robot motions fR g0j ; t g0j g. This has been an assumption adopted in most previous work on hand-eye calibration, e.g., Tsai and Lenz 9], Shiu and Ahmad 8], to name a few.
Since (7) is highly nonlinear in the unknowns, its solution may need good initial guesses for the unknown parameters. With the initial values, standard techniques like the Newton-Raphson method can be used to iteratively adjust the unknown parameters until convergence is reached.
Solving the calibration equations
Instead of seeking the initial values in terms of any a priori system knowledge, we let the algorithm itself to estimate them. Thus, we are treating the system as being completelỳ black' to us. Our basic idea for self-calibration is to use designed motion sequences, e.g., pure translational motions, to simplify (7), so that the initial guesses can be found all in closed forms.
As an approximation, we rst ignore the systematic measurement error by setting k 1 = 0 and k 2 = 0. Thus, (7) can be rewritten, by inserting (6), (3), and (4), and by multiplying each side of (7) with the denominator of (6) 
where we have used t g00 = 0. We can now view (12) 
Remember that p 0 is also an unknown. But we know that n 0 is a unit vector. Thus from jjn 0 jj = 1, we can nd the magnitude of p 0 by (13). The sign of p 0 can also be determined from (13) by using our postulate that the third component of n 0 is positive. Thus, both p 0 and n 0 can be determined from (13). From (13), we also obtain the conditions for a unique solution of n 0 as follows.
Lemma 1: If a robot undergoes 3 or more translational motions (i.e., M t 3), among which at least 3 of the translation vectors with respect to the initial hand system are not coplanar, then the plane's normal is uniquely determined.
After n 0 and p 0 become known, we see that (11) gives only one constraint on the direction parameter v. Therefore, pure translational motion of the hand does not solve the complete system. To solve for v, we have to nd more constraints. There are two 
where we have substituted (11) Notice that the measurement equations for f< g 0 j >g and f< g 00 j >g should also be included to stabilize the iteration, as could be understood from their role in specifying a unique v. The unit-vector constraints on n 0 and v are imposed at this stage by using a replacement exempli ed by n i 3 = q n 2 i 1 + n 2 i 2 , where i 3 is chosen as the component of the largest value in the initial vector n = (n 1 ; n 2 ; n 3 ), with the sign of n i 3 being determined from the initial value of n.
In the case of re-orientating the plane , we have, for each plane, three new unknowns, which are the plane's coordinates. When the number of planes is chosen reasonably large, e.g., 10, for robustness considerations, the solution of (7) 2) Accuracy: We compare the calibrated parameters with the ground truth by Monte-Carlo simulation. The error e r of the location parameter r is computed as the magnitude of the di erence vector between the computed and the given ones, and the error e v of the orientation parameter v as the angle between the computed and the given vectors. From 1000
Monte-Carlo simulations, the rms error of e r and e v were found to be 0.19 mm and 0.17 degrees.
3) Number of iterations and speed: In most cases, the number of iterations are within 10. With the reduction scheme described in 10], considerable run time can be saved.
For example, when 4 planes are used for calibration, the running time with and without reduction are 3 seconds and 10 seconds in a Silicon Graphics Indigo2 workstation, respectively. When 13 planes are used, the respective time are 8 seconds and 81 seconds. A factor of 10 is achieved by the reduction scheme of 10] in speeding-up the calibration.
Real Experiments
The calibration method has been implemented in a real robotic environment. The robot is Manutec R2, with a repeatability of 0.05 mm for translational motion (unknown accuracy for rotation). The gripper is a multisensory one developed at the authors' institution (with 2 tiny cameras and 4 laser range nders in the front), see 2] for details.
translational and rotation motions. To ensure measurement accuracy, we keep the angle between the laser direction and the planes' normals to be roughly within 45 , which can be realized by either manually controlling the plane's orientation, or by doing rst an initial calibration and then using the computed knowledge about plane's position and orientation to achieve this. The polynomial model of (8) is used to account for systematic errors of each laser beam independently. To access the calibration accuracy, we use the GaussMarkov theorem (see 10] for details) calibrated parameters. Table 1 Notice that these errors have included the motion uncertainties of the robot. The above accuracy may be misleading; it provides only a relative accuracy rather than absolute accuracy since absolute errors may cancel each other in relative evaluations. Absolute accuracy of the reconstructed plane in the hand coordinate system is unknown since we do not have ground truth.
Conclusions
In this paper, we have presented a fully automatic method for calibrating the mounting parameters of laser range nders for use on a robot hand. The method does not need any metric calibration object and relies only on the atness of a planar surface. The calibration also computes the correction parameters for systematic measurement errors.
Although formulated as a nonlinear optimization problem, the calibration procedure does not need any human aids to provide initial values for the unknown parameters. Highly accurate results have been achieved in both simulations and real experiments. The use of the reduction scheme has substantially speeded up the calibration procedure.
At the current stage, a robot of 6 degrees of freedom is needed for the calibration. For vehicles moving on the ground, knowledge about the calibration object may be needed for the calibration, e.g., the angle between two planes. This constrained motion case is currently under investigation.
