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LARGE INDUCTIVE DIMENSION OF THE SMIRNOV REMAINDER
YUJI AKAIKE, NAOTSUGU CHINEN AND KAZUO TOMOYASU
Abstract. The purpose of this paper is to investigate the large inductive dimension of
the remainder of the Smirnov compactification of Rn with the usual metric, and give an
application of it.
1. Introduction
We follow the notation and terminology of [3] and [4]. We say that two compactifications
αX and γX of a space X are equivalent provided that there exists a homeomorphism
f : αX → γX such that f |X is the identity map on X , and we denote this by writing
αX ≈ γX . As usual, X ∼= Y means that X is homeomorphic to Y . Let Y be a subspace
of a metric space (X, d). We denote by d|Y the subspace metric on Y induced by d. A
metric d on X is said to be proper if for every r > 0, ClX Br(x, d) is compact, where
Br(x, d) = {y ∈ X : d(x, y) < r}. We use R, Q, Z and N for the reals, the rationals, the
integers, and the natural numbers. We write J and I for [0,∞) and [0, 1].
By C∗(X), we denote the Banach algebra of all bounded real-valued continuous func-
tions on a space X with the sup-norm. It is well-known that there is a one-to-one corre-
spondence between the compactifications of a space X and the closed subrings of C∗(X)
containing the constants and generating the topology of X . Let U∗d (X) be the set of all
bounded uniformly continuous functions of a metric space (X, d). Then we note that
U∗d (X) is a closed subring of C
∗(X). The Smirnov compactification udX of a metric space
(X, d) is the unique compactification associated with the closed subring U∗d (X) of C
∗(X)
and is metric-dependent. Now, we recall the construction of the Smirnov compactifica-
tions: Let e : X →
∏
f∈U∗
d
(X) If be the evaluation map associated with U
∗
d (X), where
If = [inff(X), supf(X)] ⊂ R. Recall that, identifying X with e(X), the closure Cl(e(X))
in
∏
f∈U∗
d
(X) If and the Smirnov compactification udX are equivalent. See [6] and [9] for
more details. Here, recall the following fact concerning the Smirnov compactifications.
Proposition 1.1. [9, Theorem 2.5] Let X be a noncompact metric space with a metric
d. Then the following conditions are equivalent:
(1) A compactification αX of X is equivalent to udX,
(2) For disjoint closed sets A,B ⊂ X, ClαX A∩ClαX B = ∅ if and only if d(A,B) > 0.
The aim of this paper is to investigate the large inductive dimension of the remainder
of the Smirnov compactification. The following result is well-known as Smirnov’s theorem
(See [7] or [6, p.256]): dim udXrX = dim
∞(X, d) holds for each noncompact metric space
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(X, d), where dim∞(X, d) is the boundary dimension of (X, d). Notice that Smirnov’s
theorem does not explain the large inductive dimension of udXrX . As usual, if d is proper,
then udXrX contains a copy of N
∗ that is the Stone-Cˇech remainder of N. Thus, we don’t
know whether dim udXrX = Ind udXrX or dim udXrX < Ind udXrX . In section 2,
we calculate the large inductive dimension Ind udnR
nrRn of the remainder of the Smirnov
compactification of Rn with the usual metric dn, and we show that Ind udnR
nrRn = n
for each n ∈ N. Furthermore, for any noncompact locally compact connected separable
metrizable space X , we show that for each n ∈ N, there exists a compatible proper metric
dn on X such that dim udnXrX = ind udnXrX = Ind udnXrX = n. In section 3, for any
noncompact locally compact separable metrizable space X , we show that there exists a
totally bounded metric dn onX such that dim udnXrX = ind udnXrX = Ind udnXrX = n
for each n ∈ Z with n ≥ 0, and give an approximation to the Stone-Cˇech compactification.
2. The Smirnov remainder generated by a proper metric
Let X be a topological space and A,B a pair of disjoint subsets of X . We say that a
closed set L ⊂ X is a partition between A and B if there exist open sets U, V ⊂ X such
that A ⊂ U, B ⊂ V, U ∩ V = ∅, and XrL = U ∪ V . Recall that a normal space X
satisfies the inequality IndX ≤ n(≥ 0) if and only if for every pair A,B of disjoint closed
subsets of X there exists a partition L between A and B such that IndL ≤ n− 1.
Let (X, d) and (Y, ρ) be metric spaces. A bijection f : X → Y is called a uniform
isomorphism if both f and f−1 are uniformly continuous. In this case we say that the
metric spaces (X, d) and (Y, ρ) are uniformly equivalent.
Lemma 2.1. Let (X, d) and (Y, ρ) be noncompact metric spaces and f : Y → X a
uniform closed embedding (i.e., f : Y → f(Y ) is a uniform isomorphism and f(Y ) is
closed). Then the following statements hold:
(1) uρY rY is embedded in udXrX.
(2) Let (Y1, d1) be a compact metric space and (Y2, d2) a noncompact metric space. If
Y is uniformly equivalent to (Y1 × Y2, d1 + d2), then Y1 is embedded in udXrX.
Proof. (1) It follows immediately by [9, Theorem 2.9 and 2.10].
(2) It follows from (1) that uρY rY is embedded in udXrX . Since Y1 is a compact
metric space and Y is uniformly equivalent to Y1 × Y2, by [9, Theorem 2.10 and 3.6],
uρY ∼= Y1 × ud2Y2. Thus, uρY rY
∼= Y1 × (ud2Y2rY2), and then Y1 is embedded in
udXrX . 
Let n,m ∈ N and k ∈ Z with n ≥ k ≥ 0. Denote subspaces Znk and Z
n,m
k of R
n as
follows:
Znk = {(x1, x2, . . . , xn) ∈ R
n : |{i : xi ∈ Z}| ≥ n− k} and
Zn,mk = {(x1, x2, . . . , xn) ∈ R
n : |{i : mxi ∈ Z}| ≥ n− k}.
Lemma 2.2. For each n,m ∈ N and each k ∈ Z with n ≥ k ≥ 0, we have the following
facts:
(1) Znk is k-dimensional.
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(2) Znk and Z
n,m
k are uniformly equivalent.
Proof. (1) In fact, since Zn0 = Z
n and Znn = R
n, the cases that either k = 0 or k = n
is true. Suppose that neither k = 0 nor k = n. Here, we denote by [X ]κ the set of all
subsets of X with the cardinality κ. Observe that
Znk =
⋃
I∈[{1,...,n}]n−k
∏
i∈I
Zi ×
∏
i 6∈I
Ri,
where Zi = Z and Ri = R for i = 1, 2, . . . , n. This indicates that Z
n
k is the union of
countable subspaces each of which are homeomorphic to Rk. Then by [4, Theorem 3.1.8]
dimZnk ≤ k. On the other hand, since R
k is closed embedded in Znk , dimZ
n
k = k.
(2) Define f : Zn,mk → Z
n
k by f(x) = mx for each x ∈ Z
n,m
k . Clearly, since f is a uniform
isomorphism, Znk and Z
n,m
k are uniformly equivalent. 
We are now ready to present our main result.
Theorem 2.3. Suppose that n ∈ N, k ∈ Z and n ≥ k ≥ 0. If d is the metric on Znk
induced by the usual metric on Rn, then Ind udZ
n
krZ
n
k = k.
Proof. We may assume that d((x1, x2, . . . , xn), (y1, y2, . . . , yn)) =
∑n
i=1 |xi − yi| (cf. [9,
p.47]). Since Zn0 is 1-discrete for each n ∈ N, udZ
n
0 ≈ βZ
n
0 which is the Stone-Cˇech
compactification of Zn0 (cf. [9, Theorem 3.4]). Then Ind udZ
n
0 rZ
n
0 = 0 (cf. [3, Theorem
7.1.11 and 7.1.17]). Fix an n ∈ N with n ≥ k. Suppose that Ind udZ
n
i rZ
n
i = i for each i
with 0 ≤ i ≤ k − 1. We only need to show that Ind udZ
n
k rZ
n
k = k.
Let
Yj = [0, 1]
k−1 × [2j, 2j + 1]× {(0, 0, . . . , 0︸ ︷︷ ︸
n−k
)} ⊂ Znk and Y =
⋃
j≥1
Yj ⊂ Z
n
k .
Since [0, 1]k×N and Y are uniformly equivalent with suitable metrics, by Lemma 2.1, we
see that [0, 1]k is embedded in udZ
n
krZ
n
k , thus, Ind udZ
n
krZ
n
k ≥ k by [4, Theorem 2.2.1].
Let A and B be disjoint closed subsets in udZ
n
k rZ
n
k . We show that there exists a
partition L′ between A and B with IndL′ ≤ k − 1.
Since udZ
n
k is normal, there exist open subsets U and V of udZ
n
k such that A ⊂ U ,
B ⊂ V , and CludZnk U ∩ CludZnk V = ∅. By Proposition 1.1, ε = d(Z
n
k ∩ CludZnk U,Z
n
k ∩
CludZnk V ) > 0. Choose an m ∈ N with 5n/m < ε. Let Λ = {ClZnk C : C is a component
of Znk rZ
n,m
k−1}, W
′
0 =
⋃
{D ∈ Λ : D ∩ CludZnk U 6= ∅}, W0 =
⋃
{D ∈ Λ : D ∩W ′0 6= ∅},
W1 = ClZn
k
(Znk rW0), and L = W0 ∩W1. Note that L = FrZnkW0 = FrZnkW1 is contained
in Zn,mk−1.
Fact. CludZnk L = CludZnk W0 ∩ CludZnk W1.
Note that CludZnk L ⊂ CludZnk W0∩CludZnk W1 always holds. Suppose that we have a point
x ∈ CludZnk W0 ∩CludZnk W1rCludZnk L. Since Z
n
k ∩CludZnk L = Z
n
k ∩CludZnk W0 ∩CludZnk W1,
x ∈ udZ
n
k rZ
n
k . Since udZ
n
k is normal, there exists a closed neighborhood S ⊂ udZ
n
k such
that x ∈ S and S ∩ CludZnk L = ∅. By Proposition 1.1, d(W0 ∩ S,W1 ∩ S) = 0 because
CludZnk (W0 ∩ S) ∩ CludZnk (W1 ∩ S) 6= ∅. Thus, there exist sequences xi,0, xi,1, . . . ∈ Wi ∩ S
for i = 0, 1 such that limk→∞ d(x0,k, x1,k) = 0. We may assume that xi,0, xi,1, . . . 6∈ L for
i = 0, 1. Then there exists an arc Pk joining x0,k and x1,k in Z
n
k with limk→∞ diamPk = 0.
Since L = FrZn
k
W0 = FrZn
k
W1, we can take an element yk ∈ L ∩ Pk for each k ∈ N.
Since limk→∞ d(x0,k, yk) = limk→∞ d(x1,k, yk) = 0, d(W0 ∩ S, L) = d(W1 ∩ S, L) = 0. By
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Proposition 1.1, we have CludZnk (Wi ∩ S) ∩CludZnk L 6= ∅ for i = 0, 1. This contradicts the
fact that S ∩ CludZnk L = ∅, as claimed.
Then, it suffices to show that L′ = CludZnk LrL is a partition between A and B. Let
W ∗0 = udZ
n
k rCludZnk W1, W
∗
1 = udZ
n
k rCludZnk W0 and Xi = W
∗
i rZ
n
k for i = 0, 1. Notice
that
udZ
n
krCludZnk L = udZ
n
kr(CludZnk W0 ∩ CludZnk W1)
= (udZ
n
krCludZnk W0) ∪ (udZ
n
krCludZnk W1)
= W ∗0 ∪W
∗
1 .
This shows that (udZ
n
k rZ
n
k )rL
′ = X0 ∪ X1, and then we only need to show that
A ⊂ X0 and B ⊂ X1. Notice that d(Z
n
k ∩ CludZnk U,W1) ≥ 1/m. By Proposition 1.1,
CludZnk U ∩ CludZnk W1 = ∅, and then A ⊂ X0. We show that d(W0, Z
n
k ∩ CludZnk V ) ≥
2n/m. Suppose that d(W0, Z
n
k ∩CludZnk V ) < 2n/m. Since W0 ⊂ B3n/m(Z
n
k ∩CludZnk U, d),
d(Znk ∩ CludZnk U,Z
n
k ∩ CludZnk V ) < 5n/m. By the definition of ε, this is a contradiction.
So, by Proposition 1.1, CludZnk V ∩ CludZnk W0 = ∅, and then B ⊂ X1.
Now, since L ⊂ Zn,mk−1, by Lemma 2.1, L
′ is embedded in udZ
n,m
k−1rZ
n,m
k−1. Since Z
n,m
k−1
and Znk−1 are uniformly equivalent, by [4, Theorem 2.2.1], IndL
′ ≤ Ind udZ
n,m
k−1rZ
n,m
k−1 =
Ind udZ
n
k−1rZ
n
k−1 = k − 1. By [4, Proposition 1.6.2], Ind udZ
n
k rZ
n
k ≤ k for each n ∈ N
and each k ∈ Z with n ≥ k ≥ 0. 
Corollary 2.4. Let n ∈ N and d the usual metric on X = Rn or Jn. Then ind udXrX =
Ind udXrX = dim udXrX = n.
Proof. By Lemma 2.1 (1), udXrX is embedded in udZ
n
nrZ
n
n . Thus, by [4, Theorem 1.6.3,
2.2.1 and 3.1.28] and Theorem 2.3,
max{ind udXrX, dim udXrX} ≤ Ind udXrX ≤ Ind udZ
n
nrZ
n
n = n.
Let Yk = I
n−1× [2k, 2k+1] and Y =
⋃
k≥1 Yk. Since Y and I
n×N are uniformly equivalent
with suitable metrics, by Lemma 2.1 (2), In is embedded in udXrX . By [4, Theorem
1.1.2 and 3.1.3],
n ≤ min{ind udXrX, dim udXrX} ≤ Ind udXrX.
Thus, ind udXrX = Ind udXrX = dim udXrX = n. 
As an application of Corollary 2.4 we show that for any n ∈ N and any noncompact,
locally compact, connected, separable metrizable space X there exists a proper metric dn
on X such that dim udnXrX = ind udnXrX = Ind udnXrX = n.
Lemma 2.5. Let (X, d) and (Y, ρ) be noncompact, connected, proper metric spaces. If
there exists a perfect map p : J→ Y such that uρ|p(J)p(J)rp(J)
∼= uρYrY , then there exists
a proper metric dX compatible with the topology on X such that udXXrX
∼= uρY rY .
Proof. Fix an x0 ∈ X . Define f : X → J by f(x) = d(x, x0) for each x ∈ X . Since
d is proper, f is a perfect onto map. Then g = p ◦ f : X → Y is a perfect map. Let
ωX be the one-point compactification of X and let ωX = X ∪ {p∞} as a set. Define
G : X → ωX × Y by G(x) = (x, g(x)) for each x ∈ X .
Fact 1. G : X → ωX × Y is a closed embedding.
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It suffices to show that G is closed. Let A be a closed subset of X . Suppose the
contrary that ClωX×Y G(A)rG(A) 6= ∅. Take a point (x, y) ∈ ClωX×Y G(A)rG(A). We
may assume that x = p∞. There exists a sequence {(xn, g(xn))}n∈N ⊂ G(A) such that
xn → p∞ and g(xn) → y if n → ∞. Since limn→∞ f(xn) = ∞, we may assume that
f(xn) > max{n, f(x1), . . . , f(xn−1)} for each n ∈ N. By σ-compactness of Y , there exists
a compact cover {Kn}n∈N of Y such that B1(Kn, ρ) ⊂ IntY Kn+1 for each n ∈ N. Here,
there exists an N ∈ N such that y ∈ KN . Since g is a perfect map, g({xn}n∈N)rKn 6= ∅
for each n ∈ N, and then limn→∞ ρ(g(xn), y) =∞. This is a contradiction, as claimed.
Let dωX be a metric on ωX , and let σ((x, y), (x
′, y′)) = dωX(x, x
′) + ρ(y, y′) for each
(x, y), (x′, y′) ∈ ωX × Y . Put dX(x, x
′) = σ((x, g(x)), (x′, g(x′))) for each x, x′ ∈ X .
Since σ is a proper metric on ωX × Y , by Fact 1, dX is a proper metric compatible with
the topology on X . Moreover, we note that (X, dX) and (G(X), σ|G(X)) are uniformly
equivalent. Thus, by [9, Theorem 2.9 and 2.10], udXXrX
∼= Cluσ(ωX×Y )G(X)rG(X).
Fact 2. (1) limn→∞ sup{σ(z, G(X)) : z ∈ {p∞} × p(J)rωX ×Kn} = 0.
(2) limn→∞ sup{σ(z, {p∞} × p(J)) : z ∈ G(X)rωX ×Kn} = 0.
Notice that for each n ∈ N there exists an ℓn ∈ N such that g(XrB1/n(p∞, dωX))
⊂ Kℓn and Kℓn ⊂ Kℓm whenever n < m. Now, we show (1). Fix an n ∈ N and take a
point z = (p∞, p(t)) 6∈ ωX ×Km with m ≥ ℓn. Then g(XrB1/n(p∞, dωX)) ⊂ Kℓn ⊂ Km.
Since p(t) 6∈ Km, p(t) 6∈ g(XrB1/n(p∞, dωX)), and then p(t) ∈ g(B1/n(p∞, dωX)r{p∞}).
As f is surjective, there exists an x ∈ B1/n(p∞, dωX)r{p∞} such that p(t) = p(f(x)) =
g(x) ∈ g(B1/n(p∞, dωX)r{p∞}). Since (x, g(x)) ∈ G(X),
σ(z, G(X)) ≤ σ(z, (x, g(x))) = σ((p∞, p(t)), (x, p(t))) = dωX(p∞, x) < 1/n.
Then the proof of (1) is complete. To prove (2), take a point z = (x, g(x)) ∈ G(X)r
ωX×Km. We may assume that m ≥ ℓn. Since there exists a t ∈ J such that p(t) = g(x),
σ(z, {p∞} × p(J)) ≤ σ(z, (p∞, p(t))) = σ((x, p(t)), (p∞, p(t))) = dωX(x, p∞) < 1/n.
Then the proof of (2) is complete.
By [9, Theorem 2.9 and 2.10], Fact 2 and [9, Theorem 4.2],
udXXrX
∼= Cluσ(ωX×Y )G(X)rG(X)
= Cluσ(ωX×Y )({p∞} × p(J))r({p∞} × p(J))
∼= uσ|{p∞}×p(J)({p∞} × p(J))r({p∞} × p(J))
∼= uρ|p(J)p(J)rp(J)
∼= uρY rY.
Then the proof is complete. 
Question 2.6. Let (X, ρ) be a connected proper metric space such that uρXrX is con-
nected. Does there exist a compatible metric d on J such that udJrJ ∼= uρXrX?
A metrizable space is said to be a continuum provided that it is compact and connected.
A space is said to be a Peano continuum provided that it is a locally connected continuum.
Theorem 2.7. Let X be a noncompact, locally compact, connected, separable metrizable
space. Then for any n ∈ N there exists a proper metric dn compatible with the topology
on X such that dim udnXrX = ind udnXrX = Ind udnXrX = n.
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Proof. By Corollary 2.4 and Lemma 2.5 we only need to construct a perfect map p : J→ Jn
such that uρ|p(J)p(J)rp(J)
∼= uρJ
nrJn, where ρ is the usual metric on Jn.
Let Ki = [0, i]
n and Di = Kir IntJn Ki−1 for each i ∈ N, where K0 = {0}. Choose
ℓi ∈ FrJn Ki for each i ∈ N. There exists a surjective continuous map pi : [i − 1, i] → Di
such that pi(i − 1) = ℓi and pi(i) = ℓi+1 because Di is a Peano continuum. Define
p : J → Jn by p =
⋃∞
i=1 pi. Note that p is well-defined, and is a perfect map. By [9,
Theorem 2.9, 2.10 and 4.2], uρ|p(J)p(J)rp(J)
∼= uρJ
nrJn, as claimed. 
3. Smirnov remainder generated by a totally bounded metric
A metric d on X is said to be totally bounded provided that (X, d) is a totally bounded
metric space. In this section, we consider totally bounded metric spaces, and provide a
counterpart of Theorem 2.7 and an approximation of the Stone-Cˇech compactification.
Proposition 3.1. Let X be a noncompact, locally compact, separable metrizable space.
Then there exists a totally bounded metric dn compatible with the topology on X such that
dim udnXrX = ind udnXrX = Ind udnXrX = n for each n ∈ Z with n ≥ 0.
Proof. In the case that n = 0 is clear. By Aarts and Van Emde Boas’ result (cf. [1] and
[8]), for any n ∈ N there exists a compactification αX of X such that αXrX ∼= In.
Note that αX is metrizable because αX has countable network weight. Then, let ρ be a
suitable metric on αX and let dn = ρ|X . By Proposition 1.1, αX ≈ udnX , as claimed. 
A compact Hausdorff space is a weak Peano space if it contains a dense, continuous
image of the real line R. Note that every weak Peano space is not necessarily metrizable.
For example, the Stone-Cˇech compactification βR is a nonmetrizable weak Peano space.
Here, we show the following lemma which is an elaborate version for the locally compact
separable metrizable spaces concerning Theorem 3 in [2].
Lemma 3.2. Let X be a noncompact, locally compact, separable metrizable space and
K a nondegenerate metrizable weak Peano space. Let A and B be disjoint noncompact
closed subsets of X. If there exists a closed copy N of N in X with N ∩ (A ∪ B) = ∅,
then there exists a totally bounded metric d compatible with the topology on X such that
udXrX ∼= K and CludX A ∩ CludX B = ∅.
Proof. Take points p, q ∈ K with p 6= q. Let Up and Uq be neighborhoods of p and q
respectively such that ClK Up ∩ ClK Uq = ∅. Since K is a weak Peano space, there exists
a continuous map f : R→ K such that f(R) is dense in K. Take points rp ∈ f
−1(Up)∩Q
and rq ∈ f
−1(Uq) ∩ Q. Here, enumerate Q and N as {qn : n ∈ N} and {xn : n ∈ N},
respectively. Define ϕ : N ∪A ∪ B → Q by
ϕ(x) =


rp, if x ∈ A,
rq, if x ∈ B,
qn, if x = xn.
Then there exists a continuous extension ψ : X → R such that ψ|N∪A∪B = ϕ. Put g = f ◦
ψ. Define e : X → ωX×K by e(x) = (x, g(x)) for each x ∈ X . Clearly, e is an embedding,
and αX = ClωX×K e(X) is a compactification ofX withK as a remainder. Let dωX and dK
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be metrics compatible with the topology on ωX and K, respectively. Here, define a metric
s on ωX ×K by s((x, u), (y, v)) = dωX(x, y) + dK(u, v) for each (x, u), (y, v) ∈ ωX ×K.
Now, let d be a metric on X induced by s, i.e., d(x, y) = s((x, g(x)), (y, g(y))) for each
x, y ∈ X . Clearly, d is totally bounded. By Proposition 1.1, αX ≈ udX . Furthermore,
since ClαX e(A)∩ClαX e(B) ⊂ (ωX×ClK Up)∩(ωX×ClK Uq) = ∅, CludX A∩CludX B = ∅
by [3, Theorem 3.5.5]. 
Let TBM(X) be the set of all compatible totally bounded metrics on X . Here, we have
the following approximation to the Stone-Cˇech compactification.
Proposition 3.3. Let X be a noncompact, locally compact, separable metrizable space.
Then we have the following approximation to the Stone-Cˇech compactification of X for
each n ∈ N:
βX ≈ sup{uρX : dim uρXrX = ind uρXrX = Ind uρXrX = n and ρ ∈ TBM(X)}.
Proof. Since X is locally compact separable metrizable, there exists a proper metric d
compatible with the topology on X (cf. [5, Lemma 3.1]). Let A and B be disjoint closed
subsets ofX . We may assume that neither A nor B is compact. Then we can take a closed
copy N = {xn : n ∈ N} of N in A such that {B1/2(xn, d) : n ∈ N} is discrete in X because
A is not compact. Put A0 = Ar
⋃
n∈NB1/2(x2n−1, d) and A1 = Ar
⋃
n∈NB1/2(x2n, d).
Since {A0, B} and {A1, B} are two pairs of disjoint closed subsets of X and both N0 =
{x2n : n ∈ N} and N1 = {x2n−1 : n ∈ N} are closed copies of N, we can apply Lemma 3.2
to {Ai, B}, Nj and I
n for i, j = 0, 1 with i 6= j. Fix an n ∈ N. Then there exists a totally
bounded metric di on X compatible with the topology on X such that udiXrX
∼= In
and CludiX Ai ∩ CludiX B = ∅ for i = 0, 1. Then put γX = sup{ud0X, ud1X}. Since
CludiX Ai ∩ CludiX B = ∅ for i = 0, 1, ClγX A ∩ ClγX B = ∅. Define
δX = sup{uρX : uρXrX ∼= I
n and ρ ∈ TBM(X)}.
Since δX ≥ γX , ClδX A ∩ ClδX B = ∅ for each disjoint closed subsets A,B of X . This
is a characterization of the Stone-Cˇech compactification of the normal spaces, and then
δX ≈ βX , as claimed. 
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