A new direction in the theory of general linear boundary value problems is explored. The starting point is an explicit Volterra factorization of the Green's matrix (and related kernels) associated with the problem. This result leads to (1) imbedding of the boundary value problems, (2) initial value algorithms for their solution, and (3) comparison theorems relating two different boundary value problems with a common boundary condition. Extensions and connections with earlier work in this area are presented.
INTRODUCTION
In this paper we explore a new direction in the theory of general linear boundary value problems. Our method of approach is through the formalism of factorization and imbedding. The starting point is an explicit Volterra factorization of the Green's matrix (and related kernels) associated with the problem. This leads to a natural imbedding of the boundary value problem into a family of such problems. The imbedding in turn generates initial value algorithms for the solution to the original boundary value problem. In addition, the factorization and imbedding formalism yields comparison theorems relating the solutions of two different boundary value problems with a common boundary condition. The results presented in this paper extend our earlier work in this area found in [2, 4, 7] .
We are concerned with general linear boundary value problems of the following type: y' = (A + Cly + P, BY = t, (1.1) where y and p are regulated mappings of an interval [a, b] into a Banach space E; A and C are regulated mappings of [a, b] into the space of bounded linear operators on E; B is a bounded linear operator from the space of regulated maps into E and f is an element of E.
To give the spirit of our theory, we describe briefly, but in some detail, the nature of one of our basic results. The factorization theory leads us naturally to an imbedding of the problem (1.1) into a one-parameter family of such problems. These can be described as follows: Let @,.,(t, R' = (A + C)R -RDCR, R(a) = Y, for some YEL(E), (1.4) where Yf is the value at a of the solution to (1.3) and where D(T) = B{h(. -7) @J., T)}.
In this case, the solution r(t, T) to (1.2a) is given by y(t, 7) = R(t) u(t, 7) f + R(t) w(t, 7) + o(t),
where U, w, v satisfy the initial value equations
au -= -UD(T) C(T) R(T),
aT U(t, t) = I, (1.5a) The algorithm implied by this result is as follows: To determine the solution of (1. I), r(ta , b), f or a fixed t = t, and given b, integrate (1.4) and (1.5~) up to the point t ,, ; then adjoin (1.5ab) and integrate the entire system (1.4), (1.5) to the end point b.
aw -= -u(t, 7) D(T)&+) v(T) + J'(T)),
The one-pass nature of this algorithm makes it suitable for "real-time" problems as found in the theory of optimal filtering and control [9] .
In the special case
Eqs. (1.4) and (1.5) give the formalism of "invariant imbedding" [7] . Our results generalize this setting in various directions. Apart from the increased generality of the boundary conditions in (1.6), the flexibility of having nonzero A gives promise of circumventing the "critical-length" problem (cf.
[lo]). This critical-length problem is analogous to a similar situation arising in the solution of linear algebraic equations of the form
where A is nonsingular. The method of factorization may fail for (1.7), but be perfectly satisfactory for the equivalent problem (I + A-'C)X = A-lf.
An outline of the paper now follows. In Section 2, we describe a general setting for linear boundary value problems of the type (1 .l). We choose as our space of mappings the regulated functions as defined by Dieudonne [l] . This choice was made, first, because of the simplicity of defining definite and indefinite integrals of such functions with values in a Banach space, and, secondly, because for certain boundary operators B the coefficients of the generated initial value problems (e.g. (1.4) and (1.5)) will h ave discontinuities even when A and C are continuous. In fact, the differential equations appearing in this paper are only a symbolic representation for their integral equation counterparts. No more is demanded of the derivatives.
In Section 3, the Green's matrix GA,B is defined for the problem r'==Ay+p, BY =I.
The standard properties of GAsB are then derived. Section 4, contains the main factorization theorem. Expressions for the Volterra factors and their resolvents, are obtained explicitly in terms of the solution of (1.4).
A comparison theorem for linear boundary value problems is given in Section 5. It relates the solvability of (1.1) when C = 0 to the case of general C. In addition another equivalent inital value algorithm is given for the solution of (1.1). This algorithm is of the two-pass variety but is of lower dimension than (1.5) . At the end of this section a surprising property of Green's matrices is observed.
In Section 6 the connection between factorization and imbedding is made explicit. The Gohberg-Krein [8] theory of factorization shows that the Volterra factorization obtained in Section 4 is equivalent to the unique solvability of the family of problems (1.2b).
We then show that the solvability of (1.2b) is equivalent to the solvability of (1.2a) and derive the corresponding initial value algorithm (1.4) and (1.5).
Section 7 makes contact with work done in [2] . Here we focus our attention on factorization of the boundary value operators themselves. This leads to an alternate interpretation and derivation of the results given in Section 6.
Our final Section 8, considers the special case of the theory, mentioned earlier, in which the formalism of invariant imbedding applies. The fundemental kernel, introduced in [4] , is shown to be a component of the Green's matrix GA,B. In addition, the Volterra factors related to this fundamental kernel are shown to have the same relationship to the Volterra factors of GA.&. If E, F are two Banach spaces let L(E, F) denote, as usual, the Banach space of all bounded linear mappings of E into F. We write L(E) for L(E, E).
Let p E S(E), A E S(L(E)), then an element y E S(E) is said to be a solution of the equation An element B sL(S(E), E) is said to be nonsingular for A if B 1 S,(E), the restriction of B to S,(E), is a bijection. It is an elementary exercise (cf.
[l, 10.5; 21) t o s h ow that S,(E) is a closed subspace of S(E). Hence, if B is nonsingular for A then F, , the inverse of B ) S,(E), is an element of wz SAW)* Of special importance will be the point evaluation map P(T) E L(S(E), E) defined by P(T)% = X(T), x E S(E), 7 E [a, b].
The global existence and uniqueness theorem for solutions of Eq. (2.3) satisfying given initial conditions shows that BO(T) is nonsingular for every A E S@(E)), see [l, 10.61. Let FAo(T) denote the inverse of e(T)\ S,(E). Since P(T) S,(E) iS continuous in 7, so is PA'(T). An element B EL(S(E), E) will be called a boundary operator. A typical example of such an operator is given by (c) Let D"(s, T) = B0 (7) {h(* -s) QA(., s)}.
Then D"(s, r) = h(7 -s) pba(r, s) E S&(E)) and D = f A$"(., TJ + j-" &h(B)DO(., 0).
Since S(L(E)) is closed under uniform limits the absolute convergence of the sum and integral gives the desired results.
Q.E.D. In analogy with the classical case, we call GA,B the Green's matrix for the pair (A, B). (A similar definition if given in [3] .)
GREEN'S MATRIX We associate with the pair (A, B), where A E S&E)), and B EL(S(E), E) is nonsingular for
The Green's matrix GA,B is constructed as follows: Let aA(t, s) be the fundamental matrix for A, i.e., the solution of the system 
where h(t) is the Heaviside step function,
It is clear that GA,s is a regulated function of t for each s. To insure that is regulated in s for each t we must demand that the mapping D:
, D E S&(E)).
Henceforth it will be assumed that D is regulated. Proposition (2.1~) shows that this requirement is satisfied by all "reasonable" boundary operators.
The above construction shows that a solution to (3.1) is also a solution to (3.2). Conversely, if y satisfies (3.2) and GA,e is given by (3.4) then y satisfies (3.1). G has the usual continuity and differentiability properties associated withAaBGreen's matrix (cf. [3] ). Th e next proposition records these properties in their integrated form. PROPOSITION 
has the following properties: (3.5h) where t v 7 = max(t, T).
BOUNDARY VALUE PROBLEMS AND FACTORIZATION
Our main interest is in solving the boundary value problem Y' = AY + CY + P, BY = t, (4.1)
where A, C E S@(E)), p E S(E), 5 E E, and B EL(S(E), E) is nonsingular for A. In this section, we obtain the factorization of the operator (I -K), where K is the Fredholm integral operator with kernel K(t, s). As discussed in earlier works [4-71, we say that a kernel k(t, s) admits Volterra factorization if there exist kernels UT+, u-such that
where (4.6)
The factorization equation (4.6) is equivalent to the operator equation
Our first theorem gives necessary and sufficient conditions for Volterra factorization of K. This result generalizes the work of [7] which was concerned only with special two-point boundary value problems. has a solution in S(L(E)). In this case, the Volterra factors are given by (4.9) Further, as before, if R satisfies (4.9), then R is automatically continuous.
(b) We adopt the convention that any function S+(t, s) of two variables t, s with a superscript + vanishes for t < s. Similary a function S-(t, s) vanishes for t > s.
Proof. Suppose (4.6) holds. Note first We claim H(s) = FA , so that the right side of (4.14) equals K+(t, s), t > S. K(t) = R(t) + 1" qt, e)(l -R(e) D(e)) c(e) R(e) de. a A similar argument to the above then yields K(t) = BO(t)FA , so that the right side of (4.16) equals K-(t, s), t < s. Thus, the mappings u* defined by Eq. (4.8 a,b) yield the Volterra factors of IL Q.E.D.
Remarks. The above formalism also gives a representation for the resolvents L'* of the Volterra factors 0 *. Thus, if the initial value problem (4.7) has a solution R E S(L(E)) and if the kernels v*(t, s) are defined by v+(t, s) = o+(t, s) + j" a+(t, e) v+p, s) de, t > s, s v-p, S) = +, S) + 1' u-(t, e) v-(e, S) de, t < s, t then the following equations hold:
T (t, s) = (A + C) V+(t, s) -RDCV+(t, s), V+(s, s) = (I -R(s) D(s)) C(s), q (t, s) = (A + C) v-(t, s), V-(s, s) = R(s) D(s) C(s).
These in turn lead to the representations,
V+(t, s) = R(t) R-l(s) (I -R(s) D(s)) C(s), v-(4 4 = -@A+&, s) R(s) D(s) C(s), where R-f E S(L(E)) and satisfies the linear equation (R-l)' = -R-l(A + C) + DC, R-l(a) = BF,O(a).

A COMPARISON THEOREM FOR BOUNDARY VALUE PROBLEMS
As in Section 4, we are still interested in solving the boundary value problem (4.1). The theme of this section is, however, the following. Under the assumption of the solvability of (4.1) when C = 0, we show via the preceeding factorization theory that this can lead to an initial value algorithm for the solution of (4.1) with general C. Our main result has the flavor of a comparison theorem. 
FACTORIZATION AND IMBEDDING
The general theory of Gohberg and Krein [8] for factorization of integral operators leads, in the setting of Section 4, to an imbedding of the corresponding boundary value problem. The meaning of this imbedding for special two-point boundary value problems was discussed in detail in [7] . The question arises as to the meaning of the imbedding in the general case.
The Gohberg-Krein theory states: The kernel k(t, s) has a Volterra factorization for t, s E all have unique solutions. We now give another interpretation of this condition by relating it to an imbedding of the boundary operator itself. This, then, is a generalization of invariant imbedding [7] .
Define BA (7) Next, the factorization formalism provides an algorithm for the solution of the imbedded boundary value problems (6.3). 1)-(5.3) .
is a two-pass algorithm and in some cases (e.g. real time problems) would not be appropriate. It does, however, have the advantage that only one "operator" equation, namely (4.7) need be solved. System (6.5) is also a two pass algorithm with the same advantage. However, (6.5) may be "stable" in cases when (5.1)-(5.3) is not. Finally, system (6.6) is a one-pass algorithm. It has the same stability advantage as (6.5) but requires an additional operator equation in (6.6a).
(b) The algorithm implied by (6.6) is as follows: To determine the solution of (4.1) y(tO , b), for a fixed t = to , and given b, integrate (4.7) and (6.6~) up to the point to ; then adjoin (6.6a,b) and integrate (4.7) and (6.6) to the end point b.
(c) The proof of Theorem 6.3 follows the same lines as that given in Theorem 5.1. We will rederive the same result in Section 7 by alternate means, and, thus, we omit the details here.
FACTORIZATION OF THE DIFFERENTIAL EQUATIONS
Up to this point we have viewed the boundary value problem (4.1) in terms of its equivalent Fredholm integral equation and derived the preceeding results via Voltkrra factorization. An alternate approach involves factorizing the operators associated with the boundary value problem itself. This idea was initiated in [2] for the case A = 0. Here we extend the theory of [2] and also cover the case of general A.
Let BA(7) be defined by (6.2), i.e.,
The elements A, B, C and D are as before. We write, however, S,,, for S/i+,(E). Q.E.D.
We now utilize the idea of factorization of the operators associated with the imbedded boundary value problems. It is readily shown, as in [2] , that where fAsc (7) satisfies
The natural extensions of Eqs. (7.8), (4.7), and (7.9a,b) lead, respectively, to (6,4), (6.5c), and (6Sb), (6&b) an d 1 a so regenerate Eqs. (4.7), (6Sa,d), (6.6a).
Q.E.D.
FUNDAMENTAL KERNELS
The concept of a fundamental kernel was defined in [4] . Such kernels are closely related to special Green's matrices but this connection was not made explicit. In this section we precisely define this relationship. Matrix kernels of the type r(t, s) 6( s are a generalization of those which ) arise in the theory of linear filtering and control (cf. [4, 9] ). These kernels are intimately connected with special two-point boundary value problems. In particular, the Green's matrix formulation for these problems contains the fundamental kernel as a component. The special problem is as follows: G,(t, 7) = G(t, t) + jT G,(t> '4 r(e) de> 7 >, t. Equations (8.7), (8.9), and (8.10) show that -Ga(t, 7) is a fundamental kernel relative to (OL, /3, y, 0~). Q.E.D.
As an example of the earlier theory we apply the results of Sections 4, 5, and 6 to the case at hand.
The boundary operator BA (7) is given by
The imbedded boundary value problems (6. 
