Recent discoveries have shown that by adjusting selected inflow forcing parameters, properties such as turbulent flow development and most importantly jet noise are influenced to some extent. To implement fully a nozzle structure in a high-end simulation like Large Eddy Simulation (LES) would require a prohibitive number of grid points to resolve the boundary layer for realistic Reynolds numbers. Thus, inflow forcing currently seems to be a reasonable substitute for a nozzle geometry. However, the drawback of this approach is that the flow field results are sensitive to inflow forcing parameters used. With LES as an investigative tool, this paper studies the effects of inflow forcing with particular emphasis on the number of azimuthal modes. We find that by removing the first few modes results in the jet developing slower, i.e. longer potential core. Furthermore, the peak turbulence intensities increase when we remove the first 6 and 8 modes of forcing. Due to this high peak turbulence intensities we found that the overall sound pressure level (OASPL) also increases at all observation angles for a closed control surface using the Ffowcs Williams-Hawkings method.
Introduction

D
URING the past several years, airports locally and abroad have implemented strict regulations on aircraft with high jet noise emission including imposing penalty fees and restricted hours of operation. This not only causes a burden to airlines but also to the communities surrounding the airport which have to bear these high noise levels. Hence, jet engine manufacturers have invested millions of dollars in theoretical, experimental and computational research in hopes of reducing jet noise and thus remaining competitive in the aircraft industry. The underlying mechanisms that cause jet noise are still not well understood and, therefore, hitherto cannot be fully controlled or optimized. Thus, the jet noise problem still remains one of the most elusive problems in aeroacoustics. With the advent of fast supercomputers, the application of Direct Numerical Simulation (DNS) to jet noise prediction is becoming more feasible.
1, 2 DNS solves for the dynamics of all the relevant length scales of turbulence and thus no form of turbulence modeling is used. Unfortunately, due to the wide range of time and length scales present in turbulent flows and because of the limitations of current computational resources, DNS is still restricted to low Reynolds number flows.
In contrast to DNS, Large Eddy Simulation (LES), which computes the large scales directly and models the small scales or the subgrid scales, yields a cheaper alternative to DNS. It is assumed that the large scales in turbulence are generally more energetic compared to the small scales and are affected by the boundary conditions directly. In contrast, the small scales are more dissipative, weaker, and tend to be more universal in nature. Furthermore, most turbulent jet flows that occur in an experimental or an industrial setting are at high Reynolds numbers, usually greater than 100,000. With this idea in mind it is more appropriate to use LES as a tool for jet noise prediction, since it is capable of simulating high Reynolds number flows but at a fraction of the cost of DNS. The first use of LES as an investigative tool for jet noise prediction was carried out by Mankbadi, et al. 3 They performed a simulation of a low Reynolds number supersonic jet and applied Lighthill's analogy 4 to calculate the far field noise. Lyrintzis and Mankbadi 5 were the first to use Kirchhoff's method with LES to compute the far-field noise. A string of other numerical experiments [6] [7] [8] [9] [10] [11] [12] were then carried out by investigators at higher Reynolds numbers and were also found to be in good agreement with experimental results.
In essence, all of the above numerical simulations using LES have one common feature, they do not include the jet nozzle in the computations. The reason is that if one were to include part of the jet nozzle, the number of grid points needed to accurately resolve the boundary layer will be prohibitive unless the Reynolds numbers are kept very low. 13 Thus, most of today's jet CFD calculations which include part of or the entire jet engine geometry are mainly restricted to using the Reynolds Average Navier-Stokes (RANS) approach as an investigative tool [14] [15] [16] [17] [18] . Hence for LES, in place of a nozzle geometry and the turbulent boundary layers on the nozzle walls, some form of forcing is needed to artificially excite the jet flow field. These forcing functions are ideally divergence free so as not to cause too much artificial noise in the simulation. Recently, Glaze and Frankel 19 studied the behaviors of two different stochastic inlet conditions which are intended to simulate a turbulent inflow for a round jet. They tested a Gaussian random forcing technique as the baseline case, and a version of the weighted amplitude wave superposition spectral representation method as an improved technique. They found that the Gaussian random inlet fluctuations model turbulent inflow poorly and dissipate almost immediately, whereas the spectral inlet fluctuations reproduce the jet near field much more accurately and allow the flow to transition rapidly to self-sustaining turbulence. Another example of inflow forcing, which is used here in this paper, was developed by Bogey, et al. 20 It takes the form of a vortex ring placed close to the inflow boundary, and random perturbations are added to the flow in order to "naturally" break up the potential core of the jet as the simulation is time advanced. However, Bogey and Bailly 21 found that by carefully manipulating selected forcing parameters such as the amplitude and the number of modes, not only were the turbulent flow properties changed but the far-field noise was altered as well. The parameter that had the greatest impact was the number of azimuthal forcing modes. By removing the first four modes out of a total of sixteen forcing modes, they found that the simulation resulted in a quieter jet compared to a baseline case with all modes turned on. Similar observations were reported by Bodony and Lele.
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Perhaps this effect is not very surprising when one considers that we are actually attempting to simulate real turbulence numerically by artificial means, i.e. not with a nozzle structure in this case. Bodony and Lele 22 explain that this behavior is believed to be linked to the lack of three dimensionality presently inherent in most forcing functions. These perturbations being fed into the inlet are highly coherent in the azimuthal direction. They later suggest that these observations are also supported by experimental data. Hence, the flow results and noise levels are sensitive to the parameters used. At this point in time forcing is the only means of getting reasonable turn-around time for a high-end simulation such as LES or DNS.
With that in mind, our aim in this research is to investigate trends in our 3-D LES methodology on turbulent flow development and most importantly sensitivities in jet noise by changing the number of modes present in the vortex ring inflow forcing. The next several sections briefly explain the LES code being used, the test cases that were simulated, turbulent flow development and the far-field aeroacoustic results.
Brief Description of LES Methodology
We use the 3-D LES code written by Uzun.
12, 23
It uses either the classical 24 or a localized dynamic 25 Smagorinsky (DSM) subgrid-scale model together with the compressibility correction proposed by Yoshizawa. 26 Uzun, et al. 27 reported that the peak Reynolds stresses were highly sensitive to the chosen Smagorinsky constant, C sgs . Hence, to alleviate the uncertainty of the Smagorinsky constant, a localized dynamic subgrid-scale model was developed.
12 The big drawback of using this sophisticated model is the simulation runtime. Simply put, it takes 50% longer to run our LES code with the DSM compared to without any SGS model at all. A comparison of running with a DSM and without an SGS model can be found in reference [22] . We decided to run without the SGS model, since our main objective is to identify trends of the effects of inflow forcing.
Hence, we run our simulations without an SGS model and use a spatial filter 28 as an implicit SGS model. Since we have a near sonic jet, the unsteady, Favre-filtered, compressible, non-dimensional LES equations are solved. We transform from curvilinear coordinates onto a uniform grid in computational space. The code uses the non-dissipative sixth-order compact scheme developed by Lele 29 to compute the internal points. For the points on the boundaries, however, a third-order one-sided compact scheme is used, and the points next to the boundaries are computed by a fourth-order compact central differencing technique. In order to eliminate numerical instabilities that can arise from the boundary conditions, unresolved scales, and mesh nonuniformities, the sixth-order tri-diagonal spatial filter proposed by Visbal and Gaitonde 28 is employed. For time advancement, the explicit fourthorder Runge-Kutta scheme is used. Tam and Dong's 3-D radiation and outflow boundary conditions 30 are implemented on the boundaries. In addition, a sponge zone 31 is attached to the end of the computational domain to dissipate the vortices present in the flow field before they hit the outflow boundary. This is done so that unwanted reflections from the outflow boundary are suppressed. A more in-depth discussion on the numerical methods used can be found in Uzun. 23 The next section briefly describes the vortex ring forcing used in our LES code.
Vortex Ring Forcing
To excite the mean flow, randomized perturbations in the form of induced velocities from a vortex ring 20 are added to the velocity profile at a short distance (approximately one jet radius) downstream from the inflow boundary. This is done to ensure the break up of the potential core. The streamwise and radial velocity components of the vortex ring are added to the local velocity components shown by the formulation below
where Θ = tan −1 (y/z), n and ϕ n are randomly generated numbers that satisfy −1 < n < 1 and 0 < ϕ n < 2π. U o is the mean jet centerline velocity at the inflow boundary. The parameter that determines the amplitude of the forcing is α and it is set to α = 0.007. Finally, the parameter of interest is the number of modes given by n modes . Velocity perturbations in the azimuthal direction are not added. U xring and U rring are the mean nondimensional streamwise and radial velocity components induced by the vortex ring and are given by
(4) where r = y 2 + z 2 = 0, ∆ o is the minimum grid spading in the shear layer, and ∆(x, y)
The location where the center of the vortex ring is located is x o and for our case it is set at x o = r o . The radius of the vortex ring is r o and is set equal to the initial jet radius.
Setup and Test Cases
Since we are trying to establish trends, a computational domain with a reasonable number of grid points will be considered so that several runs can be made. The physical part of the domain extends to approximately 25r o in the streamwise direction and −15r o to 15r o in the transverse y and z directions. The total number of grid points used here is 287 × 128 × 128 in the x-y-z directions respectively. This gives a total of approximately 4.7 million grid points. Figure 1 shows the x−y cross sectional plane of the computational domain. Notice that there are more points packed near the shear layer in order to resolve the relatively high velocity gradients there. We consider a hyperbolic tangent velocity profile on the inflow boundary given by
where r, r o , and U o are defined in the previous section. The parameter that controls the thickness of the shear We study a subsonic jet with a Mach number of 0.9 and Reynolds number Re D = ρ j U j D j /µ j = 100, 000 where ρ j , U j (U j = U o ) and µ j are the jet centerline density, velocity and viscosity at the inflow. D j is simply the jet diameter. Since this is an isothermal jet, the centerline temperature is the same as the ambient temperature. The vortex ring used here contains a total of 16 azimuthal jet modes of forcing, i.e. n modes + 1 = 16. Bogey and Bailly 21 performed a simulation with all modes present and later removed the first four modes and found that the jet was quieter with the latter case. For our study we investigate four test cases. Table 1 gives the test case legend and the corresponding number of azimuthal forcing modes removed. A total runtime of 17 days is required for each test case using 16 processors on the IBM SP3 and IBM SP4 machines (See Acknowledgements). The next two sections give results for both jet development and noise calculations for each test case.
Turbulent Flow Results
The streamwise variation of the half-velocity radius normalized by the initial jet radius is an indicator of the jet spreading rate and is shown in Figure 2 . The Test Case Growth rate, A Baseline 0.076 rf 4 0.071 rf 6 0.074 rf 8 0.078 Table 2 Initial jet growth rates half-velocity radius, r 1/2 at a particular downstream location is defined as the radial location where the mean streamwise velocity is one-half the jet mean centerline velocity. From Figure 2 we can see that our jet spreading rate for the baseline case is A = 0.076, which is less than the values obtained from experiments. This slow growth can be explained by the relative shortness or our streamwise domain. By x = 25r o the jet has not yet reached its full growth rate. Uzun, et al. 12 used a streamwise domain length of x = 60r o and obtained a value of A = 0.092 which is well within the experimental range. They measured the growth rate from x = 30r o until the end of the physical domain. Hence, we would expect to obtain the experimental growth rate values if we were to use a longer domain. However, since our main goal is to look at trends of the effects of the inflow parameters, the shorter domain was chosen to save time. Table 2 gives the growth rate vales for each test case. Thus forcing has a minor effect on the initial growth rates of our jet.
Next we look at the Reynolds stresses. Due to the shortness of our domain, we found that the Reynolds stresses do not achieve their true asymptotic selfsimilar state. To obtain the self-similar state, a streamwise domain of at least x = 45r o is required 12 for a jet Reynolds number of Re D = 100, 000. It should be noted that in experiments a distance of approximately x = 100r o is typically used for the measurement of asymptotic rates. However, we can make some observations on the initial peak Reynolds stresses. Figures 3 to 6 show the variation of normalized Reynolds stresses at the end of the physical domain, x = 25r o . The normalized Reynolds stresses are defined in cylindrical coordinates as follows:
where v x , v r , v θ are the axial, radial and azimuthal components of the fluctuating velocity, respectively, U c (x) is the mean jet centerline velocity at a particular axial location, and the overbar denotes time-averaging. Table 3 in turn gives the values for the peak Reynolds stresses for all test cases. We see that by removing the number of azimuthal forcing modes, the corresponding peak Reynolds stresses generally increase. However, the Reynolds stresses above are normalized by the local centerline velocity and thus may not be a reliable indicator. Figures 7 and 8 
normalized by U o rather than U c (x). The location r = r o was chosen in order to focus on the shear layer. Table 4 gives the peak fluctuation values along with its location. From Table 4 , we see that the peak of the rms fluctuations shifts downstream as the number of modes removed is increased. Notice also that the peak locations occur well before the end of the potential core(approximately 2.5r o to 3r o before x c ). Thus, the increase in peak Reynolds stresses at x = 25r o is a consequence of the streamwise shift in peak turbulence intensities downstream. Now, if we compare Figures 7 and 8 carefully, a consistent behavior persists, i.e. the variation of intensities before they reach their peak values. If we look at x = 5r o for example, as we remove the first few modes of forcing, the intensities for each test case decrease and as a consequence of this their peak intensities shift downstream. By removing the first few modes of forcing, we are reducing the azimuthal correlation between the perturbations. Bogey and Bailly 21 report similar observations with their LES methodology when they removed the first four modes of forcing even though their jet Reynolds number was Re D = 400,000 with a streamwise domain of x = 25r o . In addition, Bogey and Bailly also performed a simulation where they reduced the amplitude, α, by half and kept the total number of modes fixed at 16. They found that the intensities for the latter case were also reduced before they reached their peak values though the peak values were higher compared to the baseline case of 16 modes. Bogey and Bailly, however, did not perform simulations where the first six or eight modes of forcing were removed as is done here. An interesting behavior is observed when we look carefully at the peak values of intensities for the axial and radial components. From Table 4 , there is not much of a change between peak intensities of the axial component for each test case but this behavior is not seen for the radial component. If we take the first three test cases for the radial part, the difference in peak intensities is relatively small but this is not so when we compare it to rf 8. One possible explanation could be from the original definition of total number of modes used. In reports by Bogey, et al., 20, 21 although they do not explicitly state the reason, the total number of azimuthal modes chosen was at least n modes + 1 = 10. The first three test cases contain a total number of 10 azimuthal modes or more except for the last case, i.e. rf 8. Thus, the reduced number of azimuthal modes might possibly be a factor as to why the radial peak intensity for rf 8 is high compared to the other cases, although further investigation is needed.
We can also make some comparisons to experiments. Hussain and Zedan 32 reported a peak intensity of Table 4 agree well with their experiment. A peak radial intensity of ((v r ) rms /U o ) p 0.13 was obtained from Hussain and Husain's experiment. 33 From Table 4 we can see that we are over-predicting their peak values for all test cases. Bogey and Bailly 21 reported a similar behavior with their LES methodology.
For jet development, Table 5 gives the location where the jet potential core region breaks up for each case. The length of the potential core here is defined when the jet centerline velocity reduces to 95% of the inflow jet velocity, U c (x c ) = 0.95U j . We can see that as the number of modes is removed, the potential core length consistently increases. Hence, the jet develops slower. The jump is more pronounced when we compare Baseline to rf 4. A potential core length of about 10r o with an initially transient shear layer was reported by Raman, et. al. 34 For jets with high Reynolds numbers and where the shear layer is initially turbulent, a potential core length of about 14r o have been measured by Raman, et. al. 34 and Lau, et. al.
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An interesting behavior here is that by removing more modes, based on the comparison of core lengths, we resemble closely an initially turbulent jet. Bogey and Bailly 21 also reported a similar behavior when they removed the first four modes but their potential core length was 11.9r o with Re D = 400, 000. They suggest that a jet excited with higher modes of forcing behaves more like a turbulent jet which is what we also observe here.
Far-Field Aeroacoustics
We use the porous Ffowcs Williams-Hawkings 36, 37 formulation to study the far-field noise as suggested by Lyrintzis and Uzun. 38 The surface integrals present in the formulation assume a continuous stationary control surface around the turbulent jet. Due to the 
Test Case Location
x c = 13.43r o rf 8
x c = 13.45r o Table 5 nature of our grid which is curvilinear, the control surface is shaped as in Figure 9 . We show results for both a closed and open control surface. A closed control surface here is defined where there is also a surface at the end of the physical domain, i.e. x = 25r o , whereas for an open control surface there is no surface there. Note that in both cases there is no surface at x = 0 as we are not interested in upstream propagation. Uzun, et al. 39 performed simulations with three control surfaces which were located at 3. Baseline rf4 modes rf6 modes rf8 modes Fig. 8 Axial profile of the root mean square of the radial fluctuating velocity along the shear layer r = ro for all test cases that the only difference in the noise spectra is the higher resolved Strouhal number for the inner surfaces, because the grid is finer. In any case, since we are simulating four different test cases, only one control surface will be considered for our study. The control surface starts about one jet radii downstream and is situated at approximately 5.5r 0 above and below the jet at the inflow boundary in the y and z directions and extends streamwise until the end of the physical domain at which point the cross stream extent of the control surface is approximately 10.55r o . Hence, the total streamwise length of the control surface is 24r o . We gather flow field data on our control surface at every 5 time steps for over a period of 25,000 time steps. Based on our grid resolution around our control surface and assuming that 6 points per wavelength are needed to accurately resolve an acoustic wave, 23 the maximum frequency resolved corresponds to a Strouhal number of St = 1.1.
We compute the overall sound pressure levels (OASPL) along an arc of radius of 60r o from the jet nozzle. The angle θ is measured relative to the centerline jet axis. Using the Ffowcs Williams-Hawkings method, we compute the acoustic pressure signal at 8 equally spaced azimuthal points on a full circle at a particular θ location. There are total of 14 observer points on the far-field arc. Further details on the computation of OASPL and SPL can be found in Uzun, et al.
12 Figure 10 shows the OASPL for each test case (open control surface) computed along the arc and compared to the SAE ARP 876C 40 database prediction for an isothermal jet operating at similar conditions as ours. This database prediction consists of actual engine jet noise measurements and can be used to predict overall sound pressure levels within a few dB at different jet operating conditions. As we can see, when compared to the prediction database at similar conditions, our jet is noisier (approx. 1-2 dB) for angles 45 o to 90 o but then our OASPL drops for angles lower than 45
o . This is due to the fact that our control surface extends to a streamwise distance of only 25r o which is a relatively short domain and also the fact that we have an open control surface at the end. However, Uzun, et al. 12 showed that with an open control surface with a streamwise length long enough (approximately 60r o or more) the noise shape for the lower angles are better than ours but still about 2-3 dB off. Now if we compare the OASPL for all test cases, we see for angles 45 o and above that removing the first 6 and 8 modes of forcing results in a noisier jet. If we compare the baseline case to rf 4 we do not see much of a difference at all. Bogey reported a more quiet jet when he removed the first 4 modes of forcing. The probable reason why we are not seeing this marked behavior here is because we are using a lower Reynolds number jet with a relatively thick shear layer compared to Bogey. Nevertheless, what is interesting here is the behavior of rf 6 and rf 8. Uzun 23 reports the same behavior when he removed the first 6 modes of the vortex ring forcing for a Re = 400, 000, Mach 0.9 jet. According to Bogey's findings we would assume that the jet would be more quiet if more modes are removed. But we find the opposite trend here. This might not be so surprising since we observed before that the peak intensities of the radial velocities increase for rf 6 and rf 8 when compared to the Baseline case. Thus, this contributes to the higher overall noise levels that we are seeing for the upstream angles.
Noticing that we were not capturing the noise levels well in the downstream region, we now use a control surface closed at the end. Figure 11 shows the same test cases performed but with a closed control surface. Again we notice the same behavior for all test cases when compared to the SAE ARP 876C prediction, i.e. our jet is still noisier. However, the curve shape for the downstream region now looks more like the database prediction (albeit more noisy). We can also make another observation from Figure 11 . The shape for upstream angles does not show the same exact behavior as in Figure 10 . At the upstream angles we are getting noise levels that become constant instead of continuing to decrease as the angle is increased. We believe that this is due to a spurious line of dipoles created as the quadrupole sources move through the surface at x = 25r o . This possible effect is discussed in more detail in reference [38] .
Finally, we compare acoustic pressure spectra results for each test case. Figures 12 and 13 show the acoustic pressure spectra at an observation angle of θ = 60 o at the far-field arc of 60r o for each test case for an open and closed control surface. At this observation angle, we see the spectral behavior between the closed and open control surface is minimal. The only small difference here is the behavior between rf 4 and the Baseline case. However, test cases rf 6 and rf 8 show higher noise levels throughout the frequency spectrum (approximately 1-2 dB), thus in agreement with the notion that higher peak intensities imply higher noise levels. All in all, this clearly shows how sensitive the jet noise levels are to the inlet forcing conditions.
Concluding Remarks
As mentioned, our goal is to establish trends in turbulent flow development and far-field noise characteristics when one changes the number of modes in the inflow forcing. In terms of turbulent flow development, we see that by consistently removing the number of modes, the Reynolds stresses increase and the length of the potential core also increases. Hence, our jet approaches that of a initially turbulent jet as we remove Fig. 11 Overall sound pressure levels at R = 60ro from the nozzle exit for all cases with the closed control surface. more modes. This behavior compares well with the findings of Bogey and Bailly 21 and with experimental results. Due to the increase in core length, we also observe that the axial and radial peak turbulence intensities shift downstream. However, not only do the radial intensities shift downstream but they also increase for test cases rf 6 and rf 8 and this behavior requires further investigation.
As for far-field aeroacoustics, we see that due to the increase in peak radial turbulence intensities the OASPL increases by about 1-2 dB between the Baseline and rf 8 cases. Hence, due to the impact of the above findings, we see that flow development and overall noise levels are sensitive to the chosen number of azimuthal forcing modes. Also, when we compare the noise levels to the SAE ARP 876C prediction from actual jet noise data, we see that we over predict the overall noise levels. We believe this is due to the vor- Acoustic pressure spectra at R = 60ro, θ = 60 o in the far-field for each test case with an closed control surface.
tex ring forcing generating excessive energy in the large scale structures which then contribute to the noise levels being high compared to experimental results.
A way of alieviating the uncertainty of artificial inlet forcing is to include part of the nozzle geometry altogether. However, to simulate realistic Reynolds number flows that include part of the nozzle geometry requires a prohibitive computational cost at this point in time. In closing, we hope that this study will better aid in the design and development of LES methodologies for future jet noise research.
both the SGI Origin 2000 and IBM-SP4 supercomputer systems at the University of Illinois at UrbanaChampaign. Some of the simulations were also carried out on Purdue University's 320 processor and Indiana University's 508 processor IBM-SP3 supercomputers.
