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We present an algorithm for multiplying an N X N recursive block Toeplitz matrix 
by a vector with cost 0 (N log N). Its application to optimal surface interpolation is 
discussed. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
An N X N Toeplitz matrix is a matrix A = (b;,j), i, j = 1, . . . , N, with 
the property that bi,j = b;-l,j-,, 2 I i, j 5 N, where bi,j E C, the complex 
field. Let aj-i = bi,j, then we have 
(1.1) 
The ith row of A, i = 1, 2, . . . , N, is 
[a-i+,, a-i+2, . . . , a-i+N]. (1.2) 
We consider the following n X n block matrix A(‘) = (II!,:!), such that it is 
a block Toeplitz matrix, i.e., II:,: = Bll)l,j-l, 2 5 i, j 5 it, and each block 
II/,: is an IZ X n Toeplitz matrix itself. Since there are two levels of blocking, 
and at each level it is an n x n (block) Toeplitz matrix, we call it a two-level 
recursive block Toeplitz matrix with blocking factor n. Obviously, AC2) is an 
N X N matrix, where N = n2. 
Let A !!! = B!‘! then we have J 1 ‘9, 3 
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At’ ,(I’) 
At’ ’ ’ 
A’! n I 
A!!’ 1 . 
A(2) = . < 
A?” 
A”i _ ’ ’ Aij A&” 
(nl) . 
Since each block A!” is a Toeplitz matrix, let 
(1.3) 
a;,0 ai, . . ar.n-1 
A!” = ai.-l a,,0 . . (1.4) . . . 
. . . ai, I 
ai,- . . a,, -I ai. 
Here, the first subscript i of each entry ai,j is used to specify that it belongs 
to the block A !” in (1.3) on the first level of blocking, and the second 
subscript j is used to specify its position in A!‘) in (1.4). Similar to (1.2), the 
i&h row of blocks of A(*) is 
[A!!!,,,, A!j,+2, . . . , A!/,+n], i,= 1,2 )..., n. (1.5) 
This row consists of an n X N matrix, and its i,th row consists of the i,th row 
of all blocks in (1.5), i.e., 
[{a-i,+j,,-i2+j2}j:=l ,:=I1 (1.6) 
= [u-;,+l,~i~+l,a-;,+,,~i*+2, . . . , a-~,+I,-i*tn; * * * ; a-;,+,,-;*+l, 
a-il+n,-r2+2, > a-il+n,-i,+Rl. 
We call (1.6) the (ii, i2)th row of A (2) . 
Generally, a k-level recursive block Toeplitz matrix with blocking factor n 
is defined recursively as an n X n block Toeplitz matrix such that each block 
is a (k - 1)-level recursive block Toeplitz matrix with the same blocking 
factor. 
Much effort has been devoted to studying Toeplitz and recursive block 
Toeplitz matrices, and for a survey, see Bunch (1985) and Voevodina (1975). 
In this work we study fast multiplications of recursive block Toeplitz matrices 
by vectors. 
To multiply an N x N matrix by a vector costs 0 (N2) using conventional 
matrix multiplication. Taking advantage of the structure of the Toeplitz ma- 
trix, Vari used the Fast Fourier Transform (FFT) to reduce the cost to 
O(N log N) (see also Aho et al., 1974). In this work, we study an algorithm 
for multiplying an N x N k-level recursive block Toeplitz matrix by a vector 
with cost 0 (N log N). 
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In Section 2, we provide the algorithm for the case k = 2, with an informal 
discussion of its derivation. In Section 3, we study its application to optimal 
surface interpolation using reproducing kernels. The final section contains 
the algorithm for arbitrary k along with a proof of its correctness and an 
analysis of its complexity. 
2. AN ALGORITHM FOR FAST MULTIPLICATION OF A TWO-LEVEL 
RECURSIVE BLOCK TOEPLITZ MATRIX BY A VECTOR 
The following is an example of a two-level recursive block Toeplitz matrix 
with blocking factor n = 3: 
(2.1) 
We multiply AC2) by a vector UC2) and let DC*) = A(*) X UC2), where 
uc2) = [u1,1, ul,2, u1.3, u2.1, u2.2, u2.3, u3,It u3,2, M.3.31T, 
and 
Dc2) = [4,,, 42, 43, 41, 4.2, 4.3, A,,, 42, 4,31T. 
Instead of multiplying A(*) and UC2) directly, we construct the two 
polynomials 
A(t) = a-2.-2 + am2,-,t + a-2,0t2 + ~-~,,t~ + a-2,2t4 + a-,,-2t5 
+ a -I,- It6 + a-,J + a -1.1 t8 + a-,,# + a&_*t’O 
+ a&-,t” + ao,oP + ao,,t’3 + a& I4 + a,.-*t’5 + aI,-*P 
+ a,,oP + Ul,,P + a,,2t’9 + a& -*P + a2,-,P + a2,oP 
+ a2,1t23 + a2,2t 24 , 
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U(t) = U,,,t’2 + z+2t” + U&O + U*J7 + U2,2P + u2,3t5 + U3,d2 
+ U3,2t + u3.3, 
and then compute 
P(t) = 3 Pit’ = A(t) X U(t). 
i=o 
We arrange the coefficients in A (t) and U(t) in a way such that the entries 
of the product vector D (2) can be obtained from the appropriate coefficients 
of the product polynomial P(t). One checks that di, I = ~24, d,, 2 = ~23, 
43 = ~22, 4.1 = ~19, 42 = p18, 43 = p17, 4, = ~14, 4.2 = ~13, and 
4, = p12. Therefore, we obtain the product vector DC2) from the polynomial 
P(t), and thus we reduce the problem of matrix multiplication to a polynomial 
multiplication. 
In general, we can reduce the multiplication of a two-level recursive block 
Toeplitz matrix with blocking factor n by a vector to the multiplication of two 
polynomials of degrees 4n(n - 1) and 2n(n - l), respectively. It costs 
0 (n2 log n) to multiply the two polynomials, using the FFT. The entries of 
the product vector are obtained from the appropriate coefficients of the prod- 
uct polynomial. The total cost is 0 (n 2 log n). We state the algorithm and 
defer the derivation of the general case, i.e., for arbitrary k, in Section 4. 
Algorithm 2.1. Fast Multiplication of a Two-Level Recursive Block 
Toeplitz Matrix AC2) by a Vector UC” 
1. Construct polynomials A (t) and U(t) from AC2) and UC2), as follows, 
n-l n-l 
A(t)= c c ar,.,2thll.‘2, 
i,=-(n-1) i2=-(n-l) 
(2.2) 
where ai,,i* is an entry of AC2) and hi,,i2 = (n + i, - 1)(2n - 1) + 
(n + i2 - l), and 
U(t) = i i Uj,,j2t’jlf2, 
j,=l j2=1 
(2.3) 
where l-9~22 = 2n(n - 1) - (jr - 1)(2n - 1) - (j2 - 1). 
2. Compute P(f) = A(f) X U(t) using the FIT. 
3. The (i,, i2)th entry of D c2) = Ac2) x Uc2) is di,,;, = ps, where p4 is 
the coefficient of t5 in P(t), and 
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5 = 2n(2n - 1) - i,(2n - 1) - &. 
We discuss the application of Algorithm 2.1 to surface interpolation in the 
next section, and study the algorithm for arbitrary k in the last section. 
3. APPLICATION TO OPTIMAL SURFACE Im3wo~4-r~oN 
The problem of fitting appropriate surfaces to depth data arises in many 
applications in science and technology. A variety of numerical methods have 
been devised (Schumaker, 1976). One approach is to use spline interpolation 
based on reproducing kerrteEs (Duchon, 1976; Meinguet, 1983). The spline 
interpolation is optimal in terms of minimizing approximation error (Traub 
and Woiniakowski, 1980; Lee, 1985). To construct the spline, using the 
reproducing kernels, the problem is reduced to solving a system of linear 
equations with a symmetric and positive definite coefficient matrix, and 
Cholesky factorization was proposed by Meinguet (1983) for solving it. The 
cost is O(N3), where N is the number of depth data to be interpolated. For 
depth data on a regular grid, we propose using the conjugate gradient iterative 
method for solving the system of linear equations. Taking advantage of the 
structure of the coefficient matrix, we can use Algorithm 2.1 for multiplying 
the coefficient matrix by a vector at each iteration. The cost of solving the 
system of linear equations is, in the worst case, 0 (N* log N). We formulate 
the problem first and then discuss the algorithm. 
Let F be the space of all the Schwartz distributions in R* with the second- 
order partial derivatives in L*, where all partial derivatives are interpreted in 
the sense of distribution. The linear space F is equipped with a semi-Hilbert 
norm 
O(f) = [(fn)* + 2(LJ2 + C&J21 
We need the following function e: R* X R2 + R, 
e(p, 4) = /--IP - 4I*lnb - 41, 
(3.1) 
(3.2) 
where p, q E R* and jp ) is the Euclidean norm of p E R*. 
Assume that the depth data are provided in a unit square region, on a 
regular grid with mesh size h. We rank the grid points in row order. There 
are N = n2 grid points,p,, p2, . . . , p,,2, where n = h-‘. The depth data are 
[f(PJ, . . . 9f(Pn41. 
Choose arbitrary three noncollinear grid points: {pr : r E D}, where 
) D I = 3. Let L, be the unique solution in lin{ 1, x, y} of the interpolation 
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problem L,(pd = &,k, r, k E D. Then the spline (T, which interpolates the 
N depth data and minimizes the semi-Hilbert norm 19, satisfies 
C” - LD)(P) = 2 aiK(Pi, PI, (3.3) 
iEl-D 
whereI = (1, 2, . . . , n2}, and LD is the unique solution in lin{ 1, x, y} such 
that LD (~~1 = fb,), r E D, and the reproducing kernel 
K(P, 4) = e(p, 4) - 2 L(pkb,, 4) - C Lr(q)e(p, P,) 
ED rED 
+ rzD kTD LrW!&MPr7 Pk). 
(3.4) 
Since u interpolates the data, from (3.3) we have 
c K(pi, pj)c”i = (0. - LD>(pj) =f(pj) - LD(pj), j E ’ - D. 
iEl-D 
(3.5) 
Therefore, we only have to solve this system of linear equations for ai. 
Denote K(p;, p,) as Ki,j. The (n * - 3) X (n* - 3) coefficient matrix 
(Ki,j);,j is symmetric and positive definite (Meinguet, 1983), and Cholesky 
factorization was proposed for solving (3.5), with cost 0 (n6). We propose 
using the conjugate gradient iterative method for solving (3.5), which costs, 
in the worst case, 0 (n” log n), using the fast matrix multiplication algorithm 
2.1 for each iteration. 
From (3.4) we have 
Ki.j = e(pi, Pj) - 2 L(Pi)e(Pr, Pj) - C Lr(pjkb;, P,) 
?-ED ED 
THUS (Ki,j)i,j can be decomposed into a sum of 16 matrices: 
I-III: L(p,)e(zb, Pj>)i,j, r E D; 
IV-VI: (L(Pjk(Pi, Pr))i,j, r E D; 
VII-XV: (L(piKk(pjk(Pr, Pk))i,j, r, k E D; 
XVI: (e(Pi, Pj))i,,; 
where i,j E I - D. 
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TO multiply (Ki,j)i,j by a vector, we can multiply each matrix by the vector 
and take the sum of all the products. The summation costs 0 (n *). We analyze 
the cost of each matrix multiplication. 
Matrices I to XV are tensor products of two vectors, and the cost of 
multiplying each matrix by a vector is 0 (n2). One easily checks that the 
n2 X n2 matrix (e (pi, pj))i,jE, is a two-level recursive block Toeplitz matrix 
(Boult, 1985). To multiply the (n * -  3)  x (n* -  3)  mab-ix te(pi7 pj))i,jEl-0 
by a vector, we only have to multiply the n2 X n* matrix (e (p, , pj))l,jEI by 
the vector incremented with three zero entries corresponding to D. It costs 
O(n* log n) to multiply the matrix (e(p,, pj));,jE, by a vector, using Algo- 
rithm 2.1. Therefore, each matrix multiplication of (K,,j);,je,-D by a vector 
costs 0 (n’ log n). Since the conjugate gradient iterative method converges, 
in the worst case, in (n’ - 3) steps (Hageman and Young, 198 1; Traub and 
Woiniakowski, 1984), the total cost of solving the system of linear equations 
(3.5) is, in the worst case, O(n4 log n). 
In the above analysis, we ignored the round-off errors. The numerical 
stability of the algorithm remains to be explored. 
4. AN ALGORITHM FOR FAST MULTIPLICATION OF A RECURSIVE BLOCK 
TOEPLITZ MATRIX BY A VECTOR 
We now present an algorithm, which multiplies an N X N k-level recursive 
block Toeplitz matrix A(‘) by a vector U@) with cost O(N log N), where 
N = nk, and n is the blocking factor. Let 
D(k) = A(k)U(k). (4.1) 
We consider the row of entries of A@), which belongs to the iith row of 
blocks on the first level of blocking, to the iLth row of blocks on the second 
level of blocking, . . . , and finally to the ikth row on the kth level of 
blocking. Similar to (1.6) for A (*I, we call it the (il, i2, . . . , ik)th row of A @), 
[{a-i~+j~,-i~+j~,...,-;t+j~}jl~~ j$l * . * jkEl], (4.2) 
where the rth subscript, r = 1, . . . , k - 1, of an entry specifies to which 
block it belongs at the rth level of blocking, and the kth subscript specifies 
its position in the block at the final level of blocking. 
We impose a recursive block structure on the N X 1 vector U”), similar to 
that of A(‘). Uck) is a k-level recursive block vector: u’” = 
[vi”-1’ . . 7 U,$k-“]T, where each Ujk-‘), i = 1, . . . n, is a (k - 1)-level 
recurs& block vector, and the final level blocks are s;mply n X 1 vectors. 
Similarly, we define the (il, . . . , ik)th entry, ui,,. ,c, as the one be- 
longing to the i,th block at the first level of blocking, . . . , to the ik-,th block 
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at the (k - 1)th level of blocking, and is the ikth entry of the final level of 
blocking. 
We impose the same structure on DCk), and denote the (i,, . , . , i,)th entry 
by di,, ..,ik. 
By the definition of A@‘U@), the (i,, . . . , i,)th entry of D’” is the product 
of the (i,, . . . , &)th row of ACk) and the vector UCk’, and from (1.7) we have 
4,. ,ik = i . ' . i a-,,+j,,...,-in+jauj,,.,,,j,. (4.3) 
11’1 Ik=] 
We define two polynomials A (t) and U(t), and we reduce the problem of 
the matrix multiplication to the problem of multiplying the two polynomials 
A (t) and U(t). The degree of the two polynomials is of order 0 (IV), and we 
can use the FFT for the polynomial multiplication with cost 0 (N log N) (Aho 
et al., 1974). 
Let 
n-l n-l 
A(t) = C C ai,,. ,ikfh’l’ .‘k, 
r,=-(n-l) Ik=-(“-l) 
where a;,, , ,k is an entry of matrix A(k) , and Ai 
gz, (n + i/ - 1)(2n - 1)k-‘. 
Let 





where /+,....,jk = i[(2n - 1)k - 11 - z;=, (j, - 1)(2n - 1)k-‘. 
In polynomial A(t), since -(n - 1) I i, 5 n - 1, 1 5 I I k, no two 
terms in sum (4.4) have the same power, and the degree is at most 
IZt, (2n - 2)(2n - l)k-’ = (2n - l)k - 1. Similarly, no two terms in sum 
(4.5) have the same power, and the degree is at most 4[(2n - l)k - 11. Let 
P(t) = A(t) X U(t) = X:lY_opit’T where the degree y = degree(A(t)) + 
degree(U(t)) 5 i [(2n - l)k - 11. Therefore, we can compute P(t) using the 
FFT with cost 0 (N log N). We now show that the final product DCk) = 
A (‘) Utk) is provided by the appropriate coefficients of P(t). 
LEMMA 4.1. For every (i,, . . . , ik), 1 5 ii I II, 1 5 1 5 k, the 
(il, . . . , ik)th entry Of DCk) iS 
di,,...,ik = Pry 
where pf is the coe&ient of t 5 in P (t), and 
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5 = (2n - 1)[(2n - l)k - l] k 
2(n - 1) 
- C il(2n - l)k-‘. (4.6) 
I=1 
Proof. From (4.3), we only have to show that d;,, ,ik equals the 
coefficient of t5in the product P(t) = A(t) X U(t), where (is given in (4.6). 
Indeed, from (4.4), a-i,+j,,,,,,-it+jk is the coefficient in A(t) of t to the 
power of X7=1 [n + (-il + j,) - 1](2n - l)k-‘, and from (4.5), Uj,,,,,,jk is 
the coefficient in U(t) of t to the power of pj,,,, ,,jk = $[(2n - l)k - l] - 
X.:=1 (jl - 1)(2n - l)k-‘. Thus, in forming the product P(t) = A(t) X U(t), 
a-. llfjl,..., -ii+jk”jl ,..., jk is a term contributing to the coefficient of t5 in P(t), 
where 5 is 
2 [n - il + (j, - 1)](2n - l)k-’ + ;[(2n - l)k - l] 
1= I
- i (j, - 1)(2n - l)k-’ = n i (2n - l)k-’ - i il(2n - l)k-’ 
I=1 I=1 /=I 
+ i (j, - 1X2 
1= I
n - l)k-’ + ;[(2n - 1)’ - l] - i (j, - 1)(2n - l)k-’ 
/=I 
= (2n - 1)[(2n - l)k - l] 
2(n - 1) 
- i il(2n - l)‘-‘. 
I=1 
(4.7) 
Thus each term in (4.3) belongs to the coefficient of t5 in P(t). 
On the other hand, any term contributing to ps, the coefficient of t5, is of 
the form 
a r ,(,,,, rkfh’I. ,‘t X Uj ,,,,,, j,t’J”.’ “‘9 (4.8) 
where -(n - 1) I r1 I n - 1, 1 5 j, 5 n, 1 = 1, . . . , k, and A, ,,,.., rk + 
/+,,, ,j, = 5. We now show that (4.8) is a term in (4.3). 
Letrl = -i, + m,, 1 = 1, . . . ,k.Then-n+25ml(2n--l.Simi- 
lar to the derivation of (4.7), we have 
A 'I,..., rk + Fjj ,.... jk = n i (2n - l)k-’ - 5 il(2n - l)k-’ 
/=I /=I 
+ i (ml - 1)(2n - l)k-’ + ;[(2n - l)k - I] - i (j, - 1)(2n - l)k-’ 
I=1 I=1 
= 5 + i (m, - j,)(2n - l)k-‘. 
/=I 
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Since -n + 2 5 ml I 2n - 1 and 1 5 j, 4 n, we know -(2n - 2) I 
ml - j, 5 2n - 2. It can be easily shown that Ef=, (ml - jr)(2n - l)k-’ = 0 
iff m, = j,, 1 = 1, . . , k, i.e., A,,,, ,rk + /I+ ,,., ,j, = 5 iff ml = jr, 1 = 1, 
. . . ) k. Since A,,, , rk + /+,. ,jk = 5 and rl = -ir + ml, we have rl = 
-ir+j,,j= 1,. . . , k, and therefore (4.8) is a term in sum (4.3). 
Thus, all terms in sum (4.3) contribute to pr, the coefficient of fb in P(t), 
and any term contributing to ps is indeed in sum (4.3). Hence di ,, , ik = PC, 
which completes the proof. n 
We summarize the above discussion in Algorithm 4.1 and Theorem 4.1. 
Algorithm 4.1. Fast Multiplication of a k-Level Recursive Block Toeplitz 
Matrix ACk) by a Vector ZJCk) 
1. Construct polynomials A(t) and U(t) from Ack’ and Uck), as in (4.4) 
and (4.5). 
2. Compute P(t) = A(t) X U(t) using the FIT. 
3. The (i,, . . . , i,)th entry of Dck) = ACk) X UCk’ iS d; ,....,, k = pt, 
where ps is the coefficient of tf in P(t), and 
5 = (2n - 1)[(2n - l)k - l] k 
2(n - 1) 
- 2 i,(2n - l)kP’. 
i=I 
THEOREM 4.1. Algorithm 4. I multiplies an N X N k-level recursive block 
Toeplitz matrix by a vector in time O(N log N). 
Remark 4.1. The algorithm only uses the FIT, which is numerically 
stable. Therefore, Algorithm 4.1 is numerically stable. The multiplicative 
constant in the FFT is 2, and therefore the multiplicative constants in our 
algorithms are not large. 
Remark 4.2 (Galil, 1985). We call an N X N matrix TCk) a permuted 
k-level recursive block Toeplitz matrix if it is obtained by permuting rows and 
columns of a k-level recursive block Toeplitz matrix ACk) at any level of 
blocking. Such a matrix TCk’ can be obtained by multiplying ACk) on the left 
or right by a permutation matrix with only one nonzero entry at each row and 
column. Assume such decomposition is known, i.e., TCk) = P X ACk) X P,, 
where fl and P, are permutation matrices. Since the matrix multiplication by 
fl and P, costs 0 (N), we can use Algorithm 4.1 to multiply TCk) by a vector 
with cost O(N log N). 
Remark 4.3. In this work we consider only the case where at each level 
of blocking, the blocking factor (or the dimension of the block matrix) is the 
same (n). It is not difficult to generalize this work to the case where different 
levels of blockings have different blocking factors. 
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