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ON CHANNELS are proteins in the cell membrane of living cells. In certain configurations, they form pores, allowing ions to flow across the membrane giving rise to a current on the order of a few picoamperes. Current passing through individual ion channels can be recorded using a technique called patch-clamping [1] . Modeling the behavior of ion channels from the observed single channel current gives important kinetic information and insights into their mechanism of activation and is useful in distinguishing among alternative molecular mechanisms in drug action or disease.
One example involves the inherited disorder called slowchannel congenital myasthenic syndrome, which is caused by a mutation in an acetylcholine receptor (AChR) gene. It results in AChR channels that remain open for an excessively long time after exposure to acetylcholine. From recordings of single-channel activity, parameter estimation using a generally accepted Markov model topology showed that the mutation caused an increase in the receptor's binding affinity for acetylcholine, rather than a slowing of the channel closing rate per se [2] .
In the literature, single channel current has been modeled as the output of a continuous-time Markov model characterized by a rate matrix [3] , [4] . The Markov model may have several closed, partially open, and open states. In addition, the Markov model may be aggregated since several states (e.g., all closed states) may have the same current level. One of the traditional methods of estimating the parameters of the rate matrix at high signal-to-noise ratios (SNR's) involves analysis using threshold detection to distinguish dwells in open and closed channel states. Rate constants are then estimated from the measured dwell times; estimate errors of % or more are typically acceptable. However, this method performs poorly at low SNR's, where threshold detection fails.
Discrete-time hidden Markov models (HMM's) have been proposed in recent years to model the open-close behavior of ion channels [5] - [12] . The parameters of the discrete-time HMM are the transition probabilities between the states, the initial state probabilities, and the current level of each state. The problem is to estimate these parameters given information about the topology of the model and the experimentally observed single channel current.
In the conventional HMM framework, the observed current is considered to be the sum of two components: a noiseless signal that is the output of a discrete-time, homogeneous, finite-state, first-order HMM and Gaussian noise from the recording apparatus. The output of the HMM is "hidden" due to the aggregated nature of the Markov model [3] as well as to additive noise. The observed data are analyzed iteratively using the traditional forward-backward and Baum-Welch algorithms to obtain the maximum likelihood estimate (MLE) of the parameters of the HMM [5] - [7] . However, the application of these algorithms relies on the assumption that the additive noise is white [11] , [12] . In practice, the experimental background noise is colored having a spectral density that increases with frequency.
The issue of colored noise has recently been addressed by introducing memory into the system and considering "metastate" or vector hidden Markov processes [9] , [11] - [14] . However, analysis of data with metastate HMM's requires prior information about the statistics of the background noise. Given a segment of recording that contains no channel activity, these statistics would be readily obtained; in practice, it can be difficult to distinguish the baseline from channel activity, and activity-free segments of the recording can be rare. Therefore, a method to estimate the autocorrelation of the background noise in the presence of the signal is desirable.
Apart from the background colored noise, it is experimentally observed that there is an additional noise component that accompanies "open channel" currents. This excess noise is thought to arise from shot noise and other rapid fluctuations in the ionic currents and is uncorrelated with the background noise. In many cases, it is well described by white, Gaussian noise sources [15] , [16] .
This paper is the second in a series that deals with the estimation of the HMM parameters in situations where the SNR does not allow the direct detection of "open" and "closed" dwells. The problem is addressed in the context of a discrete-time model and discrete-time signals. Based on the approaches in [11] , [13] , and [14] , we describe the identification of HMM's for ion channel currents under conditions of correlated background noise and state-dependent excess noise. We introduce an approach to model the noise and an iterative procedure to estimate the parameters of the noise model along with the parameters of the HMM. This paper is organized as follows. In Section II, we briefly describe metastate HMM's to model colored background noise. In Section III, we introduce a noise model to consider background correlated noise and state-dependent excess noise in the framework of metastate HMM's. We present an adaptation of the Baum-Welch algorithm called the Baum-Welch weighted least squares (BW-WLS) procedure to estimate the parameters of the HMM and noise model. In Section IV, we present some simulation results. We conclude with a discussion of the approach in Section V.
II. METASTATE HMM'S
In this section, we briefly describe a method to model ion channel currents containing colored background noise with metastate HMM's. For further details, refer to [11] .
Consider an HMM with states. A state of the HMM is denoted by . The HMM is specified by the initial state probability , the transition probability matrix (TPM) , and the current level associated with each state . The observed single channel current is modeled as the sum of two components: 1) a noiseless discrete signal that represents the current levels of conducting channel states generated as the ion channel makes transitions from one state to another and 2) background colored, Gaussian noise . The problem is to estimate the parameters of the HMM from .
A. The Noise Model
The background current noise in patch-clamp recordings has a spectral density whose dependence on frequency is well described by over the experimentally accessible frequency range from dc to kHz [17] , [18] . The white noise component is due to leakage conductances and shot noise associated with the patch-clamp amplifier. The -noise term is due to the amplifier voltage noise that is imposed on the input capacitance; the result is the differential of a white noise process. In discrete time, the background colored noise can be modeled by passing white, Gaussian noise with zero mean and variance through a first-order moving average (MA) filter. Let and . Then (1) An example of the coefficient values is ; the spectrum of the colored noise thus obtained is a good fit to that observed in a representative patch clamp recording sampled at 100 kHz during a "silent" period in an experiment in which AChR currents were measured for kinetic analysis [19] .
If the noise is an MA process, the mathematics to compute the likelihood of the HMM and estimate the parameters becomes intractable. Therefore, we approximate the MA model by a finite-order AR model. The colored noise is modeled as the output of an -order AR filter driven by white Gaussian noise with mean zero and variance . The filter coefficients are .
B. Calculation of Likelihood of the HMM and Estimation of Parameters
To address the issue of correlated noise, the measured signal is passed through an -order prewhitening MA filter with coefficients with . The transfer function of the prewhitening filter is chosen to be the inverse of the AR noise model. Thus, , and
. Hence, at the output of the prewhitening filter, the noise component is white. However, the signal is distorted and can no longer be modeled as the output of a first-order HMM. If is the state of the HMM at time , the output of the prewhitening filter can be modeled as being obtained from a vector hidden Markov process wherein each -tuple of successive states forms a "metastate" [9] , [11] - [14] . A metastate at time is denoted by the notation , where is the state of the HMM at time , and . A modified forward procedure is used to calculate the likelihood of the HMM . Let . The forward variable at time in metastate is defined as the probability of the first data measurements and being in metastate at time , or
The forward variable can be computed recursively according to (3) , shown at the bottom of the next page, where is the conditional probability of given the present state and all the previous data samples and states, and , where the superscript denotes the transpose. Here, is the probability of being in metastate at . The correlated emission probability is defined as the conditional probability of given the present state and the previous data samples and states. Let be the vector of current levels associated with metastate , where is the current level of state . The correlated emission probability is then P (4) where . The parameter is referred to as the filtered current level associated with metastate . The likelihood of the model can be expressed in terms of the forward variable at the last time point
The backward variable at time instant in metastate is defined as the probability of the last data points given that the model is in metastate at time and previous data samples or P (6) It can also be calculated recursively according to (7) , shown at the bottom of the page. Let be the probability of being in metastate at time given the observed data and model
The modified Baum-Welch algorithm uses the forward and backward variables to adjust the parameters of the HMM such that the likelihood is locally maximized. The re-estimation formulae for the initial state probability vector and TPM are (9) (10) Let be the vector of unique current levels of the states of the HMM. The current levels of the states of the HMM are re-estimated using [11, (16) - (18)].
A comment is in order about the approximation of the MA noise model by an -order AR model. It was shown in [11] that the bias in the estimated parameters decreases with increasing order of the AR noise model. However, the algorithm requires computations and becomes more computationally intensive as the order of the AR noise model increases. It was seen that even for a two-state HMM, at low SNR's, at least a third-or fourth-order AR noise model needs to be considered for estimation. In practice, the order of the AR model can be increased and the parameters estimated until any further increase in the order produces no appreciable change in the final estimates of the HMM parameters. It should be emphasized that incrementing the order of the noise model by one does not affect the number of estimated transition probability elements of the underlying HMM. It only results in the introduction of only one additional parameter: the added prewhitening filter coefficient in the expression for the correlated emission probability in (4). It does, however, increase the size of the metastate vector by one and, hence, the computational intensity of the algorithm. In typical patch-clamp recordings, the number of data points is on the order of 10 to 10 , which is very much larger than the size of the metastate. Hence, problems due to limited P (3) (7) data size due to increased size of the metastate do not arise. Finally, it should also be pointed out that the computational intensity of the algorithm can be reduced considerably if only the allowable transitions between metastates are considered during implementation, when the transition probability matrix is sparse.
III. AUTOREGRESSIVE WITH ADDITIVE NONSTATIONARY (ARANS) NOISE MODEL AND METASTATE HMM'S
In this section, we present a noise model that incorporates state-dependent excess noise into the framework of metastate HMM's. We present a method for the iterative estimation of the parameters of the noise model from an initial estimate and extend the forward-backward and the Baum-Welch algorithm to address the issue of state-dependent excess noise.
A. The Noise Model
One component of the noise is the background colored noise , which, as in the previous section, is modeled as the output of an -order AR filter with coefficients driven by white Gaussian noise with variance . To this, background noise is added statedependent excess noise, as shown in Fig. 1 . The processes are zero-mean white Gaussian noise sources with variances , one of which is switched in when the HMM is in the corresponding state . We refer to this model as an autoregressive with additive nonstationary (ARANS) noise model. When the channel is in a closed state (say, ), there is no excess noise ; further, the behavior of ion channels is such that when two states have the same current level , they also have the same excess noise variance . Let be the autocorrelation of . Thus, the noise is characterized by the parameters and the nonzero variances . These parameters are re-estimated from their initial estimates along with the parameters of the HMM as described in Section III-C.
An alternative way to characterize the noise is to parameterize the noise statistics in each metastate. It has been shown in Section II that the forward-backward procedure and Baum-Welch algorithm can be easily extended to explicitly consider the correlation between successive, unfiltered data samples by the definition of "correlated emission probability." It is defined as the conditional probability of observing the data sample , given the previous data samples and the present metastate of the HMM. The expression for the emission probability in the case of state-dependent excess noise and correlated background noise is obtained as follows.
Let , and let be the covariance matrix of the noise in metastate (11) It is of dimension . Here, denotes the expectation over conditioned on being in metastate at time . As will be shown later, can be computed in terms of the estimated second-order moments of the background noise and the excess noise. Let the covariance matrix be partitioned into four parts and , where is a scalar, is a vector of dimension , and is a matrix of dimension .
Let the components of be split into two groups composed of and subvector . Let the vector be similarly split into two groups composed of and vector . Since the distribution of is normal, using Theorem (2.5.1) in [20] , the conditional distribution of in metastate given is normal with mean and variance (13) That is (14) or (15) where and is a vector of dimension and and (16) Thus, the correlated emission probability for each metastate at each time step can be calculated from (15) , where the parameters and are specified in (13) and (16), respectively. Equivalently, rearrangement of terms in (13) and (16) indicates that the parameters and can be computed by solving the Yule-Walker equations (17) where and is a vector of dimension . The parameter in (15) is referred to as the filtered current level associated with metastate . The parameters and are referred to as metastate moving average (MMA) coefficients and noise variance, respectively, corresponding to metastate . The parameters and corresponding to all metastates constitute the MMA parameters. In the special case of no state-dependent excess noise, the noise statistics are identical in all metastates, and the MMA parameters have a ready physical interpretation. In this case, , and and the MMA coefficients are the parameters of the prewhitening filter, which is the inverse of the ARANS noise model. In the case of state-dependent excess noise, the least-squares approximation of the MMA parameters in terms of the second-order moments of in each metastate is given by (17) . As will be shown below, the structure of the covariance matrix in (17) or, equivalently, the MMA parameters corresponding to each metastate, capture the information about the nonstationarity noise in the metastate.
The elements of the covariance matrix can be computed from estimates of and the excess noise variances . Briefly, our strategy to estimate the parameters and the nonzero variances of the ARANS noise model from initial estimates is as follows. In general, the number of MMA parameters is greater than the number of parameters in the ARANS noise model. However, as will be shown in Section III-C, characterizing the noise by the MMA parameters allows the standard forward and backward algorithms to be used to compute the likelihood, and therefore, the re-estimation of MMA parameters can readily be performed. Thus, the estimation of the noise model parameters comprises of the following steps. First, the covariance matrix of noise corresponding to each metastate is computed from and the excess noise variances . Second, the MMA parameters for each metastate are computed from using (17) . Third, the MMA parameters are re-estimated using the modified forward-backward algorithm. Next, and the nonzero variances are updated from the re-estimated MMA parameters. The details of this iterative noise model estimation procedure along with the estimation of the HMM parameters are provided in Section III-C. Theoretically, an exact representation of the correlated background noise would require to be infinite. In general, the variance of the excess noise is smaller than the correlated background noise. Since the excess noise can be viewed as a small perturbation, we expect the same argument to hold and that an exact representation of the ARANS noise model would require to be infinite. For example, in a metastate constituting of the same open state that has nonzero excess noise, an exact representation to model the stationary noise would also require to be infinite. However, the computational intensity of the algorithm presented below increases exponentially with , and hence, we use an approximate representation, letting . We briefly describe below an example that will enable us to more easily follow the steps involved in calculating the likelihood and estimating the parameters of the HMM and ARANS noise model.
B. An Example Problem
Consider a two-state model consisting of one closed state and one open state .
The values of the transition probabilities are . In the pictorial representation of the HMM, the self-state loops (probability of being in the same state at given the state of the HMM at time ) are implied and are not drawn explicitly. 
C. Calculation of Likelihood of the HMM and Estimation of Parameters
The parameters and the nonzero excess noise variances corresponding to the ARANS noise model are re-estimated iteratively along with the parameters of the HMM. The algorithm for calculating the likelihood of the model and the estimation of the parameters is described in the following six steps. , re-estimate the parameters and variance of of the ARANS noise model. We refer to steps 1 through 6 as the Baum-Welch weighted least squares (BW-WLS) procedure. Re-estimation of the ARANS noise model parameters along with the parameters of the HMM is performed by performing steps 2 through 5 iteratively. We describe below each of the steps in further detail.
Step 1: This step involves computing initial estimates of the autocorrelation of process from the initial estimates of the AR parameters and . The parameters can either be found computationally or analytically. For example, in the case of a first-order AR model, , and .
Step 2: This step involves assigning the MMA parameters to each metastate from an initial or previous estimate of the parameters and excess noise variances of the ARANS noise model. This is done in two steps. First, the covariance matrix corresponding to metastate is computed from estimates of and . Next, the MMA parameters and corresponding to metastate are computed from by solving (17) . We describe below the calculation of the covariance matrix corresponding to each metastate . The noise at time is the sum of two components: the correlated background noise and the state-dependent excess noise. Correspondingly, the second moments of noise are the sum of the second moments of and the state-dependent excess noise. If the HMM is in metastate at time , the second moments of noise are determined for this metastate according to (19) where denotes the expectation over conditioned on being in metastate at time is the excess noise variance corresponding to state and if otherwise (20) Next, the MMA parameters with and are calculated for each metastate from by solving (17) .
The diagonal entries in correspond to the noise variance in the corresponding states constituting the metastate . The matrix is Toeplitz and symmetric in metastates wherein the additive noise is stationary. In metastates wherein the additive noise is nonstationary, is symmetric, but the diagonal elements are not equal. Thus, the non-Toeplitz structure of the covariance matrix in (17) captures the place at which nonstationarity occurs in a metastate. Cholesky decomposition [21] can be used to efficiently compute the MMA coefficients and noise variance for each metastate from (16 Step 3: This step involves analyzing the data with the modified forward-backward procedure and Baum-Welch algorithm to calculate the likelihood of the model and reestimate the initial state probabilities , the transition probabilities , and the current levels of the states. The adaptation of the forward-backward algorithm is similar to the algorithm detailed in Section II, with the expression for the correlated emission probability being given by (15) .
Let the parameter defined in (8) be denoted by . The elements of the initial state probabilities and TPM are re-estimated using (9) and (10), respectively. The current levels of the states of the HMM are re-estimated as follows. Due to the aggregated nature of the HMM, several metastates may have the same filtered current level and noise variance. Let the set of all metastates be partitioned into disjoint sets denoted by such that all metastates that belong to the set have the same filtered current level denoted by and noise variance . Let , where , and . It is re-estimated using (21) .
Step 4: The MMA parameters are re-estimated in this step. The noise variance in each metastate is obtained according to [11] (25) and if (26) The MMA coefficients associated with each metastate are re-estimated using the fact that two metastates that differ only in their noise statistics at time have the same MMA coefficients (although perhaps not the same noise variance). From (16) , , where . The information about is present in , and in general, the MMA coefficients will depend on the state at time . However, in our application, from (11), (12) and (19) (27) where is the vector of re-estimated MMA coefficients, and (28) and (29) and . Note that and depend on . The first summations in (28) and (29) are over all metastates that belong to . The proof of (27) (28) and (29) would be over all metastates. In the special case when only the correlation between noise in successive data samples is considered (i.e., ), (27) is similar to [22, (16) ]. Under conditions of no state-dependent excess noise, an expression similar to (27) has also been developed for a related but different problem in [14] .
In our example, and are reestimated using (25) . Since the MMA coefficients are independent of the state at time instant [from (16)], we have and . They are re-estimated using (27) 
-(29).
Step where and are computed by substituting the re-estimated values of the parameters for their expected values, and is the error vector that reflects errors in the estimation of the MMA parameters associated with each metastate. The weighted least squares (WLS) estimate of is given by [23] (32)
where . Since is difficult to calculate analytically, we propose the following heuristic. For simplicity, we assume that the errors are uncorrelated and, hence, is diagonal, and that each equation in the Yule-Walker system of equations for a metastate has the same order of error, and the error is inversely proportional to the average a posteriori probability of being in the metastate. Thus, if corresponds to the error in metastate if otherwise.
( 33) where is a constant. The justification for the choice of in (33) is as follows. The variance of the estimate of a parameter obtained from a metastate that occurs often is less than that from a metastate that occurs infrequently. The parameter is a measure of the frequency of occurrence of the metastate in the underlying state sequence, where is the a posteriori probability of being in metastate . This suggests the form of matrix given in (33) 1 . A least squares (LS) estimate of instead of a WLS estimate can be obtained by setting to an identity matrix. Thus, generalizing from the above example to arbitrary and , the parameter to be estimated is , which consists of the autocorrelation of for and the nonzero variances corresponding to the excess Gaussian noise processes. Rewriting the Yule-Walker equations for each metastate in terms of yields a system of equations of the form (34) This is an overdetermined system of equations since the number of equations is , and the dimension of is . The weighted least squares estimate of is given by (32), where is calculated using (33).
Step 6: From the final estimates of the autocorrelation , the Levinson-Durbin algorithm can be used to solve [11, (2) ] and determine the AR coefficients and . Thus, in our example, and . Steps 2-5 in the algorithm do not explicitly depend on the correlated noise being an AR process. However, as an extension to the noise model proposed in [11] , we have considered an AR process to model the correlated background noise. Two properties of the BW-WLS algorithm should be noted. First, although it appears to perform acceptably well in simulations presented below, it is not guaranteed to give the maximum likelihood estimates of the parameters. Second, the BW-WLS algorithm does not automatically constrain the re-estimated excess noise variances to be non-negative. For example, consider two metastates that are identical in their state sequence except for the state at time . If the first metastate consists of state at time and the second consists of a closed state at time , then the estimated excess noise variance in state can be thought of as the difference in the estimated noise variances associated with two metastates.
TABLE I INITIAL ESTIMATES OF THE PARAMETERS OF THE ANALYSIS OF TWO-STATE HMM AND A THIRD-ORDER (p = 4) ARANS NOISE MODEL
At poor SNR's, the estimates of the noise variances have large variances, and the difference between the two can be negative.
In the traditional forward-backward and Baum-Welch reestimation algorithm, it is assumed that the additive noise is white. However, different states of the HMM may have different noise variances; the noise may be nonstationary since the noise variance at time varies with the underlying state and, therefore, with time. The traditional forward-backward and Baum-Welch algorithm is a special case of the algorithm presented in this section.
IV. SIMULATIONS
In this section, we present simulation results of the BW-WLS procedure. The simulations on the two hidden Markov schemes presented below are representative of the simulations we have performed on various HMM's at various SNR's. In both the schemes, in addition to the colored noise generated from (1), state-dependent excess white noise was added, as described below.
In the first scheme, the data were simulated from a twostate model consisting of one open state with a current level of and one closed state with a current level of
. The values of the transition probabilities were chosen to be . Therefore, as the model made transitions from one state to another, a binary signal of unit amplitude was obtained. In addition to the colored noise, white Gaussian noise with mean zero and standard deviation was added to the signal when the model was in the open state. Fig. 2(a) displays the signal with additive state-dependent excess noise, whereas Fig. 2(b) displays the signal after adding correlated noise with standard deviation . A two-state HMM and a third-order ARANS noise model were considered for analysis. The second column of Table I indicates the initial estimates of the parameters. Column 3 shows the values of the parameters of the HMM and noise model from which the data were simulated. Column 7 shows the final estimates of the parameters obtained with the BW-WLS algorithm on data sets of 35 000 points each. The means and standard deviations are given from analysis of 51 independent data sets. The estimates of the parameters using a Baum-Welch-least squares (BW-LS) algorithm on the same data sets are also shown for comparison in the last column. The BW-LS estimates were obtained by setting the covariance matrix of errors to an identity matrix in step 4 of the algorithm. It can be observed from the table that the bias in the BW-WLS estimates is small, and the standard deviations of the estimated parameters (with the exception of ) are also small. In contrast, the BW-LS estimates are strongly biased.
To compute the difference between the MLE of the parameters and the estimates obtained from the BW-WLS and BW-LS procedures, a general search routine (the simplex method [24] ) was used to maximize the likelihood to determine the MLE of the parameters of the HMM and ARANS noise model. Column 4 indicates the MLE of the parameters obtained in Table II . In each case, 1024 points are shown.
859 iterations with the simplex method on a single data set consisting of 35 000 points. Columns 5 and 6 show the final estimates of the parameters obtained on the same data set with the BW-WLS and BW-LS algorithm in 52 and 101 iterations, respectively. The final log-likelihood obtained by the BW-WLS and BW-LS algorithms were found to be 1.7 and 100.2 units below that of the true maximum, respectively. It can be observed that the BW-WLS estimates are close to the corresponding MLE of the parameters. Fig. 2(c) displays the signal with additive state-dependent excess noise, whereas Fig. 2(d) displays the signal after adding correlated noise with standard deviation . A third-order ARANS noise model and a three-state HMM were considered for analysis. The second column of Table II shows the initial estimates of the parameters, and column 3 indicates the values of the parameters of the HMM from which the data were simulated. The last two columns show the final re-estimated values of the parameters after analysis with the BW-WLS and BW-LS methods on data sets of 51 200 points each. The means and standard deviations are given from analysis of simulations on 30 independent data sets. Again, as a test of the BW-WLS and BW-LS re-estimation, a simulation similar to that with the two-state HMM was performed. Column 4 indicates the MLE of the parameters obtained in 1900 iterations by the simplex method on a single data set of 51 200 points. Columns 5 and 6 show the BW-WLS and BW-LS estimates on the same data set obtained in 35 and 55 iterations, respectively. The final log-likelihood obtained by the BW-WLS method was found to be 2.2 units below the true maximum. However, it can be observed from Table II that the final BW-WLS estimates of the parameters are close to the MLE, indicating that the BW-WLS procedure produces estimates with a tolerable bias. On the other hand, the BW-LS estimates of the parameters are biased, and the final log-likelihood is 41 units below the true maximum.
The following simulation deals with the ability to distinguish or rank nested models using the log-likelihood ratio (LLR). Consider two models: model A with free parameters; and model B with free parameters, where model B is a subhypothesis of model A, and . Then, under certain regularity conditions, when model B is true, 2 log(model B/model A) has a chi-square distribution asymptotically (as the number of data samples tends to infinity) with degrees of freedom. If is the probability of rejecting model B when true, then the LLR can be used to test whether model A is better than model B at an -level of significance, where typically, is set to 0.05 or 0.01 [25] - [27] . The data were simulated as in Table I , including the excess noise . Two noise models were considered for identification. Model A was a third-order ARANS model with unconstrained (correct noise model). Model B was an AR model with no excess noise components, i.e., was constrained to be zero (wrong noise model). It was found that the log-likelihood obtained with the model A was 26 units greater than model B. Since (2.LLR) is chi-square distributed with one degree of freedom, the LLR, using a chi-square table [28] , indicates that model A is better than model B. Similar simulations done for the three-state HMM and third-order noise model specified in Table II also showed that the log-likelihood of the ARANS noise model was 62 units higher than that of the AR model with no excess noise components. In this case, (2.LLR) is chisquare distributed with two degrees of freedom. Again, use of a chi -square table with indicates that the ARANS noise model is better than an AR model with no excess noise components. These simulations demonstrate that the correct model yields a higher likelihood and that two noise models can be distinguished. The approach to noise modeling in this paper is on the lines of [22] . However, it differs in two respects. First, the definition of the correlated emission probability has been extended to consider correlation of a data sample with its preceding data samples as detailed in [11] . Second, we have addressed the issue of excess noise in the partially open and open states of the model that arises in the single channel current recordings.
This approach has three advantages over the existing methods. First, it considers a better approximation to the characteristics of noise that is present in the patch-clamp recordings. Second, it provides a method for modeling the colored and state-dependent noise in an HMM framework. Third, the properties of noise are estimated from recordings in which the noise is superimposed on channel activity.
This method involves four approximations. First, a finite MA model would be most appropriate to model the correlated noise in actual patch-clamp recordings. For mathematical tractability, however, we have approximated the noise by an AR model of order . Second, in the presence of state-dependent excess noise, the expression for the correlated emission probability in (15) is exact only for the number of states constituting that a metastate is infinite. For computational expediency, we instead let . Third, for simplicity, the interdependence of the MMA parameters of the metastates has been ignored during their re-estimation. Fourth, the weights in the weighted least squares estimation procedure have been chosen by an educated guess. We have been unable to derive an expression for the covariance matrix of errors reflecting the errors in the reestimation of MMA parameters. The differences seen in Tables I and II between the maximum likelihood estimate and that obtained with the BW-WLS algorithm can be attributed to the last two approximations.
The unweighted BW-LS procedure has been shown to perform poorly in simulations since it assumes that the errors in the estimated parameters associated with each metastate are independent of the frequency with which it occurs in the underlying state sequence. However, the performance of the BW-WLS algorithm is promising when tested on discrete-time simulated data. In the simulations, acceptably precise estimates of parameters were obtained, even though the SNR was much smaller than that required for traditional threshold analysis.
Following are some of the practical issues involved in using the algorithm. Due to the approximations used in the algorithm, the BW-WLS algorithm is not guaranteed to monotonically increase the likelihood in successive iterations or converge to the maximum likelihood estimates of the parameters of the HMM and noise model. However, in our simulations, we have found that the final estimates of the parameters are acceptably close to the maximum likelihood estimates (which are found using the simplex procedure). Similar to most optimization algorithms, the speed of convergence of the algorithm depends on the initial estimates of the parameters. In the case of analysis of data at poor SNR obtained from a HMM with a large number of parameters, it is suggested that the algorithm be rerun from a number of different starting estimates of the parameters.
In practice, the number of states constituting a metastate and the order of the ARANS model can be chosen as follows.
Increasing the size of the metastate by one introduces one more MMA coefficient for each metastate. Since the number of data points in a typical patch clamp recording are much larger than the number of estimated parameters, estimation problems due to limited data size due to increased size of the metastate do not arise. However, the computation of the modified forward-backward variables requires computations and thus becomes computationally intensive as the number of states constituting a metastate increases. This computational complexity can further be reduced if only the allowable metaststates are formed during implementation. For example, metastate cannot be formed if
. It was seen in [11] that for a two-state HMM, as the SNR decreases, a) the log-likelihood surface becomes flatter, and b) the order of the prewhitening filter should be higher to well approximate the MA noise model and produce unbiased estimates of the parameters. If the signal amplitude is 1.0 and the correlated background noise standard deviation is 0.5, then it was found that for the simple two-state scheme, a third-or fourth-order AR model was sufficient to result in unbiased estimates of the parameters. When the noise standard deviation was 1.0, then a fourth-or fifth-order AR model was found to adequately model the MA noise model. With the inclusion of the state-dependent excess noise in addition to the correlated background noise, it has been assumed that the state-dependent excess noise can be regarded as a small perturbation; hence, increasing the number of MMA coefficients will result in less bias in the estimated parameters. Since introduction of the excess noise sources introduces more parameters into the problem, it is suggested that a large data set and a large size of the MMA model be considered for analysis. In practice, for different values of , the parameters of the HMM and ARANS noise model can be estimated and a minimum value of chosen such that further increase in does not produce an appreciable change in the HMM parameter estimates.
It is seen in our simulations that the likelihood function is not very sensitive to the variances of the excess noise sources. Therefore, the final estimates of the excess noise variance are usually found to have a larger standard error than other parameters of the model. As mentioned earlier, it is possible to obtain negative values for the excess noise variances during re-estimation. In this case, in our implementation, we have constrained the excess noise variance to be zero.
In this paper, we have ignored the fact that the signal is, in practice, obtained by sampling a filtered, continuous-time output from the recording apparatus. In this case, due to filtering and sampling of the data, it is no longer straightforward to model the discrete-time data as the output of the underlying HMM. Adaptations of the forward-backward algorithm to properly characterize such sampled data will be described in the following paper in this series.
APPENDIX A
In this Appendix, we derive a general expression for reestimating the MMA coefficients associated with each metastate. The derivation is similar to that used to obtain expressions for re-estimating the location and scale parameters in a state of a HMM in [29] and [30] .
Let be the set of all possible state sequences, and let be a state sequence. The likelihood of the model is given by
where is the vector of MMA coefficients and is dependent on the metastate, and P is the probability of the state sequence and is given by the expression P P (A.2) P is the probability of the observations given the state sequence Let the set of all metastates be partitioned into disjoint sets denoted by such that all metastates that belong to the same partition have the same noise statistics at . Therefore, all metastates that belong to the same set have the same set of MMA coefficients denoted by Correspondingly, there would be only one partition in the set , and the first summation in (A.13) and (A.14) would be over all metastates. In addition, if we consider a first-order AR filter in our ARANS noise model (we are equivalently considering the correlation between noise in successive data samples), (A.12) is similar to (16) in [22] . These are the results given in (27) - (29) in text.
