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THE SATURATION NUMBER OF POWERS OF GRADED
IDEALS
JU¨RGEN HERZOG, SHOKOUFE KARIMI AND AMIR MAFI
Abstract. Let S = K[x1, . . . , xn] be the polynomial ring in n variables over a
field K with maximal ideal m = (x1, ..., xn), and let I be a graded ideal of S. In
this paper, we define the saturation number sat(I) of I to be the smallest non-
negative integer k such that I : mk+1 = I : mk. We show that f(k) = sat(Ik) is
linearly bounded. Furthermore, we show that sat(Ik) = k if I is a principal Borel
ideal and prove that sat(Ikd,n) = max{l : (kd− l)/(k − l) ≤ n, l ≤ k}, where Id,n
is the squarefree Veronese ideal generated in degree d. A general strategy is given
to compute sat(I) when I is a polymatroidal ideal.
Introduction
Throughout this paper, we assume that S = K[x1, . . . , xn] is the polynomial ring
in n variables over a field K with the unique graded maximal ideal m = (x1, . . . , xn),
and that I is a graded ideal of S. If I is a monomial ideal, then we denote by G(I)
the unique minimal set of monomial generators of I.
The ideal
Isat := I : m∞ =
⋃
k≥0
I : mk
is called the saturation of I. Since I ⊆ I : m ⊆ I : m2 ⊆ . . . and S is Noetherian,
there exists an integer k such that I : mk+1 = I : mk. This implies that λ(Isat/I) <
∞. Here λ(M) denotes the length of a module M .
In the first part of this paper we introduce sat(I) of I which is defined to be
the smallest non-negative integer k such that I : mk+1 = I : mk. We show that
sat(I) ≤ reg(I) and obtain from this that sat(Ik) is bounded by a linear function
of k. It would be interesting to have this linear bound also for regular local rings.
For monomial ideals one obtains an even better result. Indeed, we show that there
exists a quasi-linear function f such that f(k) = sat(Ik) for k ≫ 0 if all powers of
I have linear resolution. This is a consequence of the fact that A =
⊕
k≥0(I
k)sat is
finitely generated when I is a monomial ideal.
In the second part we study the saturation number of special classes of poly-
matroidal ideals. A polymatroidal ideal is a monomial ideal, generated in a single
degree d satisfying the following condition: for all monomials u, v ∈ G(I) with
degxi(u) > degxi(v), there exists an index j such that degxj(v) > degxj (u) and
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xj(u/xi) ∈ I (see [8] or [9]). A squarefree polymatroidal ideal is called a matroidal
ideal. Among the stable ideals, the principal Borel ideals are polymatroidal. The
saturation number for this class of ideals behaves particularly nice. We show that
sat(Ik) = k for all k. The squarefree principal ideals are matroidal. Here the situa-
tion is more complicated. In this paper only consider the squarefree Veronese ideals.
We denote by Id,n (see [8] or [13]) the squarefree Veronese ideal of degree d in the
variables x1, ..., xn, and show that sat(I
k
d,n) = max{l : (kd − l)/(k − l) ≤ n, l ≤ k}
for all k. According to [15, Proposition 5] any polymatroidal ideal is of intersection
type. This fact, allows us to compute the saturation number of a polymatroidal
ideal in each concrete case. Moreover, it can be shown that if I is any monomial
ideal of intersection type with Ass(I) = Ass∞(I), then sat(Ik) = sat(I)k. Here
Ass∞(I) =
⋃
k≥0Ass(I
k) .
For unexplained notation or terminology, we refer the reader to [9] and [3]. Sev-
eral explicit examples were performed with help of the computer algebra systems
Macaulay2 [7] and CoCoA [1].
1. Upper bounds for the saturation number of an ideal and its
powers
We start this section by the following definition.
Definition 1.1. The number sat(I) = min{k : I : mk+1 = I : mk} is called the
saturation number of I.
It is clear that sat(I) = 0 if and only if depth(S/I) > 0. In particular, sat(I) = 0
if I is a squarefree monomial ideal.
Let M be a finitely generated graded S-module. We set
α(M) = min{k : Mk 6= 0} and β(M) = max{k : Mk 6= 0},
if minimum and maximum exist and otherwise we set −∞ and ∞ respectively.
Note that if M is a finite length graded S-module, then β(M) is the largest degree
of a socle element of M . For a finite length graded S-module M , we set σ(M) =
β(M)− α(M) + 1 and γ(M) = min{k : 0 :M m
k = M}.
Lemma 1.2. Let M 6= 0 be a graded S-module of finite length. Then
γ(M) ≤ σ(M).
Proof. We proceed by induction on γ(M). The assertion is trivial if γ(M) = 1.
Let γ(M) > 1. Then γ(M/0 :M m) = γ(M) − 1, β(M/0 :M m) ≤ β(M) − 1 and
α(M/0 :M m) ≥ α(M). Thus, together with the induction hypothesis we obtain
γ(M)− 1 = γ(M/0 :M m) ≤ σ(M/0 :M m) ≤ σ(M)− 1,
as desired. 
Applied to the saturation of an ideal we obtain
Corollary 1.3. Let I ⊂ S be a graded ideal. Then
sat(I) ≤ σ(Isat/I).
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In general the inequality sat(I) ≤ σ(Isat/I) may be strict. The following example
was communicated to us by Dancheng Lu and Lizhong Chu:
let I = (xy, yz, zu, uv, vx2)5. Then sat(I) = 2 and γ(I) ≥ 4.
We denote by reg(M) the Castelnuovo-Mumford regularity of a finitely generated
graded S-module.
Corollary 1.4. Let I ⊂ S be a graded ideal. Then sat(I) ≤ reg(I).
Proof. It follows from Corollary 1.3 that sat(I) ≤ β(I) + 1. Since Isat/I is of
finite length, we have β(I) = reg(Isat/I). By [4] and [6], reg(Isat/I) ≤ reg(S/I) =
reg(I)− 1. The desired conclusion follows. 
The following result follows by Corollary 1.4 and [16] (see also [5]).
Corollary 1.5. Let I ⊂ S be a graded ideal. Then there exists a linear function f
such that sat(Ik) ≤ f(k) for all k ≥ 0.
Observe that I = Isat ∩ Q where Q is an m-primary ideal. We call I special if Q
is a power of m. In particular, Isat ∩md is special for all d. In the sequel we will use
Proposition 1.6. Let I ⊂ S a graded ideal with I = Isat. Then
sat(I ∩md) =
{
0, if d ≤ α(I),
d− α(I), if d ≥ α(I).
Proof. If d ≤ α(I), then I∩md = I, and since I is saturated we have sat(I∩md) = 0.
Now let d ≥ α(I). We proceed by induction on d− α(I). If d− α(I) = 0, then the
assertion is trivial. Now let d − α(I) > 0. We claim that (I ∩md) : m = I ∩ md−1.
It is clear that I ∩ md−1 ⊂ (I ∩ md) : m. Conversely, let x ∈ (I ∩ md) : m. Then
x ∈ I : m = I since I is saturated and x ∈ md : m = md−1. Hence x ∈ I ∩ md−1.
Together with our induction hypothesis we obtain
sat(I∩md) = sat((I∩md) : m)+1 = sat(I∩md−1)+1 = (d−1)−α(I)+1 = d−α(I),
as desired. 
For monomial ideals, Corollary 1.5 can be improved as follows: a function f : Z→
Z is called quasi-linear, if there exists an integer d ≥ 1 and for i = 0, . . . , d−1, linear
function fi(x) = aix+ bi with ai, bi ∈ Q such that f(k) = fi(k) for k ≡ imod d.
Theorem 1.7. Let I ⊂ S be a monomial ideal. Then there exists a quasi-linear
function f such that σ((Ik)sat/Ik) = f(k) for k ≫ 0.
Proof. We want to show that f(k) = β((Ik)sat/Ik)−α((Ik)sat/Ik)+1 is quasi-linear.
By Brodmann [2], depthS/Ik is constant for all k ≫ 0. If depthS/Ik > 0 for all
k ≫ 0, then f(k) = 0 for k ≫ 0. Therefore, we may assume that there exists k0
such that that depthS/Ik = 0 for k ≥ k0. Now let k ≥ k0, and let δ(I
k) be the
highest degree of a socle element of (Ik)sat/Ik. Then δ(Ik) = β((Ik)sat/Ik). On
the other hand, δ(Ik) = max{j : βn,j(S/I
k) = 0} − n = regn(S/I
k), where regn(M)
denotes the n-regularity of a graded module, see [5]. It follows therefore from [5,
Theorem 3.1] (see also [16]), that β((Ik)sat/Ik) is a linear function for k ≫ k0. Thus
it remains to be shown that α((Ik)sat/Ik) + 1 is a quasi-linear function.
3
Note that α((Ik)sat/Ik) is the least degree of a generator of (Ik)sat. We denote
this number by ak, and have to show that the function g(k) = ak is quasi-linear for
k ≫ 0. In order to prove this we consider the graded S-algebra A =
⊕
k≥0(I
k)sat.
Since I is a monomial ideal, this S-algebra is finitely generated, see [10, Theorem 3.2].
Therefore, by [10, Theorem 2.1] there exists an integer s such that A(s) =
⊕
l≥0Als
is a standard graded S-algebra. Now let k be any number ≥ s, and let k = ls+i with
0 ≤ i < s. Then Ak = (As)
lAi. Thus g(k) = asl + ai, and the desired conclusion
follows. 
2. The saturation number for polymatroidal ideals
As a first example of polymatroidal ideals we consider (squarefree) principal Borel
ideals. Let u = xa11 · · ·x
an
n be a monomial in S = K[x1, . . . , xn]. We set degxi(u) = ai
for i = 1, . . . , n. For a given integer k ≥ 1, we let I≤k be the ideal generated by all
u ∈ G(I) with degxi(u) ≤ k for i = 1, . . . , n. The ideal I is squarefree if and only if
I = I≤1.
Definition 2.1. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal, and let k ≥ 1 be
an integer. Then I is called k-strongly stable, if
(i) I = I≤k;
(ii) for all u ∈ G(I) and all integers 1 ≤ i < j ≤ n with degxj (u) > 0 and
degxi(u) ≤ k − 1 it follows that xi(u/xj) ∈ I.
The ideal I is called squarefree strongly stable, if it is 1-strongly stable. I is
strongly stable, if I is k-strongly stable for k bigger than the maximal degree of a
monomial in G(I). In other words, if u ∈ G(I) and xj divides u, then xi(u/xj) ∈ I
for all i ≤ j.
Let u1, . . . , um be monomials in S with degxi(uj) ≤ k for i = 1, . . . , n and j =
1, . . . , m. There exists a unique smallest k-strongly stable ideal containing u1, . . . , um
which we denote by Bk(u1, . . . , um). The monomials u1, . . . um are called Borel
generators of Bk(u1, . . . , um). If I = B
k(u), then I is called k-principal Borel, and
1-principal Borel ideals are simple called principal Borel ideals.
Let u, v be monomials of same degree and assume that degxi(u) ≤ k for i =
1, . . . , n. Then we write v ≺k u if v ∈ B
k(u). This defines for each d ≥ 1, a partial
order on the set of monomials of degree d whose exponents are bounded by k.
Theorem 2.2. Let u ∈ S be a monomial with degxn(u) > 0, and let I = B(u).
Then sat(Ik) = k.
Proof. It is observed in [8] that principal Borel ideals are polymatroidal. Therefore
these ideals are of intersection type, as shown in [15, Proposition 5]. Let u =
xi1xi2 · · ·xid with 1 ≤ i1 ≤ i2 ≤ · · · ≤ id = n. Then I =
∏d
j=1(x1, . . . , xij ), (see for
example [12, Examples 2.8]).
We claim that Ass(I) = {(x1, . . . , xi1), (x1, . . . , xi2), . . . , (x1, . . . , xid)}. We prove by
induction on d. If d = 1, then there is nothing to prove. Let d ≥ 2 and the claim
has been proved for fewer than d. It is clear that Ass(I) \ {m} = ∪dj=2Ass(I : x
∞
ij
).
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Since (I : x∞ij ) =
∏j−1
t=1 (x1, . . . , xit), we can apply the inductive hypothesis to deduce
our claim. Therefore, by applying [13, Corollary 4.10], we see that
Ik =
d−1⋂
j=1
(x1, . . . , xij )
kj ∩mkd.
A monomial of least degree in
⋂d−1
j=1(x1, . . . , xij)
kj is x
k(d−1)
1 . Finally we apply Propo-
sition 1.6 we get that sat(I) = kd− k(d− 1) = k, as desired. 
Lemma 2.3. Let I be a polymatroidal ideal and k ≥ 1 an integer. Then I≤k is a
polymatroidal ideal. In particular, if u is k-bounded monomial. Then Bk(u) is a
polymatroidal ideal.
Proof. We show that for u, v ∈ G(I≤k) the exchange property holds. Indeed, let
i be such that degxi(u) > degxi(v), Since I is polymatroidal, there exists j such
that degxj (v) > degxj (u) and xj(u/xi) ∈ I. Since v ∈ G(I
≤k), it follows that
degxj(v) ≤ k, Therefore, degxj(u) ≤ k − 1. This implies that xj(u/xi) ∈ G(I
≤k).

Lemma 2.4. Let u ∈ S be a k-bounded monomial of degree d. Then Bk(u) : m =
I +Bk(u), where I = 0 or I is a (k − 1)-Borel ideal generated in degree d− 1.
Proof. We may assume that depthS/Bk(u) = 0. By Lemma 2.3, Bk(u) is a poly-
matroidal ideal, and hence has a d-resolution, see [14, Lemma 1.3 ]. It follows that
Bk(u) : m = I + Bk(u), where I is generated in degree d − 1. Let v ∈ G(I). Then
xiv ∈ G(B
k(u)) for all i. Suppose degxi(v) ≥ k for some i. Then degxi(xiv) > k, a
contradiction. This shows that all generators of I are (k − 1)-bounded.
To complete the proof we must show that I is (k − 1)-Borel. Let v ∈ G(I) with
xj |v, i < j and degxi(xiv) ≤ k − 1. Then we must show that v0 = xi(v/xj) ∈ G(I),
that is, xlv0 ∈ B
k(u) for l = 1, . . . , n. Indeed, if l = j, then xlv0 = xiv ∈ B
k(u). If
l 6= j, then xlv0 = xi(xlv)/xj ∈ B
k(u) because xlv ∈ B
k(u) and Bk(u) is k-Borel.

The next result is taken from [11].
Lemma 2.5. Let u, v be k-bounded monomials of degree d. Let u = xj1 · · ·xjd with
j1 ≤ j2 ≤ . . . ≤ jd and v = xi1 · · ·xid with i1 ≤ i2 ≤ · · · ≤ id. Then v k u if and
only if ir ≤ jr for r = 1, . . . , d.
Theorem 2.6. Let as before S = K[x1, . . . , xn] and k, d be positive integers. Let
d = qk + r with integers q, r ≥ 0 and r < k. We set uk,d,n = x
k
nx
k
n−1 · · ·x
k
n−q+1x
r
n−q.
If r = 0, then uk,d,n is defined in S if and only if ⌊d/k⌋ ≤ n and if r 6= 0 then uk,d,n
is defined in S if and only if ⌊d/k⌋ < n, and we have
Bk(uk,d,n) : m = B
k−1(uk−1,d−1,n) +B
k(uk,d,n),
if uk−1,d−1,n is defined in S. Otherwise, B
k(uk,d,n) : m = B
k(uk,d,n).
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Proof. We may assume that k < d. Indeed,if k ≥ d, then uk,d,n = x
d
n and uk−1,d−1,n =
xd−1n . In this case the assertion is obvious.
We first show that uk−1,d−1,n ∈ B
k(uk,d,n) : m. For this it suffices to show
that xnuk−1,d−1,n ∈ B
k(uk,d,n), because B
k(uk,d,n) is k-Borel. Indeed, let uk,d,n =
xi1xi2 · · ·xid with i1 ≤ i2 ≤ . . . ≤ id = n and xnuk−1,d−1,n = xj1xj2 · · ·xjd with
j1 ≤ j2 ≤ . . . ≤ jd = n. By Lemma 2.5 we must show that jl ≤ il for l = 1, . . . , d.
Figure 1 illustrates this comparison. The integers il and jl are labeled from right
to left. Then for any l with 1 ≤ l ≤ d the boxes with the same x coordinate give
us the value of il and jl. For example, for l1 in Figure 1 we obtain il1 = n − q + 1
and jl1 = n − q
′ + 1, and for l2 we obtain il2 = n − 2 and jl2 = n − 3. From the
equations d = qk + r and d− 1 = q′(k − 1) + r′ with 0 ≤ r < k and 0 ≤ r′ < k − 1,
it follows that q ≤ q′ because d/k ≤ (d− 1)/(k− 1). Therefore Figure 1 shows that
the desired inequalities hold.
n n− 1 n− 2
n− 1
n− q + 1
n n− 3n− 2 n− q′ + 2 n− q′ + 1
n− q
n− q′
k k k k
k k − 1 k − 1 k − 1 k − 1
r
r′
...
...
k − 1
12l1l2d d− 1 .........
Figure 1. Comparison of uk,d,n with xnuk−1,d−1,n
Now since uk−1,d−1,n ∈ B
k(uk,d,n) : m, and since by Lemma 2.4 the monomi-
als of degree d − 1 in Bk(uk,d,n) : m generate (k − 1)-Borel ideal, we see that
Bk−1(uk−1,d−1,n) ⊂ B
k(uk,d,n) : m.
Conversely, note that with respect to k−1, the monomial uk−1,d−1,n is the unique
largest (k − 1)-bounded monomial of degree d − 1. Therefore, Bk(uk,d,n) : m ⊆
Bk−1(uk−1,d−1,n)+B
k(uk,d,n), because Lemma 2.4 implies that the monomialsB
k(uk,d,n) :
m which do not belong to Bk(uk,d,n) are (k − 1)-bounded of degree d− 1. 
As an immediate consequence of Theorem 2.6 we obtain
Corollary 2.7. Given integers k, d, n, with 1 ≤ d ≤ n and k ≥ 1. Then
sat(Ikd,n) = max{l : (kd− l)/(k − l) ≤ n, l ≤ k}.
Example 2.8. Let I = (x1x2, x1x3, x2x3). Then sat(I) = 0 and for k ≥ 2 we have
sat(Ik) =
{
k/2, if k is even,
(k − 1)/2, if k is odd.
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In fact, sat(I) = 0 because I is squarefree. Now let k ≥ 2. If k = 2a, then
(kd − l)/(k − l) = (4a − l)/(2a − l) ≤ 3 if and only if l ≤ a. Therefore, a =
max{l : (kd − l)/(k − l) ≤ n, l ≤ k} and sat(Ik) = k/2. Finally, if k = 2a + 1,
then (kd− l)/(k − l) = (4a+ 2− l)/(2a+ 1− l) ≤ 3 if and only if l ≤ a. Therefore,
a = max{l : (kd− l)/(k − l) ≤ n, l ≤ k} and sat(Ik) = (k − 1)/2.
Now let I be any polymatroidal ideal. In [15, Proposition 5] it is shown that I is
of intersection type, which means that I is the intersection of powers of monomial
prime ideals. In other words, there exists monomial prime ideals P1, . . . , Pr and
positive integers ai, and d ≥ 0 such that I = P
a1
1 ∩ . . . ∩ P
ar
r ∩ m
d. Notice that
Isat = P a11 ∩ . . . ∩ P
ar
r , so that I = I
sat ∩md.
Corollary 1.6 implies that if a the least degree of a generator of P a11 ∩ . . . ∩ P
ar
r ,
and d ≥ a, then sat(I) = d− a.
Example 2.9. Let I = (x1, x2) ∩ (x2, x3) ∩ (x2, x4) ∩ (x3, x4) ∩ (x1, x2, x3, x4)
5. An
element of least degree in (x1, x2) ∩ (x2, x3) ∩ (x2, x4) ∩ (x3, x4) is x2x3. Therefore,
sat(I) = 5− 2 = 3.
By applying monomial localization one obtains
Corollary 2.10. Let I be a monomial ideal with the property that Ass(I) = Ass∞(I)
and that all powers of I are of intersection type. Then sat(Ik) = sat(I)k for all k.
Since power of polymatroidal ideals are again polymatroidal we have
Corollary 2.11. Let I be a polymatroidal ideal with Ass(I) = Ass∞(I). Then
sat(Ik) = sat(I)k for all k.
Example 2.12. Let I be a transversal polymatroid. In other words, I is a product
of monomial prime ideals. Then sat(Ik) = sat(I)k. This follows from Corollary 2.11
because Ass(I) = Ass∞(I), (see[13, Corollary 4.6]).
In order to compute sat(I) of a polymatroidal ideal we have to determine its
presentation as an intersection of powers of monomial prime ideals, as described in
[15]: let P be a discrete polymatroid on the ground set [n] of rank d with rank
function ρ, see [8]. The complementary rank function τ : 2[n] → Z+ is given by
τ(F ) = d− ρ([n] \ F ) for all F ∈ 2[n].
A subset F ⊂ [n] is called τ -closed, if τ(G) < τ(F ) for any proper subset G of
F , and F is called τ -separable if there exist non-empty subsets G and H of F with
G ∩H = ∅ and G ∪H = F such that τ(G) + τ(H) = τ(F ). If F is not τ -separable,
then it is called τ -inseparable.
With this information the intersection presentation of polymatroidal ideal is given
as follows:
Theorem 2.13 (Theorem 12, [15]). Let I be a polymatroidal ideal associated with
the discrete polymatroid P with complementary rank function τ . Then
I =
⋂
F
P
τ(F )
F ,
where the intersection is taken over all F ⊂ [n] which are τ -closed and τ -inseparable.
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Example 2.14. Consider the polymatroidal ideal I3,2,...,2 ⊂ K[x1, . . . , xn]. Its rank
function is given by ρ(∅) = 0, ρ(A) = 2 if |A| = 1 and ρ(A) = 3 if |A| ≥ 2. Therefore,
τ(A) = 0 if |A| ≤ n− 2, τ(A) = 1 if |A| = n− 1 and τ(A) = 3 if |A| = n. It follows
that A is τ -closed and τ -inseparable, if and only if |A| = n − 1 or |A| = n. Thus
Theorem 2.13 implies that
I3,2,...,2 =
⋂
A,|A|=n−1
PA ∩m
3.
Since x1x2 ∈
⋂
A,|A|=n−1 PA, Corollary 1.6 implies that sat(I3,2,...,2) = 1.
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