Abstract-In this paper, we study the mining of gradual patterns in the presence of numeric attributes belonging to data sets. The field of gradual pattern mining have been recently proposed to extract covariations of attributes, such as: {the higher the age, the higher the salary}. This gradual pattern denoted as {size≥salary≥} means that the age of people increases together with their salary. Actually, the analysis of such correlations is very memory consuming. When managing huge databases, issue is very challenging. In this context, we focus on the use of fuzzy orderings to take this into account and we propose techniques in order to optimize the computation. These techniques are based on a matrix representation of fuzzy concordance degrees C(i, j) and the Yale Sparse Matrix Format.
I. INTRODUCTION
Data mining techniques are employed in traditional scientific discovery disciplines, such as biological, medical, biomedical, chemical, physical, social, meteorological research, and other knowledge industries [18] . In binary association analysis, the goal is to find dependencies between the patterns (binary attributes) which frequently occur together from a large data set [13] . This sort of association analysis is not adequate to deal with numeric data (may be fuzzy but useful) directly [7] [11] . In recent years, several extensions of data mining techniques have been developed on the basis of fuzzy sets and fuzzy logic theory to deal with numerical data and imprecise knowledge of complex systems [11] . In fuzzy association analysis, the goal is to find dependencies between the fuzzy patterns or fuzzy attributes which frequently occur together from a fuzzy data set, in which the presence of a fuzzy attribute in a transaction is determined by the membership functions that characterize the fuzzy sets defined on the numeric domain of the attribute [9] [11] [16] .
In gradual dependency analysis, the aim is to express dependencies between the direction of change of attribute values of gradual patterns which frequently occur together from a fuzzy/non-fuzzy data set. For example, the gradual pattern {the higher the size, the hight the weight}, means that as the weight of the fruit increases, its weight tends to increases. Accordingly {the lower the size, the lower the weight}, means that as the size of the fruit decreases, its weight tends to decreases [10] [11] [14] . See Figure 1 .
In this paper, we study the mining of gradual patterns in the presence of numeric attributes of fuzzy/non-fuzzy data sets. Specifically we address the problem of the high memory consumption for analysis of correlations between data and determine when the small differences between the data are meaningful when managing huge databases. In this context, we focus on the use of fuzzy orderings to take this into account and we propose techniques in order to optimize the computation. These techniques are based on a matrix representation of fuzzy concordance degrees C(i, j) and the Yale Sparse Matrix Format.
The paper is organized as follows: in Section II, we introduce the related work. Section III is devoted to a review of the fuzzy ordering-based rank correlation coefficient. In Section IV, we present our approach. Experiments are presented in Section V. Finally, we present in Section VI our conclusions and future research.
II. RELATED WORK
In the context of fuzzy data mining, Hüllermeier in [10] presented the first approach to the definition and assessment of gradual dependencies between fuzzy attributes. In this approach a gradual dependence is represented as a tendency rule of the form A t B, where A and B are fuzzy sets defined on two attributes X, Y, respectively, into a data set D containing pairs of values (x,y) ∈ X×Y. The tendency rule according to its representation on a contingency diagram means that A(x) and B(y) increase together.
In [2] , Berzal et al. introduced an interpretation of gradual dependencies as association rules, where a gradual dependence is defined as a rule of the form
implies B(y)v 2 B(y ) and its extraction from a database is carried out by using association rules of the form
, where X, Y are two attributes of database D containing pairs of values (x, y) ∈ X × Y , two fuzzy sets A, B defined on the domains of X, Y respectively, and v 1 , v 2 ∈ {<, >}, representing two variations the less (for v i = " < ") and the more (for v i = " > ").
In [15] , Molina et al. proposed an interpretation of fuzzy gradual dependencies as an extension of his previous crisp approach presented in [2] .
In [14] , Laurent et al. present an approach called GRAANK that combines the interpretation of gradual dependency of Berzal in [2] , a rank correlation measure and an algorithm on the precedence graph, named GRITE, represented by its adjacency matrix, in a bitmap, where the support for all candidate itemsets, is computed as the sum of their binary matrices divided by n(n -1)/2 where n is the number of objects.
Koh and Hüllermeier in [13] presented a framework for mining gradual dependencies based on the use of fuzzy rank correlation for measuring the strength of a dependency. This approach is an unification of previous approaches to evaluate gradual dependencies.
In [8] , Do et al. presented the GLCM algorithm for mining closed frequent gradual patterns, based on the LCM algorithm (Linear time Closed itemset Miner). In this framework, they focus on the concepts of gradual item, gradual itemset and of the closure operators defined in [1] .
There are two general methods to find gradual dependencies: In the first, the attributes of the database are treated as linguistic variables represented by fuzzy sets and is considered covariation of the membership degrees across of all the attributes [2] (2) and (3), where n≥2 [4] .
The goal of a rank correlation coefficient is to measure the dependency between the two variables in terms of their tendency to increase and decrease in the same or opposite directions [3] [4] . If an increase in X tends to come along with an increase in Y, then the (rank) correlation is positive. Alternatively, the correlation is negative if an increase in X tends to come along with a decrease in Y. If there is no dependency of either kind, the correlation is (close to) 0.
The Goodman and Kruskal's gamma rank correlation is a rank correlation measure defined in terms of the number C of concordant pairs, the number D of discordant pairs, and the number N of tied pairs. This definition is shown in (4), where given an index pair (i, j) ∈ {1, ..., n} 2 , (i, j) is concordant, discordant or a tied pair depending whether (x i -x j ) and (y i -y j ) is positive, negative or 0, respectively [4] [13] .
B. Fuzzy Orderings
Fuzzy relations, fuzzy equivalence relations, and fuzzy orderings are concepts that have been introduced with the aim of modeling human-like decisions by taking the gradual nature of human thinking and reasoning into account [3] . For example, the fuzzy orderings can be applied to express preferences and their strength these preferences for an alternative taken from a set of alternatives [3] [12] .
In [20] , Zadeh started the study of similarity, fuzzy relation, fuzzy ordering, similarity relation, and the notion of equivalence. So also Zadeh defined the notion of similarity as a generalization of the notion of equivalence, and a fuzzy ordering as a generalization of the concept of ordering.
Given a relation fuzzy R:X 2 →[0,1], formally, the concept of fuzzy order was introduced by generalizing the notion of (i) reflexivity R(x,x) for any x ∈ X, (ii) antisymmetry (R(x,y) and R(y,x)) imply x = y, and (iii) transitivity (R(x,y) and R(y,z)) imply R(x,z)). R is called an order relation in X if it satisfies (i), (ii), and (iii) [3] [4] [12] .
We present below a review of the formal definition of fuzzy orderings according to a study presented by Bodenhofer in [3] , [4] and by Ismat in [12] .
A fuzzy relation L:X 2 →[0,1] is called fuzzy ordering with respect to a t-norm T and a T-equivalence E:X 2 →[0,1], for brevity T-E-ordering, if and only if the following three axioms are fulfilled for all (x, y, z) ∈ X:
, and T L (x,y) denoted the Lukasiewicz t-norm:
For all x, y ∈ X, and based on the definition of strongly complete fuzzy orderings,
is a strongly complete T L −E r −ordering on R. In order to generalize the notion of concordant and discordant pair, a binary fuzzy relation R:X 2 →[0,1] is called a strict fuzzy ordering with respect to a t-norm T and a strict T-E-ordering, if it is irreflexive R(x,x)=0 for all x ∈ X, T-transitive, and
can be proven that the fuzzy relation R x is defined as:
Analogously, for all y ∈ Y R y is defined as:
C. A Fuzzy Orderings-Based Rank Correlation Coefficient
In [4] , Bodenhofer and Klawonn propose using robust rank correlation measures based on fuzzy orderings named Fuzzy Rank Correlation and demonstrate that the new measure overcome the robustness problems of non-fuzzy rank correlation coefficients.
The formal description is: Assume that the data are given as in (1), (2) and (3), where x i ∈ X and y i ∈ Y for all i=1,..., n. This means that there are two
According to the gamma rank correlations measure and given an index pair (i, j) where i = (x i , y i ) and j = (x j , y j ), we can compute the degree to which (i, j) is a concordant pair as:
the degree to which (i, j) is a discordant pair as:
and the numbers of concordant pairs CT and discordant pairs DT as:
So the fuzzy ordering-based rank correlation meassure γ can be computed as:
Where we can compute
and R Y (y 1 ,y 2 ), we can compute as in (7) and (8) respectively.
IV. FUZZY ORDERINGS FOR GRADUAL PATTERN MINING:
EFFICIENT STORAGE OF CONCORDANCE DEGREES
In this work we address the problem of high memory consumption of our previous approach of gradual pattern mining named "fuzzy orderings for fuzzy gradual patterns" presented in [17] . In order to reduce memory consumption, our new approach is based on a matrix representation of fuzzy concordance degrees C(i,j) and the Yale Sparse Matrix Format.
A. Notations
Given a database (D S ), constituted of N objects (transactions or data record), described by M numeric attributes. Where T ={t 1 , ..., t N } are the N objects, A={A 1 , A 2 , .., A M } are the M numeric attributes, each record t i is represented as a vector with M values,
indicates the value of attribute A h in the transaction t i for h = 1, 2, ..., M, and i = 1, 2, ..., N . Each attribute A h is a vector with N values, [u 1 , u 2 , ..., u N ]. Figure 1 shows an example of a database with 3 attributes and 9 objects and Table II shows an example of a database with 10 attributes and 11 objects.
In this framework, we define gradual dependencies as a small formal language, described by a small context-free grammar, whose set of derivation rules is shown in Figure 2 . The set of terminal symbols is S T ={A 1 , A 2 , ..., A M , ≥, ≤}, and its set of nonterminal symbols is S N ={GD, Gradual pattern, Gradual item, Attribute Id}. A p-th gradual pattern of k-level (short GP k,p ), is described as a derivation of two or more gradual items, GP k,p :: 
≥ ≤
A gradual dependency (GD) is: For instance, given the attributes of the database described in Figure 1 , GP 3,1 ={A 1 ≥A 2 ≥A 3 ≥} is interpreted as a gradual pattern of size and level k = 3, it imposes an ascending variation on the values of attributes Size(u i , u j ) and Weight(u i , u j ) and Sugar level(u i , u j ) and are concordant pairs simultaneously, for i=1, 2, ..., N , j=i+1, ..., N , and i = j.
B. Algorithm of Extraction of Frequent Gradual Patterns
Our approach can be seen as an unification of several existing approaches, where we exploit its computational properties in order to evaluate efficiently gradual pattern candidates and mining frequent gradual patterns.
This way, in order to compute the support of gradual pattern candidates, we implemented the Fuzzy Ordering-Based Rank Correlation Coefficient according to the formal description presented by Bodenhofer and Klawond in [3] , [4] and used by Koh and Hüllermeier in [13] . In our implementation, we adopt the idea of storing the sets of concordant pairs in binary matrices, an idea used in GRAANK [14] and GLCM [8] , we made an extension of such idea to store the fuzzy concordance degrees C(i, j) of the Fuzzy Rank Correlation Coefficient. Figure 3 shows the general structure of our approach.
The pseudo-code of our implementation is given in the algorithms 1 and 2. To illustrate this, we consider the database described in Figure 1 . Table I contains the list of frequent gradual patterns, the list of concordant couples, the number of concordant pairs CT, the computed support for three 2-level frequent gradual patterns and one 3-level frequent gradual pattern. This extraction is illustrated in Figures 4 and 5 .
The description of our proposed method and algorithms is as follows:
are concordant pairs in a gradual pattern |GP k,p | =2, we compute this according to (9) and (11), where
such that the index pair (i, j) represents a positive variation ≥ and the index pair (j, i) represents a negative variation ≤, (ii) In order to evaluate the degree to which each index
are discordant pairs in a gradual pattern |GP k,p | =2, we compute this according to (10) and (12) , where
such that the index pair (i, j) represents a positive variation ≥ and the index pair (j, i) represents a negative variation ≤, (iii) The concordance degrees C(i, j) of a gradual pattern GP k,p are stored in a |N| × |N| sparse matrix, from which the total number of concordant pairs CT is computed by summing all entries, (iv) If a gradual pattern is frequent then its matrix is stored otherwise it is eliminated, (v) In order to optimize memory consumption, each sparse matrix is represented, handled and stored according to the Yale Sparse Matrix Format, (vi) Each p gradual pattern candidate GP k,p of size s≥3 and level k≥3, can be generated by F k−1 joint with itself, for instance GP 2,1 ←{A 1 ≥A 2 ≥} and GP 2,3 ←{A 1 ≥A 3 ≥} are two elements of F 2 , GP 3,1 ←{A 1 ≥A 2 ≥A 3 ≥}← {{A 1 ≥ A 2 ≥} ∪ {A 1 ≥ A 3 ≥}}, (vii) The matrix for the concordance degrees C(i, j) of gradual pattern GP k,p .M is obtained by positionwise t-norm combination of the matrices for two (k-1)-level frequent gradual patters (e.g. GP k,p .M ←T-norm(GP k−1,a .M , GP k−1,b .M )), and (viii) Finally, the support of gradual pattern GP k,p is computed as: Support(GP k,p )= CT/(n * (n − 1)). if Support(GP k,p ) is ≥ minSupp (ε) then the set of frequent gradual patterns F k is updated as:
The algorithm does not stop until any GP k+1,p can be generated.
Algorithm 1: Fuzzy Gradual Dependencies Mining
Data:
k++; until F F GP does not grow any more;
C. Compressed Matrices of Fuzzy Concordance Degrees: An Approach for Reducing Memory Consumption
In order to reduce memory consumption, each matrix of concordance degrees C(i, j) is represented and stored according to the Yale Sparse Matrix Format [19] , where as only non-zero C(i, j) are retained. Furthermore, only matrices of the k−level frequent gradual patterns are kept in memory while being used to generate the matrices of the (k + 1)−level gradual pattern candidates. Figure 5 illustrates this process for the gradual patterns obtained from the database shown in Figure 1 for a minimum threshold of 0.38. 
stores the location in JA and A of the first non-zero entry in the i th row in C, JA(IA(i)) stores the non-zero entry in the j th column in C. The original Old Yale Sparse Matrix Format was developed by Eisenstat et al. in the 1970s [19] , it format has the following characteristics: i) Reduces access time to lg(m/N) and ii) Uses less memory than the Row-Column-Value Representation.
Considering the data set shown in Table II and minimum threshold=0.15, Figures 6 and 7 illustrate the uncompressed matrix and the compressed matrix respectively of the 2,8)(3,8)(4,6)(4,7) (4,8)(5,6)(5,7)(5,8)(6,7 ,8)(4,6)(4,7)(4,8) (5,7)(5,8)(6,7)(6,8)(7,8) 
Frequent gradual pattern Pruned infrequent gradual pattern 
Frequent gradual pattern
Pruned infrequent gradual pattern minSupp=0.38 concordance degrees for the gradual pattern {A 5 ≥ A 9 ≤} of level k=2, as well as the pattern obtained from the analysis of the correlations between an ascending variation on the values of the attribute A 5 and a descending variation on the values of the attribute A 9 .
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V. EXPERIMENTS AND MAIN RESULTS

A. Experiments
We present an experimental study of the scaling capacities of our approach on several databases with different number of attributes and different minimum thresholds. Our experimental study is based on synthetic datasets produced with the • The C500A50 with 500 records and 50 attributes,
• The C500A100 with 500 records and 100 attributes,
• The C500A100 with 500 records and 150 attributes and Our experiments were performed on a workstation with up to 32 processing cores, named COYOTE, with 8 AMD Opteron 852 processors (each with 4 cores), 64 GB of RAM with Linux Centos 5.1, GCC OpenMP 3.1.
B. Main Results
The first experiment involves the data set C500A50 of 500 records and 50 attributes. Figure 12 depicts the memory consumption, the execution time achieved and the number of frequent gradual patterns found with uncompressed and compressed matrices for a minimum thresholds of 0.30 and 0.35. The second experiment was carried out with the data set C500A100 of 500 records and 100 attributes for a minimum threshold of 0.375 and 0.38. The results obtained are discussed on Table of Figure 13 . Figure 14 depicts the results obtained in the third experiment with the data set C500A150 de 500 records and 150 attributes and a minimum thresholds of 0.399 and 0.40.
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VI. CONCLUSIONS AND REMARKS
We have extended our previous approach of gradual pattern extraction based on fuzzy orderings named "Fuzzy Orderings for Fuzzy Gradual Patterns" [17] , in our new approach we have introduced the use of matrices to store the fuzzy concordant degrees of the pairs C(i,j) required for the extraction of gradual patterns of level k > 2, instead of using directly the values of the attributes of the database as was done in our previous approach. In order to reduce memory consumption, each matrix of concordance degrees C(i, j) is represented and stored according to the Yale Sparse Matrix Format, such as only non-zero coefficients are retained. Because we generate candidates from the frequent k−itemsets, only matrices of the (k − 1)−level frequent gradual patterns are kept in memory while being used to generate the matrices of the (k)−level gradual pattern candidates.
In our new approach, we demonstrated that the use of compressed matrices of concordance degrees C(i,j) reduces the memory consumption in more than 50 % compared to the memory consumption reached by using uncompressed matrices of concordance degrees C(i,j). The execution time reached by our new algorithm using compressed matrices is less than the execution time reached using uncompressed matrices. The experimental work reported in this document was conducted on three databases with 500 records each one and with different numbers of attributes, with 50, 100 and 150 attributes respectively. For each case we used different values of minimum support. The experiments were conducted on a workstation multi-core and the results reported in this paper correspond to the execution of our algorithm in its sequential version. Now we plan to evaluate our algorithm with real world databases.
