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Abstract—The distribution system state estimation problem
seeks to determine the network state from available measure-
ments. Widely used Gauss-Newton approaches are very sensitive
to the initialization and often not suitable for real-time estimation.
Learning approaches are very promising for real-time estimation,
as they shift the computational burden to an offline training stage.
Prior machine learning approaches to power system state esti-
mation have been electrical model-agnostic, in that they did not
exploit the topology and physical laws governing the power grid
to design the architecture of the learning model. In this paper, we
propose a novel learning model that utilizes the structure of the
power grid. The proposed neural network architecture reduces
the number of coefficients needed to parameterize the mapping
from the measurements to the network state by exploiting the
separability of the estimation problem. This prevents overfitting
and reduces the complexity of the training stage. We also propose
a greedy algorithm for phasor measuring units placement that
aims at minimizing the complexity of the neural network required
for realizing the state estimation mapping. Simulation results
show superior performance of the proposed method over the
Gauss-Newton approach.
I. INTRODUCTION
Distribution system state estimation (DSSE) is an important
task for monitoring and control of distribution networks. DSSE
takes as input a set of measurements of physical quantities
in the network and provides an estimate of the system state,
i.e., nodal voltages. Due to the rapid introduction of volatile
renewable energy sources and controllable loads, modern
distribution grids are challenged by unusual fluctuations in the
operational conditions. Therefore, accurate real-time monitor-
ing of distribution networks becomes increasingly pivotal in
order to ensure reliable and optimal operation of the grid.
The DSSE task is often performed by formulating a
weighted least squares (WLS) optimization problem [1]–
[5]. In [1], [2], a WLS-based DSSE solver was proposed
using a three-phase nodal voltage formulation. Recently, a
Wirtinger calculus-based approach was devised in [6] to solve
the problem in the complex domain to reduce computational
complexity. Another DSSE solver based on the branch cur-
rent formulation was proposed in [7], [8] which reduces the
computational complexity of the problem when the system
features only solidly-grounded wye-connected loads. All these
solvers rely solely on physics-based models which usually lead
to nonconvex optimization problems that are computationally
expensive.
Exploiting valuable information from abundant real-time
and historical data, data-driven approaches hold the promise
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to significantly enhance monitoring accuracy and improve the
performance of distribution networks. To that end, neural net-
work approaches have been used to estimate the bus injections
from the real-time measurements in [9]. The estimated bus
injections can be used as pseudo-measurements to compen-
sate for the scarcity of real-time measurements. In addition,
plain feed-forward neural networks (NN) were proposed to
estimate the network state from the measurements in [10]. This
approach reduces the complexity of the state estimation task
to matrix-vector multiplications by shifting the computational
burden to an off-line training stage utilizing historical or
simulated data. It is often challenging to avoid exploding or
vanishing gradients while training these feed-forward NNs,
and thus the provided estimates are less accurate than any
optimization-based approach. A joint optimization/learning
approach was proposed in [11]. Since GN works very well
when given a proper initialization, the key is to learn to
initialize a Gauss-Newton solver. This entails a special design
of the learning cost function, but in turn a shallow NN suffices
to learn to initialize, keeping sample complexity and run-time
complexity low, while benefiting from the high accuracy of
properly initialized GN. Different from [11] the authors of [12]
devised a learning approach where a deep NN is constructed
by unfolding an iterative solver for the least-absolute-value
formulation of the state estimation problem in transmission
networks [13].
All past learning models for state estimation overlook the
physics of the underlying distribution network, hence leading
to over-parameterization of the mapping from the measure-
ments to the network states. In order to utilize our knowledge
of the physical system that governs the relationship between
the network states and the measurements, we propose a novel
neural network architecture exploiting the distribution network
structure. We start by showing that owing to disparity in the
accuracy of the measurements, i.e., the µ-phasor-measuring
unit (µPMU) measurements are far more accurate than any
other measurements in the network, the DSSE problem can be
(approximately) partitioned into smaller problems. Therefore,
the estimation of the state (voltage) at a certain bus in the
network can be done using the measurements taken at the
partition/partitions where this bus is located. In this paper,
we formally describe the partitioning of the DSSE problem
that results from installing µPMUs in the distribution network.
In addition, the quality of the partitioning resulting from a
certain installation of µPMUs in the network can be assessed
using the diameter measure which is related to the size
of partitions generated. We propose a greedy algorithm for
installing µPMUs in the distribution network to minimize
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2the diameter of the resulting partitioning. Simulations results
on the IEEE-37 distribution feeder show that the proposed
learning approach achieves superior performance in terms of
estimation accuracy. Also, the running time is in the order
of milliseconds which allows for real-time monitoring of the
distribution network.
The main idea of the proposed NN architecture is to zero
out the weights of the measurements taken outside a particular
partition when calculating the estimate of the network states
at the buses inside that partition. To do so, the structure of the
network admittance matrix is embedded on the weights matrix
that maps the NN iterates. The uderlying physical model that
governs the operation of the distribution network is utilized
to sparsify the learning model, and thus the proposed model
is called Physics-aware neural network (PAWNN) where the
pruning is done in a deterministic manner before training. In
the proposed architecture, the output of a K-layer PAWNN
that relates to the estimated voltage at a certain bus is only
a function of the measurements taken at most K hops away
from this bus. Therefore, in order to realize the mapping from
the measurements to the states, the number of layers in the
PAWNN has to match the diameter of the partitioning resulting
from the µPMUs placement. In our simulations, we show that
the proposed greedy algorithm for µPMUs placement achieves
near optimal performance in terms of minimizing the diameter
of the resulting partitioning.
The proposed NN architecture reduces the number of the
trainable parameters, which prevents over-fitting. Also, it
inherently provides robustness as any reconfiguration in the
network topology will only affect the state estimates in this
specific directly affected areas. For example, if the neural
network has K layers, any measurement contributes only to
the state estimates at buses that are at most K hops away
from the location where the measurement is taken. Similarly,
for the case of measurement outliers resulting from damaged
meters or communication failures, the estimation of the state
at distant locations from the outliers measurements will not be
affected.
A different approach was introduced in [14]. A learnable
graph convolutional NNs model was proposed where an auto-
matic selection of a fixed number of neighboring nodes for
each feature based on value ranking in order to transform
graph data into grid-like structures in 1-D format, thereby
enabling the use of regular convolutional neural networks.
However, this approach can not be directly applied to the state
estimation problem as the distribution of the measurements is
usually not uniform across the nodes.
The rest of this paper is structured as follows. Section II out-
lines the DSSE formulation. Section III shows the partitioning
of the DSSE problem based on the µPMU placement. Section
IV introduces our novel PAWNN architecture, and presents our
algorithm for µPMU placement. Simulated tests are presented
in Section V, and the paper is concluded in Section VI.
Notation: sets are denoted by calligraphic letters, and matri-
ces (vectors) are denoted by boldface capital (small) letters;
(·)T , (·) and (·)H stand for transpose, complex-conjugate and
complex-conjugate transpose, respectively; and |(·)| denotes
the magnitude of a number or the cardinality of a set.
II. DISTRIBUTION SYSTEM STATE ESTIMATION PROBLEM
We consider a multi-phase distribution feeder consisting of
N buses and L lines that can be modeled as a graph G :=
(N ,L), where N := {1, 2, . . . , N} comprises all the buses,
and L ⊆ N × N represents the lines in the network. Let
vn = [vn,a, vn,b, vn,c]
T represent the voltage at all the phases
of bus n. Then, define v := [vT1 ,v
T
2 , . . . ,v
T
n ]
T which collects
the voltages at all the buses n ∈ N . For each line (l,m) ∈ L,
let Zlm = Y−1lm denote the phase impedance matrix, and let
Ylm denote the shunt admittance matrix in the pi-equivalent
model.
The DSSE problem aims to recover the system state vec-
tor v ∈ C3N from real-time measurements, and pseudo-
measurements. Due to the scarcity of real-time measured quan-
tities, pseudo-measurements which relate to forecasted loads
and renewable generation are used as surrogates. Naturally, the
measurement noise level of the pseudo-measurements is higher
than the noise level corresponding to the real-time measured
quantities.
Advanced metering infrastructure, supervisory control and
data acquisition (SCADA), and µPMUs that are placed at
some locations in the distribution network provide real-time
measurements. The measured quantities are modeled as
z˜` = h˜`(v) + w`, 1 ≤ ` ≤ Lm (1)
where w` accounts for the measurement noise and the model-
ing inaccuracies. We assume that w` is a zero-mean Gaussian
noise with known variance of σ˜2` . The functions h˜`(v) are the
measurement synthesizing functions, and can be either linear
or quadratic relationships. Later, we will discuss the specific
form of h˜`(v). Additionally, pseudo-measurements are ob-
tained by utilizing load and renewable generation forecasting
methods which can help in enhancing the observability of the
system states. The forecasted quantities are usually noisy and
adhere to
zˇ` = hˇ`(v) + u`, 1 ≤ ` ≤ Ls (2)
where u` amounts for the zero-mean forecast error which is
assumed to have known variance σˇ2` . The forecasted quantities
zˇ`’s are power-related, and hence, they can be modeled as
quadratic functions of the state variable v. The value of
the measurement noise variance σ˜2` is determined by the
accuracy of the measuring equipment and modeling errors,
while the variance of the forecast error can be obtained through
historical forecast data.
Define z to be a vector comprising all the real-time mea-
surements and pseudo-measurements, and let h(v) : C3N →
RLm+Ls be the mapping from the voltage (state) vector v to
the measurements. The weighted least-squares formulation of
the DSSE problem can be cast as follows
min
v
J(v) =
Lm∑
`=1
w˜`
(
z˜` − h˜`(v)
)2
+
Ls∑
`=1
wˇ`
(
zˇ` − hˇ`(v)
)2
= (z− h(v))TW(z− h(v)) (3)
where the values of w˜` and wˇ` are inversely proportional to
σ2` and σˇ
2
` , respectively. The optimization problem (3) is non-
3convex due to the nonlinearity of the measurement mappings
h(v) inside the squares.
The measurement functions hˇ(v) and h˜(v) consist of:
• phasor measurements which comprise the complex nodal
voltages vn, and/or current flows ilm and are obtained
using the µPMUs. Therefore, the corresponding measure-
ment synthesizing function is linear in the state variable
v. Each complex measurement is represented as two real
measurements, i.e., the real and imaginary parts of the
measured complex quantity. For example, the real and
imaginary part of the complex nodal voltage at bus n
for phase φ are given by the following measurement
synthesizing functions
<{vn,φ} = 1
2
eTφ (vn + vn), (4)
={vn,φ} = 1
2j
eTφ (vn − vn) (5)
where eφ is the φ-th canonical basis in R3. Similarly,
the real and imaginary parts of the complex current flow
measurements can be written as
<{ilm,φ} = 1
2
eTφ
(
Ylm(vl−vm)+Ylm(vl−vm)
)
, (6)
={ilm,φ} = 1
2j
eTφ
(
Ylm(vl − vm)−Ylm(vl − vm)
)
.
(7)
• real-valued measurements which include voltage mag-
nitudes |vn,φ|, current magnitudes |ilm,φ|, and real
and reactive power flow and injection measurements
plm,φ, qlm,φ, pn,φ, qn,φ. These measurements are usually
acquired by advanced metering infrastructure (AMI),
SCADA systems, or µPMUs. The real-valued measure-
ments are nonlinearly related to the state variable v. The
measured voltage magnitude square, the current magni-
tude square, and active and reactive power flows can be
represented as quadratic functions of the state variable v,
see [11], [15]. Hence, all the real-valued measurements
can be written as quadratic measurements of the state
variable v.
• pseudo-measurements can obtained through load and re-
newable energy generation forecast methods which aim
to estimate these quantities exploiting historical data and
locational information. These measurements are often less
accurate than real-time measurements, and hence, low
weights are assigned to their corresponding terms in the
WLS formulation. Like the real-valued measurements, the
functions governing the mapping from the state variable
to the forecasted load and renewable energy source in-
jections can be formulated as quadratic functions [15],
[16].
Therefore, any measurement synthesizing function h`(v)
can be written in the following form
h`(v) = v
TD`v + c
T
` v + c`
Tv (8)
where D` is a Hermitian matrix. This renders J(v) a fourth
order function of the state variable, which is very challenging
to optimize.
III. PARTITIONED DSSE
This section presents the required background for the par-
titioning of the DSSE problem that results from installing
µPMUs that provide very accurate measurements. First, we
introduce the vertex-cut partitioning which divides the edges
of the graph into disjoint sets. Then, we show that installing
µPMUs in the network results in a vertex-cut partitioning of
the DSSE problem. Throughout this section, we use vertex,
node, and bus interchangeably. Similarly, we use edge and
line to refer to any connection in the graph.
Definition 1. An articulation vertex of a connected graph is
a vertex whose removal disconnects the graph [17, §2.4].
According to the definition, all the vertices in a tree graph
are articulation points since removing any vertex disconnects
the graph. Next, we define vertex-cut partitioning which par-
titions the set of the edges in the graph into multiple disjoint
subsets.
Definition 2. A vertex-cut partitioning refers to a partitioning
of the edge set L into K subsets Lk, such that Lk ∈ L,
∪1≤k≤K Lk = L, and Lk ∩ Lk′ = φ for k 6= k′. Any vertex
that holds an endpoint of an edge (l,m) ∈ Lk is in Nk.
Examples of vertex-cut partitioning are depicted in Fig. 1. If
the original graph is a tree, then the number of disjoint subsets
of edges that result from choosing a vertex to be cut is equal to
the number of edges connected to that vertex. In Fig. 1(a) and
(b), we show the two graphs resulting from cutting a vertex
that has two edges in the original graph. When the vertex to
be cut has three edges as in Fig. 1 (c), the number of the
resulting subgraphs is three where the cut-vertex is replicated
in all the subgraphs.
For the purpose of our mathematical proof, we adopt the
following assumption on the accuracy of the µPMU measure-
ments.
Assumption 1. The µPMU measurements are noiseless, i.e.,
the variance of the measurement noise associated with the
µPMU measured quantities is negligible.
This assumption is quite realistic as the signal to noise ratio
in the µPMU measurements is in the range of 40 to 50 dB [18],
[19]. The errors in the instrumentation channel, e.g., CTs,
PT, and control cables, are larger but stable which allows for
filtering these errors utilizing consecutive measurements [20].
Note that, this assumption is only used for our mathematical
proof, but not assumed or invoked in any of the simulations.
Estimating the voltages (states) of all the buses in the
network is usually done by solving an optimization problem
as in (3). Abstracting this concept, we can say that there is
a mapping F(·) such that F(z) = vˆ. Suppose P ⊂ N is
the set that comprises the buses with µPMUs installed. Since
the µPMU measurements are noiseless, the state estimation
problem can be reduced to estimating the network voltages
(states) only at the buses without µPMUs (N\P). Such
mapping is denoted by Fr(z) = vˆN\P where vN\P collects
the voltages at all the nodes without µPMUs. The next theorem
shows the separability of this mapping over the partitioned
graph.
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Fig. 1: Vertex-cut partitioning Examples over a tree graph. (a) An articulation point with two edges, (b) Resulting vertex-cut partitioning
from Fig. 1a, (c) An articulation point with three edges, and (d) Resulting vertex-cut partitioning from Fig. 1c.
Theorem 1. Suppose {Lk}Kk=1 are the disjoint partitions
that result from cutting the vertices in P . In addition, Nk
denotes the set of nodes connected to the edges in Lk, and
N k = Nk\P . Then, the mapping Fr(z) = vN\P is separable
over the vertex-cut partitioning, i.e., for each set N k, the
mapping Fr(·) can be written as F(k)r (z(k)) = vˆNk , where
z(k) comprises all the measurements taken at the buses Nk
and the edges Lk, and vˆNk collects the voltages at the buses
in N k.
Proof. Any measurement synthesizing function h`(v) taken
at a bus n is a function of the state at the bus n and the
buses connected to bus n. Similarly, for a current or power
flow measurement taken at an edge (l,m), the synthesizing
function is a function only of the state at the buses l and m.
As the µPMUs provide exact complex voltage measurements
at the buses P , any measurement taken at a bus n ∈ Nk on
a line (l,m) ∈ Lk depends only on the state at the buses
N k. Therefore, the measurement synthesizing function of any
measurement taken outside a certain partition Lk does not
involve the states (voltages) at the nodes N k. Hence, the
state estimation mapping for vˆNk is function only of the
measurements z(k), which proves the theorem.
The aforementioned theorem provides an insight regarding
the separability of the state estimation problem in presence of
µPMUs. This separability is critical when a learning model is
used to estimate the state of the network from the measure-
ments. It is clear now that a learning model that estimates the
voltage at a certain bus does not require knowledge of all the
measurements in the network. Instead, by having an accurate
measurement of the state (voltage) at a certain bus, all the
measured quantities behind this bus can be discarded. This
will play an important role in reducing the complexity of our
learning model used for the task.
IV. GRAPH-PRUNED NEURAL NETWORKS FOR DSSE
In this section, we present our novel learning model for
DSSE. The graph-pruned neural network is composed of mul-
tiple layers whose connections reflect the distribution network
connections. Let the input of the NN be denoted by x, and the
NN produces an output y using a stacked layered architecture
in which each layer realizes a linear transformation and a
point-wise nonlinearity. The vector y is partitioned into N
parts that represent features of each node in the graph, e.g.,
the voltage at the buses. The intermediate output at the t-th
layer of the NN is denoted by ht ∈ RNdt where dt represents
the dimension of each partition in ht. Formally, the t-th layer
output is computed using the following transformation
ht+1 = σl(Wtht) (9)
where σt is a point-wise nonlinearity, and the matrix Wt ∈
RNdt+1×Ndt is composed of N×N blocks of size (dt+1×dt).
The (i, j) block in the matrix Wt is zeroed out (pruned) if
the nodes i and j are not connected in G, which justifies the
name of the proposed learning model as graph-pruned NN.
Example 1. Consider the graph in Fig. 2a. Suppose a two-
layer graph-pruned NN is designed to estimate some features
of the nodes in the graph from signals (measurements) at the
network nodes. The input vector x := [xT1 , x
T
2 , . . . , x
T
6 ]
T ,
and the output vector y is also composed of six components
yi for 1 ≤ i ≤ 6. The output of the NN can be written as
y = σ2
(
W2 σ1(W1x+ b1) + b2
)
where the structure of the weight matrices Wi is depicted in
Fig. 2b. In addition, let ht,i denote the i-th block of the output
of the t-th layer in the NN. Fig. 2c shows the dependency of
the block of each layer in the NN on the block of the previous
layer. For example, h1,2 is function of x1 and x2 only. Notice
that since the network is composed of two layers, each output
block yi is function of the inputs related to nodes that are at
most two hops away in the graph. For example, y4 is function
of all inputs except x1, meaning that any change in x1 will
not affect the output y4 as long as only two layers are used.
The graph convolutional NN (GCNN) [21], [22] learning
approaches are designed to process data defined over graphs.
These models also lead to sparsification of the weight matrices
connecting the hidden layers in the neural network. In addition
to being derived from the physical model governing the oper-
ations, the proposed learning model leads to a more general
parameterization. For instance, the GCNN model proposed
in [21] is tantamount to enforcing the blocks of the weight
matrices to be scaled versions of a single matrix. For instance,
if the small gray blocks in Fig. 2b are constrained to be scaled
versions of each other, then the proposed method becomes
equivalent to the GCNN in [21]. On the other hand, if the
vertically aligned blocks in the weight matrices of PAWNN are
chosen to be scaled versions of a fixed matrix, then the learning
model of [22] emerges as a special case. For example, for the
5(a) An example graph (b) The sparsity of the weights (c) Graph-pruned NN for the graph in Fig. 2a
Fig. 2: Example graph with the corresponding graph-pruned NN
PAWNN in Fig. 2, if we constrain the blocks (3, 4), (5, 4), and
(6, 4) of the weights matrix in Fig. 2b to be scaled versions of
the block (4, 4), and similarly for all other vertically aligned
blocks, then the model reduces to the graph NN proposed
in [22].
A. Required number of layers
As established in Section III, the DSSE problem can be
partitioned by installing µPMUs that essentially break the
dependencies of the estimated state at a certain bus on any
measurement taken outside its partition. Therefore, the graph-
pruned NN has the potential to realize mappings such that
the estimated state at a certain bus is a function only of
the measurements taken in the same partition. In order to
characterize the number of layers required to realize the DSSE
mapping for a network with µPMUs installed, we introduce
the following definitions.
Definition 3. The eccentricity of a vertex v in G(N ,L) is the
maximum shortest path length from v to all vertices in N .
Definition 4. The diameter of a graph G(N ,L) is the maxi-
mum eccentricity of all the vertices in N .
Definition 5. The diameter of a vertex-cut partitioning is the
maximum diameter of the subgraphs Gk(Nk,Lk) for 1 ≤ k ≤
K, which is introduced by cutting the vertices in a set P ⊆ N ,
and it is denoted by dia(P).
For example, the diameter of the vertex-cut partitioning in
Fig. 1b is 2, while the diameter of the vertex-cut partitioning
in Fig. 1d is 3. Therefore, a two-layer graph-pruned NN, as in
Fig. 2c, can penitentially approximate the mapping between
the measurements and the states if a µPMU unit is installed
at the vertex that was cut in Fig. 1b. However, with the cut
in Fig. 1d, at least three-layer graph-pruned NN is needed.
Now, it is reasonable to ask how to place available µPMUs
such that the diameter of the resulting vertex-cut partitioning
is minimized. In the next subsection, we present a greedy
algorithm that provides a simple approximate solution for this
problem.
B. Greedy algorithm for µPMU placement
As shown in Theorem 1, the placement of µPMUs in the
distribution network makes the DSSE problem separable. In
the experiments section, we will show that under realistic setup
the decoupled DSSE subproblems are almost equivalent to
the original formulation. Therefore, the µPMUs need to be
placed in the feeder such that the resulting subproblems are
balanced. In other words, we tackle the problem of minimizing
the diameter of the resulting vertex-cut partitioning given a
certain budget of µPMUs. We present a greedy algorithm that
provides an approximate solution of this placement problem.
The proposed greedy algorithm tackles the problem of
installing µPMUs one at a time. It is clear that the optimal
placement of a µPMU in order to reduce the diameter of the
resulting vertex-cut partitioning is to install it in the middle of
the longest shortest path in all the partitions. Therefore, our
algorithm starts by finding the maximum length shortest path
in the network, and the µPMU is installed in the middle of
this path. Then, the process continues by finding the maximum
length shortest path in all the resulting subgraphs, and then
placing the next µPMU along the maximum length path in
all the subgraphs. The process continues until the available
budget of µPMUs is exhausted. Algorithm 1 summarizes the
main steps of the proposed approach.
Input: graph G(N ,L) and K ≥ 1 budget of µPMUs
Output: set S ⊆ N where |S| = K
Initialization: S = φ
repeat
[S1] Determine the maximum length shortest path in all the
subgraphs Gk(Nk,Lk) resulting from cutting the vertices in S
[S2] Place a µPMU in the middle of the longest path identified in
[S1]
until |S| = K
Algorithm 1: Greedy Algorithm for µPMU Placement
In order to find maximum length shortest path in a tree
a simple algorithm is used. Let us consider a subgraph
Gk(Nk,Lk). First, we choose a random starting point n ∈ Nk
and perform depth-first search (DFS) to find the eccentricity
of n which is achieved for the path from n to vertex n′ ∈ Nk.
Now, we use DFS to find the eccentricity of node n′. The
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Fig. 3: IEEE-37 distribution feeder. Nodes in blue are with loads,
and red nodes represent buses with DER installed.
length of the path achieving maximum shortest path length
from n′ is the diameter of Gk. Therefore, the complexity of
each step is O(|N |), and the process is repeated K times.
Hence, the total complexity of Algorithm 1 is O(K|N |).
V. EXPERIMENTAL RESULTS
In this section, the proposed graph-pruned NN is utilized
to estimate the state of the benchmark IEEE-37 distribution
feeder. This network was recommended by the Test Feeder
Working Group of the Distribution System Analysis Subcom-
mittee of the IEEE PES for evaluating the performance of the
state estimation algorithms [23]. The feeder has several delta-
connected loads and is known to be highly unbalanced. The
load buses are blue-colored in Fig. 3. In addition, some nodes
in the feeder feature different types of connections, i.e., single-,
two-, and three-phase connections. Renewable energy sources
(RES) are installed at six different buses, which are colored
in red in Fig. 3. In addition, the buses with delta-connected
loads are colored in blue in Fig. 3.
We evaluate the performance of the proposed greedy al-
gorithm for placing µPMUs in the distribution feeder. We
compare the diameter of the partitioning induced by our
proposed approach against the one resulting from optimal
placement of µPMUs. For the optimal placement, exhaustive
search is used in order to identify the placement that minimizes
the diameter of the resulting vertex-cut partitioning. As the
objective of this optimal placement is to minimize the diameter
of the resulting partitioning which matches the proposed
neural network architecture, there has been no other placement
algorithm in the literature for this purpose. Table I compares
the placement of µPMUs using our proposed approach against
the optimal placement in terms of diameter of the resulting
vertex-cut partitioning for different budgets in terms of the
total number of µPMUs. The set Sg denote the buses with
µPMUs installed using the greedy algorithm, while So denote
the optimal placement of µPMUs. The results shows that the
proposed approach produces optimal placement in all cases
except for 2 and 6 µPMUs where the diameter is larger by
only one. Moreover, for 7, 8, and 9 µPMUs, both approaches
produce placement patterns that yield partitions of diameter 3.
Training samples were generated using the load and re-
newable generation dataset available in [24] modulated by the
nominal values of the loads. The training and testing instants
include diverse loading situations in different times of the
day.The power flow solver [25] was used to find the voltage
TABLE I: Optimal and greedy µPMU placement.
# µPMUs Sg dia(Sg) So dia(So)
1 {709} 8 {709} 8
2 {702, 709} 7 {702, 708} 6
3 {702, 709, 734} 5 {702, 709, 734} 5
4
{702, 709, 720
5
{702, 709, 720,
5
734} 734}
5
{702, 709, 720,
4
{702, 709, 720,
4
727, 734} 727, 734}
6
{702, 709, 720,
4
{703, 708, 713,
3
727, 734, 738} 720, 733, 737}
profile (network states), and then the noisy measurements were
generated using the measurement synthesizing functions (1)
and (2)1. The variance of the noise added to the µPMU
measurements was set to be 10−6, and the variances of the
current magnitude and pseudo-measurements noise were 10−3
and 10−2, respectively. In each scenario, a total of 100, 000
samples were used to train graph-pruned NNs using the
TensorFlow [26] software library with 90% of the data used
for training and 10% for validation. The ADAM optimizer [27]
is used to train the neural networks used in this section. The
estimate of the voltages at a bus is represented using 6 outputs
representing the real and imaginary parts of the voltage phasor
at each phase. The graph structure of the network is imposed
on the NN connectivity. Hence, the number of neurons at each
layer of the neural network is proportional to the number of
buses, i.e., the width of the t-th hidden layer is dtN where
each bus is represented by dt neurons. Then, the neurons that
represent bus n at the t-th layer are connected only to the
neurons representing the buses neighboring n in the graph G.
In order to assess the performance of the proposed approach,
we use two baselines. On is the Wirtinger-Flow Gauss-Newton
algorithm proposed in [6]. The other is the data-driven opti-
mization approach in [11] where a shallow neural network is
trained to initialize the Gauss-Newton approach. The width of
the hidden layer in that approach is 2048, and the training
parameter  is chosen to be 12 which represents the relaxation
of the training cost function, cf. [11]. We define the average
estimation accuracy ν of each algorithm as follows.
ν =
1
N
N∑
i=1
‖vˆi − vtruei ‖22 (10)
where vˆi is the estimated voltage profile from the noisy
measurements generated using vtruei .
We assess the performance of the proposed graph-pruned
NN in two different scenarios of measurements. In the first
case (Scenario A), we employ 5 µPMUs installed according
to the proposed greedy algorithm, which represents optimal
placement. In Fig. 3, the buses where the µPMUs are installed
in Scenrario A are circled, and the lines where the current
magnitudes are measured have rhombuses on them. The net
load and renewable energy generation at all the phases of
1Although the linear solver is not extremely accurate, the obtained solutions
represent realistic network states which are later used to generate measure-
ments.
7TABLE II: Performance comparison of different state estimators
evaluated in Scenario A
Method ν Time (ms)
PAWNN 1.273× 10−3 1.146
SNN + G-N 8.341× 10−2 124
G-N 5.833× 10−1 866
the buses with loads or RESs installed are used as pseudo-
measurements. The number of layers in the graph-pruned NN
in this scenario is 4 as the diameter of the resulting partitioning
of this placement is equal to 4, which means that 4 layers of
the graph-pruned NN are enough to represent the mapping
between the measurements and the states. In this scenario,
the total number of measurements is 103, which consist of 3
complex measurements of voltages at 5 buses with µPMUs, 3
real measurement of current magnitudes installed at 7 locations
in the network, and 26 complex pseudo-measurements at the
buses with loads or RESs installed and without µPMUs. The
number of neurons representing each bus at the hidden layers
is 48, 24, 12, and 6, respectively.
Table II shows the average performance of the proposed
physic-aware learning approach, the hybrid data-driven and
optimization method [11] (SNN + G-N), and the Gauss-
Newton (G-N) algorithm over 1000 cases of Scenario A.
Simple feed-forward neural networks approaches require a lot
of training data and computational resources. In addition, they
often suffer from exploding or diminishing gradients. This re-
sults in bad estimates for the state of the network. For example,
the average estimation accuracy of the state using a 4-layer
feed-forward NN, with number of neurons similar to the 4-
layer GPNN, was 2.69× 10−1 for noiseless measurements in
Scenario A. Hence, we did not include a feed-forward NN in
our comparisons. The Gauss-Newton algorithm is initialized
using the flat voltage profile. Clearly, the proposed learning
method achieves superior performance where the accuracy of
estimation is an order of magnitude better than the state-of-the-
art Gauss-Newton approach. In addition, since the proposed
learning method alleviates almost all the computational burden
at the estimation time by shifting it to the training time, the
running time of the proposed approach is three orders of
magnitude less than the optimization-based approach.
In the second case (Scenario B), we evaluate the perfor-
mance of the proposed graph-pruned neural network under a
suboptimal µPMU placement pattern, where µPMUs are at the
buses {701, 704, 708, 738, 744} and the other measurements
are left unaltered. The diameter of the partitioning resulting
from this µPMU placement pattern is 6. This means that at
least 6 layers of graph-pruned NN are required to realize the
mapping between the measurements and the estimated state.
The number of neurons that represent each bus in the first
and second hidden layers of the 2-layer GPNN is 48 and 12,
respectively, while for the 4-layer graph-pruned NN we use
48, 24, 12, and 6 neurons to represent each bus at the layers
from the first to the fourth. For the 6-layer GPNN the number
of neurons used to represent each bus at the layers from the
first to the sixth are 48, 24, 12, 6, 6, and 6, respectively.
Table III summarizes the quality of state estimation using
TABLE III: Performance comparison of different state estimators
evaluated in Scenario B. PAWNN (4L) means with 4 Layers.
Method ν Time (ms)
PAWNN (2L) 2.411× 10−1 0.731
PAWNN (4L) 5.170× 10−2 1.241
PAWNN (6L) 5.330× 10−3 1.259
SNN + G-N 2.860× 10−2 589
G-N 4.489× 10−1 2891
2-, 4-, and 6-layer graph-pruned NNs for Scenario B. It can be
seen that estimation of quality closer to the accuracy achieved
in Scenario A is only possible using 6-layer GPNN due to
the diameter (6) of partitioning resulting from the considered
placement. The small difference in the accuracy relative to
Scenario A is likely due to the suboptimal placement of the
µPMUs which is not balanced over the network.
In order to show the quality of estimates provided by
the proposed Graph-pruned neural network, we present the
estimate of the voltage magnitudes and angles at phase (c)
at all buses. Fig. 4 depicts the estimated voltage magnitudes
and angles using the Gauss-Newton method and the proposed
Graph-pruned NN approach. Also, the absolute estimation
error of the magnitudes and angles are shown in faded colors.
The results show superior estimation performance for the
proposed approach.
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Fig. 4: Estimation of the voltage magnitudes and angles at phase (b)
of all buses in the IEEE-37 feeder. (The absolute estimation errors
are depicted in pink and light blue for the proposed approach and
the Gauss-Newton solver, respectively.)
A. Robustness of PAWNN
As discussed earlier, the proposed approach is inherently ro-
bust against measurements failure or attacks. That is, erroneous
measurements are not propagated in the neural network more
8than the number of layers. Therefore, only the estimation of
voltages in the neighborhood is affected. In order to showcase
the robustness of the approach, we tested the proposed learning
model in a scenario where the measurements of the µPMU
installed at bus 734 are corrupted by Gaussian noise with
a standard deviation of 10. This µPMU provides 3 complex
measurements representing the voltage phasors at the three
phases. While the proposed approach is oblivious to the noise
level of each measurement, the weights in the weighted least
squares formulation used by the Gauss-Newton approach were
adjusted to account for the huge noise variance of the mea-
surements at bus 734. The estimation of the voltage magnitude
along all buses at phase (b) for both approaches is depicted
in Fig. 5. It is noticeable that the estimation of voltages at
the buses surrounding the bus 734 are the only affected buses,
while the G-N estimate is totally corrupted by corrupting the
measurements of only one measuring unit despite adjusting
the weights in the WLS formulation to be cognizant of these
corrupt measurements. .
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Fig. 5: Estimation of the voltage magnitudes at phase (b) of all buses
under corrupted µPMU measurements at bus 734.
VI. CONCLUSIONS
This paper proposed a novel learning model that facilitates
real-time monitoring of distribution network operation. The
graph-pruned NN approach utilizes the approximate separa-
bility of the DSSE problem resulting from installing µPMUs
at some buses. By pruning the unneeded NN connections,
the resulting model prevents over-fitting behavior exploiting
the available knowledge regarding the network physics. A
greedy algorithm was proposed for installing µPMUs in order
to minimize the diameter of the resulting partitioning of the
distribution feeder. Simulation results corroborate the efficacy
of the greedy algorithm for finding near-optimal placement
solutions. Also, the proposed PAWNN approach shows su-
perior performance in estimating the network state from few
noisy real-time measurements and pseudo-measurements on
the IEEE-37 distribution feeder. In addition, the proposed
approach was shown to be robust against corrupted measure-
ments.
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