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Abstract/Resumen
The contribution of Dynamical systems to the study of Biological models has been valuable sin-
ce the first Population dynamic models appeared: predator-prey models, species competition and
some others. The main goal of this work is applying those techniques to the study of a marine
ecological system model, named LLM, which is composed of four fundamental steps of the food
chain: N, P, Z and D, meaning, Nutrients, Phytoplankton, Zooplankton and Detritus. Using analy-
tical and numerical tools, the temporary qualitative behaviour, the equilibria, the stability and
the bifurcation of their fixed points have been studied and its asymptotical dynamics. The global
dynamic has been established (in some cases analytically and in others, numerically) and special
attention has been given to the stability periods (approximation to equilibria situations) of the
system, which is a field of interest for marine ecologists.
Keywords: Dinamical systems, Population dynamics, Marine ecosystem modeling, N-P-Z-D model
MSC2010: 34C60 37N25 92D40
La aportacio´n de los Sistemas dina´micos al estudio de modelos en Biolog´ıa ha sido importante
ya desde los primeros ejemplos asociados a dina´mica de poblaciones: modelos depredador-presa,
competicio´n entre especies y muchos otros. El objetivo de este trabajo ha sido aplicar tales te´cni-
cas al estudio de un modelo de sistema ecolo´gico marino, denominado LLM, basado en cuatro
elementos fundamentales de la pira´mide tro´fica: N, P, Z y D, es decir, Nutrientes, Fitoplancton,
Zooplancton y Detritus. Mediante te´cnicas anal´ıticas y tambie´n nume´ricas, se ha estudiado su
comportamiento cualitativo transitorio, la estabilidad y bifurcaciones de sus puntos de equilibrio y
su dina´mica asinto´tica. Se ha determinado tambie´n su dina´mica global (anal´ıticamente en algunos
casos, nume´ricamente en algu´n otro) y se ha prestado especial atencio´n a los tiempos de estabi-
lizacio´n (aproximacio´n a situaciones de equilibrio) del sistema, variable de gran intere´s para los
eco´logos marinos.
Palabras clave: Dina´mica de sistemas, Dina´mica de poblaciones, Ecosistema marino, Modelo
N-P-Z-D
MSC2010: 34C60 37N25 92D40
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Introduccio´n
El estudio matema´tico de la dina´mica de poblaciones sienta sus bases con los estudios de Volterra,
Lotka y Gause, que estudiaron y desarrollaron el modelo de depredador-presa. Desde entonces se
ha generalizado el uso de diferentes modelos y metodolog´ıas para entender la dina´mica de e´stas.
Desde los primeros modelos matema´ticos hasta la actualidad, la Ecolog´ıa ha sido uno de los cam-
pos en los que la dina´mica de poblaciones ha desarrollado ma´s su aplicacio´n. En concreto, en la
Ecolog´ıa marina se ha aplicado tanto a nivel micro como macrosco´pico.
El estudio de la dina´mica de los ecosistemas de plancton es un campo interdisciplinario: combina
influencias de las ciencias biolo´gicas, oceanograf´ıa, f´ısica y matema´ticas. Esta diversidad de intere-
ses es reflejada en la gran variedad de motivaciones y objetivos de la investigacio´n como tambie´n
de las herramientas de modelizacio´n usadas para abordarlos.
Desde el punto de vista matema´tico existen modelos deterministas y modelos probabil´ısticos.
Centra´ndonos en los modelos deterministas, los modelos con EDPs (ecuaciones en derivadas par-
ciales) permiten la descripcio´n de co´mo la densidad de campos de los componentes de la poblacio´n
var´ıan en el espacio y el tiempo. Mientras que las EDPs proporcionan una descripcio´n ma´s realis-
ta y precisa de la dina´mica del sistema que las EDOs (ecuaciones diferenciales ordinarias), e´stas
u´ltimas son ma´s u´tiles para contrastar hipo´tesis cient´ıficas al permitir una mayor manipulacio´n
(teo´rica y nume´rica) de los modelos simplificados. Adema´s, en muchas aplicaciones los detalles
espaciales son menos importantes que la variacio´n temporal de las poblaciones y los para´metros, y
e´stos pueden ser adecuadamente captados por las EDOs.
El rango de modelos que se usa actualmente var´ıa del ma´s simple de 2 componentes (depredador-
presa), a los ma´s complejos con 20 o ma´s componentes. Incluyendo mu´ltiples grupos funcionales
de fitoplancton y mu´ltiples nutrientes limitantes muchos modelos llegan a un gran realismo. Sin
embargo, debido a que los para´metros aumentan, crece tambie´n el problema de tener observaciones
de todas las interacciones. Como resultado hay que llegar a un te´rmino medio entre complejidad y
realismo del modelo y el grado al cual puede restringirse dados los datos disponibles.
Por estos motivos se ha decidido optar por un modelo con EDOs sin muchos componentes, ya
que el principal objetivo del trabajo es el estudio del sistema da´ndole un mayor peso al ana´lisis
matema´tico que al biolo´gico. En dicho estudio matema´tico se han utilizado gran parte de las herra-
mientas presentadas en las asignaturas de ecuaciones diferenciales (en su desarrollo teo´rico) y, como
es habitual en Sistemas Dina´micos, se ha complementado, contrastado y calculado (cuando alguna
ecuacio´n no admit´ıa solucio´n anal´ıtica) mediante me´todos nume´ricos. Las simulaciones del modelo
y la visualizacio´n de e´stas se han programado con el lenguaje python por su versatilidad. La re-
solucio´n de las ecuaciones diferenciales se ha hecho mediante el me´todo de Runge-Kutta de orden4.
En este trabajo se parte del enfoque matema´tico desarrollado por Trusccot[15], pero ampliando el
modelo de tres a cuatro componentes. Estos 4 componentes representan 4 niveles de una pira´mi-
de tro´fica con unas interacciones tomadas del trabajo de Heinle[6] y los para´metros dados por
Schartau[10].
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1. El ecosistema marino
Se presenta una breve introduccio´n definiendo algunos te´rminos ecolo´gicos para poder llegar a la
total comprensio´n del modelo trabajado y las interacciones entre las variables.
Se puede definir un ecosistema como el formado por individuos de muchas especies, en el seno
de un ambiente de caracter´ısticas definibles, e implicados en un proceso dina´mico e incesante de
interaccio´n, ajuste y regulacio´n expresable bien como intercambio de materia y energ´ıa, bien como
una secuencia de nacimientos y muertes, y uno de cuyos resultados es la evolucio´n a nivel de las
especies y la sucesio´n a nivel del sistema entero [7].
Los ecosistemas marinos (oce´anos, mares y marismas) son ecosistemas acua´ticos. El medio l´ıquido,
tanto en el mar como en aguas dulces, esta´ formado por una solucio´n compleja (se encuentran
disueltos casi todos los elementos qu´ımicos en una u otra forma), pero muy poco concentrada.
Algunos de estos elementos, absolutamente indispensables para la vida, son a menudo tan escasos
que la produccio´n biolo´gica queda limitada; e´ste es casi siempre el caso del nitro´geno y del fo´sforo.
Por otra parte, cuando en el agua abundan particularmente los nutrientes, la biomasa puede seguir
aumentando, pero ello supone a su vez un incremento de la respiracio´n y puede conducir a una
limitacio´n por falta de oxigeno, dado que tampoco e´ste suele abundar por su baja solubilidad en
el agua, especialmente en zonas profundas en que la reposicio´n de l’ox´ıgeno consumido se hace con
lentitud por la difusio´n del ox´ıgeno atmosfe´rico que va disolvie´ndose en las aguas superficiales [14].
Atendiendo a las modalidades tro´ficas, el ecosistema esta compuesto por los siguientes grupos
funcionales:
Los productores, organismos auto´trofos que utilizan la energ´ıa solar para sintetizar materia
orga´nica a partir de materia inorga´nica sencilla.
Los consumidores, organismos hetero´trofos cuya fuente de energ´ıa y nutrientes se basa en
los productores u otros consumidores. Pueden ser primarios, secundarios y terciarios.
Los descomponedores, microorganismos hetero´trofos, que se alimentan de restos y detritus
de los consumidores y los productores. Devuelven al medio numerosas sustancias qu´ımicas
que pueden ser reutilizadas por los productores.
Los organismos de los ecosistemas acua´ticos se presentan distribuidos en diferentes localizaciones,
lo que permite clasificarlos en dos comunidades:
Las comunidades bento´nicas cuyos organismos viven adheridos a un sustrato, bien a rocas,
arena o limos como las algas, esponjas, bivalvos, etc. O bien a la superficie de vegetales u
otros organismos que viven fijados al fondo marino como los moluscos y celente´reos.
Las comunidades pela´gicas constituidas por organismos que viven suspendidos en el agua.
Entre ellos distinguimos el necton, organismos como peces o cefalo´podos que son nadadores
activos, y el plancton que incluye a organismos muy pequen˜os que esta´n suspendidos ma´s
o menos pasivamente.
El plancton esta constituido por dos grandes grupos:
El fitoplancton: esta formado por algas unicelulares, bacterias fotosinte´ticas y cianobacte-
rias. Son organismos productores que forman la base de la red tro´fica marina.
El zooplancton: esta integrado por protozoos y animales en forma larvaria o adulta. Son
organismos consumidores primarios.
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1.1. Flujo de la energia y ciclos de la materia
El flujo de energ´ıa es abierto y el de la materia es cerrado (en parte) en todos los ecosistemas. La
fuente principal de energ´ıa es el sol.
El flujo de energ´ıa discurre siempre a trave´s de los seres vivos, es unidireccional y abierto. En cada
nivel tro´fico, a causa de la respiracio´n y de la falta de eficacia de los procesos, se pierde energ´ıa.
En los ecosistemas acua´ticos cada nivel tro´fico cede al siguiente aproximadamente un 10 % de la
energ´ıa que le llega [14].
La circulacio´n de la materia es c´ıclica, se produce a trave´s de los seres vivos y tambie´n por el medio
inerte. La cantidad de materia que tiene un determinado nivel tro´fico es su biomasa[14].
1.2. Condiciones f´ısicas
Desde la superficie de una masa de agua hasta el fondo hay siempre un gradiente de condiciones
ma´s o menos marcado, pero importante. La luz, por ejemplo, disminuye en intensidad a medida
que profundizamos, ya que toda la iluminacio´n procede de la superficie superior [14].
En segundo lugar, las part´ıculas dentro de la masa l´ıquida, tienden a caer hacia el fondo y sedimen-
tarse en e´l: pequen˜os organismos, so´lidos en suspensio´n, restos y cada´veres constituyen una especie
de lluvia continua de nutrientes sobre las capas ma´s profundas de agua. En tercer lugar, el medio
acua´tico es fluido. En e´l se producen corrientes, movimientos de conveccio´n y turbulencia, etc. Ello
afecta tanto a la distribucio´n de nutrientes y valores de los para´metros f´ısicos como a la de los
organismos directamente (desplaza´ndolos) o indirectamente (por modificacio´n de las condiciones)
[14].
El medio marino es muy estable1 si lo comparamos con los ha´bitats terrestres o de agua dulce. Las
temperaturas de las grandes masas ocea´nicas var´ıan poco, as´ı como la salinidad del agua.
1Un sistema es estable si, desviado del estado estacionario en que permanec´ıa, desarrolla fuerzas que tienden a
volverlo a llevar a su condicio´n inicial [7].
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2. El modelo
El modelo del presente trabajo simula un ecosistema plancto´nico, representado por la interaccio´n
de cuatro variables: nutrientes(N), fitoplancton(P), zooplancton(Z) y detritus(D) bajo las hipo´tesis
siguientes:
Se ha simplificado el entorno f´ısico, considerando un ambiente cerrado en el que no se tienen
en cuenta las variaciones derivadas al transporte f´ısico.
Cada variable viene representada por una concentracio´n de nitro´geno en un instante de
tiempo determinado.
Es un ecosistema cerrado do´nde no hay pe´rdidas por adveccio´n ni difusio´n.
El modelo N-P-Z-D se utiliza frecuentemente para estudios muy diversos debido a su media com-
plejidad y su aproximacio´n bastante realista del ecosistema marino. Podemos ver ejemplos de ello
en (McCreary, 1996)[8] donde se usa para estudiar el ciclo anual de la actividad biolo´gica en el Mar
Ara´bigo, en (Wei Fan, 2009)[17] aplicando asimilacio´n de datos, en (Edwards, 2001)[4] haciendo
ana´lisis de sensibilidad o en (Davenport, 2012)[2] para predecir los huracanes. Las interacciones
existentes entre N-P-Z-D que se consideran en la mayor´ıa de modelos son las que se ilustran en la
Figura 1.
Figura 1: Diagrama de flujo de las principales interacciones tro´ficas entre los nutrientes(N), fito-
plancton(P), zooplancton(Z) y detritus(D).
La formulacio´n matema´tica de las interacciones entre los cuatro componentes N-P-Z-D puede to-
mar diferentes tipos y complejidades y se ha escogido el LLM (Linear phytoplankton and Linear
zooplankton Mortality) planteado por Heinle[6]. En el modelo LLM estas interacciones vienen ex-
presadas como:
∂N
∂t = remineralizacio´n + mortalidad de Z - absorcio´n
∂P
∂t = absorcio´n - grazing - mortalidad de P
∂Z
∂t = grazing - regeneracio´n - mortalidad de Z
∂D
∂t = mortalidad de P + regeneracio´n - remineralizacio´n
Seguidamente se explican detalladamente cada una de las relaciones entre los componentes y se les
asignan funciones en te´rminos de las variables y para´metros adecuados. La intencio´n es mantener
el modelo lo ma´s general posible pero que describa fielmente los mecanismos biolo´gicos y f´ısicos.
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Remineralizacio´n
La remineralizacio´n es el proceso de descomposicio´n bacteriana, producida por el grupo
funcional de descomponedores, que retorna los detritus a su forma de nutrientes inorga´nicos.
Esta remineralizacio´n se considera lineal con la cantidad de detritus existentes en el sistema,
segu´n el coeficiente γm, tasa de remineralizacio´n de detritus, medido en unidades dia
−1.
As´ı:
remineralizacio´n = γmD
Absorcio´n - crecimiento del fitoplancton
Para ajustar la absorcio´n de nutrientes y el crecimiento del fitoplancton hay principalmente
dos modelos: ”The Droop mechanism” [3] y el mecanismo de Monod.
El primero divide los nutrientes en dos partes: los nutrientes ’ambientales’ del entorno marino
y los nutrientes internos almacenados en cada ce´lula de fitoplancton. El ritmo del crecimien-
to de fitoplancton responde al estado interno de las reservas adema´s de los nutrientes del
’ambiente’. El mecanismo de Droop se puede considerar ma´s riguroso para el modelo dina´mi-
co de fitoplancton-nutrientes, pero autores como Heinle se decantan por el mecanismo de
Monod, que es el utilizado en la mayor´ıa de los modelos, ya que el modelo de Droop an˜ade
una considerable dificultad en el ana´lisis. Para el mecanismo de Monod, la forma general de
interaccio´n so´lo depende de los nutrientes ’ambientales’ segu´n:
absorcio´n = f(N)P
Heinle, como otros autores, formula f(N) teniendo en cuenta que el aumento en nu´mero de
individuos de una poblacio´n, en cuanto representa la ocupacio´n progresiva de un espacio o
la utilizacio´n de recursos limitados sigue una curva asinto´tica, similar a la que Michaelis-
Menten describe para modelizar las reacciones catalizadas por enzimas. Heinle considera
que el crecimiento del fitoplancton depende tambie´n de la luz adema´s de la cantidad de
nutrientes disponibles. Esto se expresa con la funcio´n J(N,I), que considera separadamente
las condiciones de luz y los nutrientes presentes.
fN (N) =
N
kN +N
, fI(I) =
I
kI + I
,
As´ı, finalmente, el ı´ndice de crecimiento J(N,I) es el producto de la ma´xima velocidad de
crecimiento de fitoplancton µm y las dos funciones anteriores:
J(N, I) = fN (N)fI(I)µm =
N
kN +N
I
kI + I
µm
Y el crecimiento del fitoplancton es directamente proporcional a la cantidad de nutrientes
absorbida por la poblacio´n existente.
absorcio´n = J(N, I)P
Evidentemente el crecimiento cesa cuando hay ausencia de nutrientes y se satura en el va-
lor de la velocidad de crecimiento de fitoplancton, cuando la concentracio´n de nutrientes es
excedente. Es tambie´n razonable asumir que un aumento de la concentracio´n de nutrientes
nunca provoca un descenso en el ratio de crecimiento.
En el siguiente gra´fico, Figura 2, se ve cualitativamente co´mo se comporta esta funcio´n
J(N, I) para una intensidad luminosa fijada. La funcio´n es mono´tona creciente y tiende
asinto´ticamente a la velocidad de crecimiento de fitoplancton por las condiciones de luz
presente.
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Figura 2: Valores de J(N, I) en funcio´n de N. Considerando µm = 0,270 y fI(I) = 1.
Grazing
La traduccio´n literal en castellano del te´rmino ’Grazing’ es pastoreo. Se utiliza en ecolog´ıa
marina para definir la depredacio´n del fitoplancton. La forma funcional tomada en Heinle es
proporcional a la poblacio´n de zooplancton y depende tambie´n de la poblacio´n de fitoplanc-
ton segu´n la funcio´n G(P).
grazing = G(P )Z
donde tomamos la funcio´n G de Holling type III function (Fasham, 1995)[5] que tiene en
cuenta la ma´xima tasa de alimentacio´n (g), la probabilidad de encuentro () y la concentracio´n
de fitoplancton
G(P ) = G(, g, P ) =
gP 2
g + P 2
Figura 3: Valores de G(P) dependiendo de la concentracio´n de fitoplancton. (g = 1,575 y  = 1,6).
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La Figura 3 muestra el comportamiento cualitativo de esta funcio´n. Como pasa con la funcio´n
J(N, I), G(P ) tiende asinto´ticamente al valor de ma´xima tasa de alimentacio´n g.
Mortalidad del fitoplancton y mortalidad y regeneracio´n del zooplancton
La concentracio´n de detritus crece debido a la descomposicio´n de fitoplancton y debido a
las part´ıculas fecales generadas en la alimentacio´n a base de fitoplancton. La mortalidad
de zooplancton pasa a contribuir en la concentracio´n de nutrientes. El modelo asume una
mortalidad lineal del fitoplancton y del zooplancton como en la mayor´ıa de los modelos de
poblaciones. Parametrizamos esta tasa de mortalidad con φZ y φP respectivamente.
mortalidad de Zooplancton = φZZ
mortalidad de Fitoplancton = φPP
Si an˜adimos el termino φ∗ZZ
2 a la mortalidad del zooplancton tenemos una perdida cuadra´ti-
ca de zooplancton que representar´ıa otro modelo posible, el LQM (Linear phytoplankton and
Quadratic zooplankton Mortality) en el art´ıculo de Heinle[6]. Algunos autores, como Steele y
Henderson[13], hacen notar la importancia de este te´rmino en el comportamiento del sistema,
en particular el cambio de la dina´mica resultante de considerar el te´rmino cuadra´tico en vez
del lineal.
La regeneracio´n de zooplancton en cambio deriva de una pequen˜a parte de la alimentacio´n que
hay sobre el fitoplancton. Se regula con el para´metro β, que mide la eficiencia de asimilacio´n
en la alimentacio´n del zooplancton.
regeneracio´n de Zooplancton = (1− β)G(, g, P )Z
Entonces, una vez definidas las funciones que simulan las interacciones entre los cuatro componen-
tes, nos queda el esquema de la Figura 4 que se puede expresar como el siguiente sistema no lineal
de EDOs de primer orden:
Figura 4: Relaciones funcionales entre nutrientes (N), fitoplancton (P), zooplancton (Z) y detritus
(D)
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∂N
∂t
= −J(N, I)P + φzZ + γmD
∂P
∂t
= (J(N, I)− φP )P −G(ε, g, P )Z
∂Z
∂t
= (βG(ε, g, P )− φZ)Z
∂D
∂t
= φPP + (1− β)G(ε, g, P )Z − γmD
donde
G(P ) =
gεP 2
g + εP 2
, fN (N) =
N
kN +N
, fI(I) =
I
kI + I
, J(N, I) = µmfN (N)fI(I).
Por tanto, nos encontramos con un sistema de ecuaciones diferenciales ordinarias no lineales.
Adema´s, para que el modelo tenga sentido biolo´gico, hemos de tener en cuenta que N, P, Z y D
representan concentraciones reales, y es una propiedad esencial del sistema que las soluciones sean
no negativas.
2.1. Los para´metros del modelo
Cada extensio´n ocea´nica tiene unas condiciones y una dina´mica propias, as´ı que aunque unos
para´metros se ajusten bien para una zona es dif´ıcil que el mismo modelo con los mismos para´metros
pueda extrapolarse a otra regio´n. Dada la pra´ctica imposibilidad de hallar unos para´metros globales
aplicables a cualquier ecosistema marino, se han escogido los para´metros o´ptimos calculados en el
art´ıculo de Schartau 2003 [10] obtenidos de aplicar asimilacio´n de datos a los para´metros recogidos
simulta´neamente en tres localizaciones del Atla´ntico Norte. Estos para´metros se muestran en la
tabla de la Figura 5 y a lo largo del trabajo se denomina u al vector de los para´metros del sistema.
S´ımbolo Valor/rango Unidades valor Definicio´n
γm R+ d−1 0,048 Tasa de remineralizacio´n de detritus
µm R+ d−1 0,270 Ma´xima tasa de crecimiento del fitoplancton
kN R+ mmol ·N ·m−3 0,700 ’Half saturation constant’ para la absorcio´n de NO3
kI R+ Wm−3 0,500 ’Half saturation constant’ para la luz
I 0,500 Luz presente en el ecosistema
g R+ d−1 1,575 Ma´xima tasa de alimentacio´n del zooplancton
 R+ m6 ·mmol ·N−1d−1 1,600 Probabilidad de encuentro entre Z y P
β [0,1] 1 0,925 Eficiencia de asimilacio´n del zooplancton
φP R+ d−1 0,040 Tasa de mortalidad del fitoplancton
φZ R+ d−1 0,010 Tasa de mortalidad del zooplancton
Figura 5: Valores de los para´metros utilizados.
En la tabla de la Figura 6 se muestra el rango de valores en que se mueven los para´metros habi-
tualmente mostrando los valores l´ımite inferior y l´ımite superior juntamente con el o´ptimo de los
para´metros del art´ıculo de Schartau de 2003 [10].
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S´ımbolo L´ımite inferior L´ımite superior O´ptimo
γm 0,020 0,146 0, 048± 0, 020
µm 0,200 1,470 0, 270± 0, 033
kN 0,1 0,730 0, 700± 0, 010
g 0,025 1,600 1, 575± 0, 102
 0,025 1,600 1, 600± 0, 028
β 0,300 0,935 0, 925± 0, 060
φP 0 0,635 0, 040± 0, 013
φZ 0 0,635 0, 010± 0, 003
Figura 6: Valores mı´nimo, ma´ximo y o´ptimo de los para´metros [10].
Hacemos notar que la tasa de crecimiento de fitoplancton µm es mucho ma´s baja que los valores
que se toman tradicionalmente y que la ma´xima tasa de alimentacio´n del zooplancton esta´ por
encima de los valores tradicionales.
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3. Dina´mica del sistema
Para entender la evolucio´n del sistema a lo largo del tiempo se estudia la dina´mica del siste-
ma. Su comportamiento cualitativo deber´ıa reproducir, simplificadas, caracter´ısticas fundamentales
de la evolucio´n temporal del sistema ecolo´gico. Debera´ ser siempre sometido a un contraste y ve-
rificacio´n emp´ırica. En ese caso podr´ıa ser u´til, biolo´gicamente, para la prediccio´n de casos de
desajustes ecolo´gicos, como podr´ıan ser los blooms2 de algas to´xicas, desequilibrio de nutrientes,
etc.
La dina´mica de un sistema de ecuaciones diferenciales viene determinada en gran manera por su
.esqueleto”: sus estructuras invariantes, es decir, aque´llas que son invariables por la dina´mica.
Ejemplos de tales estructuras son los puntos de equilibrio, las o´rbitas perio´dicas, toros invariantes y
variedades invariantes asociadas, superficies invariantes determinadas por integrales primeras, etc.
Por lo tanto, para entender el comportamiento temporal del sistema (1)-(4), empezamos estudiando
las cantidades conservadas, los puntos de equilibrio y las variedades invariantes.
3.1. Cantidades conservadas o integrales primeras
Determinar cantidades conservadas en un sistema, en el caso que existan, permite reducir la
dimensio´n de e´ste a otro sistema equivalente ma´s pequen˜o. Un ejemplo t´ıpico de cantidad
conservada es la energ´ıa meca´nica en un sistema meca´nico cla´sico no disipativo.
Definicio´n 1. Dado un sistema auto´nomo de edos x′ = F (x) diremos que V(x) es una cantidad
conservada cuando su derivada temporal sea ide´nticamente nula sobre las soluciones del sistema,
es decir,
W¯ (x) =
d
dt
(
V (x)
)
=< ∇V (x), F (x) >= 0
Para nuestro sistema, una vez dadas las condiciones iniciales, existe una variedad invariante de tres
dimensiones donde las soluciones se mantienen para todo tiempo, lo cual facilita su estudio. Esto es
debido a que estamos en un sistema cerrado: se supone que no hay pe´rdidas por adveccio´n
ni difusio´n. Por lo tanto, la masa total, que denotaremos por S, se conserva constante a
lo largo del tiempo. Matema´ticamente, S = N + P + Z +D es una integral primera del
sistema. Basta observar que:
∂S
∂t
= S˙ = N˙ + P˙ + Z˙ + D˙ = 0
S se mantiene constante sobre las soluciones de (1)-(4):
S(N(t), P (t), Z(t), D(t)) = S(N(t0), P (t0), Z(t0), D(t0)) ∀t
El hecho de tener una integral primera en un sistema de 4 dimensiones reduce el problema a una
dimensio´n menos, al caso 3D.
3.2. Puntos de equilibrio
Es importante conocer los puntos de equilibrio del sistema para poder establecer la estabilidad
del mismo en trayectorias que se aproximen a estos puntos. Si bien, matema´ticamente,
dichos puntos sera´n de equilibrio, biolo´gicamente correspondera´n a situaciones cercanas a e´l.
2Los blooms son proliferaciones de fitoplancton que no so´lo influyen en la dina´mica del ecosistema sino que
tambie´n tienen consecuencias en las actividades socio-econo´micas.[11]
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Definicio´n 2. Diremos que x0 es un punto de equilibrio de una ecuacio´n diferencial x˙ = F (x),
x ∈ Rn, F : Rn −→ Rn, si es un punto de velocidad nula, es decir, que cumple F (x0) = 0.
Como hemos dicho, los puntos de equilibrio son aquellos donde la velocidad del sistema en ese
punto es cero, en nuestro caso, las soluciones del sistema siguiente:
0 = −J(N, I)P + φzZ + γmD (1)
0 = (J(N, I)− φP )P −G(ε, g, P )Z (2)
0 = (βG(ε, g, P )− φZ)Z (3)
0 = φPP + (1− β)G(ε, g, P )Z − γmD (4)
El hecho de que S sea una integral primera origina que existan infinitos puntos de equilibrio.
A continuacio´n se estudian los diferentes tipos de puntos de equilibrio como funcio´n de S o de
alguna variable destacada. En la siguiente subseccio´n se analiza cua´ndo corresponden a un punto
de equilibrio con sentido biolo´gico, es decir, con todas sus componentes no negativas y su posible
interpretacio´n ecolo´gica.
1. Q∗1 = (N
∗
1 (S), 0, 0, 0)⇒ u´nicamente persisten los nutrientes.
Remarcamos que la solucio´n es independiente de los para´metros del modelo.
N∗1 (S) = N(t0) + P (t0) + Z(t0) +D(t0)
Obtenemos este conjunto de puntos al tomar la opcio´n Z = 0 en la ecuacio´n (3) y P = 0 en
la ecuacio´n (2). N∗1 (S) acumula la masa de la concentracio´n inicial.
2. Q∗2 = (N
∗
2 (u), P
∗
2 (S, u), 0, D
∗
2(S, u))⇒ extincio´n del zooplancton
Estos puntos de equilibrio representan la coexistencia de tres componentes, donde el zoo-
plancton es nulo. El valor de N∗2 (u) depende de los para´metros pero no de la masa inicial y
D∗2 es proporcional a P
∗
2 .
N∗2 (u) =
kNφP
µmfI(I)− φP
P ∗2 (S, u) =
S − kNφp
µmfI(I)− φp
(φP /γm) + 1
D∗2(S, u) =
φP
γm
P ∗2 (S, u)
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Obtenemos este conjunto de puntos al tomar la opcio´n Z = 0 en la ecuacio´n (3) y P 6= 0 en
la ecuacio´n (2) que queda:
0 = (J(N, I)− φP )P
Podemos deducir:
J(N, I) = φP
Y como
J(N, I) = µm
N
kn +N
fI(I)⇒ φP = µm N
kn +N
fI(I)
de donde obtenemos
N∗2 =
kNφP
µmfI(I)− φP
que no depende de la masa inicial.
De la ecuacio´n (4) tenemos que D∗2 =
φP
γm
P ∗2 y debido a la conservacio´n de la masa obtenemos:
P ∗2 (S, u) =
S − kNφp
µmfI(I)− φp
(φp/γm) + 1
que proporciona una expresio´n del fitoplancton en el punto de equilibrio en funcio´n de la
masa inicial del sistema.
3. Q∗3 = (N
∗
3 (Z
∗
3 , u), P
∗
3 (u), Z
∗
3 , D
∗
3(Z
∗
3 , u))⇒ coexistencia de todas las variables
Es el caso ma´s interesante ya que es un caso no degenerado y por ello se le dedicara´ ma´s
atencio´n. P ∗3 so´lo depende de los para´metros iniciales del sistema mientras que N
∗
3 i D
∗
3 son
funcio´n de Z∗3 . Es decir, para cada valor Z
∗
3 de zooplancton fijado tenemos un punto de
equilibrio. Adema´s, D∗3 es lineal respecto Z
∗
3 . Los puntos de equilibrio Q
∗
3 vienen dados por:
N∗3 = kN
c1
1− c1 donde c1 =
( γm
1− β
D∗3
P ∗3
− β
1− βφP
) 1
µmfI(I)
P ∗3 (u) = +
√
gφZ
ε(gβ − φZ)
D∗3(Z
∗
3 , u) =
1− β
β
φZ
γm
(Z∗3 +
φP
φZ
β
1− βP
∗
3 )
Obtenemos este conjunto de puntos al tomar la opcio´n Z 6= 0 en la ecuacio´n (3). As´ı
βG(ε, g, P )− φZ = 0 ⇒ G(ε, g, P ) = φZ
β
(5)
desarrollamos G(ε, g, P )
G(ε, g, P ) =
gεP 2
g + εP 2
= g +
gεP 2
g + εP 2
− g = g +
gεP 2 − g2 −gεP 2
g + εP 2
= g − g
2
g + εP 2
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Volviendo a (5)
g− g
2
g + εP 2
=
φZ
β
⇒ − g
2
g + εP 2
=
φZ
β
−g = φZ − gβ
β
=⇒ 1
g + εP 2
=
φZ − gβ
−βg2 =
gβ − φZ
g2β
=⇒ g + εP 2 = g
2β
gβ − φZ ⇒ εP
2 =
g2β
gβ − φZ − g =
g
2β −g2β + gφZ
gβ − φZ
⇒ P 2 = gφZ
ε(gβ − φZ) ⇒ P
∗
3 = +
√
gφZ
ε(gβ − φZ)
Tomamos la ra´ız positiva para que P > 0 y tenga sentido biolo´gico
Ahora (1), (2) y (4) se escriben:
− JP ∗3 + φZZ + γmD = 0 (6)
(J − φP )P ∗3 −
φZ
β
Z = 0 (7)
φPP
∗
3 + (1− β)
φZ
β
Z − γmD = 0 (8)
(6) se escribe equivalentemente como
JP ∗3 = φZZ + γmD (9)
y (7)
JP ∗3 =
φZ
β
Z + φPP
∗
3 (10)
sustituyendo (9) en (10)
φZZ + γmD =
φZ
β
Z + φPP
∗
3 ⇒
=⇒ (φZ
β
− φZ)Z = γmD − φPP ∗3 ⇒
=⇒ φZ(1− β
β
)Z = γmD − φPP ∗3
donde 0 < β < 1 y es justamente (8)
=⇒ Z∗3 =
βγm
(1− β)φZD
∗
3 −
φP
φZ
β
1− βP
∗
3
=⇒ D∗3 =
1− β
β
φZ
γm
(Z∗3 +
φP
φZ
β
1− βP
∗
3 ) (11)
Sustituyendo (11) en (6) determinamos N∗3
JP ∗3 = φZ(
βγm
(1− β)φZD
∗
3 −
φP
φZ
β
1− βP
∗
3 ) + γmD
∗
3 =
βγm
(1− β)D
∗
3 − φP (
β
1− β )P
∗
3 + γmD
∗
3 =
= γm(
β
1− β + 1)D
∗
3 − φP
β
1− βP
∗
3 =
γm
1− βD
∗
3 − φP
β
1− βP
∗
3 ⇒
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⇒ J(N∗3 , I) =
γm
1− β
D∗3
P ∗3
− β
1− βφP
Recordamos que
J(N, I) = µm
N
kn +N
fI(I)⇒ N =
kN
J(N, I)
µmfI(I)
J(N, I)
µmfI(I)
− 1
Si
J(N∗3 , I)
µmfI(I)
= c1 ⇒ N∗3 = kN
c1
1− c1
donde
c∗1 =
( γm
1− β
D∗3
P ∗3
− β
1− βφP
) 1
µmfI(I)
3.2.1. Interpretacio´n ecolo´gica de los puntos de equilibrio
Q∗1 = (N
∗
1 (S), 0, 0, 0)
Esta solucio´n describe la situacio´n real que se puede dar debida a una baja
concentracio´n inicial de nutrientes que no permite sostener una comunidad de
fitoplancton y consecuentemente tampoco el zooplancton o los detritos alcanzan
una cantidad significativa. El ciclo de vida colapsa resultando en una constante
de nutrientes en el agua que son equivalentes a la masa inicial del sistema.
En la Figura 7 se observan todos los puntos de equilibrio de este tipo dependiendo de la masa
inicial del sistema, cuando e´sta varia de 0 a 20 mmol ·N ·m3
Figura 7: Valores de N∗1 , P
∗
1 , Z
∗
1 y D
∗
1 en los puntos de equilibrio Q
∗
1 respecto a S.
.
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Q∗2 = (N
∗
2 (u), P
∗
2 (S, u), 0,
φP
γm
P ∗2 (S, u))
Como N∗2 =
kNφP
µmfI(I)−φP es necesaria la condicio´n µmfI(I) > φP de los para´metros para
garantizar la no negatividad de los punto de equilibrio del tipo Q∗2.
Biolo´gicamente este punto de equilibrio representar´ıa una de las primeras fases
en la sucesio´n de un ecosistema marino en el que el zooplancton ser´ıa incorpo-
rado desde fuera del sistema o bien en aquellos sistemas donde la masa total de
fitoplancton no permite la supervivencia de una comunidad de zooplancton por
falta de alimento y energ´ıa.
En la Figura 8 se pueden observar los valores de los cuatro componentes en los puntos de
equilibrio de tipo Q∗2 respecto a la masa inicial S. La masa no puede tomar todos los valores
positivos, sino que, debido a que los nutrientes dependen u´nicamente de los para´metros, tiene
un mı´nimo Smin =
kNφP
µmfI(I)− φP . Dados los para´metros de la tabla Smin = 0, 2947.
Figura 8: Valores de N∗2 , P
∗
2 , Z
∗
2 y D
∗
2 en los puntos de equilibrio Q
∗
2 respecto a S
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Q∗3 = (N
∗
3 (Z
∗
3), P
∗
3 , Z
∗
3 , D
∗
3(Z
∗
3))
E´ste es el punto de equilibrio ma´s interesante, ya que coexisten los cuatro niveles tro´ficos.
Dados los para´metros iniciales del sistema, que se corresponden a un crecimiento muy
eficiente del zooplancton mientras que la tasa de replicacio´n del fitoplancton
es baja, la pira´mide tro´fica adopta una forma ano´mala que es poco sostenible
ecolo´gicamente.
Fijados los para´metros existe una curva (en el espacio 4-dimensional) de puntos Q∗3. Para
que esto ocurra hay inicialmente dos limitaciones:
1. para que N∗3 sea no negativo y tenga sentido biolo´gico, c1 < 1
2. βg > φZ para obtener valores en R (con sentido biolo´gico) de P ∗3
Puntos Q∗3 respecto a la masa S
En el apartado anterior se ha calculado el punto Q∗3 respecto Z
∗
3 , as´ı que ahora veamos que
fijada una masa S = S0 ≥ P ∗3 existe un punto de equilibrio Q∗3 y es u´nico.
Si fijamos las masa S = S0 nos restringimos a un espacio de 3 dimensiones {N+P +Z+D =
S0} = ΠS0 y buscamos Q∗3 = (N∗3 (Z3), P ∗3 , Z∗3 , D∗3(Z3)) punto de equilibrio en ΠS0 .
Como P ∗3 (u) es constante, D
∗
3(Z3) es lineal creciente en Z
∗
3 y N
∗
3 (Z3) tambie´n es creciente
en Z∗3 , la masa mı´nima Smin para que el punto de equilibrio tenga todas las componentes
positivas se da cuando Z∗3 = 0.
Smin = P
∗
3 +N
∗
3 (0) +D
∗
3(0) = (1 +
φP
γm
)P ∗3 + kN
φP /(µmfI(I))
1− (φP /µmfI(I))
As´ı,
• Si S0 < Smin entonces @Q∗3
• Si S0 = Smin entonces Q∗3 = (kN
φP /(µmfI(I))
1− (φP /µmfI(I)) , P
∗
3 , 0,
φP
γm
P ∗3 )
Que es ide´ntico a Q∗2 cuando S = 0,4460.
• Si S0 > Smin entonces para hallar Q∗3 se debe buscar Z∗3 solucio´n de la funcio´n:
f(z) = (S0 − P ∗3 )− g(z)− h(g(z))− z
donde
D∗3 = g(z) = a1z + b1 con a1 =
1− β
β
φZ
γm
b1 =
φP
γm
P ∗3
N∗3 = h(D
∗
3) = −kN +
kN
1− c∗1
Observamos que
f ′(z) = −g′(z)(1 + h′(g(z)))− 1 < 0 ∀z
pues
g′(z) = a1 > 0, h′(D∗3) =
kN
(1− c∗1)2
1
(1− β)µmfI(I)
γm
P ∗3
> 0
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Y eso implica que f es estrictamente decreciente y si ∃Z∗3 tal que f(Z∗3 ) = 0 entonces es
u´nico. Ana´logamente a los otros dos casos, en la Figura 9 se observan los valores de los cuatro
componentes en los puntos de equilibrio de este tipo respecto a la masa inicial S, cuando varia
desde el Smin hasta S = 20. Si se toman los para´metros de la tabla Smin = 0, 4460 .
Figura 9: Valores de N∗3 , P
∗
3 , Z
∗
3 y D
∗
3 en los puntos de equilibrio Q
∗
3 respecto a S
En la Figura 10 nos reducimos al primer intervalo de masa de la gra´fica anterior para observar
el crecimiento inicial de zooplancton y nutrientes.
Figura 10: Valores de N∗3 , P
∗
3 , Z
∗
3 y D
∗
3 en los puntos de equilibrio Q
∗
3 respecto a S ∈ [Smin, 2]
Observamos que tenemos una cantidad constante y muy baja de fitoplancton y una cantidad
muy baja de detritus. La concentracio´n de zooplancton, que inicialmente crece con la masa
total del sistema, se estabiliza en un valor cercano a 0,68 mmol ·N ·m−3 a partir de S = 10.
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En cambio, los nutrientes crecen indefinidamente con el aumento de la masa total.
Puntos Q∗3 respecto a Z
∗
3 :
Ahora, en la Figura 11 se observa la evolucio´n de todos los componentes en los puntos de
equilibrio Q∗3 dependiendo de Z cuando la concentracio´n varia de 0 hasta 20 mmol ·N ·m−3
Figura 11: Valores de N∗3 , P
∗
3 , D
∗
3 cuando Z
∗
3 ∈ [0, 20].
Observamos que para un cierto valor Z∗ tenemos una as´ımptota vertical. Para valores de
Z∗3 mayores que Z
∗ la concentracio´n de nutrientes es negativa y por tanto estos puntos de
equilibrio no tienen sentido biolo´gico.
En la Figura 12 mostramos la evolucio´n de por separado de N∗3 , P
∗
3 y D
∗
3 dependiendo de
Z∗3 .
Figura 12: Concentracio´n de N∗3 , P
∗
3 y D
∗
3 respecto Z
∗
3 ∈ [0, 20]
El valor del fitoplancton es constante ya que so´lo depende de los para´metros y los detritus
son linealmente crecientes respecto a Z.
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Reduciendo la variacio´n de Z entre 0 a 1 tenemos la Figura 13 (izquierda) donde apreciamos
mejor el punto cr´ıtico Z∗, que dado los para´metros de la tabla, es Z∗ = 0,72481. Remarcamos
que no coincide con la interseccio´n de los fitoplancton y los detritus que se da en Z =
βγm(1− φP
γm
)P ∗3
(1− β)φZ = 0.81383 y que se observa en la Figura 13 (derecha).
Figura 13: Concentraciones de N∗3 , P
∗
3 y D
∗
3 cuando Z
∗
3 ∈ [0, 1]
Por tanto, para que los puntos de equilibrio Q∗3 tengan sentido biolo´gico la va-
riable Z∗3 ha de estar dentro del intervalo de valores [0, Z
∗]
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3.3. Estabilidad de los puntos de equilibrio
La siguiente cuestio´n cualitativa que plantearemos es determinar la estabilidad de los puntos de
equilibrio para saber el comportamiento de las trayectorias que empiezan suficientemente cerca-
nas a estos. Recordamos que a diferencia de los sistemas lineales, los me´todos que usaremos nos
proporcionara´n en principio, informacio´n local entorno el punto de equilibrio, y so´lo podremos
afirmar el comportamiento de puntos cercanos a los puntos de equilibrio. Tambie´n, a diferencia
de los sistemas lineales donde la estabilidad se define globalmente, puntos de equilibrio distintos
pueden tener estabilidades distintas.
Au´n as´ı, para hacer el estudio de la estabilidad de los puntos de equilibrio de los sistemas no
lineales, utilizamos el me´todo de linealizacio´n que se basa en reducir nuestro sistema no lineal a
uno lineal que tenga un comportamiento ‘similar’ al real en un entorno de los puntos de equilibrio.
Dicho esto, enunciamos algunos conceptos fundamentales de teor´ıa cualitativa de los sistemas
lineales para poder pasar luego a los conceptos equivalentes de la teor´ıa cualitativa de los sistemas
no lineales.
3.3.1. Sistemas lineales
Como hemos dicho, la estabilidad de los sistemas lineales es global y como apunta el siguiente Nota
basta con estudiar el origen para tener la estabilidad sistema.
Nota 1. Si x0 es un punto de equilibrio de x
′ = Ax entonces el cambio de variable dependiente
y = x− x0 transforma el sistema original en el sistema y′ = Ay pues
y′ = (x− x0)′ = x′ = Ax = Ax−Ax0 = A(x− x0)) = Ay.
Por tanto, todos los puntos de equilibrio son ’iguales’ y basta estudiar el origen.
La primera cuestio´n cualitativa que nos planteamos es determinar el comportamiento futuro y
pasado de sus trayectorias. Distinguimos cuatro tipos distintos de sistemas.
Definicio´n 3. Diremos que el sistema x′ = Ax es:
Repulsor cuando todas sus soluciones no triviales escapan a infinito para t→ +∞
Inestable (I) cuando alguna de sus soluciones escapa a infinito si t→ +∞
Estable (E) cuando todas sus soluciones son acotadas si t→ +∞
Atractor o asinto´ticamente estable (AE) cuando todas sus soluciones tienden al origen si
t→ +∞
y tenemos el teorema siguiente que nos permite determinar la estabilidad del sistema a partir de
los valores propios de A:
Teorema 1. (Estabilidad de SLs homoge´neos a coeficientes constantes). El sistema x′ = Ax es:
Inestable si y so´lo si tiene algu´n VAP de parte real positiva o no semi-simple3de parte real
nula.
Atractor/repulsor si y so´lo si todos sus VAPs tienen parte real negativa/positiva.
3Un valor propio es semi-simple cuando coinciden sus multiplicidades algebraica y geome´trica.
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3.3.2. Sistemas No Lineales
Ahora introducimos una parte de la teor´ıa cualitativa de los sistemas no lineales.
Definicio´n 4. Sea x0 ∈ U un punto de equilibrio del Sistema No lineal x′ = F (x). Diremos que
ese punto es
Estable (E) si y so´lo si para todo  > 0 existe algu´n δ > 0 tal que
‖x(0)− x0‖ ≤ δ ⇒ ‖x(t)− x0‖ ≤ , ∀t ≥ 0.
Aqu´ı, x(t) denota a una trayectoria cualquiera del sistema.
Inestable (I) cuando no es estable.
Atractor o asinto´ticamente estable (AE) si y so´lo si es estable y, adema´s existe δ0 tal que
‖x(0)− x0‖ ≤ δ0 ⇒ l´ım
t→∞x(t) = x0
Repulsor si y so´lo si es atractor para el sistema x′ = −F (x)
Me´todo de linealizacio´n: Como ya hemos dicho antes, el objetivo del me´todo de linealizacio´n es
reducir el estudio de la estabilidad de un punto de equilibrio de un sistema no lineal al caso lineal.
Notamos que eso no siempre es posible.
La idea fundamental es que sea x0 ∈ U punto de equilibrio del SNL x′ = F (x), consideramos el
desarrollo de Taylor:
F (x) = F (x0)︸ ︷︷ ︸
= 0︸ ︷︷ ︸
x0 es punto de equilibrio
+DF (x0)︸ ︷︷ ︸
A
+ θ(|x− x0|2)︸ ︷︷ ︸
negligible en puntos cercanos
Para puntos cercanos al punto de equilibrio podemos considerar F (x) = DF (x0). A continuacio´n
formulamos la definicio´n formal.
Definicio´n 5. Sea x0 ∈ U un punto de equilibrio del Sistema No lineal x′ = F (x). Entonces,
diremos que
A = DF (x0) =
( ∂fi
∂xj
(x0)
)
1≤i,j≤n
es la matriz del sistema linealizado de x′ = F (x) en el punto x0.
Y el teorema de linealizacio´n:
Teorema 2. Sea A la matriz del sistema linealizado de un SNL en un punto de equilibrio
Si A tiene algun VAP de parte real positiva, entonces el punto de equilibrio es inestable
Si todos los VAPs tienen parte real negativa/positiva, el punto de equilibrio es atractor/repulsor.
En los otros casos, la linealizacio´n no decide la estabilidad.
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3.3.3. Matriz del sistema linealizado
Aplicando esta teor´ıa a nuestro sistema no lineal determinamos la matriz diferencial
DF =

− ∂J∂N P −J φz γm
∂J
∂N P J − φP − ∂G∂P Z −G 0
0 (β ∂G∂P )Z βG− φZ 0
0 φP + (1− β)Z ∂G∂P (1− β)G −γm

Remarcamos que la suma de los te´rminos de cualquier columna es siempre cero. Esto implica, en
particular, que 0 es siempre un valor propio de la matriz linealizada DF . Este vap igual a cero
va ligado al hecho de que la masa total del sistema es una integral primera.
3.3.4. Puntos de equilibrio Q∗1
La matriz del sistema linealizado en los puntos Q∗1 = (N
∗
1 (S), 0, 0, 0) es
DF (Q∗1) =

0 −J φz γm
0 J − φP 0 0
0 0 −φZ 0
0 φP 0 −γm

Y se calculan los valores propios anal´ıticamente para aplicar el teorema de linealizacio´n
det(DF − λId) =
∣∣∣∣∣∣∣∣
−λ −J φz γm
0 J − φP − λ 0 0
0 0 −φZ − λ 0
0 φP 0 −γm − λ
∣∣∣∣∣∣∣∣ = −λ(J − φP − λ)(λ+ φZ)(λ+ γm)
−λ(J − φP − λ)(λ+ φZ)(λ+ γm) = 0
λ1 = 0, λ2 = J − φP , λ3 = −φZ , λ4 = −γm
Se obtienen 4 valores propios reales: uno ide´nticamente nulo, dos que dependen de los para´metros,
que al tomar valores positivos, son dos valores propios reales negativos y un cuarto que depende
de la variable N. Este u´ltimo es el λ2, que depende de la concentracio´n de los nutrientes as´ı que
estudiamos la estabilidad del punto de equilibrio dependiendo del valor de N∗1 .
Tenemos tres casos cualitativamente distintos:
λ2 = 0⇔ N∗1 =
φP kN (kI + I)
Iµm − φP (kI + I) = N˜
Con los valores de los para´metros de la tabla, el valor de N˜ = 0, 2947mmol ·N ·m−3
λ2 > 0⇔ N∗1 > N˜
λ2 < 0⇔ N∗1 < N˜
Quedan 3 zonas distintas de estabilidad dependiendo del valor de N tal y como muestra el diagrama
de fases de la Figura 14.
Aplicando el teorema de linealizacio´n podemos decir que si N∗1 > N˜ entonces el punto de equilibrio
es inestable, cuando N∗1 < N˜ tenemos un nodo atractor y en el caso N
∗
1 = N˜ el teorema no
decide la estabilidad.
Como resultado de que N∗1 coincide con el valor de la masa inicial dadas las condiciones iniciales,
la estabilidad del punto Q∗1 respecto la masa es equivalente.
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Figura 14: Estabilidad de los puntos de equilibrio Q∗1 dependiendo del valor de N
∗
1
3.3.5. Puntos de equilibrio Q∗2
Para simplificar la notacio´n se empleara´ JN para representar
∂J
∂N
,
La matriz del sistema linealizado en los puntos Q∗2 = (N
∗
2 (u), P
∗
2 (S, u), 0,
φP
γm
P ∗2 (S, u)) es
DF (Q∗2) =

−JN (N∗2 )P ∗2 −J(N∗2 ) φz γm
JN (N
∗
2 )P
∗
2 J(N
∗
2 )− φP −G(P ∗2 ) 0
0 0 βG(P ∗2 )− φZ 0
0 φP (1− β)G(P ∗2 ) −γm
 =
= 4

−JN (N∗2 )P ∗2 −φP φz γm
JN (N
∗
2 )P
∗
2 0 −G(P ∗2 ) 0
0 0 βG(P ∗2 )− φZ 0
0 φP (1− β)G(P ∗2 ) −γm

Calculamos los valores propios:
det(DF (Q∗2)− λId) =
∣∣∣∣∣∣∣∣
−λ− JN (N∗2 )P ∗2 −φP φz γm
JN (N
∗
2 )P
∗
2 −λ −G(P ∗2 ) 0
0 0 −λ+ βG(P ∗2 )− φZ 0
0 φP (1− β)G(P ∗2 ) −λ− γm
∣∣∣∣∣∣∣∣ =
= [(−JN (N∗2 )P ∗2 − λ)(−γm − λ)− (JN (N∗2 )P ∗2 )(−φP )](−λ)(βG(P ∗2 )− φZ − λ)
[(−JN (N∗2 )P ∗2 − λ)(−γm − λ)− (JN (N∗2 )P ∗2 )(−φP )](−λ)(βG(P ∗2 )− φZ − λ) = 0
y tenemos dos vaps reales:
λ1 = 0, λ2(P
∗
2 ) = βG− φZ
y otros dos que dependen de los para´metros, el valor de N∗2 que es constante dados los para´metros
y P ∗2 :
λ3(P
∗
2 ) = −
JN (N
∗
2 )P
∗
2 + γm
2
+
√
(JN (N
∗
2 )P
∗
2 − γm)2
4
− JN (N∗2 )P ∗2 φP
λ4(P
∗
2 ) = −
JN (N
∗
2 )P
∗
2 + γm
2
−
√
(JN (N
∗
2 )P
∗
2 − γm)2
4
− JN (N∗2 )P ∗2 φP
4Debido a que J(N∗2 , I) = φP en estos puntos de equilibrio
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donde
λ3 + λ4 = −JN (N∗2 )P ∗2 − γm < 0
λ3λ4 = −JN (N∗2 )P ∗2 (γm + φP ) > 0
Esto u´ltimo implica que las partes reales de λ3 y λ4 son negativas.
Sea 4(P ∗2 ) =
(JN (N
∗
2 )P
∗
2 − γm)2
4
− J˙P ∗2 φP el discriminante de λ3 y λ4.
Si 4(P ∗2 ) > 0⇒ λ3, λ4 son reales negativos ⇒ nodo atractor
Si 4(P ∗2 ) = 0⇒ λ3 = λ4 reales negativos ⇒ nodo atractor
Si 4(P ∗2 ) < 0⇒ λ2 = α+ iβ y λ3 = λ¯2 ⇒ foco atractor.
Las soluciones anal´ıticas de 4(P ∗2 ) = 0 son:
q1 =
γm + 2φP + 2
√
φ2P + γmφP
JN (N∗2 )
q2 =
γm + 2φP − 2
√
φ2P + γmφP
JN (N∗2 )
El valor propio λ2 tambie´n depende de la variable P
∗
2 ya que λ2(P
∗
2 ) = βG(P
∗
2 ) − φZ y G(P ∗2 ) =
gε(P∗2 )
2
g+ε(P∗2 )2
.
Si se estudia la estabilidad dependiendo de λ2 diferenciamos tres casos distintos:
λ2 = 0⇔ P ∗2 = +
√
gφZ
βg− φZ = P˜
λ2 > 0⇔ P ∗2 > P˜ ⇒ nodo repulsor
λ2 < 0⇔ P ∗2 < P˜ ⇒ nodo atractor
Entonces estudiamos la estabilidad del punto de equilibrio dependiendo del valor del fitoplancton.
Primero vemos la evolucio´n del discriminante y λ2 dependiendo de P
∗
2 en la Figura 15.
Con los valores de los para´metros de la tabla, el valor de P˜ = 0, 08248, q1 = 0, 09550 y q2 = 2, 58275.
En la Figura 16 se puede ver el diagrama de fases de este punto de equilibrio. Cuando P ∗2 ∈ [0, P˜ ]
el punto es un nodo atractor y para valores mayores de P˜ el punto es inestable.
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Figura 15: Valores de λ2 y el discriminante 4 dependiendo de P ∗2
Figura 16: Estabilidad de los puntos de equilibrio Q∗2 dependiendo del valor de P
∗
2
31
3.3.6. Puntos de equilibrio Q∗3
La matriz del sistema linealizado en los puntos Q∗3 toma una forma ma´s compleja y no se pueden
obtener los valores propios anal´ıticamente. As´ı que damos a los para´metros los valores de la tabla
y expresamos la matriz de la linealizacio´n en funcio´n de Z∗3 donde Z∗ = 0, 7248
A(Z∗3 ) = DF (Q
∗
3) =

−0, 016385(Z∗3 − Z∗)2 −0, 1310670Z∗3 − 0,040000 0,010 0,048
0, 016385(Z∗3 − Z∗)2 −0, 129268 (Z
∗
3+2,1986∗10−10)(Z∗3−Z∗)
Z∗3−Z∗ −0, 0108108 0
0 0, 2408096776Z 0 0
0 0, 040 + 0, 0195251Z∗3 0, 0008108 −0, 048

(12)
El caso Z∗3 = Z
∗ no tiene intere´s biolo´gico, como hemos comentado antes, ya que aparece una
as´ımptota vertical para el valor de los nutrientes. Asumiendo que Z∗3 6= Z∗ entonces la matriz de
la linealizacio´n puede ser simplificada y escrita como:
A(Z∗3 ) = DF (Q
∗
3) =

−0, 016385(Z∗3 − Z∗)2 −0, 1310670Z∗3 − 0,040000 0,010 0,048
0, 016385(Z∗3 − Z∗)2 −0, 129268Z∗3 − 2, 1986 ∗ 10−10 −0, 0108108 0
0 0, 2408096776Z 0 0
0 0, 040 + 0, 0195251Z∗3 0, 0008108 −0, 048

(13)
Obtenemos nume´ricamente los valores propios de la matriz A(Z∗3 ) y los dibujamos dependiendo
del valor de Z∗3 .
Empezamos mostrando los valores propios cuando Z varia de 0 a 20 mmolNm−3, Figura 17, aunque
biolo´gicamente no tengan sentido los punto de equilibrio donde Q∗3 > Z∗, podemos apreciar la
diversidad de comportamientos que presenta la dina´mica.
Figura 17: Valores propios cuando Z∗3 varia de 0 a 20 mmol ·N ·m−3
32
Ahora, en la Figura 18, nos limitamos a tomar el intervalo con puntos de equilibrio con sentido
biolo´gico, Z entre 0 y Z∗. Se puede observar que hay tres regiones diferenciadas que representamos
esquematizadas en la Figura 19
Figura 18: Valores propios cuando Z∗3 ∈ [0, Z∗]
Figura 19: Estabilidad de los puntos de equilibrio Q∗3 dependiendo del valor de Z
∗
3
33
El punto de equilibrio Q∗3 en la zona 1 es un nodo atractor, en la zona 2 es un foco atractor
y en la zona 3 vuelve a ser un nodo atractor.
En la Figura 20 se observa ampliada la regio´n donde cambian los valores propios de la zona 1 a la
2 y en la Figura 21 ampliamos la regio´n entre la zona 2 y la 3.
Figura 20: Valores propios cuando Z∗3 ∈ [0, 0, 1]
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Figura 21: Valores propios cuando Z∗3 ∈ [0, 6, Z∗]
Finalmente se ha querido ejemplificar cada zona de estabilidad con la simulacio´n de unas tra-
yectorias que parten con unas condiciones iniciales cercanas a los puntos de equilibrio. Adema´s,
para cada una de las condiciones iniciales se ha representado, en el eje Real-Imaginario, los valores
propios del sistema linealizado de los correspondientes puntos de equilibrio Q∗3 .
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3.4. Variedades invariantes
Aunque matema´ticamente tiene sentido estudiar las variedades invariantes, e´stas pierden, en parte,
su significado ecolo´gico. Por tanto, no haremos interpretaciones biolo´gicas de esta subseccio´n al ser
casos degenerados.
Definicio´n 6. Diremos que M ∈ Rn es una variedad invariante por el campo vectorial x˙ = F (x)
si para cualquier condicio´n inicial x0(0) ∈M tenemos que ∀t ∈ R x0(t) ∈M
Nota 2. Un plano invariante es un caso particular de subespacio invariante de dimensio´n 2.
3.4.1. Dina´mica en ausencia de zooplancton (Z ≡ 0)
El subespacio de tres dimensiones definido por Z ≡ 0 es invariante, es decir, cualquier trayectoria
que empiece en el subespacio se mantiene dentro del mismo. Tomando la cuarta ecuacio´n del
sistema inicial, la que representa la variacio´n del zooplancton respecto al tiempo, tenemos
Z˙ = (βG(, g, P )− φZ)Z
Si Z = 0 =⇒ Z(t) = 0 ∀t
Como el incremento de Z respecto al tiempo es nulo, vemos que efectivamente el subespacio es
invariante.
Entonces, las ecuaciones del sistema son ahora:
∂N
∂t
= −J(N, I)P + γmD
∂P
∂t
= (J(N, I)− φP )P
∂D
∂t
= φPP − γmD
Nota 3. Observamos que si se define S˜ := S|Z=0 = N + P + D entonces es tambie´n integral
primera del sistema de arriba :
˙˜S = 0⇒ S˜(t) = N(t) + P (t) +D(t) = N(t0) + P (t0) +D(t0) ∀t
Como en la seccio´n anterior, buscamos estructuras invariantes por la dina´mica. Empezamos con
los puntos de equilibrio.
Puntos de equilibrio
El sistema a resolver
0 = −J(N, I)P + γmD (14)
0 = (J(N, I)− φP )P (15)
0 = φPP − γmD (16)
nos proporciona dos tipos de puntos de equilibrio.
Q˜1 = (N(S), 0, 0)
Cuando tomamos P = 0 en (15) y de (16) deducimos que D = 0 ya que la tasa de reminera-
lizacio´n no puede ser cero.
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Q˜2 = (N
∗, P ∗,
φP
γm
P ∗)
Cuando tomamos P 6= 0 en (15) entonces se deduce que J(N, I) = φP y aislando la variable
N queda
N∗ =
kNφP
µmfI(I)− φP
que no depende de la masa inicial, so´lo de los para´metros dados
De la ecuacio´n (16) tenemos que D∗ =
φP
γm
P ∗2 y finalmente, debido a la conservacio´n de la
masa obtenemos:
P ∗(S, u) =
S − kNφp
µmfI(I)− φp
(φp/γm) + 1
Si se fija inicialmente la masa del sistema S˜(t0) = N(t0) + P (t0) +D(t0) = S˜0
P ∗ =
γm
γm + φP
(S˜0 −N∗)
que tendra´ sentido biolo´gico solamente si N∗ ≥ S˜0. En el caso contrario (N∗ > S˜0) no tenemos este
punto de equilibrio y so´lo tenemos Q˜1.
Nota 4. Si N∗ = S˜0 ⇒ P∗ = 0 y D∗ = 0 as´ı que es del tipo Q˜1.
Para visualizar mejor la dina´mica en los dos casos, damos a los para´metros los valores de la tabla y
dibujamos las o´rbitas en 3D para diferentes condiciones iniciales fijado un valor de la masa inicial
superior a N∗ = 0, 29, S˜1 = 10, y un valor inferior, S˜2 = 0, 2.
En la Figura 22 (A) se observa el plano determinado por la masa inicial S˜1 = 10 , y las o´rbitas de
distintas condiciones iniciales. Se aprecia claramente como todas las trayectorias tienden al punto
de equilibrio Q˜2 menos las que inician en la recta P = 0 que tienden a Q˜1. En la segunda gra´fica,
ide´ntica a la de la derecha pero rotada, se aprecia como las o´rbitas u´nicamente se mueven sobre
el plano generado al definir una masa inicial S˜1 = 10 y Z ≡ 0, como era de esperar al ser invariante.
En la Figura 22 (B) se observa el plano determinado por la masa inicial S˜2 = 0,2 , y las o´rbitas de
distintas condiciones iniciales. Se ve claramente como las trayectorias tienden al punto de equilibrio
Q˜1 y u´nicamente se mueven sobre el plano definido por la masa inicial y Z ≡ 0.
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Figura 22: Diferentes rotaciones de las o´rbitas con distintos puntos iniciales cuando la masa es (A)
S˜1 = 10 y (B) S˜2 = 0,2
De este punto de equilibrio tambie´n estudiamos la estabilidad por el me´todo de linealizacio´n. La
matriz de la linealizacio´n en el punto Q˜2 es.
Df(Q∗2) =
 −J˙P ∗2 −φP γmJ˙P ∗2 0 0
0 φP −γm

Y si calculamos su polinomio caracter´ıstico obtenemos:
Pλ(λ) = −λ(λ2 + (γm + J˙P∗)λ+ J˙P∗(φP + γm))
λ1 = 0 es valor propio derivado a que la masa total es una cantidad conservada. En cuanto a la
dina´mica so´lo nos influye en el hecho de no permitir salir de la variedad invariante determinado
por la masa inicial.
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Los otros dos valores propios son:
λ3 = − J˙P
∗
2 + γm
2
+
√
(J˙P ∗2 − γm)2
4
− J˙P ∗2 φP
λ4 = − J˙P
∗
2 + γm
2
−
√
(J˙P ∗2 − γm)2
4
− J˙P ∗2 φP
Y ana´logamente al estudio y simulaciones hechas en el apartado 3.3.5 obtenemos que el punto
de equilibrio Q˜2 es un foco atractor cuando P
∗ ∈ [0,0955, 2,5827], o equivalentemente cuando
S = [0,47, 5,03], y un nodo atractor para el resto de valores de P ∗.
3.4.2. Dina´mica en ausencia de fitoplancton (P ≡ 0)
Tambie´n el subespacio de tres dimensiones definido por P ≡ 0 es invariante. Tomando la segunda
ecuacio´n del sistema inicial, la que representa la variacio´n del fitoplancton respecto al tiempo, se
tiene
P˙ = (J(N, I)− φP −G(, g, P )Z
Si P = 0 =⇒ P (t) = 0 ∀t
ya que la funcio´n G(, g, P ) = 0 cuando P = 0. As´ı que el incremento de P respecto al tiempo es
nulo y queda demostrado que el subespacio es invariante.
Entonces, las ecuaciones del sistema en ausencia de fitoplancton son:
∂N
∂t
= φZZ + γmD
∂Z
∂t
= −φZZ
∂D
∂t
= −γmD
Nota 5. Como en el caso anterior, definiendo Sˆ := S|P=0 = N + Z + D entonces es tambie´n
integral primera del sistema de arriba :
˙ˆ
S = 0⇒ Sˆ(t) = N(t) + Z(t) +D(t) = N(t0) + Z(t0) +D(t0) ∀t
Ahora buscamos estructuras invariantes por la dina´mica.
Puntos de equilibrio
El sistema siguiente nos da una u´nica solucio´n
0 = −J(N, I)P + γmD
0 = (J(N, I)− φP )P
0 = φPP − γmD
Qˆ1 = (N(S), 0, 0)
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Si estudiamos la estabilidad del punto por el me´todo de linealizacio´n nos salen los siguientes
valores propios:
λ1 = 0 λ2 = −φZ λ3 = −γm
Por tanto tenemos un nodo atractor. Dibujamos algunas o´rbitas de puntos iniciales cercanos
a Qˆ1, que se pueden observar en la Figura 23.
Figura 23: Resultados de la simulacio´n para S = 1.
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3.5. Dina´mica global
Despue´s de observar los resultados obtenidos hasta el momento es de intere´s estudiar la naturaleza
global del sistema.
3.5.1. Aproximacio´n nume´rica
El objetivo de esta seccio´n es determinar con una aproximacio´n nume´rica las cuencas de
atraccio´n de los puntos de equilibrio Q∗1, Q
∗
2 y Q
∗
3. Hemos ya comprobado que Q
∗
3 localmente
es un atractor mientras que Q∗1 y Q
∗
2 lo son en las subvariedades invariantes P ≡ 0 y Z ≡ 0 respec-
tivamente. Adema´s, Q∗1 tambie´n es atractor local si no existen los otros dos puntos de equilibrio
(para masa pequen˜as) y Q∗2 lo es si no existe Q
∗
3. Sin embargo no sabemos cua´l es el alcance de tal
atraccio´n del sistema.
Para ello se ha hecho un mallado de condiciones iniciales, de diferentes densidades, y se han hecho
simulaciones para tiempos largos (T ∈ [1000, 2000]) para conocer la evolucio´n para cada una de
estas condiciones iniciales. Luego, se comprueba cua´les de ellas se acercan a un punto de equilibrio,
a una distancia euclidiana menor a 10−5, que es la tolerancia que se ha marcado en el programa,
o bien ‘escapan’. La tolerancia se ha tomado teniendo en cuenta que biolo´gicamente es suficiente-
mente precisa y que permite que el tiempo y la velocidad de las simulaciones sea razonable. As´ı,
cada condicio´n inicial del ‘hextante’ N-P-Z-D positivo es asociada a un punto de equilibrio o a
ninguno, y la regio´n queda dividida en zonas de atraccio´n de los puntos de equilibrio.
Parte del objetivo tambie´n es visualizarlo, as´ı que se fija una masa inicial, para reducir el problema
a 3 dimensiones5 y se proyecta sobre N-P-Z. Las condiciones iniciales que sean atra´ıdas por el punto
de equilibrio Q∗1 se coloreara´n de azul, de verde las del Q
∗
2 y de rojo las del Q
∗
3. Las condiciones
iniciales que no se aproximen a algu´n punto de equilibrio con la tolerancia definida, se pintara´n de
color negro.
Como hay diferentes zonas donde existen los puntos de equilibrio en funcio´n de la masa total6 S, se
toman distintas S para estudiar la dina´mica global en cada zona. En el diagrama de la Figura 24
se ven representadas las zonas existentes y las masa iniciales (S0 = 0,2, S1 = 0,4, S2 = 1, S3 = 10)
para las que se visualizara´n las cuencas de atraccio´n.
Figura 24: Esquema de existencia de los puntos de equilibrio respecto S y masa iniciales tomadas
para las simulaciones mostradas.
5Recordamos que la masa total es una integral primera del sistema.
6Para la existencia de Q∗2 y Q
∗
3 es necesaria una masa mı´nima, tal y como se indica en la seccio´n 3.2.1 Interpre-
tacio´n ecolo´gica de los puntos de equilibrio.
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Masa inicial S = S0 = 0,2
Para esta condicio´n inicial de masa, S0 = 0,2, so´lo existe el punto de equilibrio Q
∗
1 que tiene valor
Q∗1 = (0,2, 0, 0, 0). En la Figura 25 el punto Q
∗
1 se ha representado de color cian y de mayor taman˜o
que el resto de puntos. Todas la condiciones iniciales va´lidas, es decir, con todas las componentes
positivas y suma N + P + Z + D = S0, llegan al punto de equilibrio Q
∗
1 con un tiempo menor
a T = 1.100 y una tolerancia tol = 10−5. As´ı que en la Figura 25 se observa, para una malla de
[0,01]× [0,01]× [0,01]× [0,01] proyectada sobre los ejes N-P-Z, que todos los puntos son azules.
Figura 25: Resultados de la simulacio´n para S0 = 0,2.
Para mallas ma´s finas, el resultado es ana´logo. Por lo tanto, hay evidencia nume´rica de que para
S0 = 0,2 el punto de equilibrio Q
∗
1 es un atractor global del sistema.
Una concentracio´n tan baja de nutrientes no es habitual en un ecosistema marino. Se trata de un
ecosistema oligotro´fico, como podr´ıan ser algunas zonas de mar abierto en el mar Mediterraneo.
La baja concentracio´n de nutrientes no permite sostener una comunidad de fitoplancton y conse-
cuentemente tampoco de zooplancton, que se alimenta de e´ste. Finalmente, debido a que no hay
incremento de los detritus, e´stos terminan por remineralizarse en su totalidad. As´ı, el ciclo termina
por colapsar resultando una constante de nutrientes en el ecosistema equivalentes a la masa inicial
del sistema.
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Esta situacio´n se revierte cuando a causa de fluctuaciones los nutrientes sedimentados se incorpo-
ran al sistema o este se mezcla con un sistema exterior. Por ejemplo, en el mar Mediterraneo, estos
momentos de mezcla intensa se producen en el inverno.[7]
Masa inicial S = S1 = 0,4
Cuando la masa inicial del sistema es S1 = 0,4, coexisten los puntos de equilibrio Q
∗
1 y Q
∗
2, que da-
dos los valores de los para´metros de la tabla son Q∗1 = (0,4, 0, 0, 0) y Q
∗
2 = (0,2947, 0,0574, 0, 0,0478)
respectivamente.
En la Figura 26 se aprecia que todas las condiciones iniciales va´lidas (positivas y conN+P+Z+D =
S1) llegan a alguno de los dos puntos de equilibrio: azul en el caso deQ
∗
1 y verde en el caso deQ
∗
2. Las
condiciones de la simulacio´n representada en la figura son: una malla de [0,02]×[0,02]×[0,02]×[0,02]
proyectada sobre los ejes N-P-Z, un tiempo T = 1.750 y una tolerancia tol = 10−5. Respecto al
caso anterior se ha aumentado el tiempo de evolucio´n del sistema porque la convergencia a los
puntos Q∗2 es ma´s lenta si se quiere mantener la misma tolerancia que en el caso anterior.
Figura 26: Resultados de la simulacio´n para S1 = 0.
En la figura siguiente, Figura 27, se estudia por separado la cuenca de atraccio´n de cada uno de
los puntos de equilibrio. A la izquierda se observan las condiciones iniciales que tienden a Q∗1, el
punto de mayor taman˜o y de color cian. E´stas son las que inicialmente tienen P = 0, formando
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un tria´ngulo en el plano {P = 0}. Tambie´n as´ı se verifica nume´ricamente que el plano {P = 0} es
invariante.
Figura 27: Cuencas de atraccio´n de Q∗1 y Q
∗
2 cuando S1 = 0, 4.
A la derecha se muestran las condiciones iniciales que llegan a Q∗2, el punto de mayor taman˜o y de
color verde ma´s claro, que son el resto de condiciones iniciales, las que inicialmente tienen P 6= 0,
y forman un tetraedro.
Con estos resultados, juntamente con otras simulaciones hechas variando la masa inicial (pero siem-
pre en la zona en que so´lo coexisten Q∗1 y Q
∗
2) y con diferentes grosores de mallas, hay evidencias
nume´ricas de que el punto Q∗1 es un atractor global de la variedad invariante {P = 0} y Q∗2 es un
atractor global del resto de condiciones iniciales.
Una interpretacio´n biolo´gica posible de las condiciones iniciales que acaban en Q∗2 es que una
concentracio´n muy baja de todos los niveles tro´ficos no consigue sostener una comunidad de fito-
plancton lo bastante numerosa para aportar suficiente energ´ıa y nutrientes al siguiente nivel tro´fico,
que seria el zooplancton. As´ı, el ciclo termina por reducirse a un sistema de 3 niveles tro´ficos donde
el fitoplancton se mantiene en unos valores bajos y consecuentemente los detritus tambie´n.
Si, en cambio, si inicialmente no hay fitoplancton, las condiciones iniciales que se encuentran en
la variedad invariante {P = 0}, el zooplancton no tiene alimento y ra´pidamente se extingue.
Finalmente, como en el caso de S0 = 0,2, debido a que no hay incremento de los detritus, e´stos
terminan por remineralizarse en su totalidad y el ciclo termina colapsando en una constante de
nutrientes equivalente a la masa inicial del sistema. Este no es un caso planteable desde el punto
de vista ecolo´gico.
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Masa inicial S = S2 = 1
Para esta condicio´n inicial de masa, S2 = 1, existen los tres puntos de equilibrio, que dados
los valores de los para´metros de la tabla son Q∗1 = (1, 0, 0, 0), Q
∗
2 = (0,2947, 0,3847, 0, 0,3206) y
Q∗3 = (0,65344, 0,08248, 0,07198, 0,19210) .
En la Figura 28 se puede observar co´mo no hay puntos negros, es decir, todas las condiciones
iniciales de la regio´n con sentido biolo´gico tienden a alguno de los tres puntos de equilibrio. La
simulacio´n representada en la gra´fica se ha hecho con una malla de [0, 05]× [0, 05]× [0, 05]× [0, 05],
un tiempo T= 1.200 una tolerancia tol = 10−5. Igual que en los dos casos anteriores, para la
visualizacio´n se ha proyectado sobre N-P-Z.
Figura 28: Resultados de la simulacio´n para S2 = 1.
Ahora se separan las condiciones iniciales dependiendo de en que punto de equilibrio han acabado,
en resumen, visualizamos las cuencas de atraccio´n de cada punto de equilibrio, diferenciadas por
los colores.
La primera gra´fica de la Figura 29 muestra las condiciones iniciales que tienden al punto de
equilibrio Q∗2, que esta´ coloreado de un verde ma´s claro y tiene un taman˜o ma´s grande. E´stas esta´n
situadas en el plano invariante {Z = 0} y mantienen todo la trayectoria dentro de la variedad,
reafirmando que la variedad es invariante.
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En la gra´fica de la derecha se observan las condiciones iniciales que llegan a Q∗1, el punto de mayor
taman˜o y de color cian. E´stas son las que inicialmente tienen P = 0, las condiciones iniciales de la
variedad invariante {P = 0}.
Finalmente, en la gra´fica de debajo se representan el resto de condiciones iniciales, que tienden al
punto de equilibrio Q∗3, pintado de negro, donde existe la coexistencia de todos los niveles tro´ficos.
Figura 29: Cuencas de atraccio´n de Q∗1, Q
∗
2 y Q
∗
3 cuando S2 = 1.
Inicialmente parece que Q∗3 es atractor global para {Z > 0, P > 0}, as´ı que se ha ampliado la zona
cercana al punto de equilibrio Q∗1 para comprobar el comportamiento de los puntos ma´s cercanos a
e´ste y verificar la hipo´tesis dada. Para ello se toma una malla ma´s fina, de 0,01×0,01×0,01×0,01
limitando el intervalo de condiciones iniciales a [0,9, 1]× [0, 0,1]× [0, 0,1]× [0, 0,1] (N-P-Z-D), como
se ve en la primera gra´fica de la Figura 30.
Como es natural y hemos visto ya en el caso anterior, ante la ausencia de fitoplancton el zoo-
plancton muere ra´pidamente y el sistema colapsa en una totalidad de nutrientes. Por otro lado,
si inicialmente no hay zooplancton el sistema se estabiliza en una mezcla de nutrientes, fitoplanc-
ton y detritus quedando a la espera de una nueva fluctuacio´n que var´ıe las condiciones iniciales.
Finalmente, si inicialmente coexisten todas las variables, debido a los para´metros de la tasa de
alimentacio´n de zooplancton sobre el fitoplancton y la replicacio´n de este, son extremos, el sistema
llega al punto de equilibrio Q∗3 do´nde hay ma´s consumidores primarios que productores.
En la primera gra´fica de la Figura 30 se puede ver la regio´n ampliada respecto a la gra´fica inicial
de S2 = 1, y las subsiguientes gra´ficas son los resultados de la zona ampliada. Se observa que el
comportamiento de la estabilidad de las condiciones iniciales es equivalente al visto anteriormente
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en todo el conjunto de puntos iniciales de S2 = 1. Los que esta´n en la variedad invariante {P = 0}
tienden a Q∗1, los de la variedad invariante Z = 0 a Q
∗
2, y el resto a Q
∗
3.
Figura 30: Ampliacio´n de la simulacio´n para S2 = 1 y cuencas de atraccio´n.
Masa inicial S = S3 = 10
Con esta condicio´n de masa total de sistema S3 = 10 tambie´n existen los tres puntos de equilibrio:
Q∗1 = (10, 0, 0, 0), Q
∗
2 = (0,2947, 5,2938, 0, 4,4115) y Q
∗
3 = (9,18763, 0,08248, 0,07975, 0,6519).
El procedimiento para elaborar estas gra´ficas es ana´logo al de S2 = 1 y los resultados obtenidos, a
pesar de que la masa es mucho mayor, son tambie´n equivalentes tal y como se puede observar en
las Figuras 31 y 32.
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Figura 31: Resultados de la simulacio´n para S3 = 10.
Figura 32: Cuencas de atraccio´n de Q∗1, Q
∗
2 y Q
∗
3 cuando S3 = 10.
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3.5.2. Dina´mica global: estudio anal´ıtico
Visto los resultados de la dina´mica global nume´rica, en este apartado nos proponemos probar que
los puntos de equilibrio no son solo atractores locales como hemos demostrado ya sino´ que en algu-
nos casos tambie´n lo son globalmente y en determinadas regiones. En particular, demostraremos
que Q∗1 es un atractor global para {P = 0} y para {Z = 0} cuando J(S0) − φP < 0 y Q∗2 es un
atractor global en {Z = 0}, menos en la recta N=0, cuando J(S0)− φP > 0.
Partiendo del sistema inicial:
∂N
∂t
= −J(N, I)P + φzZ + γmD
∂P
∂t
= (J(N, I)− φP )P −G(ε, g, P )Z
∂Z
∂t
= (βG(ε, g, P )− φZ)Z
∂D
∂t
= φPP + (1− β)G(ε, g, P )Z − γmD
Fijando S = S0 ≥ 0 se tiene que D(t) = S0−N(t)−P (t)−Z(t) por ser N(t)+P (t)+Z(t)+D(t) = S
una integral primera del sistema. Sustituyendo obtenemos el sistema 3D siguiente:
∂N
∂t
= +γmS0 − γmN − (γm + J(N, I))P + (φz − γm)Z (17)
∂P
∂t
= (J(N, I)− φP )P −G(ε, g, P )Z (18)
∂Z
∂t
= (βG(ε, g, P )− φZ)Z (19)
Dina´mica sobre {P = 0}
Como hemos visto con anterioridad en el apartado 3.4.2 Dina´mica en ausencia de fitoplancton, esta
es una variedad invariante, tomando P (0) = 0⇒ P (t) = 0 ∀t, de forma que podemos restringirnos
a (N(t), Z(t)) con 0 ≤ N + Z ≤ S0 pues estamos interesados en su significado biolo´gico.
∂N
∂t
= +γmS0 − γmN + (φz − γm)Z (20)
∂Z
∂t
= −φZZ (21)
En la Figura 33 podemos ver la regio´n D a la que nos limitamos.
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Figura 33: Esquema de la variedad {P = 0} cuando tiene sentido biolo´gico
A continuacio´n se desarrollan resultados que nos determinan la dina´mica global de la regio´n:
La recta
−−→
ON es invariante
Sustituyendo Z = 0 en (21) se obtiene Z˙ = 0⇒ Z(t) = 0 ∀t
Y la dina´mica de la recta
−−→
ON viene determinada por la ecuacio´n:
N˙ = γm(S0 −N)
Existe un punto fijo N = S0 que es atractor: cuando N > S0 ⇒ N˙ < S0, por tanto, las
trayectorias tienden a N = S0 y cuando N < S0 ⇒ N˙ > S0 las trayectorias tienden tambie´n
a N = S0. En la Figura 34 indicamos la direccio´n de las trayectorias sobre la recta
−−→
ON .
Figura 34: Dina´mica sobre la recta invariante P = 0.
Z decrece en el dominio D ya que Z˙ = −φZZ y φZ es positiva, como todos los para´metros
usados.
La recta N + Z = S0 es invariante
Basta ver que el campo de velocidades sobre ella es proporcional al vector (1,−1):
F (N,S0 −N) =
(
γm(S0 −N) + (φZ − γm)(S0 −N)
−φZ(S0 −N)
)
= φZ(S0 −N)
(
1
−1
)
Con el punto anterior y e´ste determinamos la dina´mica de la recta N + Z = S0 que repre-
sentamos en la Figura 35.
51
Figura 35: Dina´mica sobre la recta invariante N + Z = S0.
N crece en el dominio D.
Consideramos la isoclina γm(S0 −N) + (φZ − γm)Z = 0 que determina N˙ = 0. E´sta corres-
ponde a la recta N = S0− (1− φZ
γm
)Z que pasa por (S0, 0) y (0,
S0
1− φZ/γm ) = (0,
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S0). As´ı
que dentro de la regio´n D γm(S0 −N) + (φZ − γm)Z > 0 y por tanto N crece en el dominio
D. En la Figura 36 vemos la isoclina y las dos regiones en las que divide el plano.
Figura 36: El dominio D queda en la regio´n donde γm(S0 −N) + (φZ − γm)Z > 0.
Finalmente podemos decir que toda condicio´n inicial de D tiende al punto de equilibrio (N,Z) =
(S0, 0) que en coordenadas (N,P,Z,D) es Q
∗
1 = (S0, 0, 0, 0). Es lo que hab´ıamos visto nume´rica-
mente en el apartado anterior. En la Figura 37 se observa el campo de velocidades en esta regio´n
donde tomamos S0 = 1.
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Figura 37: Trayectorias en {P = 0} cuando S0 = 1. El gradiente de colores indica la velocidad de
las trayectorias.
Dina´mica sobre {Z = 0}
Como se ha visto anteriormente, es una variedad invariante ya que Z(0) = 0⇒ Z(t) = 0 ∀t y en
este caso, el sistema se reduce a:
∂N
∂t
= γmS0 − γmN − (γm + J(N, I))P (22)
∂P
∂t
= (J(N, I)− φP )P (23)
Nos restringimos a la regio´n R ∈ (N(t), P (t)) con 0 ≤ N + P ≤ S0.
En la regio´n hay dos puntos de equilibrio:
X˜1 = (S0, 0)
X˜2 =
(
N˜ ,
γm(S0 − N˜)
γm + J(N˜)
)
donde N˜ = kNφPµmfI(I)−φP
Estudiamos primero la dina´mica sobre la frontera de R:
La recta
−−→
ON
Como en el caso anterior, la recta es invariante: sustituyendo P = 0 en (23) se obtiene
P˙ = 0⇒ P (t) = 0 ∀t
Y la dina´mica de la recta
−−→
ON viene determinada por la ecuacio´n:
N˙ = γm(S0 −N)
As´ı que la dina´mica es la misma que en el caso {P = 0} y el punto fijo X˜1 es atractor para
todos los puntos de la recta.
Sobre el segmento N + P = S0, 0 < N < S0 :
F (N,S0 −N︸ ︷︷ ︸
P
) =
( γm(S0 −N)− (γm + J(N))(S0 −N)
(J(N)− φP )(S0 −N)
)
= J(N)(S0 −N)
( −1
1
)
︸ ︷︷ ︸
u
+ (S0 −N)
( 0
−φP
)
︸ ︷︷ ︸
v
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que apunta siempre hacia el interior de R. Un esquema de estas trayectorias que empiezan
sobre el segmente se puede observar en la Figura 38.
Figura 38: Direccio´n del campo de vectores que empiezan sobre el segmento N +P = S0, 0 < N <
S0.
En los puntos (S0, 0), (0, S0) y (0, 0)
• F (S0, 0) =
( 0
0
)
→ es el punto fijo X˜1 y por eso la velocidad es cero.
• F (0, S0) =
( 0
−φPS0
)
→ se mantiene en la regio´n R.
• F (0, 0) =
( −γmS0
0
)
→ es un punto de la recta invariante −−→ON , as´ı que se mantiene
sobre ella.
Sobre el segmento P ∈ [0, S0], N = 0
F (0, P ) =
(
γmS0 − (γm + J(0))P
(J(0)− φP )P
)
=
(
γm(S0 − P )
−φPP
)
Las trayectorias que se inician sobre este segmento se mantienen dentro de la regio´n R.
En la Figura 39 podemos ver las direcciones de las trayectorias de los dos u´ltimos items.
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Figura 39: Direccio´n de las trayectorias en el segmento N = 0, P ∈ [0, S0] y en los puntos
(S0, 0), (0, S0) y (0, 0).
Por lo tanto, R¯ es un dominio positivamente invariante, es decir, cualquier solucio´n con con-
diciones iniciales en R¯ permanece en R¯ ∀t ≥ 0. Por el teorema de Poincare´-Bendixon, en R2
se tiene que en el interior de R debe haber o un punto de equilibrio, o una o´rbita perio´dica o una
conexio´n de puntos de silla.
Ahora estudiamos la estabilidad lineal en los puntos de equilibrio X˜1 y X˜2
La matriz del sistema linealizado es:
DF (N,P ) =
( −γm − JN (N)P −(γm + J(N))
JN (N)P J(N)− φP
)
Al ser un sistema lineal 2-dimensional a coeficientes constantes para analizar la estabilidad en los
puntos de equilibrio aplicaremos el criterio traza-determinante que anunciamos a continuacio´n.
Proposicio´n 1. Sea A ∈ M2(R). Notamos T = traza A, D= detA y 4 = T 2 − 4D. Entonces el
sistema x′ = Ax es:
Una silla (inestable) si y so´lo si D < 0.
Un centro (estable pero no asimpto´ticamente estable) si y so´lo si T = 0 y D > 0.
Un foco si y so´lo si T 6= 0 y 4 < 0. El foco es repulsor cuando T > 0 y atractor cuando
T < 0.
Un nodo si y so´lo si D > 0 y 4 ≥ 0. El nodo es repulsor cuando T > 0 y atractor cuando
T < 0. Adema´s, el nodo es impropio si y so´lo si 4 = 0 y la matriz A no es diagonal.
Degenerado cuando D = 0. Un sistema degenerado es instable cuando T > 0, estable pero no
asimpto´ticamente estable cuando T < 0, y puede ser estable o inestable cuando T = 0.
1. La matriz del sistema linealizado en el punto de equilibrio X˜1 es
DF (X˜1) =
( −γm −(γm + J(S0))
0 J(S0)− φP
)
De donde obtenemos que la traza y el determinante son:
tr = −γm + (J(S0)− φP )
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det = −γm(J(S0)− φP )
Caso 1: Cuando J(S0)− φP > 0.
Esto sucede cuando 0 < N˜ ≤ S0 donde N˜ es tal que J(N˜) = φP que es u´nico pues J(N) es
estrictamente creciente. As´ı:
tr =
 > 0 si J(S0)− φP > γm= 0 si J(S0)− φP = γm
< 0 si J(S0)− φP < γm
Adema´s det = −γm︸︷︷︸
<0
(J(S0)− φP )︸ ︷︷ ︸
>0
< 0
Por tanto X˜1 = (S0, 0) es siempre un punto de silla del sistema linealizado e inestable para
el sistema no lineal.
Este resultado se puede observar nume´ricamente en las Figuras 27, 29 o 32.
Caso 2: Cuando J(S0)− φP < 0.
Esto sucede cuando N˜ > S0, que dados los para´metros de la tabla, so´lo pasa cuando S0 <
0,2947 , es decir, cuando so´lo puede existir Q∗1.
As´ı
tr = −γm + J(S0)− φP < 0
det = −γm(J(S0)− φP ) > 0
4 = tr2−4det = (−γm+(J(S0)−φP ))2+4γm(J(S0)−φP ) = ... = (γm+(J(S0)−φP ))2 ≥ 0
Por tanto:
Si J(S0)− φP = γm ⇒ λ1 = λ2 = tr
2
= 12 (−γm + (J(S0)− φP ))
Y X˜1 es un Nodo atractor, propio si diagonaliza o impropio si no diagonaliza.
Si J(S0)− φP 6= γm ⇒4 6= 0⇒ λ1, λ2 < 0 y X˜1 es un Nodo propio atractor
Este resultado se puede ver numericamente en la Figura 25
2. En el punto de equilibrio X˜2 el sistema linealizado es:
DF (X˜2) = DF (N˜ , P˜ ) =
( −γm − JN (N˜)P˜ −(γm + J(N˜))
JN (N˜)N˜ J(N˜)− φP
)
=
=
( −γm − JN (N˜)P˜ −(γm + φP )
JN (N˜)N˜ 0
)
De donde la traza el determinante y el discriminante son:
tr = −γm − JN (N˜)P˜ < 0
det = (γm + φP )JN (N˜)P˜ > 0
7
7JN = β˜kN (kN +N)
2
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4 = tr2−4det = (−γm−JN (N˜)P˜ )2−4(γm+φP )JN (N˜)P˜ = ... = (γm−JN (N˜)P˜ )2−4φPJN (N˜)P˜
Por tanto, es un foco o un nodo atractor dependiendo si 4 < 0 o 4 ≥ 0 respectivamente. La
curva de bifurcacio´n 4 = 0 viene dada por
(γm − JN (N˜)P˜ )2 = 4φPJN (N˜)P˜
Finalmente estudiamos las isoclinas, que nos permitira´n determinar el movimiento cualitativo de
las trayectorias.
La isoclina que determina P ′ = 0 es la recta N = N˜ . Esta separa la regio´n en dos, cuando P ′ < 0
(N < N˜), P es decreciente y en la Figura 40 observamos que las flechas ”bajan”mientras que
cuando P ′ > 0 (N > N˜) P es creciente y las flechan ”suben”.
Consideramos la isoclina γm(S0−N)− (γm +J(N))P = 0⇒ P (N) = γm(S0 −N)
γm + J(N)
que determina
N ′ = 0. Es continua en N ∈ [0, S0] y los puntos de corte con la recta P + N = S0 son (0, S0)
y (S0, 0). La hemos coloreado de rojo en la Figura 40 y tambie´n divide la regio´n en dos: cuando
N ′ < 0, N es decreciente y en la Figura 40 observamos que las flechas van a ”la izquierda”mientras
que cuando N ′ > 0, N es creciente y las flechan van a la ”derecha”.
Figura 40: Esquema
Por tanto, la dina´mica global depende de la masa inicial:
Si S0 < N˜ entonces X˜1 = (S0, 0) es un atractor global.
Si S0 > N˜ entonces X˜2 = (S0, 0) es un atractor global menos en la recta P = 0 que tiende a
X˜1.
Es lo que hab´ıamos visto en los resultados nume´ricos del apartado anterior y que podemos volver
a apreciar en la Figura 41 siguiente, donde tomamos S0 = 0,2 y S0 = 1.
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Figura 41: Esquema de las trayectorias en {Z = 0} para diferentes valores de masa. El gradiente
de colores indica la velocidad de las trayectorias.
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4. Tiempo convergencia vs distancia
Una vez determinada la estabilidad global del sistema, que ha permitido entender mejor la dina´mica
global, en esta seccio´n se desarrolla el estudio del tiempo de la fase transitoria hasta la estabili-
zacio´n del sistema. Para ello se analiza el tiempo de convergencia de las condiciones iniciales en
relacio´n a la distancia que esta´n del punto de equilibrio.
El transitorio comprende toda una serie de cambios que tienen gran intere´s y significado desde el
punto de vista del eco´logo. Determinar cua´ndo se estabiliza el sistema puede permitir planificar la
frecuencia de muestreo para no perder informacio´n relevante del ecosistema y optimizar tiempo y
costes en las investigaciones.
El estudio se hace nume´ricamente tomando las masas iniciales utilizadas en la seccio´n Aproxima-
cio´n nume´rica pero, a diferencia de la seccio´n anterior en que se tomaban unas tolerancias al punto
de equilibrio de 10−5, aqu´ı, pretendiendo una aplicacio´n biolo´gica, se estudia con una tolerancia
de 10−2.
4.1. Tiempo relativo de estabilizacio´n al punto Q∗1
Como se ha visto en el estudio de la dina´mica del sistema, el punto de equilibrio Q∗1 es un atractor
global de todas las condiciones iniciales en caso que la masa sea inferior a S = 0,2947 y un atractor
en la variedad invariante {P ≡ 0} si S ≥ 0,2947.
En la Figura 42 se muestran los resultados de las simulaciones con las masas S = 0,4, S = 1 y
S = 10 para determinar el tiempo de convergencia respecto la distancia a este punto cuando es un
atractor sobre la variedad {P ≡ 0}. Para cada masa tambie´n se ha dibujado el campo de velocida-
des (ejes N-Z) sobre esta variedad, donde el gradiente de color amarillo-rojo indica las direcciones
de ma´s velocidad a menos. En estas gra´ficas se aprecia muy bien que Q∗1 es un nodo atractor en
esa variedad.
En las tres gra´ficas se aprecia un comportamiento equivalente, donde la direccio´n ma´s ra´pida Z = 0
acota los tiempos inferiormente y la direccio´n ma´s lenta Z+N = S acota superiormente los tiempos
de convergencia. A medida que aumenta el valor de Z, dentro de este rango, los tiempos tambie´n
aumentan. Por esa razo´n se observan estratos de tiempo de convergencia respecto a la distancia a
Q∗1.
En la Figura 43 se observan los resultados de las simulaciones con la masa S = 0,2 para determi-
nar el tiempo de convergencia respecto la distancia a este punto cuando es un atractor global del
sistema.
Igual que en la Figura anterior hay un patro´n que siguen las condiciones iniciales que esta´n en
la variedad {P ≡ 0} pero en esta gra´fica adema´s se observan solapadas el tiempo relativo de
convergencia del resto de condiciones iniciales del ”hextante”.
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Figura 42: A la izquierda se ha representado el tiempo de convergencia al punto de equilibrio
Q∗1 dependiendo de la distancia de las condiciones iniciales. A la derecha se observa el campo de
velocidades para la subvariedad P ≡ 0 representado en el eje N-Z. A) S = 0.4 B) S = 1 C) S = 10
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Figura 43: Tiempo de convergencia al punto de equilibrio Q∗1 dependiendo de la distancia de las
condiciones iniciales cuando S = 0.2
4.2. Tiempo relativo de estabilizacio´n al punto Q∗2
El punto de equilibrio Q∗2 es un atractor global, menos en {P ≡ 0}, de todas las condiciones inicia-
les en caso que la masa este´ comprendida entre S ∈ [0,2947, 0,4460] y un atractor en la variedad
invariante {Z ≡ 0} si S ≥ 0,2947.
En la Figura 44 se muestran los resultados de las simulaciones con las masas S = 1 y S = 10 para
determinar el tiempo de convergencia respecto la distancia a este punto cuando es un atractor sobre
la variedad {Z ≡ 0} (menos la recta N = 0). Para cada masa tambie´n se ha dibujado el campo
de velocidades (ejes N-P) sobre esta variedad, donde el gradiente de color amarillo-rojo indica las
direcciones de ma´s velocidad a menos.
En la gra´fica (A-izquierda) se aprecian las dos direcciones de entrada, la ra´pida y la lenta, al foco
atractor. En (A-derecha) se observan el campo de velocidades cuando la masa es S = 1. En la gra´fi-
ca (B-izquierda) se observa que para las condiciones iniciales que esta´n a una distancia de 5 todas
convergen a la misma velocidad mientras que para el resto de distancias hay mucha variabilidad
de tiempos de convergencia. En (B-derecha) se observan el campo de velocidades convergiendo al
punto de equilibrio y co´mo toman la forma de nodo atractor.
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Esta variedad, {Z ≡ 0}, es la que tiene un tiempo de convergencia ma´s ra´pido en comparacio´n con
el resto del sistema.
Figura 44: A la izquierda se ha representado el tiempo de convergencia al punto de equilibrio
Q∗2 dependiendo de la distancia de las condiciones iniciales. A la derecha se observa el campo de
velocidades para la subvariedad Z ≡ 0 representado en el eje N-P. A) S = 1 B) S = 10
En la Figura 45 se observan los resultados de las simulaciones con la masa S = 0,4 para determi-
nar el tiempo de convergencia respecto la distancia a este punto cuando es un atractor global del
sistema. Se han coloreado de morado las condiciones iniciales de la variedad {Z ≡ 0}, que ser´ıan
las comparables con las gra´ficas anteriores.
A diferencia de la figura anterior, aqu´ı el punto de equilibrio Q∗2 es un nodo atractor y el tiempo
de convergencia aumenta considerablemente.
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Figura 45: Tiempo de convergencia al punto de equilibrio Q∗2 dependiendo de la distancia de las
condiciones iniciales cuando S = 0.4
4.3. Tiempo relativo de estabilizacio´n al punto Q∗3
Finalmente estudiamos el tiempo de convergencia al punto Q∗3. Se han hecho simulaciones para
los casos S = 1 y S = 10 ya que el punto de equilibrio no existe cuando S = 0.2 o S = 0.4. En
el caso S = 1 el punto de equilibrio es un foco atractor y para S = 10 se trata de un
nodo atractor, esta diferencia se aprecia muy bien en la forma de las gra´fica de la izquierda de
la Figura 46.
Dado el volumen elevado de las simulaciones hechas y la gran diferencia cualitativa que se observa
entre estas dos masas, se ha calculado tambie´n la media y la dispersio´n de los resultados obtenidos
en las simulaciones tambie´n considerando la distancia al punto de equilibrio.
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Figura 46: A la izquierda se ha representado el tiempo de convergencia al punto de equilibrio
Q∗3 dependiendo de la distancia de las condiciones iniciales. A la derecha se observa la media y
dispersio´n del tiempo de convergencia dependiendo de la distancia al punto de equilibrio. A) S =
1 B) S = 10
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5. Conclusiones y futuras v´ıas de investigacio´n
En este trabajo se han extra´ıdo las condiciones de existencia y estabilidad de los puntos de equili-
brio e interpretado el comportamiento del modelo N-P-Z-D con unas hipo´tesis de relaciones entre
las variables.
Se ha podido observar que el modelo presenta poca memoria de las condiciones iniciales a me-
dida que evoluciona y que sus puntos de equilibrio esta´n muy determinados por los para´metros
del sistema. Respecto a la estabilidad global del modelo se ha constatado que, excepto en casos
degenerados (condiciones iniciales con una variable nula o con masa inicial muy baja), todas las
condiciones iniciales evolucionan hacia un punto de equilibrio donde coexisten todas las variables.
Resulta destacable que no se han obtenido ciclos l´ımites, do´nde puntos cercanos a un punto de
equilibrio (centro estable) siguen trayectorias cerradas.
Una vez conocida la estabilidad global del modelo, ecolo´gicamente tiene intere´s estudiar ma´s a
fondo las fases iniciales o transitorias y por ello, al final del trabajo se ha hecho un breve estudio
del tiempo de convergencia de las condiciones iniciales en relacio´n a la distancia que esta´n del
punto de equilibrio. Esto abre interesantes v´ıas para futuras investigaciones, como por ejemplo
determinar la frecuencia de muestreo para no perder informacio´n relevante y optimizar tiempo y
costes.
Como hemos mencionado previamente, los para´metros del modelo tienen influencia en los resulta-
dos obtenidos, as´ı que seria deseable realizar un ana´lisis de sensibilidad para determinar hasta que´
punto la estabilidad del sistema viene dada por e´stos.
Otra posibilidad que puede surgir a ra´ız de este trabajo, es estudiar el modelo cuando cambios en
las condiciones ambientales y f´ısicas perturban el estado de equilibrio y devienen cambios en los
para´metros. Un ejemplo muy interesante realizado para un modelo de depredador-presa se puede
ver en el art´ıculo de (Truscott, 1994)[16].
Quiero hacer una valoracio´n positiva de todo el proceso de elaboracio´n del trabajo que me ha per-
mitido iniciarme en la ecolog´ıa marina que hasta el momento desconoc´ıa por completo y aplicar los
conocimientos de programacio´n, ca´lculo nume´rico y sistemas dina´micos, adquiridos a lo largo de los
estudios de grado de matema´ticas. Iniciamos el estudio de un modelo del ecosistema plancto´nico
sobre cuya estabilidad y dina´mica no hab´ıa investigaciones completas previas, a pesar de ser un
modelo a´mpliamente utilizado en muchos campos. Esto planteaba la dificultad de la incertidumbre
de los resultados que pod´ıamos obtener y si habr´ıa consistencia entre el modelo matema´tico y la
interpretacio´n biolo´gica.
Destacamos que para la elaboracio´n de este trabajo de matema´tica aplicada a la ecolog´ıa ha sido de
vital importancia el aporte cualitativo dado por el Dr.Jordi Sole´ en su larga experiencia en el tema.
Conclu´ımos el trabajo con una cita [7] del Doctor Ramon Margalef que refleja muy bien la frus-
tracio´n en la ambicio´n de modelar sistemas complejos:
Au´n as´ı, no es posible abarcar la sucesio´n en un modelo sencillo, o en un sistema
de ecuaciones porque en estas falta el germen de creacio´n, que realmente existe en
forma de nuevas especies procedentes del exterior del ecosistema, o de nuevos genotipos
aparecidos por mutacio´n dentro del propio ecosistema.
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