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Abstract
The research reported in this thesis is concerned with the flow of gran-
ular systems in response to penetration and compaction. The tech-
nique of Digital Speckle Radiography (DSR), which involves analysis
of flash X-ray images, has been applied to measure the internal dis-
placement fields within large opaque granular samples. Large samples
are desirable as the measured displacements are more representative
of the bulk.
Current DICC algorithms were found to be unsuitable for analysis of
X-ray images of large samples. The large contrast variations present in
such X-ray images, due to the X-ray beam profile, sample geometry
and the high X-ray absorbance of metal penetrators, are shown to
cause significant errors in the calculated displacement fields. A study
of image normalisation techniques was carried out, and the effect of
each technique on the accuracy of the measured displacements was
investigated. A new DICC algorithm for use in DSR was produced
which includes image normalisation techniques to correct for uneven
contrast in the images. This new DICC algorithm was shown to be
far more effective at analysing X-ray images of large samples.
This improved DSR technique was applied to measure the internal
displacements within a large sample of sand during penetration by
projectiles with different nose-shapes (flat, ogive-2 and hemispheri-
cal) and at different rates (1.5 mm/min to 200 ms−1). The improved
technique was found to provide high-resolution displacement data il-
lustrating the response of the material. The dominant material re-
sponse at low rates (1.5 mm/min) was found to be splitting of the
material ahead of the projectile tip, followed by bulk reverse-flow of
material towards the penetration face. At the higher rates (200 ms−1),
the dominant response was compaction of the material ahead of the
projectile tip. The transition between the two regimes was found to
occur between velocities of 5 and 19 ms−1.
The streamlined ogive-2 projectile nose-shape was shown to be the
most effective for penetration, in that it caused less disruption of the
material ahead of the projectile, lost less energy during the early stages
of penetration in the dynamic experiments and more effectively split
the material ahead of the projectile tip, a process which was shown
to be important at all rates of penetration.
The compaction properties of a particulate mixture and a granu-
lar material, including the effect of factors such as porosity, initial
particle arrangement and force chain formation, were investigated.
Samples which were conducive to the formation of force chains span-
ning the whole sample were discovered to have anomalously high
strengths. Small amounts of added water were shown to increase
the compactability, by lubricating the grain contact points, but larger
amounts of water decreased the compactability.
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Chapter 1
Introduction
1.1 Overview
The research presented in this thesis is concerned with the internal flow of granular
systems in response to penetration and compaction. The research can be split
into three main areas:
1. Optimisation of the technique of Digital Speckle Radiography (DSR) so
that significant improvements are achieved in the resolution and accuracy
of the measured displacement fields.
2. An experimental investigation of the internal flow of material within a sam-
ple of sand during penetration using the optimised DSR algorithm, includ-
ing the effect of penetration velocity, projectile nose-shape and comparison
with simulations.
3. An investigation of the effect of particle size, density and water content on
the mechanical behaviour of granular systems and particulate composites
during compaction.
In this chapter, the motivation for this research and a review of the proper-
ties of granular materials are presented. Previous experiments investigating the
penetration of granular materials and their limitations in considering only the
external consequences of the penetration or the terminal state of the system are
discussed.
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In the following two chapters, the techniques of Digital Image Cross Correla-
tion (DICC) and Digital Speckle Radiography (DSR), which allow measurement
of internal displacements within opaque granular materials through analysis of
X-ray images, are introduced and discussed. Current DICC algorithms are found
to be unsuitable for DSR studies on large samples. The large contrast variations
present in experimental X-ray images, due to the X-ray beam profile, sample
geometry and the presence of a metal penetrator, are shown to cause significant
problems with the correlation. A number of different approaches for improv-
ing the contrast in X-ray images are discussed and their effect on the success
of the correlation and the subsequent accuracy of the measured displacements is
investigated.
In Chapters 4 and 5, this improved technique is applied to an investigation of
the penetration of sand by long-rod projectiles at 200 ms−1. The displacement
fields are mapped at high resolution, allowing quantitative measurement of how
the displacements are transmitted through the granular material. The temporal
progression of the penetration is investigated for a number of different projectile
nose-shapes. The dominant material response at these rates is compaction of the
material ahead of the projectile.
A series of lower-rate penetration experiments (1.5 mm/min to 5 ms−1) are
discussed in Chapters 6 and 7. The response of the granular material is markedly
different at lower rates of penetration. The dominant material response changes
to bulk flow of material towards the impact face. The velocity at which this tran-
sition occurs is investigated through a series of intermediate velocity penetration
experiments.
In Chapter 8, the observed behaviour of the sample is contrasted with that
observed for hydrodynamic materials or inhomogeneous solids. The experimental
data is compared to combined Discrete Element Method and Finite Element
Method simulations of penetration of a granular medium. Some strong similarities
are observed between the experimental results and the results of the simulations.
Chapters 9 and 10 move on to consider the uniform compaction of granular
or particulate materials. In Chapter 9, the dynamic compaction response of mix-
tures of metal and PTFE powders are discussed. The experiments illustrate the
importance of a number of factors, including porosity, initial particle arrangement
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and the effect of force chain formation on the strength of a sample. In Chapter
10, the compaction behaviour of mixtures of sand, silt and water is investigated.
The influence of water in lubricating or strengthening a granular material is dis-
cussed, as are the effect of porosity and particle size on the compactability of
granular materials.
1.2 Motivation
Granular materials are some of the most widely occurring materials in nature
and are heavily exploited in industry. Well-known natural examples of granular
materials include sand, gravel and soil. Examples of granular materials and gran-
ular flow in industry include pills being transported in pharmaceutical factories,
the flow of nuts, grains or potatoes in food processing and transport and the use
of soils and grouts in construction [1]. The flow and equilibrium properties of
these granular materials are central to the design of the equipment for handling
and transporting them. Sand and silt are also major components of concrete,
one of the most widely used building materials in the world. In order to fully
understand the behaviour of an aggregate such as concrete, it is necessary to first
have a better understanding of the behaviour and properties of the constituent
granular materials.
Understanding the behaviour of these materials, in particular how they re-
spond to stimuli in the form of vibration, uniform loading or localised loading
(penetration), is of great importance to diverse fields such as excavation, con-
struction, geomechanics, seismology, mining and oil and gas extraction. A greater
understanding of the basic interactions between grains within a granular material
should lead to more physically realistic computational models of such materials.
These could then be used to make predictions about important phenomena, such
as the formation and behaviour of landslides [2] or the flow of granular materials
through various openings.
Since the field of granular materials is of such economic importance, extensive
research is currently being carried out into the properties of granular materials.
Much of this research is concerned with trying to produce more realistic com-
putational models that consider the grain-level interactions and applying them
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to consider processes such as vibration [3], penetration [4] and granular flow [5].
Due to the difficulty of quantitatively measuring the motion of granular materials,
particularly the internal motions within an opaque granular material, there is lit-
tle experimental data available regarding the flow of material or the interactions
between individual grains.
The aim of the research reported in this thesis is to add to the current knowl-
edge about flow and compaction of granular materials in response to localised
loading (in the form of penetration) and uniform loading, by performing ex-
periments in which the internal displacement fields are measured. Currently, the
mechanisms of penetration in granular materials at low-to-medium impact speeds
are not well understood. The effect on these mechanisms of factors such as the
impact velocity [6], projectile shape and the properties of the granular system [7],
all of which may significantly influence penetration, is not known in any detail.
High resolution data on the displacements generated during dynamic pene-
tration would be useful in a number of fields. Such knowledge could be used to
increase understanding of the mitigation of fragments thrown from a blast, for
example by sand bags. Currently the placement and type of sand bags used as
simple ballistic shields is based more on empirical experience than the results of
controlled experiments. Detailed data regarding the internal flow of a granular
material during penetration would allow penetration by fragments to be modelled
more successfully and for more effective arrangements to be designed. Conversely,
such data could also be used to optimise the properties of a projectile designed
to penetrate through soil or concrete. Performing penetration experiments on
small samples, and using the data to optimise computational simulations, should
significantly reduce the number of large scale trials required and therefore save
time and money. Such simulations require data on the interactions between par-
ticles and the way in which forces are transmitted through the bulk. Detailed
information on the internal response of a granular material during penetration
should provide such data.
Penetration of granular materials is also currently of considerable interest to
the planetary science community. There is interest in firing penetrators into the
surface layers of celestial bodies. Planets such as Mars are generally covered by
a layer of dust and debris, generated during asteroid impacts and deposited by
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frequent dust storms. By embedding sensors into the surface of a planet, it should
be possible to investigate the local chemical composition, physical properties, and
the extent of any heat flow from the interior. To achieve this, it would be necessary
to embed detectors into the surface at a depth of a few metres. This could
most simply be achieved by impacting the surface with a penetrator containing
the required diagnostic instruments [8]. One such project, MoonLITE, proposed
by the British National Space Centre, plans to fire four penetrators weighing
approximately 40 kg into the surface of the moon at 300 ms−1, from an orbiting
satellite. This will provide a network of seismometers and heat sensors at a depth
of 2 - 3 m, allowing the internal structure of the Moon to be probed, as well as
exploring the frequency and origin of moonquakes [9].
At lower rates of penetration of granular materials (of the order of millimetres
per minute to a few metres per second) the data is relevant to situations in
which a soft, sandy material experiences a localised load. Such situations occur
frequently in the construction industry when heavy machinery or vehicles bearing
heavy loads may have to travel on soil or sandy ground, or when pile drivers are
used to drive rods into the ground at velocities of a few metres per second. A
knowledge of how granular materials respond to these localised loads would be
useful in determining safe working conditions. A better understanding of how the
response of the material changes with the penetration velocity should provide an
interesting insight into the underlying processes.
Before discussing in more detail the experiments carried out for this thesis, it
is useful to review the properties of a granular system, and the challenges they
pose to experimental diagnostics or attempts to simulate their behaviour.
1.3 Properties of Granular Media
A granular material is a conglomeration of discrete solid particles. The particles
generally range in size from micrometres (particles smaller than this are subject
to thermal motion fluctuations) to centimetres, although the behaviour of some
larger bodies, such as icebergs, can also be understood using granular physics
[10]. The forces between the grains are generally purely repulsive, and there is
negligible cohesion.
5
1. INTRODUCTION
Granular materials present a number of problems for modelling. They exhibit
behaviour consistent with both solids and liquids, depending on the situation
[10]. When the average kinetic energy of the grains is low, such that the rela-
tive movement of the grains is small compared to their size, a granular material
behaves as a solid, in that the material can maintain its shape under an applied
load, such as gravity [11]. Even at rest, granular materials can exhibit some
unusual behaviour. A column of a solid material, such as a metal, displays a
height dependent pressure relationship, such that the pressure experienced at the
bottom of the column increases with the total height and therefore the mass of
the column. When a granular material, such as sand, is held in a cylindrical
container the pressure at the base of the column initially increases with height,
but eventually plateaus at a constant value. This is because the contact forces,
and the friction between grains and the sides of the container, cause the container
walls to support some of the weight of the column [12].
Granular materials at rest can behave anisotropically, due to the inhomo-
geneous arrangement of particles. Of significance in explaining the behaviour
of granular materials are force chains. These occur where the stresses within a
sample become localised due to the load being born by a chain of particles in con-
tact, rather than the whole sample homogeneously bearing the load at a uniform
stress. Figure 1.1 shows the location of force chains within a two dimensional pile
of photoelastic disks at rest. Viewed through crossed polars, the force chains,
along which the majority of the load is being born, are clearly visible as bright
areas [13]. Different particle arrangements will enable or disrupt the formation
of force chains to differing extents. As a consequence, repeated experiments on
granular samples with the same mass, density and shape will give somewhat dif-
ferent results, due to the variations in how the samples transmit the applied load
[14]. This variation has been noted by a number of experimenters when com-
pacting granular materials [15] or when trying to measure the transmission of
sound through granular materials. In the latter case the transmitted intensity
and arrival time is found to be extremely sensitive to the arrangement of particles
[16].
When a larger amount of energy is fed into a granular system, for example
by vibration or the release of gravitational potential energy during a landslide,
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Figure 1.1: Figure taken from [13]. A two dimensional pile (height 30 cm, base
length 130 cm) of photoelastic disks, viewed between crossed polarizers. Bright
regions in the image correspond to high stresses. The formation of chains of
localised stress (and therefore force), representing chains of particles in contact
that are bearing a large proportion of the load, is clearly visible in the image.
a granular material can enter a fluid like state [17]. Granular materials can
flow like liquids and exhibit fluid like properties such as convection [18, 19].
When a granular material is poured into a container, it assumes the shape of
the container, as with a liquid. Hou et al. determined that when a steel ball-
bearing accelerating from rest due to gravity impacts a bed of loose fine granules
(hollow cenospheres were used) the behaviour of the bed during impact is similar
to a fluid [19]. The penetration velocity during the early stages of impact was
explained by considering the viscous damping and hydrostatic drag forces of the
bed. In particular, as shown in Figure 1.2, when the ball bearing impacts the
surface a ‘granular splash’, consisting of a narrow jet of particles moving upwards,
is generated. Very similar behaviour is observed during ball bearing impacts into
fluids.
Attempts to understand the flow of granular materials on the basis of a con-
tinuum fluid mechanics approach, as with the Navier Stokes equations for hy-
drodynamics, lead to significant problems and instabilities in the equations. In
reality the flow of granular materials is often not very fluid-like in nature, as il-
lustrated in Figure 1.3 which shows three images of the flow of small grass seeds
7
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Figure 1.2: Jet formation after the impact of a small steel ball (R=5 mm) re-
leased from a height of 10 cm on loose fine granules (0.074-0.1 mm). The ball is
impacting from above. Image taken from [19].
approximately 0.5 mm in size through the opening of a silo, taken from [20]. The
material behaves quite differently to a fluid. The motion mainly occurs in the
column of material directly above the opening. There is a cone shaped area of
material, with the opening at the point, where material has been disturbed. The
material outside this cone remains at rest, even 2.6 s after opening the silo.
There are clearly important differences between the flow of granular materials
and the flow of homogeneous liquids. Since granular materials are inhomogeneous
and contain a range of particle sizes, they frequently behave anisotropically. They
present collective phenomena, such as heap formation or the ability to lock to-
gether and form a blockage when flowing through a narrowing, such as the neck
of a funnel or an egg-timer. This is not physically possible for a homogeneous
liquid.
The properties of a granular material can vary with time. For example, when
a granular material consisting of a range of particle sizes is shaken, size segrega-
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Figure 1.3: The flow of grass seeds through the opening of a silo (a) immediately
after opening, (b) 0.6 s and (c) 2.6 s after opening. The flow is localised to a cone
of material with the opening of the silo at its point. The material outside this
cone remains undisturbed 2.6 s after flow began. Figure taken from [20].
tion, in which the different sizes respond differently and separate out, can occur.
The material becomes increasingly inhomogeneous as the shaking continues. The
Brazil nut effect is an example of this [21]. Vibrations due to transport cause mix-
tures of Brazil nuts with other grains/nuts to stratify according to size, with the
larger nuts unexpectedly rising to the top [21]. When considering the attenuation
of sound waves of a particular frequency in a granular material, the fluctuations
in the magnitude of the signal can be as large as the average magnitude of the
signal itself [22]. This is thought to be due to particle rearrangement and the
activation and subsequent destruction of force chains within the structure.
If the grains in a granular material become well separated, such that inter-
grain contact is infrequent, the material could be said to be behaving in a gaseous
state [17, 23]. In contrast to an ideal gas however, the energy scale, kBT , is in-
significant and so thermodynamic arguments are not applicable. Also, collisions
between grains are inherently inelastic, so that energy is dissipated in each colli-
sion between particles [12].
Different regions of a granular body can behave in very different ways. For
example, when a stationary sand pile is tilted, such that the slope is greater than
a critical angle (called the angle of repose, whose value depends on a number of
9
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Figure 1.4: (a) A pile of mustard seeds at rest, with a slope angle less than the
angle of repose. (b) The same pile tilted so that the angle of the slope is slightly
greater than the angle of repose. Granular flow is occurring but is localised to
only the first few upper layers of seeds (the blurry region). These images are
taken from [12].
factors including internal friction, particle morphology, water content [24]), some
of the material begins to flow [12]. However, this flow is localised to the boundary
layer at the pile’s surface. The bulk of the material remains at rest and behaves
as a solid. This effect is illustrated in Figure 1.4 for a pile of mustard seeds [12].
During dynamic penetration experiments, a granular material’s behaviour
most closely resembles that of a fluid. Hydrodynamic approximations, in which
the material is treated as a fluid, have been successfully used to predict a variety
of experimental parameters during penetration, including the penetration depth
and the variation of the projectile velocity during the penetration process [25, 26].
Hydrocode modelling, in which more detailed information such as the equation
of state and temperature effects can be included, has also been applied to this
area [27, 28]. Again, however, there is the limitation of treating the material as
a continuum.
Current modelling efforts are directed towards determining the forces experi-
enced by individual particles in a granular material and their subsequent dynam-
ics. It is this grain level response of the material that is important in causing
10
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the variability in the results of experiments on granular materials, and the other
effects mentioned. A difficulty with this approach is that real granular materials
may contain millions of particles which cannot be individually tracked. Instead,
simulations are generally run on a few hundred particles and are used to give
information on the form of deformation that occurs, assuming that the deter-
mined properties are scalable to larger systems [4, 29]. A second problem with
predictive models of single particle dynamics is that the fundamental mechanics
of the interaction between a penetrator and the granular media, as well as the
subsequent dynamics of the granular material, are not well understood.
Figure 1.5 shows plots of the von-Mises stress calculated during penetration
of a granular material, using a code by Dwivedi et al. [30]. This code is a La-
grangian explicit parallel finite element code that can analyse grain-grain and
grain-penetrator interactions using a contact algorithm, with or without friction.
The model was able to predict phenomena such as projectile instability during the
penetration process. The main source of this instability, and the ensuing trajec-
tory change in the penetration simulations, was found to be the inhomogeneous
loading of the projectile due to the heterogeneities and randomness inherent in
the granular sand. The simulations also demonstrated the importance of consid-
ering the elastic properties of the projectile and sand grains. Variations in these
parameters strongly affected the calculated stresses, as shown in Figure 1.5.
1.4 Penetration of Granular Media
Quantitatively assessing the penetration of a granular material by a projectile can
be difficult. High-speed photography is not generally suitable as the materials
are often opaque. Stress or strain gauges can be embedded into the bulk of the
material, but these only give information at a single point. Gauges are also very
vulnerable to disruption or destruction during the experiment by the action of
sharp sand grains moving across their surfaces.
In order to determine penetration depth as a function of time, for conical-
nosed projectiles, Allen et al. used a specially developed photographic-electronic
chronograph [31, 32]. This consisted of a series of wooden plates, covered in fine
metal wire mesh, mounted in the sand along the path of the projectile. When
11
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Figure 1.5: The predicted von-Mises stresses generated during penetration of sand
by a projectile at 1.5 kms−1. (a) An elastic projectile and inelastic sand grains
(b) Inelastic projectile and elastic sand grains (c) Elastic projectile and elastic
sand grains. There are significant variations in the simulation results, depending
on whether the elasticity of the projectile and the grains is included.
the projectile penetrated the wire mesh, a capacitor discharged through a bank
of neon bulbs mounted behind a fixed slit. The resulting signal was recorded by
a high-speed camera. In this way the penetration depth as a function of time at
a series of discrete points was measured.
Penetrators 5 inches in length and 0.5 inches in diameter were fired into a
sand target 6 ft long. The depth as a function of time results were used to test a
number of suggested projectile penetration depth theories. They concluded that
the deceleration of the projectile could be represented by the following equation,
−dv (t)
dt
= αv2 (t) + βv (t) + γ, (1.1)
where v (t) is the velocity of the projectile and α, β and γ are constants. They
postulated that there is a critical velocity, vc, such that β = γ = 0 for v (t) > vc
and α = 0 for vc > v (t) > 0. This critical velocity was thought to be the
transition between inelastic and quasi-elastic impact, and occurred at a velocity
of approximately 100 ms−1. A clear flaw in this method is that the flow of sand
within the target and the flight of the projectile were restricted by the presence
of wooden sheets.
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An alternative approach is to use X-ray imaging to produce a series of images
of the rod during the penetration process. A flash X-ray system can be used to
produce a number of different time delayed X-ray images, showing the spatial
progression of the projectile through the sample [33]. This technique has the
advantage of giving similar data to the technique of Allen et al. (i.e. penetration
depth as a function of time), but uses a non-invasive measuring system.
Other experimenters investigating the penetration depth have considered the
final depth achieved by a projectile impacting a large body of sand, at speeds of
up to 4 kms−1 [4, 34]. The obvious disadvantage of looking only at the terminal
penetration is that this provides only one depth versus time measurement, which
has limited use for understanding the penetration process or validating models.
A better method for obtaining data on the linear flight of a projectile is to
embed wireless accelerometers into the body of the projectile. This provides
detailed information about the projectile velocity and the extent of penetration
with time. Such a setup has been used by Forrestal et al. to validate mathematical
models of the force experienced by the projectile [35, 36]. It would also be possible
to embed accelerometers into the sand material itself to probe the forces felt by
the material and to measure the resultant deformation. However, this would only
give data at a limited number of discrete points and the presence of accelerometers
is likely to affect the flow of the material.
Another variable that has been considered by some authors is the role of
the projectile nose shape on its penetration properties. Simulations of the final
penetration depth achieved by tungsten rods, for various nose shapes penetrating
metal targets, suggest that those with sharpened ends penetrate up to three times
further than those with flat ends [37].
All of these methods involve investigating the velocity profile or, even if in-
directly, the force experienced by the projectile during the penetration process.
They are unable to provide much information about how this resistive force is
generated by the granular material. This would require mapping the force or
displacement fields within the material during penetration. Some qualitative
measure of the force on the grains can be obtained by looking for fractured grains
in the wake of the projectile. This method has been used to estimate the min-
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imum force experienced, and also to identify the route taken by the projectile
through the material [31].
In order to investigate in detail the response of a granular material to pen-
etration, it would be useful to map the local displacements within the material,
allowing local density changes to be calculated and for estimates of the energy
deposited into the material to be determined. Such data would help in under-
standing the temporal progression of the penetration and why different projectile
shapes behave so differently.
The technique of Digital Image Cross Correlation (DICC), and more specif-
ically Digital Speckle Radiography (DSR), is particularly suited to the study of
granular materials as it allows unobtrusive and high resolution measurement of
displacements. DICC is a technique for determining full-field displacement mea-
surements on the surface of a material through analysis of optical images [38].
DSR is the extension of the technique to measuring displacement in internal
planes through analysis of X-ray images [39]. The techniques work by tracking
the displacement of small sub-sections of a material between images taken before
and after some deformation has occurred. How this process works is discussed in
more detail in Chapter 2. DICC using optical images is an established technique
which has been applied to a wide range of problems, including the measurement
of velocity in seeded flows [40], the measurement of strain fields around crack tips
[41], impact mechanics [42] and a variety of other applications [14, 43–45].
The technique of DSR has already been applied to some experiments looking
at the penetration or compaction of granular materials, including the impact of
concrete samples by spherical impactors [46]. It was found to provide interesting
data regarding the internal flow field around the impactor. The samples used in
the experiments were relatively small ((50× 50) mm plan view, 30 mm thick).
Small specimens were used due to their relative transparency to X-rays and to
avoid issues with the intensity profile of the X-ray beam. Once a penetration
depth of a few centimetres had been reached, the deformation could no longer be
usefully studied as significant interaction between the compaction fronts and the
boundaries had occurred.
Some preliminary studies of long rod penetration of sand and concrete using
DSR have been carried out by Grantham et al. [14, 39, 47, 48]. These involved
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Figure 1.6: A plot of the displacements measured during a penetration experi-
ment, superimposed on an X-ray of the penetration process. The sample size is
(70× 60× 30) mm. The general flow of material away from the projectile can be
observed, but there are problems visible such as rotation of the sample. Figure
taken from [14].
firing 80 mm long, 9.2 mm diameter, projectiles into the side of a square target
of sand with a plan view size of (60× 70) mm and with a vertical depth of
30 mm. DSR was used to determine the displacements in a horizontal plane
within the material. An example image of the displacements calculated from
such a penetration experiment is shown in Figure 1.6.
There are a number of potential problems with using a sample that is small
relative to the size of the penetrator. Since the depth of the sample is only
30 mm, the projectile penetrates only a small distance into the sample before
the compaction waves reach and begin to significantly interact with the sides of
the container, after which the material behaviour can no longer be considered to
be representative of the bulk material. There are also problems associated with
15
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using a rectangular geometry as the effect of the boundary conditions imposed by
the confinement is difficult to model. The boundary conditions with a cylindrical
symmetry would be much simpler and would consist mainly of hoop stresses
around the cylindrically symmetric confinement.
Figure 1.6 shows that there also appears to have been some global rotation of
the sample during the penetration (the arrows towards the bottom of the image
tend to the right more than those higher up). This global translation and rotation
significantly disrupts our view of the deformation process within the material,
such rotation and translation is visible in many of the displacement plots in [14].
It is clear that there is still a significant need for improved data showing the
internal displacements during penetration of a granular material. In particular,
it is essential to use a larger sample so that the measured displacements are more
representative of the bulk behaviour of the material. This can be achieved by
ensuring that the displacements are not affected by the boundaries of the sample
until as late on in the penetration as possible. If a cylindrical confinement is
used, the penetration can be followed yet further as the effects of the confinement
become relatively simple to model in terms of hoop stresses.
In Chapters 4 to 7 DSR (discussed in more detail in Chapters 2 and 3) is
used to investigate the response of a large cylindrical sample of sand (100 mm
diameter, 150 mm length) to penetration by long rods at a variety of rates. The
effect of variables including the projectile nose shape, the projectile width, and the
penetration velocity are investigated. These experiments illustrate the localised
internal response of a granular material to penetration and provide significant
amounts of data on the subsequent dynamics of the granular material.
1.5 Summary
In summary:
• Granular materials are very widely used and are important in a large num-
ber of applications, but their behaviour in response to applied loads is not
well understood.
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• Granular materials can behave as solids or in a fluid-like manner depending
on the situation. Different sections of a granular body can behave differently
(e.g. fluid-like flow localised to the surface areas).
• Hydrodynamic or hydrocode modelling have limitations when applied to
granular materials since they do not account for collective phenomena such
as heap formation or locking of the particles.
• Modelling single particle dynamics is more appropriate, but the fundamen-
tal mechanics of the dynamic behaviour of granular materials are not well
understood. In particular there is little information about the interaction
between a penetrator and the material.
• Detailed data on the internal response of granular materials to stimuli is
required to increase understanding of their behaviour and to facilitate more
appropriate and accurate computational models.
• Such data will be more useful if a sample that is large relative to the pro-
jectile width is used, so that significant interaction with the confinement
does not occur until late in the penetration process.
• Standard experimental techniques, such as high-speed photography or the
use of gauges and accelerometers, are unable to effectively probe the internal
displacements in an opaque material.
• DSR, discussed in Chapter 2, is ideally suited to this problem. It is a non-
intrusive measuring technique that can provide high-resolution displace-
ment data within an internal plane of an opaque granular material.
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Chapter 2
Principles of Digital Image Cross
Correlation
2.1 Introduction
Digital Image Cross Correlation (DICC) is essentially a pattern tracking tech-
nique. Such techniques work by tracking the motion of a pattern, such as a grid
pattern or a particular arrangement of spots. Using a grid approach, a fine grid is
printed onto the surface of a material. When the material deforms, the arrange-
ment of the grid lines is disturbed. By comparing the deformed grid with the
original grid, the localised strains can be determined from the resulting moire´ in-
terference pattern [1]. This approach gives accurate strain and displacement data
but necessitates including a grid pattern on the sample. While this is generally
simple to achieve on the surface of a solid, it is almost impossible to achieve for
a granular material, such as those discussed in this thesis. For such materials, it
is more appropriate to use a random variation in contrast as the pattern to be
tracked, commonly referred to as a speckle pattern [2]. It is also often easier, in
terms of application and analysis, to use such a random pattern when considering
the deformation of solid materials [3].
The contrast variation pattern may be due to inherent variability within the
sample, such as the variable microstructure within a granular material (e.g. see
[2] and [4]). Alternatively, an artificial variation in contrast can be achieved,
either by spraying a random pattern of paint onto the surface of the material
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[3, 5, 6] or by adding a number of ‘tracker particles’. In the case of optical
photography of granular materials, adding fine graphite particles can provide a
suitable variation in contrast [7], although care must be taken to keep the volume
fraction sufficiently low so as to not alter the bulk properties of the sample. When
X-ray imaging is used to obtain the images, a layer of randomly distributed lead
particles within the bulk of the material can provide a suitable contrast variation
[8–10].
The main advantage of using a random pattern when investigating granular
materials is that randomly including tracker particles, such as graphite, minimises
the influence of the technique on the response of the material. Additionally, if
the tracker particles are of a similar size and shape to the material being studied
and are randomly included on the surface or within an internal layer, they are
more likely to behave in the same manner as the bulk material and therefore
more accurately reflect the underlying displacements. Because of this, DICC is a
technique that is ideally suited to studying the deformation of granular materials.
The first stage of the DICC process is to take an image of the sample before
any deformation has occurred. This reference image shows the initial arrangement
of the speckle pattern. The speckle pattern appears as a variation in intensity,
giving a range of light and dark areas in the image. In an idealised speckle
pattern, the distribution of these light or dark areas over the sample is entirely
random. This means that each sub-section of the image contains a pattern of
contrast variation which is unique within the larger image. A subsequent image
of the sample is taken after some deformation has occurred. Where the material
has deformed, the speckle pattern will have moved and changed.
The spatial resolution of the displacement field obtained using DICC is de-
termined by the smallest size sub-image which can be tracked between the two
images. Various suggestions have been made as to what constitutes the minimum
traceable area. Lecompte et al. suggest that areas of the order of three times
the speckle size are necessary [11], although it is unclear whether this applies to
all types of speckle pattern. Others have taken a more quantitative approach to
choosing the optimal speckle pattern and smallest traceable area, including Lane
et al. who derived a grey level co-occurrence matrix [12]. In order to achieve a
good spatial resolution the spatial scale of the contrast variations should be small
24
2.1 Introduction
1cm
Figure 2.1: An ideal, computer generated, speckle pattern consisting of a random
arrangement of black dots on a white background.
Sprayed on patternNatural Microstructure Lead shot, x-ray
1cm1cm 5mm
Figure 2.2: Examples of various types of speckle patterns. The left image shows
the contrast variation formed by the natural microstructure of a material. The
centre image shows a pattern formed by spraying paint onto a sample surface.
The right image is an X-ray image showing a speckle pattern made up of lead
particles.
relative to the size of the area that is being tracked between the two images. This
ensures that the pattern of contrast variation is unique within the larger image.
Clearly, the achievable spatial resolution is dependent on the size of the light or
dark areas, referred to as the speckle size (for example the size of the particles of
the added graphite or lead).
Figure 2.1 shows an example of an idealised computer generated speckle pat-
tern. Real experimental speckle patterns often differ considerably from the ide-
alised form. The spatial scale of the contrast variations can be relatively large,
and there is often blurring or distortion of the images. This can lead to errors
in the correlation process and is discussed in detail in [13] and [14]. Examples of
speckle patterns experimentally obtained by the author are shown in Figure 2.2.
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Image 1 Image 2
Search area for 1st sub-imageGrid of sub-images
Figure 2.3: Setting up a mesh for digital image cross correlation. The first image
is split up into a grid of sub-images (the sub-images can also be arranged so that
they overlap to some extent). For each sub-image, a search area is identified in
the second image.
In the second stage of the DICC process, the images are input to a computer,
either directly, in the case of digital images, or by transmissive scanning for X-
ray film. The initial reference image, Image 1 in Figure 2.3, is divided into a
grid of squares (sub-images) of size (L× L) pixels. The algorithm extracts the
pixel intensity distribution of a particular sub-image. This is the pattern that
will be searched for in the second image, taken after the deformation, in order to
find its position and therefore its displacement between the images. In order to
reduce computing time and to increase the chance of a successful correlation, the
algorithm does not search through the entirety of the second image. Instead, a
suitably sized search area is identified, as illustrated in Image 2 of Figure 2.3. The
way in which the sub-image is located in the second image, in order to determine
its displacement, differs between DICC algorithms. The two main techniques are
discussed in the following section.
2.2 DICC Algorithms
2.2.1 Overview
The majority of DICC algorithms can be separated into two groups. In the
first, particularly represented by the work of Sutton et al. [15–19], the sub-
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image being tracked between the two images can be located even if it has been
sufficiently deformed through compaction or shearing that a direct correlation is
no longer possible. The assumption is made that the sub-images are sufficiently
small that they distort homogeneously and that the distortion can therefore be
represented by six parameters
(
u, v, ∂u
∂x
, ∂u
∂y
, ∂v
∂x
, ∂v
∂y
)
, such that the coordinates of
the sub-image in the first reference image (xi, yi) and the second deformed image
(x∗i , y
∗
i ) are related by equations (2.1) and (2.2),
x∗i = xi + u+
∂u
∂x
∆x+
∂u
∂y
∆y, (2.1)
y∗j = yj + v +
∂v
∂x
∆x+
∂v
∂y
∆y. (2.2)
Here, u and v are the extent of displacement of the centre of the sub-image in the
x- and y-directions respectively, and ∆x and ∆y are the distances from the centre
of the sub-image to a point in the sub-image at (x, y). The correlation value
is therefore a function of the displacement components and the displacement
gradients. By maximising the correlation coefficient between the original sub-
image, and potential locations in the second image, with respect to these six
parameters, the displacement, strain and the extent of shear and rotation of each
sub-image can be determined.
Sutton’s approach has the advantage of providing detailed information regard-
ing the localised strain and the extent of shearing and rotation within the sample,
in addition to the displacement data. However, there are disadvantages associ-
ated with this method. Due to the large number of variables being investigated,
and the accuracy with which they are determined, naive implementations of this
approach can be computationally heavy. The artificial distortion of the sub-image
through the application of the distortion parameters ∂u
∂x
, ∂u
∂y
, ∂v
∂x
, ∂v
∂y
, representing
compaction, shear and rotation, can lead to systematic errors. The speckle pat-
tern must be isotropic and well-defined, something which is not necessarily true
for non-ideal, experimental speckle patterns.
Looking for distorted sub-images in this manner is not applicable in all DICC
applications. The technique is particularly unsuitable when dealing with a rel-
atively coarse grained speckle pattern in which the speckles themselves do not
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(a) (b) (c)
Figure 2.4: (a) An example of a sub-image containing incompressible speckles,
for example an X-ray image showing the location of pieces of lead. (b) Compu-
tationally simulated image of how the image in (a) would look after compaction
according to the Sutton method [16]. (c) How the image in (a) would look if
compacted experimentally. The speckle particles have not deformed as in (b) but
have instead become more concentrated.
deform. This is the case when using lead shot to produce the speckle pattern or
when using the coarse micro-structure of a granular material in optical speckle
(even if the grains deform they are unlikely to do so in the same way as the sur-
rounding material). Figure 2.4 (a) shows an example of a sub-image containing
incompressible speckle particles. If the sub-image were compacted computation-
ally, as in the Sutton approach, to simulate compaction of the material, the
sub-image in (b) would result. The speckle particles themselves are assumed to
have deformed with the surrounding material.
In reality, the experimentally compacted sub-image would look more like im-
age (c), in which the speckles have not changed shape and have instead become
more concentrated as the volume of the sub-image has decreased. A similar ef-
fect occurs when considering shearing of the material. Falsely assuming that
the speckles themselves deform in the same way as the underlying material can
therefore lead to errors for coarse grained speckle patterns - patterns where the
speckles are large relative to the sub-image size, for example the speckle size is
greater than around a quarter of the sub-image size.
In the second main class of DICC algorithms [20], the assumption is made that
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the local strain in the material is small, relative to the size of the sub-images,
such that the global deformation can be represented as a series of simple rigid-
body translations of sub-images. Unlike in the Sutton approach, each sub-image
is assumed to have only been displaced to some extent in the x- and y-directions
between images. It is assumed that no rotation, shearing or compaction of the
sub-image has occurred during the deformation process. More global shearing,
rotation or compaction of the material can be accounted for by the translation of
a series of rigid-body sub-images. This approach has been adopted by a number
of researchers, particularly for studying materials in which the global strain is
small [14, 20–22].
The main advantage of this approach is that the correlation can be performed
in the Fourier domain, rather than the spatial domain, which can significantly
decrease the computational time of the algorithm, due to the smaller number of
calculations required [14, 21]. This method also directly calculates the displace-
ment field within the sample, without additional errors caused by considering
compaction, shearing and rotation of the sub-images, rather than the strain field.
For a granular material the concept of a displacement field is potentially more
appropriate than a strain field, as there is often bulk flow of material. The main
disadvantage of this approach is that for significant strains (greater than around
5%), the sub-image size must be small in order for the assumption of rigid-body
motion to hold. This introduces some experimental problems as a suitably fine
speckle pattern must be generated such that each sub-image encompasses at least
3-4 speckles [11].
In penetration experiments, such as those discussed in Chapters 4 and 5, there
is considerable variation in the extent of the compaction and shearing throughout
the sample [13]. This means that small sub-images would also be required for
the Sutton approach, so that the assumption of homogeneous deformation of the
sub-images holds, as considerable gradients in the displacements are found in
the immediate vicinity of a projectile penetrating a granular material [23]. The
achievable spatial resolution of the displacements in the main areas of interest,
i.e. those directly around the projectile, is therefore likely to be similar with
both approaches (the spatial resolution of the displacements is determined by the
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sub-image size). However, the rigid-body approach has the advantage of being
less computationally intensive and more straight-forward to implement.
For these reasons, the rigid-body approach is used in this thesis. The success of
this approach in analysing images from penetration experiments is clear from the
displacement contour plots included in the later chapters of this thesis. Generally,
only sub-images which have been entirely destroyed by the penetration, mainly
those which overlap the area directly penetrated by the projectile, fail to correlate.
As the speckle pattern in this region is destroyed, no DICC algorithm will be able
to determine the displacements in this area. The suitability of the assumption
that the distortion of the material can be approximated as a series of rigid-body
translations is confirmed in the next chapter, suggesting that the quality of the
displacement data would be no better with the Sutton approach.
The position of a sub-image within the second image is determined by per-
forming a two-dimensional correlation. In the next section, the basic theory
behind such correlations is discussed.
2.2.2 Correlation Functions
DICC algorithms involve finding the correlation between two matrices of data,
in order to determine the position of the pixel intensity distribution of the sub-
image in the search area of the second image. The correlation coefficient rx,y
between two single random variables x and y with expectation values µx and µy
and standard deviations σx and σy is defined as
rx,y =
cov (x, y)
σxσy
, (2.3)
=
E ((x− µx) (y − µy))
σxσy
, (2.4)
where E is the expected value operator and cov (x, y) represents the covariance
of x and y [24].
If instead of a single random variable we have a series of n measurements of
x and y, X = x1, x2, ..., xn, and Y = y1, y2, ..., yn, then the correlation of the two
sets of data is best given by the Pearson product moment correlation coefficient
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[25]. Equation (2.3) can be rewritten as
rX,Y =
E ((X − µX) (Y − µY ))
σXσY
, (2.5)
=
E (XY )− E (X) E (Y )
σXσY
, (2.6)
=
∑n
0 xiyi − nx¯y¯
nσXσY
, (2.7)
=
∑
(xi − x¯) (yi − y¯)
nσXσY
, (2.8)
which is the Pearson product moment correlation coefficient. This equation cor-
responds to a simple spatial cross-correlation between the two sets of data, after
normalisation, based on the mean and standard deviation of the data sets [26].
For example, if a vector of data X is correlated with the same set of data displaced
by four places (see data sets X and Y in Table 2.1) there will be an associated
correlation value. As the data sets do not line up well, the correlation will be
low. If the data in data set Y are shifted relative to X there will be a different
correlation value. If the shifting is repeated for a range of shifts there will be a
peak in the correlation coefficient at a shift of six, for which the data are perfectly
aligned. A graph of the correlation value of the data sets X and Y in Table 2.1
relative to the shift of data set Y is shown in Figure 2.5. The correlation peak
at a shift of six is clearly visible. The correlation value of one represents perfect
correlation.
X 3 9 6 3 7 1 4 8 7 2
Y 4 8 7 2 3 9 6 3 7 1
Table 2.1: Two vectors of data. Vector Y is equal to vector X shifted left by 6
steps, provided the elements wrap around so that the numbers leaving the left of
the vector re-appear on the right.
Extending the idea from 1D to 2D, in the case of two matrices of random
values X (x, y) and Y (x, y) of size (m× n), the correct form of the Pearson
product moment correlation is given by the extension of equation (2.5) into two
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Figure 2.5: Correlation values for the two vectors in Table 2.1. The value at a
shift of zero corresponds to directly correlating the vectors. The other values are
obtained by shifting the elements in vector Y by the required shift value (and
assuming wrapping of the elements), and then correlating the shifted vector with
vector X. A correlation value of one shows perfect alignment of the two vectors.
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dimensions
rX,Y =
m∑
x=0
n∑
y=0
[
X − X¯
σX
Y − Y¯
σY
]
, (2.9)
where X¯ and Y¯ are the mean values for X and Y and σX and σY are the standard
deviations.
As an example, consider the two matrices shown in Table 2.2. The second
matrix is equal to the first matrix, offset by two elements in the vertical direc-
tion and two elements in the horizontal direction, assuming that the data are
‘wrapped’ as they move off the bottom and right hand edges so that they reap-
pear at the top or left side respectively. Equally, the first matrix is equal to the
second shifted by three elements in both the vertical and horizontal directions. If
the two matrices are correlated using equation (2.9), there will be an associated
correlation value, which will be low, as the matrices are not aligned. If the second
matrix is shifted in steps in the vertical and the horizontal directions, a matrix
of correlation values is generated with a peak value of one at a shift of three in
both the vertical and horizontal directions - corresponding to perfect alignment.
A surface plot showing how the correlation value changes as the matrix elements
are shifted is shown in Figure 2.6. There is a clear correlation peak at a shift of
(3, 3) with a value of one, corresponding to perfect correlation.
4 7 2 9 3 8 4 3 6 4
3 8 6 5 8 6 9 2 7 4
8 3 8 9 1 9 3 4 7 2
3 6 4 8 4 5 8 3 8 6
2 7 4 6 9 9 1 8 3 8
Table 2.2: Two five by five matrices. The right matrix is equal to the left matrix
off-set by two elements in both the x- and y-directions (assuming that elements
reappear at the left or top when the leave the right or bottom respectively). The
right matrix needs to be shifted by three elements horizontally and vertically to
equal the first.
Correlation in the spatial domain, as represented by equation (2.9), represents
the most accurate method for determining the correlation between two matrices.
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Figure 2.6: A surface plot of the correlation values for the two matrices in Table
2.2. The value at (0, 0) corresponds to directly correlating the matrices. The
other correlation values are generated by shifting the elements of the second
matrix by the required number in the horizontal and vertical directions and then
correlating with the first matrix. The correlation value of one at (3, 3) represents
perfect alignment of the matrices.
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However, this approach involves a large number of calculations and is therefore
somewhat time-consuming. When correlating two (m× n) matrices, (m× n) cal-
culations are required, excluding the normalisation calculations. When attempt-
ing to find the position of a sub-image of (L× L) pixels within a larger image of
(m× n) pixels, approximately ((m−L)(n−L)L2) calculations are required. This
technique therefore rapidly becomes prohibitively time-consuming when attempt-
ing to locate large numbers of sub-images in large search areas (search areas of
two to three L are common). When performing DICC in the spatial domain on
images of the order of 2000 by 2000 pixels, with a sub-image size of (100× 100)
pixels, the analysis can take up to 24 hours (with a search area of (300× 300)
pixels in the second image, using a 1.8 GHz Dual-Core Processor and 1 GB of
RAM).
The calculation speed can be increased by performing the correlation in the
spectral domain (Fourier space), rather than the spatial domain. The process
illustrated in Table 2.2 and Figure 2.6, in which the second matrix, matrix Y ,
was shifted in stages relative to the first matrix, matrix X, to produce a matrix
of correlation values, can be summarised as equation (2.10) [20].
r (k, l) =
∑m
x=0
∑n
y=0 [X
′ (x, y)Y ′ (x+ k, y + l)]
σXσY
, (2.10)
k = 0, 1, ...,m− 1,
l = 0, 1, ..., n− 1.
where X ′ = X −X and Y ′ = Y − Y .
Equation (2.11) represents the circular discrete convolution of two periodic
matrices f and g, limited to the interval [0, 0] to [m,n] [27].
[f ∗ g] (i, j) =
m∑
x=0
n∑
y=0
f (x, y) g (x− i, y − j) . (2.11)
Comparing equation (2.11) with the numerator of equation (2.10), it can be seen
that equation (2.10) represents a normalised convolution.
The convolution theorem states that under suitable conditions (the functions
f and g must be point-wise continuous and their integrals must be absolutely
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convergent between ±∞), the Fourier transform of the convolution of two func-
tions f and g is equal to the point-wise multiplication of the Fourier transforms
of f and g, or, in equation form
F [f ∗ g] = F (f)⊗F (g) , (2.12)
where F represents the Fourier transform. Therefore, the convolution can be
determined by carrying out such a point-wise multiplication of Fourier transforms
and then taking the inverse Fourier transform, as shown in equation (2.13).
[f ∗ g] = F−1 (F (f)⊗F (g)) , (2.13)
where F−1 represents the inverse Fourier transform and ⊗ represents point-wise
multiplication (the outer product of the two matrices), rather than matrix mul-
tiplication.
Applying equation (2.13) to equation (2.10) gives
r (k, l) =
[X ′ ∗ Y ′]
σXσY
, (2.14)
=
F−1 (F (X ′)⊗F (Y ′))
σXσY
, (2.15)
where F represents the two dimensional discrete Fourier transform, defined as
F (r, s) =
1
mn
m−1∑
k=0
n−1∑
l=0
{
X (k, l) exp
[
−2pii
(
rk
m
+
sl
n
)]}
, (2.16)
r = 0, 1, ...,m− 1,
s = 0, 1, ..., n− 1.
Equation (2.14) demonstrates that the matrix correlation can be carried out
in Fourier space, which requires far fewer calculation steps than correlation in
the spatial domain and therefore is considerably faster computationally. The
two dimensional Fourier Transform of a matrix of size (m× n) requires roughly
(m× n) calculations. When performing the correlation in the Fourier domain,
two Fourier transforms and one inverse Fourier transform are required for the
calculation to locate the sub-image within the search area. This involves far fewer
calculations than the repeated correlation calculations required in the spatial
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domain. When performing DICC in the Fourier domain, on images of the order
of 2000 by 2000 pixels with a sub-image size of 100 by 100 pixels, the analysis
will take around 10 minutes, rather than the hours required for correlation in the
spatial domain (with a search area size of (300× 300) pixels in the second image,
using a 1.8 GHz Intel Dual Core T2350 Processor - 533 MHz bus speed, 2 MB
L2 cache, and 1 GB of RAM).
When performing the correlation in the Fourier domain it is assumed that as
elements leave the bottom or right side of the matrix they reappear at the top or
left side respectively. This is referred to as wrapping of the data and it assumes
periodic boundary conditions. This effect can lead to some unexpected results
and can introduce large errors when analysing real experimental speckle data in
which wrapping does not occur [28]. By padding the two matrices with zeros,
these wrapping errors can be avoided, as when the zeros wrap around they do
not contribute to the correlation factor.
2.2.3 Tracking Sub-Images
The previous section discussed the application of image correlation to two equally
sized matrices or images. In this section, we focus on using such algorithms to
determine the position of sub-images within a larger image. In experimental
situations, we are interested in determining the displacements of a whole series
of sub-images between two images, in order to determine full-field displacement
maps. This involves determining the position of a small section of the first image
in a subsequent image.
The idealised method for determining the position of a sub-image in a larger
image is shown in Figure 2.7. A suitably sized search area is identified in the
second image. This is done firstly to reduce the computing time relative to
searching through the whole image. Secondly, in non-ideal speckle patterns, where
the pattern is not entirely random or is blurred, the chance of a false correlation
is reduced by using a smaller search area. If the speckle pattern is not sufficiently
random, the sub-image may not be unique within the image. This could lead to
the position of the sub-image being mis-identified and a false displacement being
determined.
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x displacement
y displacement
Initial position of
testpatch
Search patch
Search Area
Figure 2.7: A search area in the second image is identified, centred on the original
position of the sub-image. A section of the search area of equal size to the sub-
image is extracted and the correlation value is determined. This is repeated for
all possible sections of the search area to build up a matrix of correlation values.
The intensity distribution of a section of the search area of an equal size to
the first sub-image is extracted and the two dimensional normalised correlation
coefficient is determined using equation (2.9). This process is then repeated for
every possible section of the search area by shifting in pixel increments the area
being extracted. A matrix of correlation factors is built up showing the position
in the second image at which there is the best correlation with the sub-image
The displacement of the sub-image is then the difference between the sub-image
position in the reference image and the position of the best correlation in the
dynamic image.
2.3 Problems With Contrast Variation
Considerable variations in contrast are caused during DSR experiments by the
non-uniform profile of the X-ray beam. The X-ray beam has an approximately
Gaussian profile which becomes more significant when the head to sample dis-
tance is small, which is unavoidable for X-ray images of large samples. Previous
experiments using the X-ray system showed that the Gaussian profile results in
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the correlation failing around the outside of the image at relatively small dis-
placements [13]. The energy of X-rays produced by the X-ray system for a given
charging voltage of the capacitor bank system is also somewhat variable, meaning
that the reference and subsequent images can have different contrasts and even
slightly different contrast variations. Similar problems arise with optical set-ups
in which the shadows from a fixed light source can vary or give non-uniform and
varying illumination of the sample [7].
If a standard, Fourier-based DICC algorithm, for example that of White et
al. [2], is used to analyse flash X-ray images of penetration experiments on large
granular samples, we find that the algorithm does not work entirely as expected.
Consider the flash X-ray images shown in (a) and (b) of Figure 2.8. These X-
ray images were taken during an experiment in which a cylindrical sample of
sand (100 mm diameter) was impacted with a long rod projectile, a preliminary
experiment to those which will be discussed in later chapters. The cylindrical
nature of the sample means that the thickness of sand varies considerably over
the cylindrical volume. This leads to a considerable variation in contrast across
the image. In image (b), the rod projectile is clearly visible. As it is made of
steel, it is considerably more opaque to X-rays than the surrounding sand and
therefore appears as an area of high intensity (a white area in the image).
Image (c) is a quiver plot showing the displacements determined using the
algorithm of White et al., a standard Fourier based algorithm [21]. The displace-
ments are shown as arrows with length proportional to the magnitude of the
displacement. The quiver plot shows that there is a large area around the rod
in which the correlation algorithm has not worked correctly. Large areas of sand
around the rod have been identified as moving inwards towards the position of
the rod, which is unphysical. Since these errors mostly occur in the region around
the projectile it is likely that they are caused by the high intensity white area of
the rod in image (b), coupled with the contrast effects of the beam profile and
sample geometry.
The two X-ray images presented in Figure 2.9 are from a plate impact experi-
ment carried out on a sand sample using the Cavendish Laboratory plate impact
machine [29]. The first image (a) shows a plan view of the initial arrangement
of the experiment. A sample of sand has been seeded with a plane of lead and
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(a) (b) (c)
Figure 2.8: Image (a) is a reference X-ray image showing the speckle pattern
formed by a randomly scattered layer of lead along the centre of a cylindrical
sample of sand. Image (b) is a dynamic X-ray image taken at a later time
showing the penetration of the sample by a long rod projectile, traveling at (200±
3) ms−1. In image (c) the displacement field within the sample is shown as a quiver
plot. The correlation algorithm of White et al. [2] has given spurious inwards
displacements for large regions of material surrounding the projectile. This is
thought to be due to the relative high intensity of the projectile on the X-ray
image compared with the surrounding material.
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(a) (b)
plate
impact
Compaction
front
Figure 2.9: X-ray images showing a plan view of a sand sample containing a layer
of scattered lead. Image (a) shows the initial arrangement of the lead speckle
pattern. Image (b) shows the sample being impacted by a flat plate projectile
from the right. In image (b) there is a change in contrast as the material is
densified by the compaction wave. Experiment performed by Chapman [29].
is to be impacted by a flat plate projectile, impacting from the right in Figure
2.9. In the second X-ray image (b), a compaction wave is clearly present, behind
which the contrast is considerably altered. This large change in contrast causes
considerable errors when DICC is performed on the images (although in this case
more significant errors are caused by the small number of speckles in the speckle
pattern and the extent of the compaction).
The experimental images demonstrate that in DSR experiments, the speckle
pattern is often far from ideal. The pattern is made up of large (as compared to
a useful sub-image size) spots, or speckles, which do not deform in the same way
as the surrounding material. The pattern is frequently blurred and the contrast
between the speckles and the background material is often poor, making the
speckle pattern indistinct. The sample shape, and the presence of a projectile or
localised densification of the material, lead to significant variations in contrast
which can cause large errors in the measured displacements. In some cases, these
problems can be avoided by careful design of the experiment and choice of speckle
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pattern. For example, with an optical setup, the lighting can be arranged to give
a uniform illumination of the sample. Alternatively, if the displacements are
small, a suitably small search area can be chosen such that the localised mean
and variance are effectively constant across the search area (even if the overall
image contains larger changes in contrast). For the majority of the experiments
that compose the research presented in this thesis, both large displacements and
considerable variations in contrast occur.
To better understand the effect of contrast variation and to look for possible
solutions to the problem, it is useful to first consider a simple illustrative example.
Consider the image shown in Figure 2.10. This image consists of two smaller
square images surrounded by a rectangular region of zero pixel intensity (shown
in black in the image). The left white square has a uniform pixel intensity of 400
and represents a bright section of an X-ray image, such as a projectile or area of
densified material. The right image consists of five ellipses with pixel intensities of
255 on a background with a uniform pixel intensity of 220, representing a typical
section of speckle pattern from an X-ray image. We can think of this simple image
as being representative of a search area in the deformed image which contains
significant variation in contrast, for example a search area which includes both a
section of the speckle pattern and a section of the bright projectile.
Figure 2.11 shows the sub-image whose position in Figure 2.10 is to be de-
termined. It is identical to the right square component of the image shown in
Figure 2.10. Therefore, if it is correctly located within Figure 2.10, its position
should be identified as being towards the right side of the image. More precisely,
its position should be identified as being 71 pixels in the vertical direction and
291 pixels in the horizontal direction from the upper left corner of Figure 2.10.
This represents the position of the upper left corner of the right square image
within the larger image. The upper left corner of the left square image is at
(71,71) pixels.
If the sub-image in Figure 2.11 is correlated with the search area shown in
Figure 2.10 in the spatial domain, using the spatial correlation procedure dis-
cussed earlier and expressed for a sub-image and a section of the search area of
equal size in equation (2.9), the correlation matrix displayed in Figure 2.12 re-
sults. This plot shows a clear peak in the correlation surface at (71,291) pixels.
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Figure 2.10: An image consisting of two smaller square images on a rectangular
background of zero pixel intensity. The left white square has a uniform pixel
intensity of 400 and represents a localised bright region in an X-ray image. The
right square has five ellipses with pixel intensities of 255 on a background with
a uniform pixel intensity of 220 and represents a section of speckle pattern from
an X-ray image. The overall image represents a search area that contains large
variations in contrast.
Figure 2.11: The sub-image whose position within Figure 2.10 is to be determined.
The sub-image is identical to the right square within the image in Figure 2.10.
In the following correlation calculations, this sub-image will be correlated with
the entirety of the image shown in Figure 2.10, to see if it is possible to locate it
in the presence of the bright region.
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Figure 2.12: A surface plot of the correlation matrix obtained when correlating
the sub-image in Figure 2.11 with the search area shown in Figure 2.10, in the
spatial domain. The x- and y-axes correspond to the position of the upper left
corner of the sub-image relative to the upper left corner of the search area for a
given correlation step. The position of the sub-image has been correctly identified
as (71,291) pixels.
This corresponds to the top left corner of the sub-image having to be shifted
71 pixels vertically and 291 horizontally, relative to the upper left corner of the
search area, to overlap its position in the larger image. This correctly identifies
the position of the sub-image within the search area.
Since the spatial correlation formula selects regions of the search area with
a size equal to the sub-image, and normalises these smaller areas separately by
subtraction of their mean and division by their variance, it is able to correctly
differentiate between the two square images contained in Figure 2.10. Since the
left square image in Figure 2.10 is uniform, its pixel intensities are reduced to
near zero during the normalisation process (as the mean value is subtracted) and
the correlation at this location is correspondingly small. The spatial correlation
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process therefore appears to be able to correctly differentiate between an area
of speckle and a region of higher than average pixel intensity in X-ray images.
However, as discussed earlier, for larger and more realistic images, the spatial
correlation method is computationally intensive.
Let us now consider the results of carrying out a similar correlation in the
Fourier domain, using equation (2.14). The sub-image is padded with zeros to
the same size as the search area shown in Figure 2.10, in order to avoid wrap
around errors. Correlation in the Fourier domain is equivalent to calculating the
sum of the products of the overlapping elements of the sub-image and search
area, for every possible position of the sub-image within the search area. Let us
firstly consider the case where the two matrices are correlated in Fourier space
without normalisation through subtraction of their mean values. This results in
the correlation matrix illustrated as a surface plot in Figure 2.13.
Figure 2.13 shows that the maximum correlation occurs at (71,71). This is
the position of the left white square in figure 2.10. There is a considerably smaller
secondary peak at (71,291), showing the actual position of the sub-image in the
search area. With no normalisation applied, the Fourier algorithm incorrectly
identifies the position of the sub-image. This is because the algorithm effectively
multiplies the over-lapping pixel values and calculates the sum. The result will be
highest when the sub-image is correlated with the left square image in Figure 2.10
(the white area), since this left image has a higher mean pixel intensity than the
right smaller image (the speckle pattern). Therefore, with no normalisation ap-
plied to the search area or sub-image, the Fourier technique is unable to correctly
locate a speckle pattern in the locality of a bright region of an X-ray image.
In reality, most DICC algorithms working in the Fourier domain which use
equation (2.14) normalise the images by the subtraction of their mean values
before padding and correlation occurs. This is a subtly different situation from
the spatial case. Rather than extracting a section of the search area of equal
size to the sub-image and normalising this area (by subtraction of the mean and
division by the variance), the entire search area is normalised in a single step by
the subtraction of its mean value and division by its variance. The subsequent
correlation is no longer identical to the ideal spatial correlation derived in equation
(2.9). This can lead to some problems in carrying out the correlation if there is
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Figure 2.13: A surface plot of the correlation matrix obtained when correlating
the sub-image in Figure 2.11 with the search area shown in Figure 2.10 in the
Fourier domain with no normalisation applied (without subtracting the means
from the two images). With no applied normalisation, the position of the sub-
image has been incorrectly identified as (71,71) pixels. This corresponds to the
position of the left, white square in 2.10.
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Figure 2.14: A surface plot of the correlation matrix obtained when correlating
the sub-image in Figure 2.11 with the search area shown in Figure 2.10, in the
Fourier domain (using equation (2.14)). With the basic normalisation included,
there is a larger correlation value at the correct position of (71,291). However,
the largest correlation value incorrectly identifies the position of the sub-image
within Figure 2.10 as being in the region of the left, white square.
a noticeable variation in the mean across the search area, as in Figure 2.10.
Applying this form of normalised Fourier correlation to the images in Figures
2.10 and 2.11 results in the correlation surface shown in Figure 2.14.
Figure 2.14 shows that with the ‘single-step’ normalisation applied there is
now a considerably larger relative correlation peak at the correct position, com-
pared with the results in Figure 2.13. However, the largest correlation value still
incorrectly identifies the actual position of the sub-image in Figure 2.10. Nor-
malising the entire search area in a single step is failing to correctly account for
the localised area of high intensity (the white square in Figure 2.10). After nor-
malisation, this area still has higher than average pixel intensity values and the
correlation value at this position can still be greater than in the correct position.
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Since the Fourier technique replaces the series of discrete correlation calculations
used in the spatial approach with a series of Fourier calculations, it is not possible
to normalise sections of the search area separately.
This simple example illustrates that standard Fourier based DICC algorithms
are unsuitable for situations where the speckle pattern is not ideal. If the image
of the speckle pattern does not have a uniform mean and variance, and instead
includes large variations in contrast as in Figure 2.10, errors can occur. Returning
to the X-ray images shown in Figure 2.8, we can now confirm that the correlation
errors have been caused by the appearance of the high intensity white area of
the rod in image (b), coupled with the contrast effects of the beam profile and
sample shape. The standard normalisation approach, in which the search areas
are normalised in a single step, does not correctly account for the bright area
and the correlation function is therefore giving spurious higher values when the
sub-images around the rod are correlated with a patch of the rod, rather than
their actual position in image (b). This leads to the large spurious displacements
inwards towards the rod that are seen in the quiver plot.
These correlation problems mean than we are currently unable to determine
the displacements in the areas we are most interested in – those directly ahead
of, and around, the projectile. If DSR is to prove a suitable technique for inves-
tigating these kinds of penetration experiments, it will be necessary to improve
the contrast normalisation process. This is the subject of the following chapter.
2.4 Conclusions
To summarise the conclusions of this chapter:
• DSR (the application of DICC to X-ray images) is a technique ideally suited
to the study of granular materials. If suitable chosen, randomly incorpo-
rated pieces of lead behave as the surrounding material, making DSR an
unobtrusive measuring technique capable of providing high resolution dis-
placement data.
• There are two main classes of DICC algorithms - those that consider rota-
tion, shearing and compaction of the sub-images (the Sutton approach) [15],
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and those that consider rigid-body translation of sub-images and where the
correlation is performed in the Fourier domain [20].
• The two main correlation approaches both work well for ideal speckle pat-
terns where there is a high density of small, randomly distributed speckles.
• X-ray speckle images are often far from ideal. There can be significant
blurring of the speckle pattern, poor contrast between the speckles and the
surrounding material, and variable contrast across the image due to the
sample geometry or denser regions of material. The speckle pattern is often
fairly coarse, with large speckles.
• With such speckle patterns, in which the speckles are large and do not
deform with the surrounding material, looking for compacted, rotated or
sheared sub-images can introduce errors and is not necessarily appropriate.
• Using a Fourier approach instead produces a computationally fast algo-
rithm, without compromising significantly on the success of the correlation
(when there is little contrast variation).
• Unlike the direct spatial correlation approach, all Fourier based DICC algo-
rithms involve normalising large areas of the second image in a single step.
They are therefore unable to correct for large variations in contrast.
• The contrast variations found in real DSR experiments are significant enough
to cause large correlation errors.
• In penetration experiments on large samples, such as those discussed in
Chapter 4, the correlation fails in large areas around the rod due to the
brightness of the rod in the images and the effects of the sample geometry
and the Gaussian X-ray beam profile.
• A new approach to image normalisation is required if DSR is to prove a
useful technique for investigating internal flow in large granular samples.
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Chapter 3
Producing a New DICC
Algorithm
3.1 Algorithm Features
In the previous chapter, it was demonstrated that current Fourier based DICC
algorithms [1, 2] are not immediately applicable to DSR experiments, due to the
problems associated with variable contrast. For penetration experiments of the
type discussed in Chapter 4, large contrast variations are caused by the X-ray
beam profile, the cylindrical nature of the samples and the appearance of the
rod penetrator. These three factors combined mean that the correlation fails to
work correctly for sections of the image, particularly those immediately around
the projectile. To make DICC more applicable to DSR, an improved form of
normalisation is required to correct for these contrast variations.
Because of the significant time investment required to produce a stable and
user-friendly DICC algorithm, most commercial or freely available DICC pro-
grams are protected so that the source code cannot be accessed or modified.
Such codes are also often programmed with a particular set of experiments in
mind and are therefore not necessarily suitable for all applications. For exam-
ple, a commercial program designed and optimised for the study of an ideal,
high density, fine grained speckle pattern would be unsuitable for studying the
poor quality speckle patterns obtained during DSR experiments on large sam-
ples. Some of these programs are also designed to produce ‘pretty’ strain maps,
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by using considerable levels of interpolation on the data. It is often hard, or
impossible, to adjust these and other parameters.
Some codes have certain limits applied for their intended use. For example,
the code by Sjodahl et al. [1] was written for low-strain experiments and will only
correlate for displacements up to half the size of the sub-image, therefore making
it unsuitable for experiments on granular materials, where larger displacements
are expected.
To produce a speckle algorithm designed and optimised for DSR experiments
on granular materials, it was decided to begin by programming a Fourier based
DICC algorithm of the kind discussed in detail in the previous chapter. This
provides a known foundation which can then be modified to include features
such as a more effective contrast normalisation approach. Without knowing the
precise features of other available DICC algorithms, such as any additional nor-
malisation features they may include, it would be difficult to determine how such
pre-processing of the images would affect the correlation.
The DICC algorithm written for, and used, in this thesis was programmed in
MATLAB R2007a using the Fourier based approach discussed in Chapter 2. The
implementation is similar to that discussed by Sjodahl et al. [1] and White et
al. [3]. The reference image is first split into a series of equally sized square sub-
images. The size of sub-image is set by the user, and needs to be carefully chosen
to be appropriate for the experiment. Particularly, each sub-image must be large
enough that it contains a minimum of three speckles, so that it is sufficiently
unique within the larger image. The sub-images are arranged in a grid pattern
and are set so that their separation is half of their size, causing them to overlap.
This arrangement is chosen as it involves sampling the displacement data at half of
the bandwidth (the sub-image size). This completely describes the displacement
field. Sampling more frequently would generate superfluous data and add to the
computing time [4]. This consideration applies only for a continuous displacement
field. If the displacement is discontinuous, for example if a crack is present, more
frequent sampling may be advisable [4].
For a given sub-image, the algorithm identifies an appropriate search area
in the second image. This is done by selecting a section of the second image,
centered on the original position of the sub-image, with sides equal in length to
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the sub-image size plus twice the maximum expected displacement (this allows
for this displacement in all directions). If this chosen search area extends beyond
the bounds of the image, the extremes are instead set to be the edges of the
image. Using a search area, rather than searching through the entire second
image, significantly reduces the number of calculations required. It also leads to
fewer errors when dealing with non-ideal speckle patterns. If the sub-image is
not very unique within the larger image, due to a small number of speckles or
significant blurring of the speckle pattern, the chances of its position being falsely
identified are reduced by using a smaller search area. Both the search area and
the sub-image are initially normalised in the standard manner by the subtraction
of their respective mean values and division by their respective variances. The
search area and the sub-image are then both padded with zeros to avoid any
wrap-around errors during the correlation process.
The two-dimensional Fourier transforms of the sub-image and search area
are generated. These matrices are then multiplied in a point-wise fashion (i.e.
multiplication of corresponding elements rather than matrix multiplication). The
inverse Fourier transform of the resulting matrix is calculated, and divided by the
relevant variances, as discussed in Chapter 2 and described in equations (3.1) and
(3.2).
r (k, l) =
[X ′ ∗ Y ′]
σXσY
, (3.1)
=
F−1 (F (X ′)⊗F (Y ′))
σXσY
, (3.2)
where F represents the 2D Fourier transform, F−1 represents the inverse 2D
Fourier transform and X ′ and Y ′ represent the sub-image and search area after
subtraction of their mean values and zero-padding. The highest correlation value
in this correlation matrix gives, to the nearest pixel, the location within the search
area where there is the best correlation with the sub-image. Taking into account
the original position of the sub-image in image one, and the position of the search
area in image two, the displacement of the sub-image between the two images
can be determined.
To determine the position of the peak to a sub-pixel accuracy, a small area
of the correlation surface around the main peak is extracted. A square area of
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size (10× 10) elements, centred on the point of maximum correlation, is found to
be suitably large. Bi-cubic interpolation is then used to determine the position
of the peak to a sub-pixel accuracy [3]. The extent of interpolation can easily
be altered. For the research in this thesis it is generally set to determine the
peak to the nearest 0.02 pixels. Given the errors that are introduced during
the scanning process and when correcting for rotation of the images, the real
accuracy achieved is likely to be considerably worse than this. Repeating this
whole correlation process for each of the sub-images in the reference image allows
the displacement map for the whole sample to be generated.
The centre-point of each of the sub-images, (x, y), is determined, as is the
extent of the displacement in the x- and y-directions, (dx, dy), at each of these
points. The displacement data can be plotted as a quiver plot. At each centre
point, a vector is drawn with length proportional to the magnitude of the dis-
placement and pointing in the direction the sub-image has moved. Alternatively,
the displacements in the x- and y-directions, or the total magnitude of displace-
ment, can be plotted as a filled contour plot. In such a plot, the extent of the
displacement at any point can be determined from the colour at that point (see
Chapter 4 for examples).
3.2 Contrast Normalisation
Variable contrast in images is a problem that affects many different fields of re-
search, including face recognition technologies [5], scanning of text and images [6]
and image registration [7]. A number of techniques have been proposed to cor-
rect for uneven illumination and contrast variation. Global variations in contrast
between images can be corrected for in some cases using Gamma Intensity Cor-
rection [5, 8]. Other techniques, such as Histogram Equalisation and Histogram
Matching can be used to normalise the cumulative histogram of grey levels, in
the latter case relative to a standard image [9].
These methods mainly correct for global variations in contrast, although they
can be applied to sub-sections of images in some cases to deal with smaller scale
contrast variations. For example, in region-based gamma intensity correction,
the image is split into regions of effectively constant contrast. Regular gamma
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intensity correction can then be applied to each of these areas [5]. The problem
with these methods is that they often require some reference image or a knowledge
of the contrast variation and so they are not appropriate in this situation.
An alternative approach is to apply some form of smoothing or blurring func-
tion to the image to determine the underlying variation in contrast across the
image, so that it can then be subtracted. One such technique is to apply a Gaus-
sian blur to the image. Mathematically this is equivalent to convolving the image
with a Gaussian function. Subtracting the blurred image from the original will
remove some of the underlying contrast variation [10].
A potentially more suitable technique for DSR images is the one proposed by
Xie et al. to correct for uneven illumination in images used for face recognition
techniques [11, 12]. This technique aims to normalise an image by subtracting
the localised mean and dividing by the localised variance, so that the image is left
with a local mean of zero and a local variance of one. This corresponds well to
the requirements of an idealised speckle pattern, in which the mean and variance
should be constant across the image. For an image I (x, y), the normalised image,
I ′ (x, y), is given by
I ′(x, y) =
I(x, y)−M(x, y)
Var(I(x, y))
, (3.3)
where M (x, y) and Var(I (x, y)) are matrices of the ‘local mean’ and ‘local vari-
ance’ respectively [11]. The local mean and variance of each pixel are repre-
sentative values for the pixel intensity and the variance of a chosen number of
surrounding pixels.
Xie et al. demonstrate that applying this filtering technique to images of
human faces which contain varying illumination increases the recognition rate
significantly (including the recognition of facial features), provided that a suitably
sized averaging window is applied [11]. In their case, the local mean and variance
were determined by calculating the mean intensity and the mean variance of
a certain number of surrounding pixels, for each pixel in the image. It is not
necessarily obvious that taking the mean is the most appropriate way of getting
a representative value of the surrounding pixel intensity values and variance.
Various possible alternative approaches will be discussed shortly.
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Figure 3.1: (a) An X-ray image of a cylinder of sand containing a seeded lead
speckle pattern (b) a 1D slice showing the variation in pixel intensity across the
sample for a horizontal line mid-way down the image (ignoring the parts of the
image outside of the sample).
An image of a speckle pattern, I, can be considered as a speckle pattern, S,
combined with an underlying contrast variation, C, provided by a combination
of the surrounding material, the X-ray beam profile and the presence of any
regions of high X-ray absorbance, such as metal projectiles or densified regions
of material.
I (x, y) = S (x, y) + C (x, y) . (3.4)
This assumes that the speckle pattern component is independent of the contrast
variation. Although this is unlikely to be entirely true in the case of DSR, where
a varying beam intensity would be expected to cause small variations in the
brightness of the speckles in a lead speckle pattern, experimentally the brightness
of the lead speckles in the X-ray image is seen to remain relatively constant. To
illustrate the kind of contrast variation that is present in DSR experiments, Figure
3.1 shows an X-ray image of a cylindrical sample of sand containing lead speckle,
and a horizontal slice showing the considerable variation in pixel intensities across
the image.
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Figure 3.2: (a) A 1D signal consisting of random positive and negative noise.
When averaged over a sufficiently large window of elements, the mean is zero.
(b) a 1D slice through a random speckle pattern. Rather than random variation
around a constant mean of zero, the signal consists of disperse, narrow positive
pulses with a non-zero mean.
Any contrast normalisation technique needs to remove the contrast variation
component, C, while affecting the speckle pattern component as little as possible.
This is a similar problem to that encountered when attempting to remove high
frequency or shot noise from a more slowly varying signal, or from an image,
except that in this case it is the more slowly varying contrast variations which
are to be removed. Therefore, it is possible that smoothing functions designed
for noise removal will prove successful in correcting for the underlying contrast
variations. The noise analogy is somewhat different however, since the speckle
pattern does not consist simply of random positive and negative noise. Instead, as
illustrated for a 1D slice in Figure 3.2, a speckle pattern consists of small regions
of positive pixel intensity on a background of constant pixel intensity. Methods
which cause random noise to be averaged to zero will therefore not necessarily be
appropriate for an image of a speckle pattern.
There are a number of possible methods for dealing with noise which may
prove useful in correcting for the contrast problems in the X-ray images. The
most frequently used methods include window averaging, LOWESS filtering and
median filtering [10]. These techniques, and their potential for calculating the
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representative values for the pixel intensity and variance for use with equation
(3.3), are discussed below.
3.2.1 Window Averaging
Window averaging, used by Xie et al. to correct for uneven illumination in face
recognition images [11], is a widely used technique for removing high frequency
noise from a signal. It can be used in one dimension to remove random noise from
a line trace, or in two dimensions to remove localised noise from photographic
images, in which case the averaging filter is applied sequentially to each of the
rows and columns of pixels in the image [10]. When this technique is applied to
a signal, any purely random noise will average close to zero, provided a suitably
sized averaging window is used, leaving the more slowly varying signal.
The localised mean map is calculated by replacing each pixel in the image
with the average value of a certain number of surrounding values, in a procedure
summarised by equation (3.5).
M(x, y) =
∑x+w
x−w
∑y+w
y−w I(x, y)
w2
, (3.5)
where M (x, y) is the matrix of localised means and w is the side-length of the
square averaging window. This matrix is then subtracted from the original image,
I (x, y). The size of the window used when performing the averaging can be varied
to suit the spatial scale of the contrast variations. It is important to carefully
choose the window size when filtering the images in this way. For example, if
the window size is too small, information on the speckle pattern itself will be
removed. If, on the other hand, the window size is too large, localised areas of
brightness, such as the presence of a rod in an X-ray image, may not be properly
accounted for.
The variance of a single point in the image is determined by subtracting the
localised mean at that point and squaring the result [11, 13],
V1 (x, y) = (I (x, y)−M (x, y))2 , (3.6)
The local variance map is then determined in exactly the same manner as the
local mean map, by replacing the variance of each pixel with the mean value of
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Figure 3.3: (a) The original intensity slice across the image in Figure 3.1 (blue),
and the window averaged trace (red). An averaging window of 50 pixels was used.
(b) The original trace with the filtered trace subtracted. The global variations
in contrast have been removed, but the effect on the speckle component of the
image in unknown.
the variance of a surrounding patch of pixels. Once the local mean and variance
maps have been determined, the normalised image is produced by subtracting
the local mean from the image and dividing by the local variance, as shown in
equation (3.3) [11].
The resulting traces when this filtering technique is applied to the signal shown
in (b) of Figure 3.1, with an averaging window of (50× 50) elements, are shown in
Figure 3.3. The resulting signal has a constant average, showing that the method
has correctly removed the large scale contrast variation. It is not immediately
clear what effect the filtering has had on the speckle pattern component. The
intensity of the speckles will likely have been reduced as the averaging process
does not remove them entirely. This will be considered in more detail later in
this chapter.
3.2.2 LOWESS
Rather than using a window averaging algorithm, locally weighted scatter-plot
smoothing (LOWESS) can be used to determine a representative localised inten-
sity and local variance for use with equation (3.3). Using a LOWESS technique,
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local regression is performed on sub-sections of the data using a weighted linear
least squares approach and a first degree polynomial model [14].
For each pixel, a given number of surrounding pixels is extracted. Once again,
1D filtering is applied sequentially to the columns and then the rows to achieve
a 2D filtering effect. The problem is then to find the best straight-line fit to this
section of the data, f = β1 + β2x, such that the sum, S, of the squared residuals,
ri, is minimised.
S =
n∑
i=1
r2i , (3.7)
and
ri = yi − f (xi, β1, β2) , (3.8)
where yi is the vector of pixel intensity values for the extracted set of pixels and
f (xi, β1, β2) is the calculated intensity for each pixel from a straight-line fit with
constants β1 and β2. Once the best straight-line fit for the extracted set of data
has been identified, it is used to determine a characteristic pixel intensity value
for the original pixel of interest.
The matrix M in equation (3.3) can be determined by applying this technique
to the pixels in each row and then each column of I (x, y) sequentially. The matrix
Var(I(x, y)) can be determined by doing the same to the matrix of the variance
of each pixel,V1, given by
V1 (x, y) = (I (x, y)−M (x, y))2 . (3.9)
The normalised image can then be calculated as before using equation (3.3).
3.2.3 RLOWESS
A more robust version of the LOWESS technique is the robust locally weighted
scatter-plot smoothing (RLOWESS) technique. This technique is very similar to
the LOWESS technique, but it assigns lower weight to outliers in the regression.
Data outside of six mean absolute deviations are assigned a value of zero. This
technique has potential as, depending on the relative intensities of the speckle pat-
tern and the background, the speckles may be assigned lower values and therefore
will be less influenced by the filtering process.
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3.2.4 Median Filter
The previous three techniques discussed are all linear filtering techniques. An
alternative non-linear filter is the median filter [10]. Median filtering works by
replacing each element of a vector or matrix with the median value of a given
number of surrounding elements. It is a technique that has been used successfully
to remove ‘salt and pepper’ noise, consisting of randomly occurring white and
black pixels, from photographic images [10]. This technique therefore appears
well suited for correcting for larger scale contrast variations overlayed on a fine
speckle pattern consisting of bright regions of a few pixels in size. However, this
technique may struggle to filter out the considerably large speckles often found
in DSR images, which can reach 20 pixels or more in size.
3.2.5 Comparison of the Techniques
In this section the success of the four techniques at correcting for the types of
contrast problem observed in experimental X-ray images is investigated. How-
ever, using real experimental data, it would be difficult to assess what effect the
smoothing functions have on the speckle pattern component of the image, S,
since the actual background contrast variation (C) and original speckle pattern
component (S) would be unknown. To quantitatively assess the performance
of the four techniques in correcting for contrast problems in DSR images, it is
necessary to test the methods on a simulated image composed of known speckle
and background contrast components. The success of the smoothing can then
be judged by performing a correlation calculation between the original speckle
component and that recovered from the combined image after filtering.
The simulated speckle pattern component, S, was produced by randomly
adding white circles (with a diameter of 14 pixels) to a background of pixels with
zero intensity (which appear black) to a coverage of around 40%. The resulting
speckle pattern is shown in Figure 3.4, although it will subsequently be scaled
before adding to the contrast variation component.
To make the contrast variation component, C, representative of those seen in
DSR experiments, it was produced experimentally by taking an X-ray image of a
cylindrical sample of sand. The resulting image, shown in Figure 3.5, has a similar
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Figure 3.4: A simulated DSR speckle pattern consisting of white speckles (15
pixels in size) on a black background (with a pixel intensity of zero). The speckle
pattern has no background contrast variation, and the size and distribution of
the speckles is relatively representative of those found in DSR experiments.
contrast variation to that seen in experimental images, and will therefore allow
testing of the filtering techniques on the types of image that will be discussed
in this thesis. The contrast variation component is added to the speckle pattern
component, suitable scaled, to produce the image shown in Figure 3.6. This image
compares favourably to the types of images obtained during DSR experiments.
To compare the different filtering methods, each will be applied to the image
shown in Figure 3.6 to produce a filtered image. This filtered image will then
be correlated, using a Fourier DICC algorithm with no further normalisation,
with the speckle pattern component shown in Figure 3.4 (scaled to the same
extent as when it was combined with the contrast variation). If the contrast is
entirely removed without affecting the speckle component, the correlation value
will be one. If the speckle pattern has been distorted the correlation will be lower.
Rather than simply correlating the entire images, sub-image tracking will be used
to correlate small sub-sections of the speckle pattern in order to produce a matrix
of correlation factors. This allows investigation of the success of local filtering of
the contrast.
If the speckle image component in Figure 3.4 is correlated directly with the
image in Figure 3.6, after scaling, the mean correlation value is 0.497, representing
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Figure 3.5: An X-ray image of a cylindrical sample of sand (100 mm in diameter)
showing the variations in contrast. This contrast variation will be combined with
the speckle pattern in 3.4 to produce an artificial image.
Figure 3.6: A simulated DSR image composed of the computer generated speckle
pattern in Figure 3.4, suitably scaled, combined with the experimental image
of contrast variation shown in Figure 3.5. The resulting image is similar to the
experimental X-ray images of speckle patterns obtained during DSR experiments,
but is composed of known speckle and contrast components.
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Figure 3.7: Comparing the success of the four filtering methods in removing the
contrast variations from the image in Figure 3.6 as a function of the side-length
of the filtering window. In each case, the filtered image is correlated with the
original speckle pattern. All four methods show significant improvement relative
to the value of 0.497 achieved with no filtering of the images (shown in brown)
for window sizes of 50 and above. The window averaging approach is the most
successful, leading to an 80% increase in the correlation value.
a fairly poor correlation due to the significant contrast variations. For each of
the methods, the effect of varying the side length of the window over which the
smoothing function is applied will be investigated. In each case a sub-image size
of (100× 100) pixels and a search area of (300× 300) pixels are used. In Figure
3.7, the average correlation factor achieved for the four methods is plotted against
the side-length of the windowing function.
All four methods show considerable success in removing the contrast varia-
tions and significantly increasing the correlation value. The window averaging
technique is the most successful, leading to a correlation value of 0.82 when an
averaging window (63× 63) pixels in size is applied. This represents an 80%
increase in the success of the correlation relative to direct correlation with no
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filtering. As expected, with a small filtering window the correlation value is sig-
nificantly lower, since the speckle component of the image is being significantly
reduced. Interestingly, in all three cases, once the peak in correlation value has
been passed the decline in the correlation value with window size is very gradual.
The least successful filtering approach is median filtering, where each element
of the image is replaced with the median of a certain number of surrounding
elements. Although this approach works well at removing ‘salt and pepper’ noise
from images [10], it is less successful for the larger scale speckles in the X-ray
images, which can reach tens of pixels in size. The LOWESS smoothing approach
achieves a similar level of success to the window averaging approach, although the
peak correlation value is smaller and occurs at a higher window size. However,
the LOWESS technique is computationally intensive and takes up to 60 times
longer than the window averaging approach.
Based on run-time considerations and the results shown in Figure 3.7, window
averaging was chosen for the DICC algorithm written for this thesis. Filtering an
image (2000× 2000) pixels takes roughly 15 s on a standard desktop computer
(1.8 GHz Intel Dual Core T2350 Processor - 533 MHz bus speed, 2 MB L2 cache,
and 1 GB of RAM). This technique can also be adjusted to a range of different
scales of contrast variation by adjusting the range over which the local mean and
variance are calculated.
For elements less than than half the window size from the edge of the matrix,
the window size is reduced to the distance of the element from the edge of the
matrix, so that pixels on the very edge of the image remain unchanged. This
inadequate normalisation near the image boundaries can introduce some prob-
lems, and generally it is preferable to use an image greater in size than the area
of interest so that the edges can be ignored after normalisation.
The improvement in the correlation values can be understood in more detail by
studying the effect of the filtering on the images and on the subsequent correlation
surfaces. Figure 3.8 shows the correlation surface produced by correlating a sub-
image from the centre of the simulated speckle pattern component shown in
Figure 3.4 with a search area in the centre of the unfiltered simulated image in
Figure 3.6. The maximum correlation value of 0.37 is low, showing that there is
relatively poor correlation. It is also important to consider the ratio of the height
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Figure 3.8: The correlation matrix obtained when correlating a sub-image from
the centre of Figure 3.4 with a search area in the centre of Figure 3.6 with no
filtering of the images. The peak correlation value of 0.37 is low, as is the peak
to noise ratio of 1.5.
of the main peak to the height of the surrounding peaks, as this tells us how
well the sub-image has been differentiated from the surrounding speckle pattern.
In this case the ratio is 1.5, which shows that it is relatively difficult to tell the
sub-image apart from the surrounding speckle pattern.
Figure 3.9 shows, from the top to the bottom, three images showing the effect
of filtering the simulated image in Figure 3.6 with averaging windows of size
(27× 27), (63× 63) and (301× 301) pixels using the window averaging technique
and equation 3.3. The correlation surface achieved by correlating the same sub-
image as in Figure 3.8 with the filtered images is shown to the right of each
filtered image.
Figure 3.9 shows that using a small window size removes a large amount of
information about the speckle pattern and leads to a very low correlation value,
although note that the ratio of the peak to the surrounding noise is 1.9 which
is actually a slight improvement on the original value. With a window of size
(63× 63) pixels the filtered image bears a strong resemblance to the original
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speckle pattern shown in Figure 3.4. The location of the speckles is clearly vis-
ible and the contrast is approximately constant across the image. These factors
contribute to a significantly higher peak correlation value. The ratio of the peak
to the surrounding noise is also increased to a factor of 2.15, showing that the
sub-image is more successfully located. Increasing the window size further leads
to a more patchy appearance of contrast variation, and parts of the speckle pat-
tern become less clear. This is because a large averaging window averages out the
small scale contrast variations, meaning that they are not subsequently removed
when the mean matrix is subtracted from the original image. These factors lead
to a marginally lower correlation value of 2.04 and a reduced peak to noise ratio of
1.8. These images, and the plots in Figure 3.7, show that using an averaging win-
dow (63× 63) pixels in size is optimal for this speckle pattern and sub-image size,
but that window sizes much larger than this would also give adequate correlation.
Extrapolating this information to other sub-image sizes and other similar
speckle patterns, it can be suggested that a window size of at least two thirds
the sub-image size is required to provide a suitable level of filtering. The plots
in Figure 3.7 suggest that larger window sizes of up to twice the sub-image size
continue to provide acceptable levels of filtering.
It is also necessary to confirm that the window average filtering approach can
deal with the effects of a more localised high intensity region, such as that caused
by the presence of a metal projectile or an area of higher density. Figure 3.10
shows the previous artificial speckle image shown in Figure 3.6 with a brighter
region added to represent the presence of a projectile.
Figure 3.11 shows a quiver plot of the displacement data calculated when
correlating the images in Figures 3.4 and 3.10 using the standard Fourier based
normalisation approach discussed in Chapter 2. There is no displacement be-
tween the two images so the displacements should all be zero, apart from the
small area covered by the rod where spurious values will be given as the speckle
pattern is obscured. Instead, Figure 3.11 shows that a large area of the speckle
pattern around the rod has failed to correlate correctly. A large number of sub-
images have been mis-identified as moving inwards towards the position of the
rod. These spurious displacements are due to the higher correlation values ob-
tained when correlating with a region of the image that contains the rod. The
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Figure 3.9: The image in Figure 3.6 filtered with averaging windows of (27× 27),
(63× 63) and (301× 301) pixels and the corresponding correlation surface for a
sub-image in the centre of the image
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Figure 3.10: The artificial speckle image shown in Figure 3.6 with a bright region
added to represent a metal projectile (or it could equally represent a densified
region).
standard approach of subtracting the mean from the search area fails to correct
for this localised bright spot.
When a (63× 63) pixel window averaging filter is applied to the image in Fig-
ure 3.10, the image shown in Figure 3.12 results. The majority of the brightness
of the rod has been removed during the filtering process, leaving an area with
close to zero pixel intensity. Only the edges of the rod are still visible as white
lines with a similar intensity to the surrounding speckles. If this filtered image
is correlated with the speckle pattern in Figure 3.4, the displacements shown in
Figure 3.13 are calculated. Once again the sub-images have not moved so all the
recorded displacements should be zero.
Comparing the calculated displacements displayed in Figures 3.13 and 3.11,
we see that filtering the image has increased the success of the correlation. When
performing correlation with the filtered image, only sub-images from the first
image that overlap the position of the rod in the second image fail to correlate.
This is because the speckle pattern in this region of the second image is obscured
by the rod, meaning a match for the original sub-image no longer exists. False
correlation of the sub-images around the rod, leading to spurious inwards dis-
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Figure 3.11: A quiver plot showing the displacements calculated when correlating
the images in Figures 3.10 and 3.4 with no pre-normalisation applied to the
images. The displacements should be zero as the images are the same apart from
the bright region. Instead we see that a large area around the bright region has
incorrectly been identified as moving inwards towards it.
Figure 3.12: The image shown in Figure 3.10 after applying a (63× 63) pixel
window averaging filter. The brightness of the rod has been almost entirely
removed, leaving only a bright outline.
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Figure 3.13: A quiver plot showing the displacements calculated when correlating
the images in Figures 3.12 and 3.4. The correlation has been much more successful
with the normalised image. Only sub-images which directly overlap the area
of speckle pattern obscured by the projectile have failed to correlate correctly.
The other sub-images have been correctly identified as having not moved (zero
displacement - shown as circles).
placements, has been drastically reduced. This is due to the intensity of the rod
being significantly reduced in the filtered image.
The filtering process, in particular the effect of the filtering on the higher
frequency speckle component of the images, can be understood in more detail
by considering the effect of the filter on different frequency components of the
image. A moving average filter is a finite impulse response filter (FIR), meaning
that the filter’s response to a Kronecker delta function input falls to zero in a
finite number of sample intervals [15].
A general FIR filter has the following form:
y [n] =
N∑
a=0
bax [n− a] , (3.10)
where y (n) is the filter output, ba are constants and x (n) is the input vector. The
filter output is a weighted sum of the current value and a certain finite number of
73
3. PRODUCING A NEW DICC ALGORITHM
preceding elements. The impulse response of the filter, h [n], the response of the
filter to a single frequency impulse - a Kronecker delta function, can be calculated
as:
h [n] =
N∑
a=0
baδ [n− a] , (3.11)
= bn. (3.12)
In Fourier space, the frequency response, H (ω), is
H (ω) =
∞∑
−∞
h [n] e−iωn, (3.13)
where ω is the frequency. For a square moving average filter with a window length
of L, the impulse response is
h [n] =
1
L
, for n = 0, 1, ..., L− 1, (3.14)
h [n] = 0, otherwise. (3.15)
Therefore the frequency response in Fourier space simplifies to
H (ω) =
1
L
L−1∑
n=0
e−iωn. (3.16)
Using the formula for the sum, s, of a geometric series in terms of a variable r,
s =
L−1∑
n=0
rn =
1− rL
1− r , (3.17)
we can write the frequency response of the filter as
H (ω) =
1
L
1− e−iωL
1− e−iω . (3.18)
Figure 3.14 shows the effect on the frequency response of the window averaging
filter of varying the window side-length, calculated using equation (3.18). The
plots show that the frequency response shares some characteristics with a low-
pass filter, in that a constant component (zero frequency) passes through the filter
unattenuated while higher frequency components are more heavily attenuated.
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For all averaging window sizes, certain frequencies are eliminated entirely by
the filtering process. Unlike an ideal low-pass filter however, higher frequency
components are passed with varying amounts of attenuation by the filter. With
a filtering window of (10× 10) elements, up to 20% of the amplitude of the
higher frequency components is passed. This explains why with a small size of
averaging window significant information is removed from the speckle component
of the image, which contains significant high frequency components.
For larger window sizes there is considerably more attenuation of the ampli-
tude at higher frequencies. The high frequency response of the filter with window
sizes of (63× 63) elements and (125× 125) elements is very similar. In both
cases, the high frequency components are attenuated to a few percent of their
original amplitude. This similarity in the high frequency behaviour explains the
slow drop off in correlation success with window sizes above (80× 80) pixels,
observed in the plots in Figure 3.7. Above a window size of around (80× 80)
pixels, increasing the window size further makes little difference to the extent of
filtering of the high frequency components, where most of the information about
the speckle pattern component, S, is contained.
3.2.6 Spatial DICC
We have concentrated thus far on the effect of the image filtering on the correla-
tion values determined using the Fourier based DICC algorithm written for this
thesis. As discussed in Chapter 2, there is a second major group of DICC algo-
rithms that involve performing the correlation in the spatial domain and which
can consider factors such as compaction, shearing and rotation of the sub-image.
To assess the applicability of the window average filtering technique to this sec-
ond class of DICC algorithm, the effect of the window average filtering process on
the direct spatial correlation values was investigated using equation (3.19), which
was discussed in Chapter 2.
rX,Y =
m∑
x=0
n∑
y=0
[
X − X¯
σX
Y − Y¯
σY
]
, (3.19)
where X is the matrix of pixel intensities for the sub-image and Y is the matrix
of pixel intensities of a section of the search area of equal size. This equation is
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Figure 3.14: The frequency response of the window averaging process for three
different window sizes. All three cases resemble a low-pass filter to some extent,
as the higher frequency components are significantly attenuated. With a window
size of (10× 10) (blue), significant high frequency components are passed, mean-
ing that considerable information will be removed from the speckle component.
With larger window sizes the higher frequency components are more significantly
attenuated.
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applied to every possible section Y of the search area to build up a correlation
matrix. As before, the speckle pattern in Figure 3.4 and the combined speckle and
contrast image in Figure 3.6 were correlated. Rather than directly correlating the
two images, sub-image tracking was again used to build up a matrix of correlation
values for a series of sub-images in the first image, so that an average value could
be calculated.
Figure 3.15 shows the effect on the direct spatial correlation value (similar to
the approach used by Sutton) of applying a window averaging filter to the image
in Figure 3.6, for a range of different window sizes. When the images in Figures
3.4 and Figure 3.6 are correlated directly using a spatial algorithm the mean
correlation value is 0.66, considerably higher than with the Fourier technique,
but substantially less than the peak of 0.82 achieved with the Fourier technique
and the filtered image. The peak to noise ratio for this correlation, for the same
sub-image as in the Fourier case, is 1.55, again higher than for the standard
Fourier technique. Figure 3.15 demonstrates that the filtering approach used in
this thesis is equally applicable to spatial correlation algorithms, such as that
developed by Sutton [16]. The correlation value increases from 0.66 to a peak of
0.84 with a window size of 63 pixels. This represents an increase in the success
of the correlation of 30%.
The improvement in the correlation values can be seen in the two contour
plots shown in Figure 3.15, where a sub-image from Figure 3.4 (the same as with
the Fourier technique discussed previously) is correlated with a search area in
Figure 3.6. The left plot shows the correlation matrix with no filtering applied
to the images. The right plot shows the same correlation when an averaging
window of size (63× 63) pixels is used on the combined simulated image in Figure
3.4. The intensity of the central peak has noticeably increased in the right plot
and the relative intensity of the surrounding peaks has been reduced. The peak
to noise ratio has been increased to 2.05, representing a significant increase in
the identifiability of the sub-image relative to the surrounding speckle pattern.
Despite the slightly higher correlation value, this peak to noise ratio is actually
slightly lower than the value of 2.15 obtained with the Fourier technique for the
same extent of filtering.
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Figure 3.15: The effect of the side length of the square averaging window used
in the image filtering on the correlation value when performing the correlation
process in the spatial domain rather than the Fourier domain (blue line). The
correlation value of 0.66 with no filtering applied to the images is shown in brown.
An improvement of 27% in the correlation value is achieved. This demonstrates
that the image filtering is equally applicable to the Sutton DICC approach when
dealing with less than idea speckle patterns.
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Figure 3.16: Contour plots showing the correlation matricies obtained when cor-
relating, in the spatial domain, a sub-image in the centre of Figure 3.4 with (a)
a search area in the centre of Figure 3.6 (b) the same search area after the image
has been normalised with an averaging window with a size of (63× 63) pixels. In
(b) the correlation peak is larger (by 27%) and the peak to noise ratio is greater
(by 38%).
It is clear therefore that the filtering approach used in this thesis is equally
applicable to the spatial correlation approach used by Sutton and others. Such
an approach will prove useful when using any DICC program on non-ideal speckle
patterns that contain significant variations in contrast. It is clear also that, for
this sub-image at least, the Fourier based approach with this normalisation proce-
dure correlates to a similar or better extent than the spatial correlation approach
with the same normalised images. As previously discussed the Fourier approach
also has the advantage of being computationally faster and more straight-forward
to implement.
3.2.7 Previous Example
Let us briefly return to the example we discussed earlier in Chapter 2, involving
the search area repeated here in Figure 3.17 and a sub-image which is identical
to the right square section of this image. We saw that when this image and
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Figure 3.17: Two small square images on a background of zero pixel intensity.
The right square represents a section of speckle pattern from an X-ray image.
The left square represents a localised bright area in an X-ray image. The overall
image represents a search area that contains large variations in contrast
the sub-image were correlated in Fourier space with the standard normalisation
applied, namely subtraction of the mean values from the sub-image and search
area, the position of the sub-image was incorrectly identified. If we now apply a
window averaging filter (24× 24) pixels in size to the search area and sub-image
and perform the correlation in Fourier space, the correlation matrix displayed in
Figure 3.18 results.
The surface plot shows a peak at (71,291), correctly identifying the position
of the sub-image in the search area. The main peak is very sharp with little
surrounding noise and the peak-to-noise ratio is 6.3. This demonstrates a very
significant improvement on the standard Fourier correlation result, which is re-
peated here in Figure 3.19, for which the location of the sub-image was incorrectly
identified.
The correlation now compares very favourably with the spatial correlation
result, the plot of which is repeated here in Figure 3.20. Although the correlation
value is slightly reduced, the peak to noise ratio is again slightly better in the
Fourier case, suggesting that the sub-image is easier to differentiate from the
surrounding speckle pattern.
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Figure 3.18: The correlation matrix obtained when the two images in Figures
2.11 and 2.10 are correlated in the Fourier domain after being normalised with
an averaging window (24× 24) pixels in size. The location has been correctly
identified, which the standard Fourier DICC algorithm was able to do. The peak
size and peak to noise ratio (6.3) compare very favourably with the direct spatial
correlation results shown previously in Figure 2.12.
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Figure 3.19: A surface plot of the correlation matrix obtained when correlating
the sub-image in Figure 2.11 with the search area shown in Figure 2.10, in the
Fourier domain (using equation (2.14)). With the basic normalisation included,
there is a larger correlation value at the correct position of (71,291). However,
the largest correlation value incorrectly identifies the position of the sub-image.
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Figure 3.20: A surface plot of the correlation matrix obtained when correlating
the sub-image in Figure 2.11 with the search area shown in Figure 2.10, in the
spatial domain. The x- and y-axes correspond to the position of the upper left
corner of the sub-image relative to the upper left corner of the search area for a
given correlation step. The position of the sub-image has been correctly identified
as (71,291) pixels.
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3.2.8 Experimental Images
We will now return to the experimental X-ray images in Figure 2.8 of Chapter 2,
showing the penetration of a cylinder of sand by a rod projectile, repeated here
in Figure 3.21. It was the correlation problems associated with the variation in
contrast in these images that prompted the above investigation of image filtering
techniques. In (c) of Figure 3.21, we see that the presence of the bright pro-
jectile, coupled with the effects of the sample geometry and X-ray beam profile,
leads to spurious inwards displacements that obscure the areas of main interest -
those directly around the projectile, showing the interaction with the surrounding
material.
If we now apply equation (3.3) using the window averaging filter algorithm
discussed above to these images, with an averaging window of (100× 100) ele-
ments, the normalised images shown in (a) and (b) of Figure 3.22 result. The
contrast across the images has been successfully normalised, so that the resulting
speckle pattern has a uniform mean contrast and is clearly visible. The relative
intensity of the rod in the second image has been significantly reduced. The
resulting correlation of these normalised images, performed using the DICC al-
gorithm described in this chapter, with a sub-image size of (100× 100) pixels, is
shown in the quiver plot in (c) of Figure 3.22. With the normalised images the
correlation has been much more successful. There is still a narrow region around
the projectile for which the correlation has failed, caused by the destruction of the
sub-images in this location. However, this region is substantially smaller than the
area of failed correlation in Figure 3.21, and none of the surrounding areas have
incorrectly correlated inwards towards the rod. This demonstrates that using the
normalisation approach included in the algorithm written for this thesis dramat-
ically improves the success of the correlation. Considerably more displacement
data are provided about the areas of main interest.
We can also see the success of the image normalisation process in correcting
for densified material by applying it to the earlier plate impact facility [17] ex-
perimental X-ray images, one of which is shown in (a) of Figure 3.23. In the
normalised image, shown in (b), we can see that the higher intensity of the den-
sified material behind the compaction wave has been reduced so that the whole
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(a) (b) (c)
Figure 3.21: Image (a) is a reference X-ray image showing the speckle pattern. Im-
age (b) is a dynamic X-ray image showing the penetration of the sample by a long
rod. In image (c) the displacement field within the sample is shown, calculated us-
ing a sub-image size of (100× 100) pixels and a search area of (300× 300) pixels.
The correlation algorithm of White et al. [3] has given spurious inwards displace-
ments for large areas of material surrounding the projectile. This is thought to be
due to the relative high intensity of the projectile on the X-ray image compared
with the surrounding material.
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Figure 3.22: (a) The lead speckle pattern (reference image) shown in Figure 3.21,
after being normalised by removal of the local mean and division by the local
variance using equation (3.3) and a window averaging approach. The resulting
image has a uniform mean contrast. (b) Normalised image of sample during
rod penetration (dynamic image), the intensity of the rod has been significantly
reduced. (c) Quiver plot of displacements calculated using the optimised DICC
algorithm. Comparison with Figure 3.21 demonstrates the improved correlation.
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(a) (b)
Direction of
loading
Figure 3.23: (a) Original X-ray image taken during a plate impact experiment
on a sand sample. (b) The normalised image. The change in contrast behind the
compaction wave has been successfully corrected for.
sample now has a uniform background intensity.
3.3 Tracking Deformed Sub-Images
To confirm the assumption that, provided suitably small sub-images are chosen,
the global displacement can be considered as a series of rigid body translations,
compaction of the sub-images was considered. The rigid body approach begins to
fail when the strain reaches roughly 10%, although this depends to some extent
on the characteristics of the speckle pattern.
To account for simple compaction, in which the global compaction can be
split into two perpendicular scaling factors, the algorithm was modified to include
tracking of deformed sub-images (this adds significantly to the computing time).
To simulate the deformation of a given sub-image, bi-cubic interpolation is used.
Consider the image of a cross shown in Figure 3.24. This image is (90× 90)
pixels. If we scale this image by factors of 0.5 vertically and 0.8 horizontally, the
resulting image is (45× 72) pixels. Bi-cubic interpolation is used to determine
the pixel intensities in the matrix with the reduced dimensions. Figure 3.24 (b)
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(a) (b)
Figure 3.24: (a) A (90× 90) image of a cross shape. (b) The same image scaled
by a factor of 0.8 horizontally and 0.5 vertically. The pixel intensities in the
scaled matrix are determined using bi-cubic interpolation.
shows an image of the cross with this deformation process applied.
When searching for a particular sub-image in a deformed image, the extent
of the compaction is unlikely to be known. It is therefore necessary to try a
series of different levels of compaction of the sub-image, correlate these different
sub-images independently and determine which set of deformations produces the
highest correlation factor. Each iteration adds to the overall computational time
of the algorithm. Fairly coarse steps in the scaling factors can be used, as an
image compacted by a factor of 0.85 will correlate successfully with the same
image compacted by factors of 0.8 or 0.9.
If this modified algorithm is applied to X-ray images from a dynamic pen-
etration experiment of the type shown in Figure 3.22, there is little change in
the success of the correlation with a sub-image size of (100× 100). A few more
sub-images directly ahead of the rod correlate successfully, but a few more errors
are generated elsewhere in the correlation matrix. Contour plots of the extent
of compaction in the longitudinal (parallel to the rod) and lateral directions are
shown in (a) and (b) of Figure 3.25 respectively.
These diagrams show that the majority of the compaction is occurring around
the projectile tip, and ahead of it, but that the extent of the compaction is small,
with most of the material being compacted by a factor of 0.9 (shown as nine in
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(a) (b)
Figure 3.25: Contour plots showing the extent of compaction occurring during a
penetration experiment of the type discussed in Chapter 4. The sub-image size
is (7× 7) mm. The longitudinal compaction (parallel to the rod) is shown in
(a). The Lateral compaction is shown in (b). The colour bar represents the scale
factor multiplied by ten. Most of the material is not being compacted on the
scale of the sub-images.
the figure) at the most. This demonstrates that on the chosen size of the sub-
images, (100× 100) pixels, which corresponds to approximately (7× 7) mm, the
material is relatively incompressible.
These results confirm the applicability of the approach taken in the DICC
algorithm written for this thesis. They show that the approximation that the
material flow in penetration experiments can be represented by a series of rigid
body translations of sub-images is appropriate for the chosen size of sub-images.
Such an approach does not significantly impact the success of the correlation
relative to other approaches. The correlation has only failed in the severely
distorted region immediately around the rod, where all DICC algorithms would
struggle.
3.4 Testing of the DICC Algorithm
Before using the DICC algorithm to analyse experimental displacements, it is
important to investigate the accuracy with which the algorithm can determine
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displacements. It is also essential to investigate whether the window averaging
contrast normalisation approach used in the algorithm affects the accuracy of
the measured displacements. The accuracy of the algorithm will depend on a
number of factors relating to the speckle pattern. In particular, the speckle size
and the contrast of the images, taking into account effects like blurring, will have
an effect. For a given speckle pattern, the chosen size of sub-image to be tracked
and also potentially the size of the search area, will also influence the accuracy of
the results. The size of the search area becomes important for non-ideal speckle
patterns in which the pattern is not sufficiently random. In such a situation,
various areas of the speckle pattern may resemble the sub-image that is being
located, and there will no longer be a single sharp correlation peak.
The accuracy of Fourier based DICC algorithms when applied to perfectly
random and sharp computer generated speckle patterns has been discussed in
detail in the literature [1, 18]. Sjodahl and Benckert determined an empirical
relationship between the standard deviation in a set of measurements, e, and
speckle pattern parameters such as the speckle size σ, the sub-image size n, in
pixels, and a ‘speckle decorrelation’ term δ (0 ≤ δ ≤ 1) [1].
e ≈ 0.66σ
n (1− δ)2 . (3.20)
The speckle decorrelation factor represents deformation of the object surface
and effects such as detector noise. This equation suggests that small speckles
lead to smaller errors (all speckle points must be finite so the error is never zero)
and that larger sub-images lead to more accurate displacement measurements.
Such empirical equations are derived by investigating computer generated speckle
patterns that are random and contain small speckles. Their applicability to the
types of speckle pattern generated during DSR experiments, which contain large
speckles and problems such as poor contrast and blurring, is not immediately
obvious.
To determine the accuracy of the DICC algorithm written for this thesis when
applied to DSR speckle images, it is more appropriate to test the algorithm
on actual experimental speckle images rather than computer generated images.
90
3.4 Testing of the DICC Algorithm
Figure 3.26: An X-ray image of a layer of randomly scattered lead shot (1 mm
diameter) within a cylindrical sample of sand (100 mm diameter). The contrast
has been artificially adjusted to make the speckle pattern more visible.
As an initial test of the algorithm, an X-ray image of a lead speckle pattern
within a cylindrical sample of sand, shown in Figure 3.26, was produced. It can
immediately be seen that this speckle pattern is non-ideal as the speckle size
is large and the distribution of particles is not entirely random, since there is
variation in the spatial density of speckles in the pattern.
The accuracy of the speckle algorithm when dealing with integer pixel dis-
placements was investigated by shifting the image shown in Figure 3.26 by a
chosen number of pixels in the x- and y-directions using Adobe Photoshop 7.0
and correlating it with the original to determine the displacement. Three different
sub-image sizes were used, (100× 100), (60× 60) and (40× 40) pixels. Displace-
ments of up to 200 pixels in a given direction were generated, giving a maximum
total displacement of 250 pixels. In all cases the algorithm correctly determined
the displacement. The error in measuring a single component of the displacement
was 0.005 pixels in each case. This is set by the extent of interpolation used in the
area around the peak in the correlation surface when determining the location of
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Figure 3.27: A sub-image (100× 100) pixels in size taken from the speckle pattern
shown in Figure 3.26. There are some brighter regions showing the location of
speckles, but in general the pattern is very indistinct and blurred.
the peak to a sub-pixel accuracy.
This result demonstrates that looking for larger displacements, and therefore
increasing the size of the search area in the second image, does not affect the
accuracy of the measured displacements. This suggests that the speckle pattern
shown in Figure 3.26 is sufficiently random for DICC to work. To investigate the
minimum size of sub-image that can be used on the speckle pattern in Figure
3.26, the image was displaced by 95 pixels in the horizontal (x) direction and 75
pixels vertically (y-direction). DICC was performed using a variety of different
square sub-images ranging from (10× 10) pixels to (100× 100) pixels in size.
An example of a typical sub-image (100× 100) pixels in size, extracted from the
speckle pattern in Figure 3.26, is shown in Figure 3.27. Within this sub-image are
3-4 brighter regions showing the location of lead pieces. Further contrast on the
images is caused either by the variability of the sand sample or noise generated
during the detection and film developing process. It is clear that this sub-image
bears little resemblance to an ideal speckle pattern, as discussed in Chapter 2.
A graph showing the fraction of sub-images (out of a sample size of 260 in each
case) which correlate correctly, as a function of sub-image size, is shown in Figure
3.28. For a sub-image size greater than (20× 20) pixels, all of the sub-images
correlate correctly for integer pixel displacements. Even at a very low sub-image
size of (10× 10) pixels, 70% of the pixels correlate correctly with a search area
of (200× 200) pixels.
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Figure 3.28: The percentage of sub-images which correctly correlate against sub-
image size (for integer pixel displacements) when correlating Figure 3.26 with the
same image displaced slightly. 100% of images correlate for sub-image sizes of
(20× 20) pixels and above.
It is clear that the accuracy of the algorithm when considering integer pixel
displacements of a single image is very high. It is unlikely that this accuracy
can be matched when considering two experimental X-ray images. Firstly, the
experimental displacement of a sample is highly unlikely to lead to a translation
of a whole number of pixels between the images. The intensity value recorded
in each pixel of the scanned X-ray image represents the mean of the underlying
continuous intensity structure contained within that pixel. A non-integer pixel
translation will cause each pixel to sample a slightly different region of the un-
derlying intensity distribution, which will have a slightly different mean value.
There will no longer be an exact pixel by pixel match for a given sub-image in
the second image and so the correlation peak will be broader and there may be
a greater error in identifying the location of the sub-image. This also means that
the speckles will be digitised in slightly different locations, leading to additional
errors. Even if there is no translation of the speckle pattern the smallest of ro-
tations, which are unavoidable in real large scale DSR experiments or during the
scanning process, will lead to a re-sampling of the intensity distribution and will
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therefore reduce the correlation values.
To get a more realistic idea of the errors involved in measuring displace-
ments between two different X-ray images, it is necessary to physically move the
speckle pattern by some carefully controlled amount that leads to non-integer
pixel translations between the X-ray images, and then see if the DICC algorithm
can correctly determine the displacement. This approach also gives a more useful
estimate of the error involved in analysing real experimental images as it will take
into account errors caused by correcting for small rotations of the speckle pattern
and in determining the scaling factor for the speckle pattern.
In order to test the DSR process on a sample similar to those that will be
discussed in the following chapters, a column of sand 10 cm high with a horizontal
plane of randomly scattered lead shot, with a particle size of approximately 1 mm
and to a covering of 25 % by area, at a height of 5 cm, was produced. This sample
was securely mounted onto a custom made translation stage, consisting of a
platform that can be translated with an accuracy of 0.01 mm using a micrometer,
as shown in Figure 3.29. A random pattern of lead shot was secured above the
X-ray cassette to produce a second speckle pattern which did not move with
the sample. This fiducial marker allows for correction of small misalignments of
the X-ray cassette between successive X-rays. Although the X-ray cassette was
carefully aligned manually, it is impossible to avoid some misalignment of the
cassette, or indeed of the X-ray film within the cassette.
A reference X-ray image of the sample and the fiducial marker was taken
and the sample was translated by a known amount before taking a second X-ray
image. This process was repeated for a number of different translations. The
graph in Figure 3.30 shows the displacements determined from the images by the
DICC algorithm for a series of known translations. The graph shows that the DSR
process has performed well at measuring the applied translation; there is little
deviation between the line of perfectly measured displacements and the actual
measured displacements. The errors shown on the graph are determined from
the standard deviation of the measured displacement values. These errors include
those inherent in the DICC process and those caused by slight misalignment of
the X-ray film during the experiment or during the subsequent scanning.
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Sample
Lead Layer
Fiducial MarkerTranslation Stage
Micrometer
X-ray Cassette
Figure 3.29: The translation stage used to accurately move the sample so that
the accuracy of the speckle algorithm in measuring sub-pixel displacements can
be determined.
Figure 3.30: A plot of the measured displacement of the sample determined using
DSR with a sub-image size of (100× 100) pixels against the actual displacement
of the sample measured using the micrometer on the translation stage. The
algorithm accurately measures the displacement of the sample.
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Figure 3.31: Displacements measured when correlating two X-ray images where,
if the two pieces of film had been identically arranged within the cassette and
there were no errors introduced during scanning, the displacements should all be
zero. The displacements are scaled by a factor of ten to make the rotation more
visible. It is clear than rotation of the film has occurred at some stage during the
DSR process, giving errors of up to 0.4 mm.
Other errors may be introduced when estimating the scale factor in each case
and correcting for small rotations. To illustrate the errors that can be introduced
when loading the X-ray cassette with film, or when scanning the X-ray film, a
random pattern of lead particles was attached to the front face of an X-ray cassette
and an X-ray image was taken. The X-ray film in the cassette was then replaced
with a second piece of film and a second X-ray image was then taken. The two
different pieces of film were then carefully aligned in a scanner and were digitised.
Ideally, when the two images are correlated the measured displacement should be
zero, as the speckle pattern should be in exactly the same location and orientation
in both images. Instead, when the two images were correlated the speckle pattern
shown in Figure 3.31 resulted. The magnitude of the displacement arrows has
been scaled by a factor of ten in this image to make the rotation more visible.
Figure 3.31 shows that the displacements are non-zero. The pattern of the
displacements shows that rotation of one of the pieces of the film has occurred
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during the loading or scanning process. The displacements due to this small
rotation range from 0.01 mm to 0.4 mm. This demonstrates that even when
being careful to correctly align the film at all stages, some small rotation or
translation of the film is inevitable.
Correcting for rotation can be troublesome, given that the axis of rotation,
and the extent of rotation, are generally both unknown. Small rotations can be
corrected for using a plane fitting program [19]. The displacements due to the ro-
tation can be considered as being made up of two different planes of displacement,
one representing the lateral displacements, dx, and the other the longitudinal dis-
placements, dy, as shown in equations (3.21) and (3.22),
dx = ax+ by + c, (3.21)
and
dy = dx+ ey + f. (3.22)
where the letters a to f represent constants and x and y are the lateral and
longitudinal axes. By fitting planes to the two sets of displacement data, the
variables a to f can be determined. Once this has been carried out for a set
of fiducials, the displacements due to the rotation in the rest of the image, for
example within a sample, can be calculated by extrapolation of these planes.
If this process is applied to the displacement data shown in Figure 3.31, the
displacements shown in Figure 3.32 result (once again the displacements have
been scaled significantly). The majority of the rotation has been removed but
other random errors have been introduced. These errors are smaller than the
displacements caused by the rotation, the maximum being only around 0.08 mm
in magnitude.
We discussed in Chapter 2 that the resolution of the displacement maps deter-
mined through DSR depends on the smallest size sub-image that can be tracked
between the images. To investigate what this size is for non-integer pixel dis-
placements of the sample, the translation stage was used to move a sample so
that there was a displacement of (40.4 ± 0.6) pixels in one direction and (5.5 ±
0.4) pixels in a perpendicular direction. DICC was performed on X-ray images
of the sample taken before and after the applied displacement, with a variety
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Figure 3.32: Displacements after correction for rotation using a plane fitting
program. The rotation has been successfully removed leaving errors of up to
0.1 mm.
of different sizes of square sub-image. In each case the fraction of sub-images
which had correctly correlated (defined as being within one half of a pixel of the
correct displacement) is shown in Figure 3.33 as a function of the length of the
sub-image.
Figure 3.33 shows that 100% of the sub-images correlate for sub-images larger
than (72× 72) pixels in size. The correlation remains moderately successful down
to a sub-image size of (32× 32) pixels, where 87% of the sub-images correctly
correlate, but then there is a rapid drop off in the success of the correlation upon
going to smaller sub-images, so that with a sub-image (22× 22) pixels in size
only 38% of sub-images correlate correctly. This result is unsurprising given that
a piece of lead appears as a white area on the X-ray images with a size of roughly
(10× 10) pixels.
In order to achieve repeatable accuracy when performing DICC on DSR
speckle images of this type, it seems appropriate to use a sub-image that is
(82× 82) pixels in size or greater. This represents a square physical area in the
sample (depending on the extent of the magnification of the speckle pattern) with
a side-length of between four and six millimetres. This level of accuracy should
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Figure 3.33: The percentage of the sub-images correctly correlating when mea-
suring non-integer pixel displacement as a function of the sub-image length (for
a displacement of 40.4 pixels in the x-direction and 5.5 pixels in the y-direction)
for the experimentally displaced sample. 100% of the sub-images correlate suc-
cesfully when a sub-image (72× 72) pixels in size or greater is used. The success
of the correlation falls dramatically for sub-images (32× 32) pixels or smaller.
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prove sufficient for the dynamic penetration experiments which will be discussed
in the following chapters.
3.5 Conclusions
To summarise:
• A Fourier based DICC algorithm has been produced and optimised for
investigating the penetration and internal flow of large granular samples.
• Different image normalisation approaches were investigated. A window av-
eraging approach provides the greatest improvement in both the absolute
correlation values (an 80% increase) and the peak to noise ratio (a 45%
increase).
• A window averaging approach corrects for both global variations in contrast
and more localised bright areas, such as the presence of a projectile or
densified material behind a compaction wave. A normalised speckle pattern
with a uniform mean of zero and a uniform variance of one is produced by
the filtering.
• The normalisation approach is equally applicable to the spatial DICC ap-
proach taken by Sutton and others [20]. An increase in the absolute cor-
relation value (27%) and the peak to noise ratio (38%) was demonstrated.
The signal to noise ratio with the Fourier technique and the filtered images
is better than with the spatial correlation technique on the filtered images
(2.15 versus 2.05).
• These improvements will allow larger samples, which produce less than ideal
speckle patterns, to be investigated experimentally. This will ensure that
the sample behaviour is representative of the bulk behaviour of the material
and that the penetration can be followed to a greater penetration depth.
• The improvement in the success of the correlation was demonstrated for
experimental penetration data (relative to a standard DICC algorithm).
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Considerably more information was provided in the locality of the penetra-
tor, which is the area of greatest interest.
• It was demonstrated that for DSR penetration experiments on large samples
(of the type discussed in later chapters), the approximation of rigid-body
translation of the sub-images is appropriate. For a sub-image size of (7× 7)
millimetres most of the sub-images did not experience any significant com-
paction.
• The algorithm was shown to accurately determine experimentally applied
displacements of a sample of sand. The errors involved in the DSR process,
including those involved in correcting for small rotations, determining scale
factors and performing DICC, generally amount to an error of less than
0.3 mm in the measured displacements.
• When performing DSR on X-ray speckle patterns made up of lead one
millimetre in diameter, a sub-image size of (82× 82) pixels or greater leads
to very successful correlation, in that 100% of the sub-images correlated in
the controlled displacement experiment. In the following chapters a sub-
image size of (100× 100) pixels is generally used to ensure the accuracy of
the data.
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Chapter 4
Dynamic Penetration of Granular
Media
4.1 Introduction
In the Introduction to this thesis we discussed the need for precise data on the
internal flow of material within a granular sample during penetration. Although
some preliminary small-scale experiments have been carried out in this area [1],
more useful data could be obtained by using a larger sample, as the response
of a larger sample would be more representative of the bulk behaviour of the
material. Furthermore, the boundary conditions would not become important
until late in the penetration process, allowing the penetration to be studied to a
greater depth. In the preliminary experiments by Grantham [1–3], a sample depth
of only 30 mm was used, in order to avoid the correlation problems associated
with non-ideal speckle patterns (which were discussed in detail in Chapters 2 and
3). In this chapter, a series of experiments are presented as part of a study of
the response of a large (150 mm length, 100 mm diameter) cylindrically confined
sample of sand to penetration by a rigid steel projectile (length 100 mm, diameter
10 mm).
DSR was used to determine the full field displacement within a cross-section
of the cylindrical sample. The temporal progression of the penetration is followed
through a series of time-delayed flash X-ray experiments. The effect of the nose
105
4. DYNAMIC PENETRATION OF GRANULAR MEDIA
shape of the projectile on the behaviour of the penetrator, and the response of
the sand, is reported in the following chapter.
As discussed in the previous chapter, the Gaussian X-ray beam profile, cylin-
drical nature of the sample, and the presence of the bright rod in the second
X-ray image mean that standard DICC algorithms perform relatively poorly at
analysing these types of X-ray images. Using the algorithm discussed in Chapter
3 removes these contrast issues and significantly improves the correlation. This
allows us to use a larger sample than would otherwise be possible.
4.2 Experimental Method
4.2.1 Material Characterisation
The sand used in the following experiments is a fine concrete sand provided by
Cardigan Sand & Gravel Co Ltd (Penparc, Cardigan, Ceredigion, SA43 1RB). It
was chosen as its relatively wide particle size distribution is representative of the
types of material generally found in nature. The same sand has also been used
for other experiments, including plate impact experiments [4]. Particle size data
for the sand provided by the supplier is shown in Figure 4.1, showing that the
sand grains range in size from 0.01 mm to approximately 4 mm. The average size
is between 0.5 and 1 mm.
To check the particle size distribution of the supplied sand, the material was
investigated using a Malvern Mastersizer 2000 laser particle sizer. The machine
works by passing a suspension of the material in water across the path of a laser
beam. The laser light is scattered by the collection of particles to a variety of
angles that are directly related to the size of the particles. The scattered light is
detected by a series of detectors and the signal is analysed to determine the sizes
of the particles causing the scattering [5]. As part of the calculation, it is assumed
that the particles are spherical. While this is not entirely true for the majority
of the sand grains, it is a useful approximation to help determine the relative
fraction of particles with a given particle size. The particle size data for the sand,
averaged over three separate samples, are shown in Figure 4.2. The results show
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Figure 4.1: Particle size data for the sand provided by the manufacturer showing
the minimum, average (red) and maximum fraction of the material passed by
a sieve with holes of a given size. The average particle size is between 0.5 and
1 mm.
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Figure 4.2: Particle size data for the sand measured using a Malvern Master-
sizer 2000 machine. The distribution of particle sizes is Gaussian in appearance
and the mean value is approximately 0.3 mm. The particles range in size from
approximately 0.1 mm to 1.5 mm.
that the grains ranged in size from 0.1 mm to 1.5 mm with an average size of
(0.29± 0.19) mm.
The grain morphology was investigated using scanning electron microscopy
(SEM) [6]. A Phillips XL30 - SFEG SEM was used to image grains at magnifi-
cations ranging from 35x to 1148x. The two images presented in Figure 4.3 show
a selection of grains at a magnification of 35 - 36x. The grains shown in (a) have
an average Feret diameter, defined as the longest possible straight line between
any two points on the perimeter, of (320 ± 90) µm. The grains are irregular in
shape, with rough surface profiles. The circularity of the grains, defined as
circularity = 4pi
(
A
P 2
)
, (4.1)
where A is the area of the grain and P is the length of the perimeter, ranges
from 0.25 to 0.78. A value of one would correspond to a perfect circle while
values approaching zero indicate an increasingly elongated polygon. The average
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circularity of the grains shown in (a) is 0.6 ± 0.1, suggesting that the grains
are more elliptical than circular. In (b), a larger grain with a Feret diameter of
1.6 mm and a circularity of 0.59 is shown. Particles ranging in size from 0.25 mm
to 1.6 mm are visible, illustrating the range of particle sizes found in the sand.
Figure 4.4 shows a sequence of images of a single grain of sand, at increasing
levels of magnification, illustrating the surface features. In the first image, at
a magnification of 287x, the irregular grain morphology is clear - there are a
number of sharp out-croppings visible. Increasing the magnification to 574x and
1148x, we can see that the surface of the grain is rough. There are a number of
pits and ridges visible on the surface ranging in scale from 50 µm down to less
than 10 µm. These SEM images show that the grains have irregular shapes, with
jagged edges and outcroppings, and rough surfaces, suggesting that at moderate
to high densities friction between the grains is likely to be important.
To ensure a uniform water content throughout the experiments, the sand was
dried in an oven at a temperature of 800C for 24 - 36 hours before each experiment.
Previous experiments have shown that the water content can have a significant
effect on the response of the sand to impact [1]. The tapped density of the dried
sand, determined by gradually adding the sand to a cylindrical cavity and tapping
the container to cause the material to settle, is (1650 ± 20) kgm−3. The density
of pure quartz is 2650 kgm−3, suggesting that the tapped sand is 38% porous by
volume.
4.2.2 Flash X-Ray System
A flash X-ray system produces a very intense, short duration burst of X-rays
(< 100 ns in duration). Such a system is ideally suited for studying high-speed
events, such as objects moving at high velocity. The pulse of X-rays is produced
by accelerating a very short intense pulse of electrons, produced by discharging
a capacitor bank through a cathode, into a tungsten target.
A Scandiflash TA400 flash X-ray system was used here. It produces pulses
of X-rays with a duration of approximately 70 ns and energies between 55 and
150 keV. Images are captured using X-ray cassettes (AGFA Curix Ortho Regular
cassette). The cassettes contain two medical intensifier screens, consisting of a
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Figure 4.3: SEM images of the sand grains taken at a magnification of 36-37x.
The grains are irregular in shape and are more elliptical than circular. Many of
the grains have rough surface profiles with jagged out-croppings. In (b) particles
ranging in size from 0.25 mm to 1.6 mm are visible, illustrating the range of
particle sizes present.
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Figure 4.4: A sequence of SEM images of a single grain of sand, taken with
increasing magnification (287x, 574x and 1148x). The irregular shape of the par-
ticles can be seen, as can the surface roughness and the presence of outcroppings
and ledges. These surface features will increase the coefficient of friction between
grains in contact.
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polyester base coated in a layer of rare earth phosphors. The image is recorded
on X-ray film (AGFA Curix HT1.0006 Plus Medical X-ray film). The film is
subsequently developed manually using Kodak developing products (Kodak RP
X-OMAT LO Developer/replenisher and Fixer/replenisher). For each DSR ex-
periment two separate X-ray cassettes are required, one for the reference X-ray
image and the second for the ‘dynamic’ X-ray image.
4.2.3 Preliminary Experiments
A series of preliminary experiments was carried out to determine the optimal
sample size and lead particle size combination. A number of conflicting require-
ments must be considered. The sample size should be large relative to the size
of the grains of sand so that there is enough material to be representative of the
bulk material. The sample also needs to be large relative to the diameter of the
penetrator, so that compaction fronts do not reach the boundaries of the sample
until as late as possible. However, as the sample size is increased, the contrast
on the X-ray images reduces, as for a given size of lead particle the relative in-
crease in X-ray absorption achieved by including the particle decreases with the
thickness of sand. If the sample is too large, there will be insufficient contrast
on the images to perform DICC [7]. To improve the contrast in large samples, it
is necessary to use relatively large lead particles (around 1 mm in size) so that
they absorb a greater fraction of the X-ray intensity, and show up more clearly.
This in turn creates problems since the minimum size of sub-image required to
encompass at least three speckles increases with the speckle size. If the sub-image
size becomes too large, the resolution of the measured displacements is severely
compromised.
To choose a sample size and lead particle size combination which is an accept-
able compromise of these requirements, a wedge of sand was constructed and a
series of different types of lead particle were applied to the bottom surface. The
wedge had a maximum depth of 20 cm of sand. The lead ranged in diameter from
150 µm to around 1 mm. The details are given in Table 4.1.
X-ray images of this wedge showed the contrast achievable with the different
types of lead particles for a given thickness of sand. For sand thicknesses greater
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Lead Type Manufacturer Diameter
Shot Sigma-Aldrich 1 mm
30 mesh Aldrich <0.6 mm
100 mesh Aldrich <0.25 mm
Granulated Sigma-Aldrich 0.2 mm
Lead Powder Goodfellow 150 microns
Table 4.1: The types of lead included on the sand wedge.
than 8 cm, only the lead shot was clearly visible - other sizes of lead particle did
not provide sufficient contrast for DICC to be successful. The most suitable lead
type for these experiments was therefore identified to be the lead shot. The lead
shot is visible and the image is not significantly blurred at a sample thickness
of 20 cm, suggesting that the contrast is sufficient for DSR for thicknesses of up
to 20 cm (and possibly beyond). In reality the maximum thickness that can be
used in the experiments will be less than this, since elements of the experimental
setup will absorb X-rays. A sample size of around 10 cm at the thickest point
proved optimal for the experimental setup. This provides adequate image contrast
and is sufficiently large relative to the penetrator diameter to allow a significant
depth of penetration before interactions between the compaction fronts and the
confinement become significant.
The manufacturer’s details give the average diameter of this lead shot as 1 mm.
To verify this, a series of photographs of the lead were taken using an optical
microscope. The images were analysed using the freely available ImageJ software
[8], to determine the particle size distribution from over 500 particles. The results
are shown in Figure 4.5. Ideally, the lead particle size should be closely matched
to the size of the particles of sand, to ensure that the lead particles behave as
part of the bulk material. In this case, the lead particles are slightly larger than
the mean sand particle size, but not significantly so - the mean lead particle size
is around 1 mm, the mean sand particle size is approximately 0.4 mm, with the
maximum being approximately 3 mm.
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Figure 4.5: A histogram showing the fraction of the total number of particles of
lead shot measured with given particle sizes. The mean particle size is around
1 mm, a little larger than the mean particle size of the sand.
4.2.3.1 Effect of the Lead Shot
To use DSR to investigate the material flow, it is essential that the presence of the
lead shot does not significantly affect the material flow or response. To investigate
this, preliminary experiments were performed to measure the force experienced
by a projectile being slowly pushed into a box of sand, with and without a layer of
randomly scattered lead. An Instron machine, discussed in more detail in Chapter
6, was used to push a flat-ended projectile (diameter 10 mm) into the centre of
the box (100 mm cube) at a uniform rate of 4 mm/min. The Instron records the
vertical force experienced by the projectile as a function of penetration depth.
This experiment was performed a number of times on loosely packed sand, with
and without a randomly seeded layer of lead shot covering 30% of a vertical plane.
The results are shown in the graph in Figure 4.6.
Figure 4.6 shows that the effect of adding the layer of lead shot is smaller than
the inherent natural variation between the samples, and so it is concluded that a
coverage of up to 30% of lead can be used without interfering with the behaviour
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Figure 4.6: Vertical force as a function of penetration depth for Instron experi-
ments on sand with a layer of randomly distributed lead (red) and without (blue).
Any effect due to the inclusion of the layer of lead particles is smaller than the
natural variability of the material.
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of the sand.
4.2.4 Sample Design
Producing a cylindrically confined and symmetric sample containing an internal
plane of scattered lead poses a number of experimental challenges. Initial at-
tempts involved the use of an extruded acrylic tube of internal diameter 100 mm.
The tube was cut in half to allow the two sides to be independently filled with
sand and to allow a scattering of lead shot to be applied to the surface of one
half. The two halves were then recombined to form a cylinder. This approach
was unsuccessful due to the release of hoop stresses (generated in the cylinder
during formation) when the cylinder was cut in two. The release of these stresses
deformed the two halves of the cylinder, such that the two sections no longer
fitted together to make a perfect cylinder.
It was decided that the most accurate method of producing a uniform, sym-
metrical cylinder which could be separated into sections was to bore a cylindrical
hole out of a solid block of polycarbonate. The sample holder design is shown
in Figure 4.7. It has a length of 150 mm and the central bore has a diameter of
100 mm. The cylinder is split lengthwise into two sections. It is cut so that one
of the sections is larger than the other (80 mm high compared to 60 mm). The
purpose of this offset is to allow a layer of lead to be scattered over the central
plane in the larger section, and to then be covered by a 10 mm layer of sand
before the cylinder is reassembled. This minimises any disruption to the layer of
lead when the cylinder is reassembled.
4.2.5 Projectiles
The projectiles used in these experiments are constructed from mild steel and
have a diameter of 10 mm and a length of 100 mm. An aspect ratio of 10 makes
the projectiles aerodynamically stable, both when flying through the air and
when penetrating the sand. The diameter is one tenth the diameter of the target.
This allows significant penetration to occur before compaction fronts significantly
interact with the confinement.
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80mm
140mm
150mm
60mm
20mm
20mm
40mm
50mm
Figure 4.7: A diagram illustrating the main features of the sample holder. The
central bore has a diameter of 100 mm and a length of 150 mm.
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100 mm
Cavity 10 mm
63 mm
4 mm
Nose cone
Figure 4.8: A schematic showing the main features of the projectiles. The cavity
at the back-end of the projectile reduces the mass, leading to a higher velocity.
To lighten the projectiles so as to increase their velocity, whilst maintaining
their strength and stability, cylindrical cavities (with diameter 4 mm and depth
63 mm) were bored into the rear section of the projectiles, as shown in Figure 4.8.
The cavity reduces the projectile mass by 40% resulting in an average projectile
mass of 55 g, with the centre of mass 3
8
of the projectile length from the tip. Three
different nose shapes were used for the research recorded in this thesis - flat-ended,
hemispherical and ogive-2. In this chapter only the flat-ended projectiles are
discussed, the details of the ogive-2 projectiles are given in the following chapter.
4.2.6 The Light Gas-Gun
The projectiles were fired using the light gas-gun at the Cavendish Laboratory.
A more detailed description of the gun can be found in [9]. The light gas-gun is
a single stage gun with a six litre firing reservoir. The gun uses Helium gas and
can be fired at pressures of up to 80 bar. A smooth bore barrel with a diameter
of (10.5 ± 0.2) mm and a length of 2 m was used to accelerate the projectiles.
The velocity of the projectile upon leaving the barrel of the gun is measured
using two light gates consisting of laser diodes and detectors and separated by
10 mm. Preliminary experiments showed that a velocity of (200 ± 3) ms−1 could
be reproducibly achieved using this setup. A photograph of the light gas gun
with the attached barrel is shown in Figure 4.9
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Figure 4.9: A photograph of the light gas-gun with the barrel attached. The
catch-chamber is at the opposite end of the barrel.
4.2.7 Impact Chamber
The standard impact chamber used with the light gas-gun (and positioned at
the end of the gun barrel) is designed primarily for strength and its ability to
hold a low vacuum. Once an experiment has been set-up, it is very difficult
to alter anything within the chamber. In DSR experiments, it is therefore very
difficult to remove the X-ray cassette from beneath the sample, so that after
taking the reference X-ray image a new cassette can be included to produce the
second ‘dynamic’ X-ray image, without disrupting the sample alignment. If the
sample alignment is altered between the reference image and second image, it is
unlikely that the DICC algorithm will work effectively. If a rotation of more than
5 degrees is introduced relative to the position in the reference image, the errors
in DICC become unacceptably large [1].
For these reasons a new impact chamber specifically designed for use in DSR
experiments was designed and built. A side view of the new catch-chamber, with
the side removed, is shown in Figure 4.10. Its main advantage over the standard
chamber is an enclosure within the chamber for holding the X-ray cassette, which
can be accessed directly through the side of the chamber. This allows the X-ray
cassettes to be switched after taking the reference image without opening the
chamber. The sides of the chamber can be easily removed, allowing a transparent
side to be used if high-speed photography or video of the impact is required. The
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new chamber is designed to accept a detachable alignment rig which allows for
easy and accurate alignment of the sample. A photograph showing the catch-
chamber mounted at the end of the barrel, and ready for an experiment, is shown
in Figure 4.11.
4.2.8 Alignment Rig
For reproducibility between experiments, it is necessary to precisely align the
sample so that the same location can be impacted in each experiment. To achieve
this as accurately as possible a rig was designed to allow alignment of the sample
to an accuracy of a few millimetres. The alignment rig, pictured in Figure 4.12,
consists of a turntable that can freely rotate 360 degrees, resting upon three
screws. By adjusting these screws the sample can be made horizontal to within
an accuracy of a few degrees.
A laser with a spot size of a few millimeters is shone down the central axis
of the gas-gun barrel onto the front of the sample. This allows the centre of the
front face to be aligned with the central axis of the barrel. A mirror fitted to
the front of the sample can be used to further align the sample, such that the
laser light is reflected back down the barrel. This ensures that the sample and the
barrel are aligned uniaxially, and that the projectile will therefore penetrate along
the central axis of the sample. Two photographs in Figure 4.13 show the sample
being aligned, and the aligned sample with a make-trigger fitted (discussed later).
4.2.9 Sample Preparation
When preparing the sample the two sections of the sample holder were temporar-
ily sealed at the ends using thin pieces of card, allowing them to be filled with
sand. As the sand was added they were tapped regularly on a hard surface, to
allow the sand to settle. The larger section was initially filled with sand up to the
original centre line of the cylindrical bore, 10 mm below the lip. Lead shot was
randomly scattered over the surface to a coverage of 30%. The section was then
topped up with sand so that the surface was flush with the top of the section.
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Figure 4.11: A photograph of the catch-chamber mounted on the end of the gun
barrel. There is a slot on the side of the chamber through which the X-ray cassette
enclosure can be accessed.
Allignment Screw
Free to rotate
Space for sample
holder
Figure 4.12: A diagram illustrating the main features of the sample alignment
rig. The central turntable is free to rotate by 360 degrees. The rig can be made
horizontal by adjusting the three screws.
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Figure 4.13: Photographs showing the front of the sample during the alignment
process. In (a) a laser beam is used to align the front of the sample with the
barrel. In (b) a make-trigger has been added to the impact face of the sample.
Once the smaller section was filled with sand, a Mylar sheet was secured over
it to enclose the sand. A photograph showing the completed sections is shown
in Figure 4.14. The smaller section was then turned over and placed on top of
the larger section to complete the cylinder. The Mylar sheet was removed, and
the two sections of the sample holder were bolted together. The temporary card
was replaced with pieces of corrugated card, attached to the ends of the holder
with epoxy. On the impact face, a section of the corrugated card was cut out
and replaced with thinner card, in order to avoid slowing down or disturbing the
flight of the projectile at the moment of impact (the brown corrugated card and
the white thinner card can both be seen in Figure 4.13).
4.2.10 Experimental Procedure
Before performing an experiment the prepared sample was placed in the alignment
rig, within the catch chamber, and was aligned. Figure 4.15 shows the inside of
the chamber set up ready for an experiment. Pieces of wood and a steel plate are
included in the chamber to decelerate and catch the projectile after impact.
The reference DSR X-ray image was taken after the chamber was closed and
the lid fitted. During penetration a make-trigger fitted to the front of the sample
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Figure 4.14: (a) The large section of the cylinder filled to 10 mm below the surface
with sand and covered with a scattered layer of lead. (b) The two sections filled
with sand ready for reassembly. The smaller section has a piece of Mylar secured
over it.
Figure 4.15: A photograph showing the inside of the catch-chamber when set-up
in preparation for an experiment. Wood and steel plates are included behind
the sample to stop the projectile. Light-gates are used to measure the projectile
velocity at impact.
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Figure 4.16: A photograph of the catch chamber set up for an experiment, with
the lid on and the X-ray head mounted on top.
was used to trigger the X-ray system. The make-trigger consists of two sets of
interleaved copper threads, such that there is no electrical contact across the trig-
ger. When a metal projectile impacts the make-trigger, an electrical connection
is made which triggers the X-ray system. Delays of varying length were added
before firing the flash X-ray system, allowing X-ray images to be taken at various
times after impact. This second X-ray image captures the penetration occurring.
The photograph in Figure 4.16 shows the catch-chamber set up ready for an
experiment with the lid on and the X-ray head mounted. The gun barrel can be
seen entering the front face of the catch-chamber.
4.3 Results and Discussion
To generate a sequence of images showing the temporal progression of the pene-
tration process, experiments were performed with increasing X-ray delay times.
For the flat-ended projectiles, delay times of 150, 250, 350, 450, 550, 750 and
1500 µs were used, which covered the whole penetration process. By 750 µs, the
projectile is nearing the rear surface of the sample, and the compaction fronts
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have had sufficient time to interact with the boundaries. By 1500 µs, the pro-
jectile has almost exited out of the back face of the sample. A list of all of the
small-gun experiments performed, including those reported in the next chapter,
is presented in the Appendix in Tables A.1, A.2 and A.3.
Examples of a reference and a dynamic X-ray image taken during an experi-
ment are shown in Figure 4.17. The left (reference) image shows the arrangement
of the lead speckle pattern when the sample is at rest. The right (dynamic) image
shows the sample during penetration, 350 µs after the start of the penetration.
The initial velocity of the projectile in this experiment was (204 ± 2) ms−1. A sec-
ond dynamic X-ray image, showing a sample at 1500 µs after impact, is shown in
Figure 4.18. By this time, the projectile has partially exited the sample through
the rear surface and the central void left behind the projectile has increased in
size near the impact face (labelled as ‘larger void’ in the image).
Figure 4.19 shows an X-ray image of a sample taken from the side, showing
the orientation of the layer of lead shot. The layer of lead is still relatively thin
and flat, confirming that it was not been disrupted significantly during the sample
preparation process.
Before analysis, the X-ray images are scanned into a computer at a resolution
of 300 dots per inch using a transmissive scanner. DICC is performed on the im-
ages in order to determine the internal displacements. As discussed in Chapter 3,
significant improvement in the success of the correlation can be achieved by using
the DICC algorithm written for this thesis (which includes contrast normalisa-
tion of the images). In particular, more information can be obtained about the
displacements in the immediate vicinity of the projectile.
An example of the displacement data measured from experimental X-ray im-
ages using the DICC technique, super-imposed on the relevant reference X-ray
image, is shown in Figure 4.20. Where a sub-image has failed to correlate cor-
rectly, the displacement value has been set to zero. This occurs mainly in the
area directly impacted by the projectile, in which the sub-images are deformed
and sheared to such an extent that a direct correlation is no longer possible.
The displacements shown in Figure 4.20 are in pixels. To convert them to
millimetres a scaling factor is required. Since the X-ray beam diverges, the X-
ray images are magnified, and there will therefore be a depth-dependent scaling
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Figure 4.17: (a) A reference X-ray image showing a plan view of the sample and
the lead speckle pattern. (b) An X-ray image taken at 350µs after impact. The
projectile has penetrated to a depth of around 70 mm.
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Figure 4.18: An X-ray taken 1500 µs after impact showing the deformation caused
by the projectile motion. A larger void is forming at the impact face.
Lead
Figure 4.19: An X-ray image of a sample from the side, showing the layer of lead.
It is clear that a relatively flat and thin layer of lead has been achieved.
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250us
Figure 4.20: A quiver plot of the displacements calculated using the DICC algo-
rithm written for this thesis, super-imposed on the reference X-ray image. Data
from 250 µs after impact.
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factor. The scaling factor for the speckle pattern can be determined using the
width of the projectile in the dynamic image, since the projectile penetrates
directly through the plane of scattered lead at the same distance from the X-
ray source. Scaled displacement quiver plots showing the measured displacement
fields for penetration by flat-ended projectiles, with an initial velocity of (200 ±
4) ms−1, at delay times ranging from 150 to 1500 µs after impact are shown in
Figures 4.21, 4.22 and 4.23.
When discussing the measured displacements around the projectile we will
discuss displacements parallel to the motion of the projectile, which we shall
refer to as the longitudinal, dy, or forward displacements, and displacements
perpendicular to the projectile motion, which we will refer to as lateral, sideways
or dx displacements.
The quiver plots show that the response of the material is to flow away from
the projectile. The material directly ahead of the projectile tip moves forward into
the sample and spreads out laterally. The material to the sides of the projectile
moves out sideways away from the projectile axis and on average moves forwards
into the sample. The magnitude of the displacements decays with increasing
distance from the projectile. As the penetration develops the quiver plots in
Figure 4.21 and 4.22 show that a growing area of the material on the impact face,
to the sides of the projectile axis, moves in the opposite direction to the projectile
motion. This area first becomes apparent at 250 µs after impact, shown in the
second image of Figure 4.21, and at this stage extends approximately 10 mm into
the sample. By 750 µs, shown in the third image of Figure 4.22, approximately
the first 30 mm or so of the material behaves in this manner.
The displacement fields are approximately symmetrical around the central axis
of the penetrator, which is to be expected from the conservation of momentum.
By 150 µs after impact, shown in the first image of Figure 4.21, the lateral
displacement of the sand closest to the side of the projectile ranges from 0.8
to 1.2 mm. The magnitude of these displacements decays rapidly with lateral
distance from the projectile axis, so that at 30 to 40 mm laterally from the
projectile axis the material is at rest. There is also lateral displacement of the
material occurring directly in front of the projectile tip, with a magnitude of
approximately 1 mm. The material in this area is being split laterally.
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Figure 4.21: Quiver plots showing the displacements for penetration by a flat-
ended rod at 150, 250 and 350 µs after impact. The grey lines in the third image
show the area of material moving forward with the projectile (below the lines).
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Figure 4.22: Quiver plots showing the calculated displacements for penetration
of the sample by a flat-ended rod. The images show the situation at 450, 550 and
750 µs after impact.
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Figure 4.23: Quiver plot showing the calculated displacements for penetration of
the sample by a flat-ended rod at 1500 µs after impact.
The largest longitudinal displacements at 150 µs after impact, shown in the
first image of Figure 4.21, occur directly in front of the projectile tip and range
in magnitude from 1.5 to 1.8 mm. The material in this region is being pushed
forwards into the sample by the flat end of the projectile. The longitudinal
displacements ahead of the projectile tip decay rapidly with distance from the tip,
so that just 25 mm ahead of the projectile, the material is still largely undisturbed.
A large amount of the material to the sides of the projectile is also moving
forwards. The longitudinal displacements here reach 1.1 mm in magnitude. The
quiver plot of the displacements at 150 µs after impact (the first image in Figure
4.21) shows evidence of a cone shaped area of material that is moving forwards
into the sample. There appears to be a curved front, emanating from the point of
impact with the front surface, behind which the material is moving longitudinally.
This cone shaped area becomes more apparent in some of the later quiver
plots, for example the third plot in Figure 4.21, showing the measured displace-
ments at 350 µs after impact. Grey lines marked on this quiver plot show the
approximate boundary between material that is moving longitudinally in the di-
rection of projectile motion (below the lines), and material that is not (above the
lines). These boundaries emanate from the point of impact on the front surface
and are joined by a curved front. In order to consider this feature in more detail
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Delay/ µs Angle/ degrees
150 ± 2 39.5 ± 1.0
250 43.1
350 39.8
450 39.8
550 37.1
Table 4.2: The angle of the envelope of longitudinal displacements (the 0.2 mm
contour) relative to the rod axis. The angle is constant at (40 ± 2) degrees.
it is helpful to plot the longitudinal displacements, showing motion parallel to
the projectile motion (dy), and the lateral displacements, showing motion per-
pendicular to the projectile (dx), separately. This is shown in Figures 4.24 and
4.30 for X-ray delay times between 150 and 750 µs, and discussed in more detail
in the following sections.
4.3.1 Longitudinal Displacements
The plots of the longitudinal component of the displacement in Figure 4.24 show
a cone shaped region of material moving longitudinally. At 150 µs after impact,
shown in (a) of Figure 4.24, the longitudinal displacements extend approximately
25 mm ahead of the projectile tip and have a maximum magnitude of approxi-
mately 1.8 mm. By 350 µs after impact, shown in (c) of Figure 4.24, the maximum
longitudinal displacement increases to approximately 2.5 mm and the deforma-
tion precedes the projectile tip by around 40 mm. The general cone shape of this
area remains the same throughout the sequence of images, although the absolute
size of the cone changes. The edges of the curved front of the envelope are con-
nected to the point of impact by approximately straight lines, as shown by the
grey lines in the third image in Figure 4.21. These boundaries form a roughly
constant angle with the rod axis through the sequence of images. The angle
for each image, taken relative to the outside edge of the 0.2 mm displacement
contour, is listed in Table 4.2.
The angle of the envelope remains constant at (40 ± 2) degrees during the
penetration process. This supports the suggestion that there is a travelling front
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Figure 4.24: Contour plots of the longitudinal displacements at delay times of (a)
150, (b) 250, (c) 350, (d) 450, (e) 550 and (f) 750 µs after impact.
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Impact
face
Penetration 
direction
Material moving
longitudinally Materialat rest
Figure 4.25: Illustration of the 3D envelope of material moving longitudinally,
assuming axial symmetry, There is a cone shaped area with a curved travelling
compaction front.
which has emanated from the point of impact and which precedes the projectile
tip, behind which material has moved longitudinally. An illustration showing this
envelope extended into three dimensions, assuming axial symmetry, is shown in
Figure 4.25.
The extent of the longitudinal motion occurring directly in front of the pro-
jectile tip can be investigated by plotting the variation in magnitude of the lon-
gitudinal displacements along a line running directly from the projectile tip to
the rear surface of the sample, as shown schematically in Figure 4.26. These
displacements are plotted for five different X-ray time delays in Figure 4.27. The
magnitude of the longitudinal displacement increases between 150 and 250 µs,
but then remains relatively constant for the remainder of the penetration pro-
cess. Some caution is required when interpreting this data as there is always an
area directly in front of the projectile where the sub-images do not correlate, due
to the excessive deformation. The maximum measured displacement is there-
fore likely to be slightly lower than the actual maximum. The magnitude of the
longitudinal displacements directly ahead of the projectile decays rapidly with
increasing distance from the projectile tip, so that even late on in the penetration
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Projectile
Sample
 Longitudinal
displacements
Figure 4.26: An illustration of the variation in longitudinal displacement along a
line running from the projectile tip to the rear surface of the sample.
the material 40 mm or more ahead of tip is largely undisturbed.
The rapid decays in displacement shown in Figure 4.27 are well-fitted by
single exponential functions. In Figure 4.28, exponential plots are fitted to the
displacement profile curves. The fitted exponential curves have very similar decay
constants, the mean being (-0.070 ± 0.010) mm−1. The physics underlying this
exponential decay will be discussed shortly.
When considering the total magnitude of the displacements - both lateral
and longitudinal - as shown in Figure 4.29 at 450 µs after impact, the same
exponential decay of the magnitude of the displacements ahead of the projectile
tip is observed. In this case the exponential decay factor is (0.065 ± 0.011) mm−1,
which is consistent with the previous values.
The plots in Figure 4.24 also show the growth of the area of material on the
impact face moving in the opposite direction to the projectile, shown in red. At
250 µs after impact, shown in (b) of Figure 4.24, the material to the sides of the
projectile on the impact face has moved upwards by between 0.5 and 1 mm. By
450 µs, shown in (d) of Figure 4.24, the size of this area has noticeably increased so
that it extends to a depth of up to 30 mm and the magnitude of the displacement
has increased to a maximum of 1.3 mm.
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Figure 4.27: Plots showing how the longitudinal displacement varies with distance
in front of the rod tip, for a series of different times since impact.
Figure 4.28: Exponential fits to the graphs shown in Figure 4.27.
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Figure 4.29: Contour plot of the total magnitude of displacement having occurred
by 450µs.
4.3.2 Lateral Displacements
We now move on to consider the lateral component of the displacements, shown
in Figure 4.30. The maximum lateral displacements are generally found to the
sides of the projectile, where displacements of up to 2.7 mm were measured.
The lateral displacements have axial symmetry generally, but there are minor
asymmetries due to the random granular nature of the material. The maximum
lateral displacements measured at 150 µs, shown in (a) of Figure 4.30, range
from 0.8 to 1.2 mm. The magnitude of these displacements decays rapidly upon
moving away from the projectile axis, so that approximately 30 mm from the
axis, the material is not moving laterally.
By 250 µs, shown in (b) of Figure 4.30, the maximum lateral displacements
have increased to 2-3 mm and the displacements now extend to approximately
40 mm out from the projectile axis. The magnitude of the displacements is
relatively uniform along the length of the shaft, although it reduces near the
impact surface and near the tip of the rod. In all of the images shown in Figure
4.30 the lateral displacement extends ahead of the rod tip, separating the material
directly ahead of the rod.
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Figure 4.30: Contour plots of the lateral displacements at delay times of (a) 150,
(b) 250, (c) 350, (d) 450, (e) 550 and (f) 750 µs after impact.
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The images in Figure 4.30 show that the general shape and extent of the lat-
eral displacement envelope does not change dramatically during the penetration.
The average maximum lateral displacement, averaged along the length of the
rod, remains fairly constant at around 2.1 mm from 250 µs onwards, although
localised maximum values of up to 2.5-3 mm are recorded. The extent to which
the envelope of lateral displacements extends to the sides of the shaft also re-
mains relatively constant at around 40 mm. This strongly suggests that most of
the lateral displacement is caused by the splitting of the material directly ahead
of the projectile tip. Once the projectile tip has passed there is little subsequent
change in the lateral displacement.
The variation in magnitude of the lateral displacements to the side of the
projectile axis can be considered by plotting the magnitude of the displacements
as a function of the lateral distance from the projectile axis, along a horizontal line
in the images in Figure 4.30. This variation is shown in Figure 4.31 for a horizontal
line located at half the penetration depth from the impact face, as illustrated
schematically in Figure 4.32, for three different times since impact. The three
sets of displacement data are very similar. In each case, the displacements have a
similar maximum value and decay rapidly to zero at a distance of around 40 mm
from the projectile axis. No displacements are recorded around x = 50 mm as
the correlation fails in the area covered by the projectile. Single exponential
functions have been fitted to the data showing that, as with the decay of the
longitudinal displacements, the magnitude of the lateral displacements decays
exponentially with distance from the projectile axis. The similarity of the three
data sets taken at increasing delay times again suggests that the majority of the
lateral displacement is caused around the projectile tip.
Fitting single decaying exponentials to each set of lateral displacement data
shows that the exponential decay constant is very similar in all cases, the average
being −0.063±0.006 mm−1. The lateral displacements to the sides of the projec-
tile and towards the middle of the penetration depth, D+ for the displacements
to the right of the shaft and D− for the displacements to the left of the shaft, are
therefore well described by the following equations (although the multiplication
factors for the exponentials change somewhat along the length of the projectile
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Figure 4.31: The variation of lateral displacement with distance laterally from the
projectile axis during dynamic penetration (at 200 ms−1) for three different delay
times since impact. The displacement data are well-fitted by single decaying
exponentials. No displacement data is recorded in the area occupied by the
projectile, around x =50 mm.
Figure 4.32: A schematic diagram showing the variation in lateral displacement
as a function of the lateral distance from the projectile axis along a perpendicular
line located at half the penetration depth from the impact face.
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and there are anomalies and random variations present):
D+ = (100± 30) e(−0.062±0.006)x, (4.2)
D− = (−0.17± 0.09) e(0.064±0.006)x. (4.3)
Note that the pre-exponential factors are different since the displacements are
centred around 50 mm (the position of the projectile) rather than zero, and
displacements towards the right of the sample are considered positive while those
towards the left are considered negative.
To investigate further how well-described by these equations the lateral dis-
placements are, the measured lateral displacements, and those calculated using
the above equations (applied along the length of the projectile), are compared in
Figure 4.33 for an X-ray delay time of 350 µs after impact. The filled contour
plots in Figure 4.33 demonstrate that 350 µs after impact, allowing for random
variations due to the granular nature of the of the sample, the lateral displace-
ments to the sides of the projectile are well described by the above equations.
Looking at the residual lateral displacements in this case (the measured lateral
displacements minus those determined using the exponential decay equations),
shown as a contour plot in Figure 4.34, we see that the differences between the
two reach 0.3 mm in magnitude (an error of 12%) and that the displacements
immediately to the sides of the projectile are somewhat overestimated.
4.3.3 Decay of the Displacements
The exponential decay constant found for the lateral displacements to the side
of the projectile, (−0.063 ± 0.006) mm−1, is consistent with that found for the
longitudinal displacements ahead of the projectile tip, which was (−0.070± 0.010)
mm−1. We will see in Chapter 6 that a similar exponential decay with a decay
factor of (-0.069 ± 0.010) mm−1 is observed for the longitudinal displacements
ahead of the projectile tip during quasi-static penetration of the sample. The
mean decay constant, determined using the lateral and longitudinal displacements
(including at quasi-static rates), is (0.067 ± 0.011) mm−1. The fact that these
three values are consistent suggests that the material is responding in the same
way to the applied forces in both locations and at the two different rates. As
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Figure 4.33: A comparison of the measured lateral displacements 350 µs after
impact at 200 ms−1 and the displacements calculated using equations (1.2) and
(1.3). There are strong similarities between the two plots suggesting that the lat-
eral displacements are well described by these equations. The differences between
the two plots are shown in Figure 4.34 where the residuals are plotted.
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Figure 4.34: The measured lateral displacements shown in Figure 4.33 minus the
lateral displacements predicted using equations (1.2) and (1.3). The differences
reach 0.3 mm in magnitude (a difference of 12%) and the displacements close to
the projectile appear to be somewhat overestimated.
the decay is exponential, we can identify a half-life distance, d 1
2
, as the distance
where the displacements have fallen to half of their original magnitude.
d 1
2
=
ln (2)
λ
, (4.4)
where λ is the decay constant. The measured exponential factors give half-life
distances ranging from (9.9 ± 1.0) to (11.1 ± 1.0) mm and a mean half-life
distance of (10.5± 0.8) mm, showing that the displacements decay rapidly with
distance from the projectile.
Similar exponential decay relationships are seen in processes such as the at-
tenuation of gamma radiation by lead, the attenuation of light by an optical
material or the attenuation of sound waves in dissipative media. Recent research
looking at the attenuation of ultrasound pulses in sand saturated with water
have shown that the amplitude of ultrasound signals decays exponentially with
distance between a transmitter/receiver and a reflective target embedded in the
sand [10].
145
4. DYNAMIC PENETRATION OF GRANULAR MEDIA
An exponential decay constant is a measure of how the material dissipates
energy. For an ultrasound pulse, most of the energy is dissipated through two
main processes - scattering of the pulse at inhomogeneities where there is a dis-
continuity in the impedance, and dissipation of energy within the sample. A
granular material such as sand, which is composed of a porous mixture of grains
of different materials, will scatter a high proportion of the ultrasound pulse. Dis-
sipation of energy within the granular material occurs through processes such as
compaction of the material and rotation and motion of the grains against the
action of friction.
To determine whether it is the compaction of the column of material ahead of
the projectile that leads to the observed exponential decay, a separate experiment
was performed in which DSR was used to investigate low rate compaction of a
column of sand by a uniform piston. A cubic sample of sand with a side length
of 100 mm containing a vertical plane of randomly scattered lead was used. The
sample was uniformly compacted by pushing in a square piston to a maximum
depth of 20 mm, giving a maximum ‘strain’ of 0.05. The DICC algorithm was used
to analyse images of the lead speckle pattern at various extents of compaction,
allowing the variation of the vertical displacement with distance from the piston
to be measured. An example of the measured displacements is shown as a quiver
plot in Figure 4.35.
The displacement data for two different extents of compaction (2.5 mm and
4.7 mm displacement of the piston) are shown in Figure 4.36. For each set of data,
the vertical displacements at each height were averaged across the width of the
sample to remove the small variations in vertical displacement caused by inho-
mogeneities in the material. Linear relationships were fitted to the experimental
data.
That the vertical displacements vary linearly in this manner is a surprise. It
suggests that the sand sample is on average behaving in a similar manner to a
uniform solid, in that the whole sample has been uniformly strained during the
compaction. If a material is strained to a uniform strain , the definition of strain,
 =
∆l
l0
, (4.5)
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Figure 4.35: A quiver plot showing the measured displacements during uniform
compaction of a column of sand.
Figure 4.36: Plots showing how the longitudinal displacement varies with distance
from the face of the piston during uniform compaction of a column of sand, for
two different extents of compaction. Red = 2.5 mm displacement of the piston,
Blue = 4.7 mm.
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where l0 is the original height and ∆l is the change in height, shows that the
the displacement at any height, ∆l, will be linearly related to the height. For a
uniform strain to occur the forces must be transmitted throughout the sample
uniformly, so that the whole sample experiences the same compacting pressure.
It appears that for this extent of compaction (greater than 2.5 mm) the porosity
has been sufficiently reduced that the forces can be transmitted throughout the
whole sample, leading to a uniform compaction. The red line shows the measured
displacements after the piston has moved 2.5 mm into the material. This is
comparable to the maximum longitudinal displacements measured ahead of the
projectile tip during the penetration experiments.
This result suggests that the observed exponential decay of the displacements
in the column of material directly ahead of the projectile tip cannot be explained
solely by considering dissipation of energy through compaction of the material in
this column. Unlike in the box example given above, the column of material ahead
of the projectile is not part of a larger confined sample being uniformly compacted.
Instead, it is surrounded by sand that is initially at rest and which does not
provide a rigid confinement. In order to explain the decay of the displacements
in the column of material ahead of the projectile tip we must consider some form
of ‘scattering’ of the displacements into this surrounding material, in analogy to
the scattering of the ultrasound pulse discussed earlier.
Scattering of the displacements can be understood as the inhomogeneous gran-
ular structure of the sand converting some of the longitudinal or lateral component
of the displacement into the other perpendicular component, and through these
displacements spreading out in three dimensions ahead of the projectile tip. As
these displacements spread out through the sample ahead of the projectile tip the
magnitude of the displacements in the column of material directly ahead of the
projectile tip will fall. This is shown schematically in Figure 4.37, where a purely
vertical displacement ahead of the projectile tip is dissipated across the sample
through the generation of lateral displacements due to the random arrangement
of grains (shown as spheres).
Therefore, in analogy to the decay of an ultrasound pulse in a granular mate-
rial, the exponential delay in the magnitude of the displacements in the column
of material directly ahead of the projectile tip is caused by the combined effects
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Force
Figure 4.37: A schematic showing how a purely vertical displacement ahead of
the projectile tip is ’scattered’ by the transformation of some of the energy into
horizontal displacement. Horizontal displacements are shown in red, vertical in
black. As the displacement spreads out through the sample the measured force
in the localised column of material ahead of the projectile will fall.
of energy dissipation through compaction of the material, and ‘scattering’ of the
displacements into the surrounding material.
4.3.4 High-Speed Video
For some experiments, high speed video footage was taken using a Photosonics
Phantom V4.3 high speed video camera. Figure 4.38 shows three images from a
larger sequence showing the penetration of a sample by a flat-ended projectile.
The images were taken at 16,000 frames per second (an inter-frame time of 63 µs).
While the projectile is entirely within the sample (middle image), there is no
outward sign that the penetration is occurring. This suggests that the degree of
deformation occurring ahead of the projectile is limited, although it is important
to remember that the far side is constrained by card. When exiting the rear
surface of the sample the projectile takes a cone of material with it. This is shown
in the images in Figure 4.39, where the high-speed camera has been focused on
the rear surface of the sample.
In some of the experiments discussed in the following chapter, high-speed
video is used to measure the velocity of the projectile during penetration of the
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Figure 4.38: A sequence of high-speed video images showing a plan view of pen-
etration of the sample by a flat-ended projectile. The images show: (a) The
moment before impact. (b) The projectile entirely within the sample. (c) The
projectile exiting the sample.
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t t+153us t+307us
t+460us t+691us t+1688us
Figure 4.39: A sequence of high-speed video images, showing a flat-ended projec-
tile exiting the back of the sample.
front surface.
4.3.5 Penetration Velocity
The depth of penetration of the projectile at a given time can be measured di-
rectly from the X-ray images. Care must be taken with some of the images, as
there appears to be a cone of denser material at the projectile tip which can
increase the difficulty of locating the projectile tip in the images (leading to rel-
atively large errors in the velocity measurements). Figure 4.40 shows a graph
of penetration depth of the flat-ended projectile as a function of the time since
impact. There is an apparent change in gradient at 150 µs and a constant gra-
dient for the remaining time. Using the measurements of penetration depth as a
function of time, an estimate of the instantaneous velocity of the projectile can
be made for a series of penetration depths, as shown in Figure 4.41. Each data
point in Figure 4.41 represents a separate experiment. At each time delay the
instantaneous velocity was approximated by comparing the depth of penetration
with that recorded in the previous experiment at an earlier time. The average
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Figure 4.40: A plot of penetration depth as a function of time since impact for the
flat-ended projectile. The errors are estimated from the difficulty in determining
the position of the projectile tip in the X-ray images (where the contrast is often
poor).
velocity of the projectile over the intervening time period, generally 100 µs for
the earlier experiments, could then be calculated.
The velocity data show that there is a considerable decrease in the velocity of
the penetrator between a depth of 20 - 40 mm (corresponding to between 150 and
250 µs after impact). The velocity falls from (200 ± 3) ms−1 to (140 ± 5) ms−1.
What is then surprising is that the velocity of the projectile appears to change
little after this initial decrease, remaining fairly constant around 140 ms−1 up to
750 µs. This suggests that the projectile feels a considerable force during the early
stages of the penetration, but that after 250 µs the projectile experiences little
subsequent force. At this time the projectile and the surrounding sand appear to
have reached an equilibrium, such that little further energy is exchanged between
them.
The velocity and displacement data combined suggest that the early stages of
the impact cause a large body of sand to be set in motion. This is consistent with
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Figure 4.41: A plot of instantaneous velocity as a function of penetration depth
for the flat-ended projectile. The instantaneous velocity at each time is calculated
by comparing the extent of penetration with the previous X-ray image. The large
errors are due to the difficulty in locating the position of the projectile in the X-
ray images.
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the observed large area of disturbed material in the early plots of Figures 4.30
and 4.24, and with the large drop in the velocity of the projectile during the first
250 µs of the penetration shown in Figure 4.41. Beyond this, a second phase of
motion occurs in which the extent to which the displacements stretch ahead of the
projectile and the projectile velocity remain relatively constant. At this stage, the
projectile is moving through material that has been disturbed and set in motion
by the compaction front. This leads to significantly reduced resistive forces on the
projectile relative to the early stages. For a period of time, a steady-state form
of penetration is reached. If the penetration were followed further, dissipative
processes such as compaction and shearing of the sand would slow the moving
area of sand and the projectile would experience significant further resistive forces.
This does not appear to have occurred to any great extent by 750 µs.
We will discuss these observations in more detail in the following chapter after
considering the influence of projectile nose shape on the penetration.
4.4 Summary
To summarise the conclusions so far
• DSR, in conjunction with the DICC algorithm written for this thesis, has
produced high resolution data on the displacement fields within a large
sample of granular material experiencing penetration by a projectile.
• The data provide information about the response of the material to pene-
tration and allow direct quantitative measurement of the resulting displace-
ments.
• The lateral displacements (perpendicular to the rod) are roughly uniform
along the length of the projectile. This suggests that the lateral displace-
ment is caused by the movement of the projectile tip. Once it has passed,
little further lateral displacement occurs.
• These lateral displacements to the side of the projectile decay exponentially
with lateral distance from the projectile axis, with a decay constant of
(−0.063± 0.006) mm−1.
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• The material directly ahead of the projectile tip is split laterally, reducing
the amount of material pushed ahead of the rod.
• There is an expanding envelope behind which the material is in motion.
This emanates from the point of impact and consists of an expanding cone
with a curved front surface. The sides of this cone make a fixed angle of
(40 ± 2) degrees to the projectile axis.
• The curved front of this area represents a travelling compaction wave gen-
erated in the material during impact.
• The displacements directly ahead of the projectile tip increase in magnitude
between 150 and 250 µs, to around 2.5 mm, but then remain approximately
constant.
• The displacements in the column of material ahead of the projectile tip
decay exponentially, with a decay constant of (−0.070±0.010) mm−1. This
value is consistent with the decay constant for the lateral displacements to
the side of the projectile axis.
• The half-life distance for the displacements around the projectile, in which
the magnitude of the displacement falls to half the original value, is (10.5
± 0.8) mm.
• The exponential decay appears to be caused by the displacements spreading
out in three dimensions into the surrounding material, leading to the con-
version of longitudinal displacement to lateral displacement, and vice-versa.
• Energy is also dissipated through processes such as compaction and the
motion and rotation of grains against the action of friction, causing work
to be done.
• The initial impact (before 250 µs) of the projectile sets a body of sand in
motion, generating a significant resistive force on the projectile and causing
it’s velocity to fall sharply. This body of moving sand extends ahead of the
projectile tip by up to 40 mm.
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• After the initial stages of the impact (after 250 µs), the projectile moves
through a body of sand that is also moving. This leads to significantly
reduced resistive forces relative to the early stages. For a period of time,
the projectile and surrounding sand have entered a steady state, where
little further energy is exchanged between them and the velocity therefore
plateaus.
• If the penetration were followed further, dissipative processes such as com-
paction and shearing of the sand would slow the moving area of sand, and
the projectile would experience further resistive force. This does not appear
to have occurred to a significant extent by 550 µs.
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Chapter 5
Effect of Projectile Nose Shape
5.1 Introduction
An equivalent set of experiments to those discussed in the previous chapter was
performed using a projectile with an ogive-2 nose shape (100 mm length to the
tip, 10 mm diameter). Ogive projectiles have sharpened nose cones, such that the
nose profiles are surfaces of revolution of a circular arc. The radius of curvature of
the circular arc here was 20 mm, twice the diameter of the projectile. Figure 5.1
shows the design of the ogive projectiles. Ogive nose-cones are frequently found
in bullets and missiles where they are intended to minimise drag [1]. An impact
velocity of (200 ± 4) ms−1 was used in the experiments, so as to be consistent
with the previous experiments using flat-ended projectiles.
A series of experiments was also performed using projectiles with hemispheri-
cal nose cones. High-speed video was used to monitor the penetration of the front
surface by hemispherical projectiles, to determine the velocity of the projectile
during the penetration process. This provides an alternative method for measur-
ing the velocity profile of the projectile during the penetration, for comparison
with that obtained from measuring the position of the projectile on the X-ray
images. Details of all the experiments performed are given in Tables A.1, A.2
and A.3 in Appendix A.
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10mm
10mm 20mm
Figure 5.1: A schematic showing the main features of an ogive-2 nose shape. The
ogive nose shape is a surface of revolution of a circular arc.
5.2 Results and Discussion
The measured displacement data for penetration by an ogive-2 projectile are
shown as a series of quiver plots in Figures 5.2 and 5.3. Contour plots of the lateral
and longitudinal components of the displacement are shown in Figures 5.4 and
5.5. The displacement data for penetration by a hemispherical projectile appeared
indistinguishable from the data presented in these figures (and is therefore not
shown), suggesting that there is little difference in the penetration properties of
the two nose shapes. The effect of nose shape on the measured displacements will
be discussed later in this chapter.
The displacement plots show that the pattern of the displacements is very
similar to that observed for a flat-ended projectile. The maximum lateral dis-
placements close to the projectile shaft range from 0.6 to 1.2 mm in magnitude
at 150 µs after impact, shown in the second image of Figure 5.2. These increase to
between two and three millimetres after 250 µs, shown in the third image, which
is consistent with the corresponding displacements for the flat-ended projectile.
The longitudinal displacements reach a maximum of 1.8 mm ahead of the pro-
jectile tip at 150 µs, before increasing further to approximately 2.5 mm at later
times. These values are again consistent with those measured for a flat-ended
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Figure 5.2: Quiver plots showing the displacements produced by penetration of
the sample by an ogive tipped projectile, at 60, 150 and 250 µs after impact.
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Figure 5.3: Quiver plots showing the displacements produced by penetration of
the sample by an ogive tipped projectile at 350, 450 and 550 µs after impact.
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Figure 5.4: Contour plots of the dy displacements (left images) and dx displace-
ments for delay times of (a) 60, (b) 150 and (c) 250 µs for penetration by ogive
projectiles.
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Figure 5.5: Contour plots of the dy displacements (left images) and dx displace-
ments for delay times of (a) 350, (b) 450 and (c) 550 µs for penetration by ogive
projectile.
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projectile.
Comparing the plots of the displacement data with the equivalent plots pre-
sented in the previous chapter for penetration by flat ended projectiles (for ex-
ample Figures 4.30 and 4.24), we see that the area directly around the projectile
in which the correlation fails is narrower with the ogive projectile. This suggests
that the extent of the deformation occurring in the area immediately around the
rod is somewhat less severe in this case (the correlation fails when the sub-images
have been subject to severe compaction, shearing or considerable rotation).
The general similarities in the sets of displacement data can be seen more
clearly in Figure 5.6, in which the longitudinal (dy) and lateral (dx) components
of the displacement are compared for penetration by ogive (left images) and
flat-ended (right images) projectiles at 350 µs after impact. Although the dis-
placement plots appear very similar, there is one important difference. The plot
of the longitudinal displacements shows that the displacements extend further
ahead of the tip of the projectile with a flat-ended projectile. For the flat-ended
projectile the longitudinal displacements extend to approximately 50 mm ahead
of the projectile tip, as compared to approximately 40 mm for the ogive case.
This suggests that the flat-ended projectile causes more disruption to the mate-
rial ahead of the projectile tip. There are no significant differences apparent in
the plots of the lateral displacements.
To investigate in more detail the disruption being caused ahead of the projec-
tile tip, it is helpful to plot the magnitude of the lateral (dx) and longitudinal (dy)
displacements along a perpendicular line ahead of the projectile tip, as illustrated
schematically in Figure 5.7. At a given distance along this perpendicular line (a
certain x value) the magnitude of either the lateral or longitudinal displacement
is recorded. These values are plotted in Figure 5.8 for a perpendicular line 15 mm
ahead of the projectile tip for penetration by both flat-ended and ogive projec-
tiles (again, the hemispherical results were consistent with those measured with
an ogive projectile and are not shown).
Both the lateral (top image) and longitudinal displacements (bottom image)
are larger ahead of the projectile for penetration by a flat-ended projectile (shown
in blue). The longitudinal displacements are greater by almost a factor of two.
The results confirm that a flat-ended projectile causes more disturbance in the
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Figure 5.6: Comparing the lateral (top images) and longitudinal (bottom images)
displacements, at 450 µs after impact, for penetration by an ogive (left images)
and flat-ended (right images) projectile. The main difference is in the extent of
deformation occurring ahead of the projectile tip, which is greater in the flat-
ended case.
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Figure 5.7: An illustration of the lateral and longitudinal displacements along
perpendicular lines 15 mm ahead of the projectile tip and 10 mm behind the
projectile tip.
material ahead of the projectile. The displacements are not only larger directly in
front of the projectile but are larger across the whole width of the sample. Figure
5.9 shows the variation in the lateral and longitudinal displacements along a
perpendicular line 10 mm behind the projectile tip, for comparison. In this case,
the lateral and longitudinal displacements are very similar for both projectile nose
shapes, showing that the extent of disruption behind the projectile tip is similar
in both cases. This suggests that the main difference in the behaviour of the two
projectile types is explained by the extent of the disruption being caused ahead
of the projectile tip during the penetration process.
As for the flat-ended projectile case (see Table 4.2), it is interesting to consider
the angle that the cone of longitudinal displacements makes with the projectile
axis at the various times, as shown in Table 5.1. As before the angle remains
relatively constant at (41 ± 2) degrees as the penetration develops. This value is
in good agreement with the value obtained for the flat-ended case, which was (40
± 2) degrees. The fact that this angle is unaffected by the nose shape suggests that
it is determined by the properties of the sand or the diameter of the projectile or
the initial penetration velocity, all of which are held constant here. The projectile
nose shape has a greater effect on how far this cone of disrupted material extends
ahead of the projectile tip, rather than the shape of the cone.
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Figure 5.8: Comparing the magnitude of the lateral (dx, top image) and longitu-
dinal (dy, bottom image) displacements along a perpendicular line 15 mm ahead
of the projectile tip for the ogive (red) and flat-ended (blue) projectile. As shown
schematically in Figure 5.7. Both the lateral and longitudinal displacements are
greater in magnitude and extent for a flat-ended projectile.
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Figure 5.9: Comparing the magnitude of the lateral (dx, top image) and longitu-
dinal (dy, bottom image) displacements along a perpendicular line 10 mm behind
the projectile tip for the ogive (red) and flat-ended (blue) projectile. There is
little difference in the displacements between the two nose shapes. No displace-
ment, or displacements of zero, are recorded around x = 50 as this area of the
image is covered by the projectile.
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Delay/ µs Angle/ degrees
150 ± 2 41.3 ± 1.0
250 42.1
350 39.0
450 40.5
550 42.0
Table 5.1: The angle of the envelope of longitudinal displacements relative to the
projectile axis for ogive nose shapes.
5.2.1 Penetration Velocity Profiles
The instantaneous projectile velocity as a function of penetration depth is shown
in Figure 5.10 for the three different nose shapes. The velocity for the ogive
projectile was calculated in the same way as discussed in the previous chapter
for the flat-ended projectile. The velocity data for the hemispherical nose shape
was obtained by measuring the position of the projectile during the penetration
on high speed video images (the initial impact velocity was slightly higher in this
case). This velocity data was found to be consistent with the velocity profile for
the hemispherical projectiles measured using the X-ray images.
With all three projectile types, there is a significant initial drop in velocity
between a penetration depth of 0 and 30 mm. Subsequently, there is far less
variation in the velocity. However, the final plateau velocity varies with the
nose shape. For projectiles with flat ends, a roughly steady state velocity of
around (137± 4) ms−1 is obtained. For the ogive and hemispherical projectiles,
considerably higher final velocities of (167± 5) ms−1 and (164± 8) ms−1 are
reached. Assuming the velocity is entirely constant for the final four to five data
points (for comparative purposes), the final velocities are as shown in Table 5.2.
The final velocities measured for the projectile with an ogive tip are generally
higher than those measured for the projectile with a hemispherical tip (although
the errors are significant). The final velocities for the flat-ended projectile are
significantly lower than for the other two nose shapes. This result suggests that
the ogive and hemispherical projectiles interact less strongly with the sample and
transfer less energy to the surrounding material. This may be because the more
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Figure 5.10: Velocity versus penetration depth for the three different nose shapes.
For the flat and ogive cases the initial impact velocities were (200 ± 4) ms−1. For
the hemispherical case the velocity was (203 ± 4) ms−1.
Tip shape Final velocity/ ms−1
Ogive 2 167 ± 5
Hemispherical 164 ± 8
Flat 137 ± 4
Table 5.2: Final ’steady-state’ velocities for the three projectile types. For the
flat and hemispherical cases the initial impact velocity was (200 ± 4) ms−1. For
the ogive case the velocity was (203 ± 4) ms−1.
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Tip shape Energy loss/ J
Flat 2 610± 90
Hemispherical 370± 70
Ogive 350± 70
Table 5.3: The energy lost by each projectile during the early stages of penetra-
tion, until the plateau in velocity is reached around 250 µs.
streamlined nose shape of these projectiles minimises the disruption caused during
impact and reduces the size of the body of sand that is set in motion during the
early stages (before 250 µs) of impact. The ogive projectile maintains the highest
velocity during the penetration process, which is consistent with it having the
sharpest and most streamlined nose shape of the three types of projectile.
The energy lost by the projectiles during this early stage of penetration (before
250 µs) can be calculated using the final plateau velocities recorded above. The
energy loss is listed in Table 5.3 for the three different nose shapes. The flat-ended
projectile loses almost twice as much energy during this period as the other two
projectile types.
It is interesting to note that for all three types of projectile, the velocity in-
creases slightly at a penetration depth of around 80 mm. Currently, it is difficult
to assign a physical reason for this phenomenon, or indeed to say with confidence,
given the size of the error bars, that this is a real effect, rather than an experi-
mental system effect. A potential explanation is that at this penetration depth
the compaction front has reached and interacted with the confinement. However,
the effect of reflected waves from the confinement reaching and interacting with
the projectile is difficult to predict.
The combined sets of velocity and displacement data suggest that penetration
of the sand at this velocity can be considered as consisting of two distinct phases
over the time period studied. During the early stages of penetration (before
250 µs), phase one, the impact of the penetrator on the front surface of the
sample and the effects of the first 20-30 mm of penetration, cause a compaction
front to be produced which sets a body of sand in motion. Due to the high forces
experienced by the sand grains, and the subsequently high level of friction, the
motion of the sand grains is constrained to be in the direction of the applied
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force. This leads to material ahead of the projectile tip moving further into
the sample, causing compaction. Setting a body of sand in motion requires a
significant amount of energy. The projectile therefore experiences a considerable
decelerating force, causing the velocity to drop significantly in a short period of
time.
The streamlined shape of the ogive projectile means that the initial impact
with the front surface generates a smaller resistive force than for the flat-ended
projectile, which acts initially more in the manner of a plate impact [2]. As a
result the ogive and hemispherical projectiles cause less deformation ahead of the
projectile tip (see Figure 5.8) and lose less energy during this phase, losing 350
to 370 J as compared to 610 J for the flat-ended case. They therefore experience
a smaller drop in velocity during phase one of the penetration (see Figure 5.10).
The second phase of the penetration process is an effectively steady-state
penetration. After the initial drop in velocity associated with phase one, we
see that the velocity of the projectiles plateaus in all three cases. During this
phase, projectiles penetrate through material that has been disturbed and set
in motion by the travelling compaction front which precedes the projectile tip.
Since the surrounding material moves in the same direction as the projectile
motion, the resistive forces, both the normal forces on the tip and the drag forces
along the shaft, are significantly reduced. There is little further energy exchanged
between the projectiles and the sand, leading to the velocities remaining relatively
constant. The flat-ended projectiles lose more energy during phase one, as a result
the velocity at which they plateau is significantly lower than for the ogive and
hemispherical projectiles. If the penetration were followed for a longer period of
time, dissipative processes such as compaction and shearing of the sand would
slow the moving area of sand and the projectile would experience significant
further resistive forces. This does not appear to have occurred to any great
extent by 750 µs.
5.3 Summary
To summarise the experimental conclusions on the effect of nose shape:
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• Within the limits of the DSR technique, the displacements arising from
hemispherical and ogive projectiles are the same.
• The general pattern of displacements arising from an ogive projectile is
similar to that arising from a flat-ended projectile.
• The main differences occur ahead of the projectile tip, where the flat-ended
projectile causes greater disruption, in terms of the magnitudes of both the
lateral and longitudinal displacements.
• These displacements are larger across the whole width of the sample ahead
of the projectile.
• Penetration of the sand at this velocity can be considered as two distinct
phases over the time period studied.
• In phase one, the early stages of the penetration (up to 250 µs) lead to a
compaction front and a body of sand being set in motion.
• This causes a considerable resistive force on the projectiles and the velocity
drops significantly in a short period of time.
• The force experienced by the projectile during this stage is smaller for the
more streamlined ogive and hemispherical nose shapes than for the flat-
ended projectile. The flat-ended projectile loses (610± 90) J of kinetic
energy in this phase, as compared to only (350± 70) and (370± 70) J for the
ogive and hemispherical projectiles. These projectiles therefore maintain a
higher velocity.
• In phase two of the penetration, the projectiles travel through material that
has been set into motion by the compaction front. The normal forces on
the tip and the drag forces on the projectile shaft are therefore significantly
reduced.
• Little further energy is transferred between the projectile and the sand and
the velocities plateau for a period. As the flat-ended projectiles lost more
energy during phase one, the velocity at which they plateau is less than
with the ogive projectiles.
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• If we were to follow the penetration for a longer period of time, dissipative
processes, such as friction, would lead to the decay of the compaction front
and further energy from the projectile would be required to support the
penetration process.
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Chapter 6
Quasi-Static Penetration
6.1 Introduction
In the preceding chapters, we discussed the behaviour of a cylindrical sample
of sand during dynamic penetration experiments at a velocity of 200 ms−1. In
this and the following chapters, the rate dependence of the penetration process
is investigated. The experimental setup is kept as constant as possible through-
out the experiments discussed. In particular, the same sample holder (cylindrical
geometry, 150 mm long, 10 mm diameter), sand and projectiles are used through-
out. The purpose of these experiments is to investigate any rate dependence in
the response of the sand to penetration. An understanding and awareness of any
such rate dependence is vital when attempting to fully explain the behaviour of
granular materials, or for producing appropriate computational simulations.
Penetration at lower rates to those considered in the previous chapters, at
velocities of under ten metres per second, is important in a number of fields.
Penetration at effectively quasi-static rates (mm per min) provides information
regarding the response of granular materials, such as sand or soil, to localised
static loads. This is relevant to the construction and transportation industries.
The penetration behaviour of granular materials at velocities of the order of a
metre per second is important in mining or construction (consider, for example,
the use of pile drivers when setting the foundations for buildings). At both rates,
the data provided will be useful in understanding the flow of granular materials at
low to medium velocities. An increased knowledge of the internal flow of granular
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materials at such rates is vital for our understanding of a number of situations,
including the transportation of granular media, such as grains or pills, in factories.
There appears to have been little previous research into the low rate pene-
tration of granular materials or more generally into any rate dependence in the
behaviour of such materials during penetration. Researchers have generally re-
stricted themselves to considering dynamic penetration behaviour [1–3], or more
general flow of the material at low rates, such as material moving through a silo
[4].
In this chapter we consider the internal flow fields within a granular mate-
rial during effectively quasi-static penetration, at a rate of 1.5 mm/min (2.5 ×
10−5 ms−1). This is a reduction in the penetration velocity by a factor of 8× 106
relative to the previously discussed dynamic experiments. In the following chap-
ter we will consider penetration at intermediate rates, ranging from 5 ms−1 up to
200 ms−1.
6.2 Experimental Setup
The quasi-static penetration experiments were performed using an Instron com-
pressive tester [5]. The Instron machine is designed to smoothly compact materi-
als between two cylindrical anvils at rates ranging from fractions of a millimetre
per minute (less than 10−5 ms−1) up to a few hundred millimetres per minute
(10−3 ms−1). A load cell mounted above the projectile measures the vertical
reaction force experienced by the upper anvil, up to a maximum load of 2 kN.
A penetration velocity of 1.5 mm/min was chosen as the lowest rate, so that
penetration up to the full depth of the projectile took approximately one hour.
The sample was prepared in the same manner as discussed in detail in Chap-
ter 4, including the internal layer of scattered lead shot, and was mounted on the
Instron machine below the anvil, as shown in the front view in Figure 6.1. The
projectiles were secured to the anvil using epoxy, such that they were vertical. An
alignment rig was used to ensure that the sample was positioned so that penetra-
tion would occur along its central axis, as with the previous gas-gun experiments
(to an accuracy of a few mm). The X-ray head was mounted horizontally at a
distance of approximately one metre from the front face of the sample (a face that
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Sample
Projectile
Moving
platform
x-ray head
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1m
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Instron
Figure 6.1: The Instron machine with the projectile attached and the sample
loaded. The sample was penetrated at a uniform rate of 1.5 mm/min.
runs length-ways parallel to the central axis of the cylindrical bore, and in the
same orientation as the plane of lead). The X-ray cassette was mounted imme-
diately behind the sample, as close as experimentally possible, which in practice
was approximately 50 mm from the rear face of the sample. The X-ray head and
X-ray cassette were aligned so that their faces were in approximately the same
orientation as the plane of scattered lead, to within a few degrees. Unlike in the
dynamic experiments, the face of the target being penetrated was unconfined.
Preliminary experiments suggest that light confinement of the upper surface has
little effect on the measured displacements.
As with the dynamic experiments, a reference X-ray image of the sample was
taken before the penetration. Subsequent flash X-ray images were taken during
the penetration process. Since the penetration rate was much slower than in the
gas-gun experiments, it was possible to take up to three X-ray images images from
a single experiment - limited by the number of X-ray cassettes and the developing
time for the X-ray film. By repeating the experiment a number of times, and
carefully aligning the sample in each repetition, it was possible to build up a
sequence of images showing the temporal progression of the penetration process.
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A list of the DSR experiments carried out for this chapter is given in Table A.4
in Appendix A.
It is important to note that there are some differences between these exper-
iments and the previously discussed dynamic penetration experiments. Perhaps
the most important difference is that in these experiments the penetration ve-
locity is constant throughout, while in the dynamic penetration experiments the
velocity of the projectile varied during the penetration process. This is likely to
affect the displacements to some extent, but is unlikely to change the global form
of the deformation occurring. Other differences include the penetration occurring
vertically, rather than horizontally as in the dynamic experiments, which is also
unlikely to have much of an effect on the displacements, and the lack of con-
finement on the front surface, which preliminary experiments suggest does not
noticeably affect the measured displacements.
6.3 Penetration by Flat-Ended Projectiles
Initial experiments were carried out using a flat-ended projectile. The projectile
was pushed into the sample at a uniform rate of 1.5 mm/min, up to a maxi-
mum depth of 90 mm. The reaction forces experienced by the projectile during
the penetration process for four separate experiments are shown in the plots in
Figure 6.2. There is some variation between these plots, which arises from the
intrinsically inhomogeneous nature of the sand and the natural variations in pack-
ing arrangement between the experiments. In each experiment, the density and
porosity of the sample will be slightly different, leading to a noticeable variation
of up to 20% in the reaction force on the projectile tip between the repetitions.
The fact that the differences are noticeable suggests that small changes in the
packing order and the number and size of the pores have a considerable effect on
how the material interacts with the penetrator.
The measured displacement fields within the material at a selection of different
depths of penetration are shown as quiver plots in Figures 6.3 and 6.4. Comparing
these displacement quiver plots with those obtained during dynamic penetration
experiments, shown in Chapters 4 and 5, there are some clear and significant
differences in the response of the material. In Figure 6.5, example quiver plots
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Figure 6.2: The vertical force experienced by the penetrator as a function of
penetration depth depth for penetration of the sample at 1.5 mm/min by flat-
ended projectiles
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Figure 6.3: Three quiver plot images, showing displacements measured during
penetration of the sample at 1.5 mm/min in the Instron
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Figure 6.4: Three further quiver plot images, showing displacements measured
during penetration of the sample at 1.5 mm/min in the Instron
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Figure 6.5: Comparing the displacements generated during penetration experi-
ments at 200 ms−1 (left image) and 1.5 mm/min (right image), for similar extents
of penetration - 45 and 43 mm respectively.
of the displacements measured during the small-gun and Instron experiments for
similar extents of penetration (approximately 45 mm) are shown side by side for
comparison. There is significantly less disruption of the material occurring ahead
of the projectile during the quasi-static penetration. There also appears to be a
significantly larger amount of material moving upwards, in the opposite direction
to the projectile motion. In order to consider these differences in more detail it is
informative to plot the lateral (dx) and longitudinal (dy) displacements separately
as contour plots. This is shown for a selection of different depths of penetration
in Figures 6.6 and 6.7.
Figures 6.6 and 6.7 show that the type of deformation occurring during low
rate, effectively quasi-static, penetration is very different to that observed during
the dynamic penetration experiments discussed in Chapters 4 and 5. The plots in
Figures 6.6 and 6.7 show that little of the material ahead of the projectile is being
deformed or affected by the penetration in the quasi-static case. From the plots of
the lateral displacements, we see that the material directly ahead of the projectile
is being split laterally. This was also observed for the dynamic case, and appears
to be an important mechanism by which projectiles penetrate granular materials.
There is also localised longitudinal displacement directly ahead of the projectile,
but these displacements are less wide-spread than for dynamic penetration. These
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Figure 6.6: Contour plots of the longitudinal displacements (dy, left images) and
lateral (dx, right images) displacements for three different extents of penetration.
(a) 16 mm, (b) 38 mm, (c) 43 mm.
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Figure 6.7: Contour plots of the longitudinal displacements (dy, left images) and
lateral (dx, right images) displacements for three different extents of penetration.
(a) 62 mm, (b) 82 mm, (c) 93 mm.
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observations are discussed in more detail in the following sections.
6.3.1 Longitudinal Displacements
The plots of longitudinal displacement in Figures 6.6 and 6.7 show that there is an
area directly in front of the projectile that is being displaced longitudinally. The
extent to which this displacement stretches ahead of the projectile tip appears to
increase between the three images shown in Figure 6.6. Unlike for the dynamic
case, there is no wide-spread disruption of material ahead of the projectile. The
disruption is generally localised to the area directly ahead of the projectile and
extends at most 30 to 40 mm from the tip.
The longitudinal displacements measured during the low-rate Instron experi-
ments and the higher rate gas-gun experiments at a similar extent of penetration
(approximately 60 mm) are compared directly in Figure 6.8, where the data sets
are plotted as contour plots. The large differences in the response of the material
between the two rates are immediately clear. For the low-rate case, the displace-
ments are primarily positive (upwards), showing that the material is releasing
out of the impact face. With a higher penetration rate the displacements are
primarily negative (downwards), showing that the material is being compacted
ahead of the projectile, and that significant disruption of the material ahead of
the projectile tip is occurring.
During low-rate penetration, the maximum longitudinal displacements in the
same direction as the projectile motion are found directly in front of the projectile
tip. When the projectile has penetrated to a depth of 58 mm, the material directly
ahead of the projectile has moved by up to 1.5 mm longitudinally. This compares
with the maximum longitudinal displacement of 2.6 mm measured ahead of the
flat-ended projectile during dynamic penetration for a similar depth of penetra-
tion. Clearly, during the low-rate penetration, significantly less material is pushed
ahead of the projectile.
Figure 6.9 compares the longitudinal displacement of material directly ahead
of the projectile (along a line uniaxial with the projectile) for penetration at
200 ms−1 and 1.5 mm/min, for a similar extent of penetration - around 60 mm.
The displacements are generally greater by around 50% for the dynamic case.
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Figure 6.8: Comparing the longitudinal displacements generated during penetra-
tion experiments at 200 ms−1 (left image) and 1.5 mm/min (right image), for
similar extents of penetration of approximately 60 mm. Note that the displace-
ment scales are different.
The gradient of the displacements close to the projectile tip is also much greater
during dynamic penetration, suggesting that the material directly in front of the
rod is compacted to a greater extent.
The most significant difference between the longitudinal displacements ob-
served here and those observed in the dynamic penetration experiments is the
amount of material that moves in the opposite direction to the projectile motion.
The quiver plots and the contour plots in Figure 6.6 show that there is a cone
shaped area of sand, with the tip of the penetrator at the apex and the impact
face as its base, that is moving vertically upwards. Interestingly, even the ma-
terial directly to the sides of the penetrator, which in the dynamic case was all
moving with the penetrator, is seen to be moving in the opposite direction. In-
deed, the largest longitudinal displacements are found on the upper face directly
to the sides of the point of penetration. Once the projectile has penetrated to
around 80 mm, the material in this location has moved in the opposite direction
to the projectile by as much as 6 mm.
The displacements at the impact surface lead to the formation of a raised
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Figure 6.9: Comparison of the longitudinal displacement ahead of the projectile,
at a similar extent of penetration, for penetration at 200 ms−1 and 1.5 mm/min.
crater which surrounds the shaft of the projectile. To investigate the growth of
this surface feature, 2D cross-sections of the surface profiles for various extents
of penetration are plotted in Figure 6.10. These plots show that the shape of the
crater changes between a penetration of 15 mm and 30 mm, but subsequently the
physical shape of the crater appears to change little. Instead, the whole upper
surface of the sample rises, causing the crater to rise. By the time the projectile
has penetrated to a depth of 90 mm, the entire surface has risen by 2.5 mm
relative to the original surface position.
The fact that the whole upper surface of the sample rises suggests that less
compaction of the material occurs than in the dynamic case, where instead a lot
of material around the projectile was clearly being compacted. During dynamic
penetration, the pressures caused by the penetration process were released mainly
through compaction of the porous material directly ahead of the projectile, and
to some extent through compaction of the material to the sides of the projectile.
During low-rate penetration the pressure is instead released through bulk reverse-
flow of the material in the opposite direction to the projectile motion, towards the
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Figure 6.10: Graphs showing the surface profile, in 2D, of the sample versus
various penetration depths
impact face, causing the impact face to rise. There is less evidence for significant
compaction of material.
This change in the response of the material is most likely due to the increase
in the magnitude of the inter-granular friction with penetration velocity, as well
as a change from a static friction regime to a dynamic friction regime. The
magnitude of the inter-granular friction will be related to the forces experienced
by the grains. The maximum force experienced vertically by the rod during the
low-rate penetration process was around 140 N. During the dynamic penetration
the rod (mass 55 g) was slowed from approximately 200 to 140 ms−1 in a distance
of 40 mm, requiring an average resistive force during the deceleration of 14 kN,
roughly two orders of magnitude greater than with the low rate penetration.
It appears that at a low rate of penetration, where there is a relatively low
force on the individual sand grains, the grains are able to move relatively freely.
This enables them to move in the direction of least resistance, which may involve
moving in a direction different to that in which the force is applied, for example
to move sideways into a void. If the porosity is sufficiently low the forces will
be transmitted between grains, so that grains at any unconfined boundaries, in
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this case the impact face, will move. This causes the upper surface to rise as the
penetration continues and more material is forced out of the way of the projectile.
In the dynamic case, however, the forces are sufficiently large and applied over
a sufficiently short time period that the frictional forces confine the motion of
the sand grains. The sand grains are unable to move as freely as before and
are instead constrained to move in the direction of the applied force, causing
compaction of the material directly ahead of the projectile tip and to the side of
the projectile. Only the material close to the impact face can move upwards to
release through the upper surface in response to the applied forces.
In Figure 6.11 the longitudinal displacements along a perpendicular line 15 mm
ahead of the projectile tip are compared for dynamic and quasi-static penetration
by flat-ended projectiles. For the quasi-static case, the magnitude of the displace-
ments is significantly less than for the dynamic case. It is also apparent that in
the quasi-static case the majority of the displacement occurs within 15 - 20 mm
of the projectile axis. The dynamic penetration causes significantly more wide-
spread deformation ahead of the projectile tip, the lateral displacements being
significant all the way out to the edges of the sample. This wide-spread disrup-
tion of the material in the dynamic case is caused by the action of the expanding
compaction front, something that is not found in the quasi-static case.
6.3.2 Lateral Displacements
In Figure 6.12, the lateral (dx) displacements at the two penetration rates, 1.5
mm/min and 200 ms−1, for a similar extent of penetration of approximately
60 mm, are compared. There are significant differences in the way in which
the material is responding to the penetration. In both cases the displacements
are roughly symmetric around the central axis of the projectile, which is to be
expected due to the conservation of momentum. The maximum magnitude of the
lateral displacements is noticeably lower for the Instron experiments, being of the
order of 1 mm compared to over 2 mm for the dynamic case. In the dynamic case,
the lateral displacements are effectively uniform along the length of the rod. This
suggests that the majority of the lateral displacement is caused by the motion of
the projectile tip.
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Figure 6.11: Comparing the longitudinal (dy) displacements along a transverse
line 15 mm ahead of the projectile tip for the dynamic and quasi-static case, with
a flat-ended projectile. The penetration extent was (60 ± 5) mm in both cases.
In the case of the Instron experiments, the lateral displacements are no longer
uniform along the length of the rod. Wide-spread lateral displacement occurs in
the material within ten to fifteen millimetres of the penetration face. The entire
upper surface moves laterally (and indeed longitudinally also), contributing to
the formation of the surface crater. Below this disrupted surface layer, the extent
to which the deformation extends outward from the projectile axis increases with
distance down the projectile. Near the projectile tip, the lateral deformation of
the material extends to a distance of around 30 mm from the projectile axis,
compared to only 15-20 mm nearer to the surface layer.
Although a small amount of material is pushed ahead of the projectile, the
majority of the material is split laterally ahead of the projectile tip and then
moves upwards towards the front face, in the opposite direction to the projectile
motion. If, rather than considering the local displacement of the sub-images,
we consider the material to be flowing as a fluid and consider the flow-field, the
flow lines would look similar to those shown as red lines in Figure 6.13. In order
for material near the projectile shaft to move towards the penetration surface, it
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Figure 6.12: Comparing the lateral displacements generated during penetration
experiments at 200 ms−1 (left image) and 1.5 mm/min (right image), for a similar
extent of penetration of approximately 60 mm (displayed as contour plots with
the same displacement scale for comparison).
must first move out sideways to move around the material vertically above it that
has also been pushed sideways. The deeper the depth at which the material was
originally disturbed by the projectile, the further out sideways this deformation
extends. Thus the extent to which the lateral displacements extend from the
projectile axis increases with distance down the projectile. In the dynamic case,
the larger forces cause the material to the sides of the projectile to be compacted.
The magnitude of these forces and therefore the extent of the compaction decay
rapidly to zero about 40 mm out from the rod axis.
6.3.3 Decay of the Displacements
We saw in Figure 6.9 that the longitudinal displacements ahead of the projectile
tip appear to decay with longitudinal distance in a similar manner in both the
dynamic and quasi-static penetration experiments (although the decay begins at
different starting displacements in the two cases). As for the dynamic experiments
in Chapter 4, it is interesting to consider how these displacements vary during the
penetration process for quasi-static penetration. In Figure 6.14, the longitudinal
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Figure 6.13: A schematic illustrating the flow-field within the sample, to the
left of the projectile only, during the penetration process. The red arrows show
the direction of flow of material to the left of the projectile. In order to move
upwards towards the impact face material must first move out sideways further
than the material above has moved sideways. This leads to the extent of the
lateral displacement of the material increasing with distance down the projectile
shaft.
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Figure 6.14: Plots showing how the longitudinal displacement varies with dis-
tance in front of a flat-ended projectile tip, for a series of different penetration
depths (16, 38, 43, 62 and 82 mm). The displacements all decay with a similar
exponential factor, with the exception of the first data set (red).
displacements are plotted for a number of different extents of compaction. A
single decaying exponential has been fitted to the data in each case, showing that
the displacements appear to decay exponentially with distance from the projectile
tip.
The first set of data, at a very low extent of penetration, has an exponen-
tial decay constant of -0.114. The subsequent four data sets have very similar
exponential decay constants, with a mean of (-0.069 ± 0.010). This value is con-
sistent with the decay constant found for decay of the displacements ahead of the
projectile and to the sides of the projectile during dynamic penetration experi-
ments, discussed in Chapter 4. The implications of these results are discussed in
Chapter 4.
6.3.4 Extent of Compaction
Figure 6.15 shows the extent of compaction occurring throughout the sample,
resolved in two perpendicular directions, for both dynamic and quasi-static pen-
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Figure 6.15: Comparing the extent of compaction in the longitudinal (dx, right
images) and lateral (dy, left images) directions during dynamic (top images)
and quasi-static (bottom images) penetration. The colour in the plot shows the
compaction factor multiplied by 100.
etration by flat-ended projectile. In both cases, the majority of the material is
not significantly compacted. What compaction there is occurs in the area directly
surrounding the projectile. There is more wide-spread compaction of the material
occurring directly ahead of the projectile tip in the dynamic case. Considering
the extent of lateral (dx) compaction occurring, it can be seen that while the
magnitudes are similar in both cases the extent to which the lateral compaction
extends from the projectile axis is greater in the dynamic case. These results
confirm that more material is being compacted in the dynamic case, while in the
quasi-static case more of the material seems to be flowing as a bulk, rather than
being compacted.
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Figure 6.16: The vertical force experienced by the penetrator as a function of
penetration depth for penetration of the sample at 1.5 mm/min by flat-ended
(blue traces) and ogive-tipped (red traces) projectiles.
6.4 Penetration by Ogive-Tipped Projectiles
The red plots in Figure 6.16 show that if identical Instron experiments (1.5
mm/min penetration rate) are performed using a projectile with an ogive-2 nose
shape (details of which are given in Chapter 4) the vertical forces felt by the
projectile are reduced by over a factor of four. This difference must be due to the
interaction between the projectile and the sand and the subsequent dynamics of
the surrounding material.
Three quiver plots showing selected stages of the penetration process with
an ogive nose-cone are shown in Figure 6.17. The form of deformation is very
similar to that observed with the flat-ended projectiles, shown in Figures 6.3 and
6.4. The majority of the material down to the projectile tip is moving upwards
towards the front face, where a crater is formed around the projectile shaft. The
projectile nose shape does not have a significant effect on the overall shape of
the displacement field, as was found with the dynamic experiments where the
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displacement fields were a similar shape for three different nose shapes.
To investigate the difference in response more closely, the lateral (dx) and lon-
gitudinal (dy) components of the displacements, at similar extents of penetration,
are compared for ogive and flat-ended projectiles in Figure 6.18. While the global
similarity in the displacement fields is evident, there are also clear differences in
the material response between the two nose shapes. Considering the longitudinal
(dy) displacements first, we can see that the flat-ended projectile causes more
wide-spread deformation of the material directly ahead of the projectile tip. A
larger area of sand is displaced by a greater extent (up to 1.5 mm versus up to
1 mm) than with the ogive nose-shape.
It is also clear that with a flat-ended projectile, the longitudinal displacements
at the penetration surface, in the opposite direction to the projectile motion, are
larger, which can be seen by considering the relative sizes of the red areas, repre-
senting larger magnitude displacements. This suggests that the ogive projectile
causes less displacement of the material in the opposite direction to the pro-
jectile motion than with a flat-ended projectile. Considering the lateral (dx)
displacements, we can see that the ogive projectile causes slightly more lateral
displacement than the flat-ended projectile. The envelope of lateral displacement
extends further from the projectile axis for the ogive rod and the maximum lateral
displacement is slightly larger (1.8 mm versus 1.5 mm).
These results show that the ogive rod causes less deformation of the material
ahead of the projectile tip. Rather than pushing material ahead of the projectile,
leading to compaction and disruption of the sample ahead of the projectile, more
material is split laterally and pushed to the sides. The increased lateral displace-
ment, and the reduction in the amount of sand being pushed in front of the ogive
tip, is logical given its shape. The sharp nose cone is likely to push material away
from the tip at a considerable angle relative to the projectile axis. This reduces
the volume of material being propelled ahead of the rod and increases the extent
of the lateral displacements. The reduction in the longitudinal displacements in
the opposite direction to the rod motion at the surface of the sample is less ob-
vious. The flat-ended projectile pushes a larger body of sand to a greater extent
in the longitudinal direction. This inevitably leads to compaction of the material
ahead of the projectile, a process which generates a larger resistive force than
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Figure 6.17: Three quiver plots showing the penetration of a sample at 1.5
mm/min by an ogive nosed projectile.
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Figure 6.18: Comparing the longitudinal (top images) and lateral (bottom im-
ages) displacements for penetration by ogive (left) and flat-ended (right) rods at
a penetration depth of approximately 43 mm.
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splitting the material - it being more difficult to compact material than to cause
it to flow. The reduced reaction force experienced by the projectile with an ogive
nose cone during the penetration is therefore likely caused by the way in which it
more effectively splits the material ahead of the nose tip, rather than compacting
it.
6.5 Summary
In summary:
• The displacements generated during quasi-static penetration at a velocity
of 1.5 mm/min are substantially different to those found with dynamic
penetration (at a velocity of 200 ms−1).
• At the quasi-static rate there is significantly less disruption of the material
ahead of the projectile tip, both in terms of extent and magnitude, than
in the dynamic case. What deformation there is, is localised to the area
directly ahead of the projectile tip, rather than spread across the width of
the sample as for dynamic penetration.
• Large areas of material, down to the projectile tip, are found to be moving
upwards towards the upper face of the sample by as much as 6 mm, leading
to the formation of a crater around the projectile shaft on the penetration
face.
• The different response is likely due to the relative importance of friction
between the two cases. At a low rate, the forces on individual sand grains
are low (up to 140 N ignoring force-chains). The grains are therefore able
to move relatively freely in response to the force, including moving to fill
voids. Where grains are in contact the forces are transmitted towards the
surface causing material at the surface to rise.
• At a high rate, the forces experienced by the grains are much higher (up
to 14 kN). Friction between the grains is therefore more significant and the
grains are constrained to move more in the direction of the applied force,
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as they are not freely able to move to fill neighbouring voids. This leads
to significant amounts of material moving in the direction of the projectile
and causes compaction of material ahead of the projectile.
• At a low rate of penetration, ogive nose cones are found to be more effec-
tive at penetrating granular materials, in the sense that they experience a
smaller force and would therefore maintain a higher velocity. This is due
to the way in which the nose cone efficiently splits the material ahead of
the rod, leading to smaller displacements and a smaller extent of disruption
ahead of the projectile tip.
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Chapter 7
Intermediate Rate Penetration
7.1 Introduction
We saw in the previous chapter that there is a significant difference in the response
of the material to penetration at effectively quasi-static and dynamic rates. This
is perhaps unsurprising due to the large difference in the rate of the penetration
(a factor of 107 in the penetration velocity). It is suggested that the change
in the response of the sand to penetration between the two rates is explained
by the magnitude of the force felt by individual grains, and the change from
static to dynamic friction. An interesting question to consider is whether the
transition between these two types of deformation happens rapidly, and if so at
what velocity, or whether there is a more gradual transition over a larger range
of velocities.
The experiments presented in this chapter aim to answer this question. For
consistency, projectiles with ogive-2 nose cones are used in all of the experiments
(refer to Chapter 4 for details of the projectile geometry). Initial experiments
performed to measure the force experienced by the projectile during penetration
at rates ranging from 4 mm/min (7×10−5 ms−1) to 400 mm/min (7×10−3 ms−1)
using the Instron machine showed no significant variation in the force with pen-
etration velocity. Graphs detailing the measured forces for four different rates of
penetration are shown in Figure 7.1. At each penetration rate, four different ex-
periments were carried out and the results were averaged. At a given penetration
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Figure 7.1: The effect of penetration velocity on the normal force experienced
by the projectile during Instron experiments. The error at each velocity was
estimated from the variations in the force between four repetitions.
rate, there were variations of up to 20% in the response of the material for nom-
inally identical repetitions with the same mass of sand, density and sample size.
These variations are caused by the differing grain arangements in the samples
and variations in packing and porosity, demonstrating the significant impact that
grain arrangement and porosity can have on the behaviour of a granular sample
(these factors will be discussed in more detail in Chapters 9 and10).
Within the errors (estimated from the variations between the repetitions),
the plots are consistent with there being no velocity dependence on the measured
force, suggesting that the material response is the same at all four velocities of
penetration. The displacement fields are therefore unlikely to differ from the
displacements measured during penetration at 1.5 mm/min. This was confirmed
for the 400 mm/min case by performing DICC on X-ray images of the penetration.
The measured displacements were consistent with those observed at the lower rate
of penetration. Any transition between deformation regimes must therefore occur
at higher velocity.
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Figure 7.2: A schematic of the Cavendish drop-weight facility, showing a front
view of the apparatus and a side view with the X-ray system set up.
7.2 Drop-Weight Experiments
To investigate penetration at a higher velocity, the Cavendish drop-weight ap-
paratus was used to achieve a penetration velocity of (5.0 ± 0.2) ms−1. The
drop-weight consists of a 6.414 kg mass dropped from a height of 1.2 m. The
apparatus is discussed in more detail in Chapter 9. The falling mass is guided
by two external steel guide rods, so that it is constrained to only move in the
vertical direction. An ogive-2 projectile was secured in the centre of the falling
mass and an alignment rig was used to align the sample at the impact point so
that the penetration would occur along the central axis of the cylindrical sample.
A schematic of the drop-weight facility with the sample set up is shown in Figure
7.2.
It is important to recognise that these experiments differ somewhat from the
dynamic penetration experiments. While in the dynamic experiments the velocity
of the projectile varied significantly, in these experiments the projectile is attached
to a mass of 6.4 kg. The large mass of the combined mass and projectile means
that the velocity of the projectile varies little during the penetration process. As
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for the Instron experiments, the penetration occurs along a vertical axis rather
than a horizontal axis.
In these experiments the X-ray head was mounted at a distance of 65 cm from
the front of the sample holder (limited by the available space). The X-ray cassette
was mounted at a distance of 50 mm behind the back of the sample holder and
was arranged so that its face was in the same orientation at the sample holder.
Six separate drop-weight experiments were performed to investigate the tem-
poral progression of the penetration, the details of which are listed in Table A.5
in the Appendix. Some examples of the measured displacements calculated using
DICC are shown as contour plots in Figure 7.3 for penetration depths of 22, 43
and 56 mm. The form of displacement occurring within the samples appears
fairly similar to that observed with the lowest penetration rates achieved using
the Instron machine. The longitudinal displacements measured at the same depth
of penetration for penetration at low rates (using the Instron), and the higher
rate of 5 ms−1 achieved with the drop-weight, are compared side by side in Figure
7.4. The contours of longitudinal displacement have a similar form in both cases.
In particular, there is a similar shaped area of material down to the tip of the
projectile that is moving upwards towards the penetration face with a similar
level of displacement (up to 4 mm).
The main difference in the longitudinal displacements is the extent of deforma-
tion occurring ahead of the projectile tip. In the quasi-static case, the maximum
displacements ahead of the projectile reach 0.55 mm in magnitude. For the higher
velocity penetration of 5 ms−1, using the drop-weight, the displacements ahead of
the projectile tip are larger, reaching 1.6 mm in magnitude. There is also a larger
area ahead of the projectile that is affected in the drop-weight case. The larger
displacements ahead of the projectile tip suggest that more compaction occurs in
this region. The maximum measured displacements ahead of the projectile tip
are a little lower than those measured with the higher velocity dynamic pene-
tration experiments. The extent to which these displacements extend ahead of
the projectile tip is also smaller, as is the lateral extent of the deformation ahead
of the projectile tip. Although there is more compaction going on ahead of the
projectile, there has been no significant transition to the form of displacement
observed for dynamic rates.
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Figure 7.3: Contour plots showing the longitudinal (left) and lateral (right) dis-
placements occurring during dropweight penetration experiments for penetration
depths of (a) 22, (b)43 and (c) 56 mm.
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Figure 7.4: Contour plots comparing the longitudinal displacements, for the same
extent of penetration, for the Instron (a) and drop-weight (b) experiments.
7.3 Light Gas-Gun Experiments
The behaviour of the sample has been shown to be ‘quasi-static’ in form for ve-
locities of 5 ms−1 and under and ‘dynamic’ in form at 200 ms−1. To continue
investigation of the transition between these two regimes, the light gas-gun dis-
cussed in Chapter 4 was used to generate ogive projectiles with velocities ranging
from 8 ms−1 up to 200 ms−1. Lower velocity projectiles were generated by using
a lower firing pressure of the light gas-gun than for the experiments discussed
in Chapters 4 and 5. The experimental set-up was identical to that used in the
previous gas-gun experiments discussed in Chapters 4 and 5. Penetration exper-
iments were carried out at velocities of 150, 100, 55, 30, 19, 12 and 8 ms−1. Due
to the un-reliability of the light gas gun at low velocity (the velocity can vary by
5-10 ms−1 when firing the projectiles at low velocity), the depth of penetration
varies somewhat between the experiments. Although it is therefore not necessar-
ily possible to directly compare the magnitude of the displacements between the
experiments, they will clearly show any transition in the form and shape of the
displacement occurring. The results are presented as contour plots showing the
longitudinal (dy) and lateral (dx) displacements in Figures 7.5, 7.6 and 7.7.
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Figure 7.5: Contour plots showing the measured longitudinal (left) and lateral
(right) displacements with a penetration velocity of (a) 150 ms−1, (b) 100 ms−1
and (c) 55 ms−1. The extent of penetration varies between the images for reasons
discussed in the text.
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Figure 7.6: Contour plots showing the measured longitudinal (left) and lateral
(right) displacements with a penetration velocity of (a) 30 ms−1, (b) 19 ms−1 and
(c) 12 ms−1. The extent of penetration varies between the images.
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Figure 7.7: Contour plots showing the measured longitudinal (left) and lateral
(right) displacements with a penetration velocity of 8 ms−1.
The contour plots presented in these three figures show the effect of penetra-
tion velocity on the response of the sand to penetration. The first four images,
covering a velocity range of 200 ms−1 to 30 ms−1, show a similar behaviour to
that observed with dynamic penetration. In particular, the longitudinal displace-
ments show a cone shaped region of material, with the position of impact on the
front surface at the point, moving longitudinally and causing wide-spread defor-
mation of the material ahead of the projectile tip. This feature was observed in
the dynamic penetration experiments discussed in Chapters 4 and 5. There is
some evidence in (c) of Figure 7.5 and (a) of Figure 7.6 of an increase with veloc-
ity of the angle that the outside of this cone makes with the vertical, leading to
a flatter appearance of the longitudinal displacements around the projectile tip.
The magnitude of the longitudinal displacements directly ahead of the projectile
tip decreases somewhat with the impact velocity, falling from 2 mm at 200 ms−1
to around 1.3 mm at 30 ms−1. To the sides of the projectile axis on the impact
face are lobes of material moving upwards by up to 0.4 mm. The lateral displace-
ments show that the lateral deformation is roughly uniform along the axis of the
projectile and consistent with that observed with dynamic penetration.
The appearance of the displacement fields begins to change around a velocity
of 19 ms−1, shown in (b) of Figure 7.6. The lateral displacement field at a
penetration velocity of 19 ms−1 is similar to that observed with the 5 ms−1 drop-
weight penetration experiment at a similar extent of penetration. The envelope
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of lateral displacements is cone shaped, with more material near to the surface
having been disturbed laterally than near the projectile tip. The longitudinal
displacements appear to have become more localised to the region in front on the
projectile tip.
The differences become more significant for an impact velocity of 12 ms−1,
shown in (c) of Figure 7.6. At this velocity, the amount of material moving
longitudinally in the same direction as the projectile is significantly reduced. In
particular, the material to the side of the projectile axis no longer all moves in
the same direction as the projectile. Instead, most of the material to the side of
the projectile, down to half the penetration depth, is moving upwards towards
the impact face, in the opposite direction to the projectile motion. The lobes
of material moving upwards through the penetration face are larger and extend
to a greater depth into the material, although still not to the projectile tip,
as was observed for the quasi-static penetration experiments. The longitudinal
deformation ahead of the projectile tip is no longer spread across the width of
the sample. Instead, only material within 20 mm laterally of the projectile axis
is deformed ahead of the projectile tip.
For a penetration velocity of 8 ms−1, shown in Figure 7.7, the displacement
fields more closely resemble those observed at quasi-static penetration rates than
those observed at dynamic rates. The extent to which material ahead of the
projectile tip has been deformed is significantly reduced relative to the higher
velocity penetration. Only material within 10-15 mm of the projectile tip has
been displaced longitudinally ahead of the projectile. Significantly larger amounts
of material are moving upwards, releasing through the penetration face. The
upwards displacements reach 0.5 - 1 mm in magnitude. This is still significantly
smaller than the maximum displacements observed in this area at the quasi-static
rate, which reached 5 mm in magnitude. It is possible that this difference may be
due to the low momentum of the penetrator at this velocity (8 ms−1) for the light
gas-gun experiment. In the quasi-static penetration experiments, the velocity of
the projectile was held constant.
These experiments show that there is a transition in the appearance of the
displacements occurring during penetration of the sample between a velocity
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of 5 ms−1 and 19 ms−1. During this velocity range, the form of the displace-
ment changes from a ‘dynamic’ regime to a ‘quasi-static’ regime. In the dynamic
regime, the dominant form of deformation is compaction of the material around
the projectile and ahead of the projectile tip through the action of a travelling
compaction front. In the quasi-static regime, the dominant form of deforma-
tion involves splitting of the material ahead of the projectile tip and subsequent
fluid-like, bulk reverse-flow of material in the opposite direction to the projectile
motion, towards the penetration face.
The determining factor as to which process is dominant (bulk flow or com-
paction) is likely to be the magnitude of the frictional forces between the grains.
When the frictional forces between grains are low, they are able to freely rotate
and move relative to each other. This allows individual grains to move in direc-
tions other than that in which the force is applied, for example to move laterally
into a pore or packing defect. This causes the material to behave in a more
fluid-like manner, and causes the observed flow of material towards the penetra-
tion face, where the forces applied by the projectile can be released. Where the
frictional forces between grains are high, the grains are unable to freely move or
rotate relative to each other. Instead, the grains lock together and are constrained
to move in the direction of the applied force. This leads to the material ahead
and to the sides of the projectile moving in the direction of penetration, which
causes a compaction front in the material.
A rough estimate of the forces experienced by the sand grains during the pen-
etration can be determined by calculating the average force required to decelerate
the projectile. If an X-ray is taken during the penetration at a time ∆t after im-
pact, and the projectile is found to have penetrated to a depth D in the sample,
the average penetration velocity over this period, va, is
va =
D
∆t
. (7.1)
If the initial velocity of the projectile is vi, an estimate of the energy lost
by the projectile during the penetration process is (to be fully correct the final
velocity should be the instantaneous velocity at this time rather than the average
velocity over the time period)
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E =
m (v2i − v2a)
2
. (7.2)
An estimate of the average resistive force acting to decelerate the projectile
during this period can then be calculated as,
Fr =
E
D
. (7.3)
This mean resistive force has been calculated for a number of different initial
penetration velocities and the results are displayed in the graph in Figure 7.8.
The X-ray delay times range from 350 µs at 200 ms−1 to 4500 µs at 8 ms−1
and the penetration depths range from 64 mm to 29 mm. The graph shows
that the approximate average resistive force experienced by the projectile varies
significantly with the initial impact velocity, with the average force rising from
35 N to 2500 N as the impact velocity increases. Although it is difficult to predict
the forces experienced by individual sand grains using this data, it is sensible to
assume that the forces on the grains will be greater when the projectile feels
a greater resistive force, as the sand sample generally must feel an equal and
opposite force to that experienced by the projectile. This assumption ignores the
effects of force chains and voids within the material, which would cause localised
areas of higher stress.
As the frictional force between two sand grains is directly related to the normal
force between the two grains (R),
Ffriction = µR, (7.4)
the frictional forces between the grains will roughly increase with the force ex-
perienced by the projectile. The graph in Figure 7.8 therefore suggests that the
frictional forces between sand grains will increase significantly (by almost two or-
ders of magnitude) over the velocity range of 8 - 200 ms−1. It should be recalled
that the formation of force chains in the system can lead to the concentration of
pressure along chains of particles, leading to normal and frictional forces between
particles significantly larger than the estimates presented in Figure 7.8.
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Figure 7.8: The approximate average force experienced by the projectile, averaged
over the early stages of penetration (up to 60 mm), as a function of the initial
impact velocity.
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There is no evidence in the graph in Figure 7.8 for a significant or sharp de-
crease in the average resistive force around 19 ms−1. It is around this velocity that
the form of the displacement began to change noticeable between the dynamic
and quasi-static regimes. What is clear though is that at velocities of 30 ms−1
or under, the frictional forces are likely to be significantly reduced relative to
those at higher velocity. This suggests that that the magnitude of the frictional
force is important in determining what form of deformation will occur during the
penetration process.
7.4 Summary
• With a penetration velocity of 5 ms−1, obtained using the drop-weight, the
displacement fields are similar to those observed with quasi-static penetra-
tion rates.
• At 5 ms−1, there are larger magnitude displacements directly ahead of the
projectile tip (1.6 mm versus 0.6 mm) and more significant lateral dis-
placement for the first few cm of penetration than was observed for the
quasi-static penetration.
• For initial impact velocities between 30 ms−1 and 200 ms−1, the deformation
fields are similar to those observed with dynamic penetration at 200 ms−1,
although the magnitude of the displacements ahead of the projectile tip
falls with the impact velocity.
• As the impact velocity is further reduced there is a transition between
the dynamic and quasi-static regimes of deformation. This occurs between
5 ms−1 and 19 ms−1.
• Below 19 ms−1, the deformation occurring ahead of the projectile tip de-
creases significantly, as does the lateral extent of the deformation ahead of
the tip. The amount of material moving towards the impact face, in the
opposite direction to the projectile motion, increases.
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• The main mode of deformation appears to change from compaction of the
material at high rates (a compaction front is clearly visible) to a more fluid-
like behaviour where bulk reverse-flow of material towards the impact face
occurs.
• The force experienced by the projectile increases significantly with initial
impact velocity, with estimates of the average force ranging from 35 N at
8 ms−1 to 2500 N at 200 ms−1.
• The force experienced by the material around the projectile tip is likely
to scale with the force experienced by the projectile (ignoring force locali-
sation through the formation of force chains). Therefore the normal force
between grains, and the subsequent frictional force, will likely increase with
penetration velocity.
• When the impact velocity and therefore the frictional forces between grains
are high, the material locks-up and is constrained to move in the direction
of the applied force - the grains cannot rotate or move freely relative to
each other. This leads to the observed compaction front.
• When the impact velocity and the frictional forces are low, the grains are
able to move and rotate more freely relative to each other. This leads
to a more fluid-like behaviour of the material, where the grains are not
constrained to move in the direction of the applied force and the stresses
can instead be released by material flowing towards the impact face.
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Chapter 8
Simulation and Comparison with
Other Materials
8.1 Comparison with Other Materials
In the past, a number of researchers have tried to model the flow of granular
materials using a hydrodynamic approach [1, 2]. The models are hydrodynamic
in the sense that they are based on continuum theories consisting of partial differ-
ential equations, analogous to the Navier Stokes equations found with Newtonian
fluids [3]. The viability of a hydrodynamic state of evolution of a granular sys-
tem is determined by factors such as particle density, particle roughness and the
coefficients of friction and restitution. In the flow of granular materials, the colli-
sions between particles are inherently inelastic. A hydrodynamic state will exist
only if the coefficient of restitution exceeds some critical value [4]. This is more
likely to occur during rapid flow of particles at low density, in which the particles
interact mainly through infrequent and fast impacts. At a slower rate of flow or
a greater density, the inter-particle friction forces are likely to be more dominant.
The particles will be continually moving and rotating relative to the surrounding
particles, leading to significant energy dissipation.
Fluid dynamic equations are derived using time and length-scale averaging
processes that are not necessarily appropriate for granular materials. Such length
scales are by definition larger than the size of the particles. The size of the system
being analysed may only be of the order of hundreds or thousands of particles.
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This may frequently be insufficient to assume that the sample behaves homoge-
neously on the chosen scale, particularly as force chains may span hundreds of
particles. By failing to consider the grain level behaviour of the material, hy-
drodynamic approximations break down where the number of particles in the
sample, or the size of a column of flow, is small. Effects such as jamming and
locking of the particles to form a blockage in a narrow opening are impossible to
predict with such models. Other phenomena, such as the instability of projectiles
during penetration cannot be modelled. During penetration, the heterogeneous
structure of the granular material can lead to asymmetric loading of the projectile
tip, which can cause the projectile to deviate from its original path and lead to
phenomena such as tumbling and bending of the projectile [5].
Despite these inherent flaws, hydrodynamic based models have been used with
some success to analyse the behaviour of granular materials in motion [1]. A good
review of this subject is given by Heinrich et al. in [2]. An early example is the
research of Byers et al., who produced a Lagrangian wavecode to investigate
the stresses and resultant velocities generated in simulated earth penetrations
[3]. The code treated the target material as homogeneous and split it into a
grid of cells. Masses within these cells were modelled as moving in response to
local stress gradients. By solving the partial differential equations of motion the
resulting velocities and displacements within the material could be determined.
A guide to whether the sand discussed in the preceding chapters is behaving
in a hydrodynamic sense during penetration can be determined by experimen-
tally comparing the displacements with those measured during experiments on a
material that is known to behave hydrodynamically. If the displacement fields are
found to be similar, it is likely that the behaviour of the sand can be modeled hy-
drodynamically. If there are significant differences in the displacement fields this
would confirm that the observed displacements are caused by the heterogeneous
granular structure.
8.1.1 Gelatine
The obvious choice for a material that behaves hydrodynamically is water. Exper-
imental limitations, however, such as trying to include a plane of visible contrast
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variation, rule this out. Ideally, a significantly more viscous or even solid mate-
rial would be more suitable for experimentation. A suitable substitute is to use a
Gelatine based sample. As the resulting mixture is homogeneous and composed
mostly of water, it will behave in a similar manner to water.
For the purposes of comparison with the earlier displacement data measured
during penetration of sand, it is helpful to use the same cylindrical sample holder.
A liquid gelatine sample was produced by mixing one litre of hot water and
45 g of gelatine powder. This was added to the cylindrical sample holder in
stages to produce a sample containing a horizontal layer of lead filings, for the
purposes of DSR. The completed sample was mounted in the catch chamber of
the light gas-gun using the alignment rig discussed in Chapter 4 and was aligned
so that it was uniaxial with the gun barrel. The same experimental procedure as
discussed in Chapter 4 was used to generate flash X-ray images of the penetration
occurring for a flat-ended projectile with an initial velocity of 200 ms−1. Initially,
the displacement fields were measured for a penetration depth of 36 mm. The
measured lateral and longitudinal displacements are shown in Figure 8.1.
At this relatively low depth of penetration of approximately 40 mm, the entire
sample has been noticeably disturbed. The contour plot of the lateral displace-
ments shows that the material down to the tip of the projectile has been pushed
sideways, causing compaction of the material. Unlike with the sand there is little
obvious splitting of the material ahead of the projectile tip. The contour plot of
the longitudinal displacements presents a considerably more confusing picture.
There is a hemispherical area around the impact point where the material has
been displaced longitudinally. This makes sense as the projectile will obviously
displace a volume of material during the penetration. The situation ahead of the
projectile tip is more complicated. The entire sample has moved longitudinally by
up to 4 mm. The longitudinal displacements initially decrease in magnitude upon
moving away from the rod tip but then apparently increase in magnitude again
when nearing the rear surface. It appears that there has been some oscillation in
the longitudinal displacements.
This oscillation is likely due to travelling pressure waves generated upon im-
pact. The oscillation of these waves within the sample, including reflection from
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Figure 8.1: Lateral (top image) and longitudinal (bottom image) displacements
measured in a cylindrical Gelatine sample during penetration by a flat-ended
projectile with an initial velocity of 200 ms−1, at a penetration depth of 36 mm.
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Ultrasound Transducer
Gelatine sample
  Al
plate
Figure 8.2: A diagram of the ultrasound transducer mounted above a sample of
Gelatine. The ultrasound pulse is reflected at the boundary with the Al plate
due to the impedance mismatch.
the sample boundaries, would cause considerable variation in the measured dis-
placements. To investigate this in more depth, ultrasound transducers were used
to measure the longitudinal sound speed within the gelatine. A 5 MHz Panamet-
rics ultrasound transducer/receiver attached to a variable height stand was used
to generate longitudinal ultrasound pulses in various thicknesses of gelatine, as
shown in Figure 8.2. The gelatine samples were mounted on an aluminium sheet,
where the ultrasound pulse is reflected due to the large difference in impedance.
The reflected wave is detected by the ultrasound transducer/receiver, allowing
the travel time of the pulse to be measured. The exact travel time is difficult
to measure, due to some ambiguity as to the start point on the pulse, but by
comparing the relative travel time for a variety of samples of known difference in
thickness an accurate estimate of the longitudinal sound speed can be calculated.
A plot of the variation of the travel time of the pulse as a function of the thick-
ness of the sample, taking into account that the pulse travels twice the thickness
of the sample before being detected by the transmitter/receiver, is shown in Fig-
ure 8.3. A straight line has been fitted to the data and the gradient, which is
the longitudinal sound speed of the gelatine, is (1481 ± 5) ms−1. This value is
very close to the sound speed in water which is 1497 ms−1 at room temperature
(250C) and pressure.
A second experiment with an X-ray delay time of 50 µs was performed, so that
any pressure waves generated in the sample would be visible. With a longitudinal
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Figure 8.3: A plot of the increase in height of the gelatine sample against the
increase in travel time of the ultrasound pulse. The gradient of the fitted straight
line gives the longitudinal sound speed in the material.
sound speed in the material of 1481 ms−1 the pressure waves should have reached
a depth of around 70 mm. Figure 8.4 shows the longitudinal (dy) displacements
measured at 50 µs after impact. There is a roughly hemispherical shaped area
extending to 60-70 mm into the sample, behind which the material has been
displaced longitudinally. At this point the projectile had penetrated to a depth
of around 10 mm. This confirms that there is a pressure wave travelling through
the sample at the sound speed of the material and expanding radially from the
point of impact.
The displacements observed here are very different to those observed in the
sand samples. For a hydrodynamic material, two main forms of deformation
occur. As the projectile must physically occupy some volume of the sample,
localised displacement of the material directly around its location occurs. This
can be observed in the plot of longitudinal displacements shown in Figure 8.1.
The second main cause of deformation is a pressure wave travelling at the speed
of sound within the material. The action of this pressure wave means that by
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Figure 8.4: Longitudinal displacements generated in a cylindrical Gelatine sample
during penetration by a flat-ended projectile with an initial velocity of 200 ms−1.
Dynamic image taken 50 µs after impact. There is a travelling pressure wave that
has reached a distance of 60 - 70 mm into the sample at this time. The position
of the projectile tip is just visible in the small area of failed correlation at the top
of the image.
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only 100 µs after impact the whole sample will have been affected and significant
displacements will be measurable even at the rear surface, as observed for a later
time in Figure 8.1 where the action of this pressure wave has caused significant
variations in displacement throughout the sample.
It is the action of these pressure waves that seems to differentiate the be-
haviour of a hydrodynamic material from the behaviour of the sand. Because of
dissipative processes, such as friction between grains and void filling, a loosely
packed sample of sand is unable to sustain a pressure wave for any significant
length of time. Indeed, even a small thickness of sand is sufficiently dissipative
that it is not possible to measure the sound speed of the material using the ultra-
sound technique used for the gelatine, as no significant transmitted or reflected
wave can be detected. Rather than the displacements in sand being caused by a
pressure wave travelling at the speed of sound in the material, they are instead
caused by bulk flow of material into the sample in the form of a compaction front.
8.1.2 Concrete
Another interesting comparison is to compare the behaviour of sand during pen-
etration with that of concrete, an inhomogeneous solid which contains various
grains, inclusions and pores. Concrete samples were made up using the same
sand used in the previous penetration experiments. The exact composition of the
concrete is shown in Table 8.1. Cylindrical samples of concrete containing a layer
of scattered lead shot were produced by first making a larger square sample in
stages and then turning it down on a lathe. To confine a sample, a cylindrical
acrylic tube with a diameter slightly larger than the sample was used. Epoxy
was used to fill the small gap between the sample and the tube, securely holding
and confining the sample. The samples were mounted in the catch chamber in
an identical manner to that discussed in Chapter 4 and penetration was carried
out using flat-ended projectiles with initial velocities of (200 ± 4) ms−1.
At 200 ms−1, the depth of penetration achieved by the projectiles was rela-
tively small, the terminal penetration depth generally being at most 25 - 30 mm.
There was also an obvious crater formed in all of the shots where the material
in the immediate vicinity of the projectile had been fractured and left the front
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Constituent Percentage of Mass %
Portland Cement 16.8
Sand 67.3
Bentonite Clay 0.6
Water Reducer 0.01
Water 15.3
Table 8.1: The composition of the concrete used in the experiments.
Figure 8.5: Cylindrical concrete samples after impact by flat-ended projectiles at
200 ms−1. In (a) the sample has been impacted by a 10 mm diameter projectile,
cratering and compaction in the area directly impacted are clearly visible. In (b)
a thinner penetrator with a width of 5 mm has penetrated the sample to a depth
of roughly 40 mm.
surface of the sample. This can clearly be seen in the photographs of recovered
samples shown in Figure 8.5. Also apparent are radial cracks running outwards
from the point of impact, showing that wide-spread fracturing of the material has
occurred
The measured displacements at a penetration depth of (15 ± 5) mm are shown
in Figure 8.6, firstly as a quiver plot super-imposed on the second X-ray image and
secondly as a contour plot showing the total magnitude of the displacement. The
displacement data show that measurable disruption of the material only occurs
in the immediate vicinity of the projectile, forming a hemispherical shaped region
of disturbed material around the projectile tip. The measured displacements are
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also relatively small - the maximum is 1.4 mm, but the majority of disturbed
material has moved significantly less than this. This suggests that only limited
compaction of the material ahead of the projectile tip occurs. Outside of the
deformed region immediately around the projectile the material is undisturbed.
The sound speed in concrete is in the region of (3400 ± 200) ms−1 (depending
on composition), so pressure waves would have travelled throughout the entire
sample a number of times by this point, reflecting from the confinement. The
displacement data show that these travelling pressure waves do not generate any
measurable displacement in the concrete.
The response to these pressure waves seems to be the main difference in be-
haviour between the gelatine and concrete samples. In both cases, there is a
region around the projectile where the material is forced to deform in order to
incorporate the volume of the projectile. This region is generally hemispherical
in shape and does not extend far beyond the projectile tip. The strength of
the concrete sample means that the material is not measurably deformed by the
passing of the pressure waves. The lack of strength in the gelatine sample means
that the material is noticeably affected by traveling pressure waves, so that only
a short time after impact the entire sample has been heavily disturbed.
8.1.3 Comparison
These experiments strongly suggest that is it unsuitable to model penetration of
granular materials at this velocity as being either hydrodynamic or solid-like in
behaviour. In the sand, the majority of the longitudinal displacement is caused
by a travelling compaction wave, rather than by displacement of material to
incorporate the volume of the projectile or by pressure waves travelling at the
speed of sound. In contrast to a pressure wave moving through the gelatine,
loading and releasing the material, a compaction wave in a granular material
consists of a body of moving material, in this case set in motion during the initial
stages of impact. This moving body of sand precedes the projectile tip and pushes
into the material ahead of the projectile, causing compaction and displacement.
The heterogeneities present in a granular material mean that the velocity fields
are not constrained to have the same form as the force or pressure fields in the
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Figure 8.6: Measured displacements during penetration of a concrete sample
displayed as a quiver plot and a contour plot.
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material. Flaws such as voids and packing defects open up new directions of slip
and motion. These defects mean that the only kind of travelling wave that can
be supported in a granular material for any extent of time are compaction waves
which involve bulk motion of sand into the sample, particularly if supported by
the motion of a projectile.
The data suggest that in order for computational simulations to recreate the
observed deformations during the dynamic penetration experiments, it is neces-
sary to consider the interactions between particles, including damping terms to
account for inelastic interactions such as collisions and rolling friction. It is nec-
essary to consider heterogeneous effects such as void filling and reorganisation of
particles in order to fully account for the behaviour of the material. A hydro-
dynamic approach is not able to account for these processes and other collective
phenomena, such as jamming of the material or size segregation.
8.2 Computational Simulations
8.2.1 Simulation Details
To investigate the inner mechanisms responsible for the behaviour of granular
materials, Bobaru et al. have developed a programme called BobKit, which
combines Discrete Element Method (DEM) and Finite Element Method (FEM)
approaches [6, 7]. The code currently contains two contact models which can
be used to model the contact forces between 2D particles. The first is a simple
linear spring and dash-pot model which involves an elastic term (the spring) and
a damping term (the dash-pot) in parallel. This is shown schematically in Figure
8.7. The other is a nonlinear spring-dashpot model based on the Hertz model for
2D elastic disks. These models allow the force experienced by individual parti-
cles (2D disks) within the material to be resolved, and therefore the subsequent
velocities and displacements to be determined.
This code was applied by Bobaru et al. to investigate the deformation ob-
served during the experiments reported in this thesis. The aim was not to recreate
the experiments exactly, but to see if the general deformation features observed,
for example the curved traveling compaction front, could be reproduced. The
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Stress
DashpotSping
Figure 8.7: A schematic of the spring and dash-pot model. Particle contacts are
treated as consisting of a spring (elastic component) and a dash-pot (damping
term) in parallel.
simulation results were supplied as videos by Florin Bobaru showing the parti-
cle motion, force network and velocity network. Selected images were extracted
from these videos by myself, and were then interpreted and compared with the
experimental data by myself. The following interpretation and discussion of the
simulation results, and the comparison with the experimental results, is my own.
The penetrator for the simulations was chosen, for ease of implementation,
to be a disk (radius 10 mm, 0.5 mm thickness). For the stages of the impact
in which we are interested, no material moves into the area behind the disk.
The same displacement fields would be observed therefore, within a plane, for a
hemispherical nosed projectile. Experimentally, the behaviour of hemispherical
and ogive-2 nosed projectiles was shown to be very similar.
Computationally it is not currently feasible to model samples of the same size
as those used during the experiments, which consisted of millions of particles.
Instead, samples consisting of up to 3000 particles were studied. Therefore there
are some significantly different factors between the simulations and the experi-
ments. In particular, the ratio of the size of the projectile to the particles is much
smaller in the simulations, as is the number of particles across the width of the
sample. Despite these differences, such simulations are likely to provide useful
information to help explain the types of deformation observed in the experiments.
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(a) (b)
Figure 8.8: (a) A close-packed mono-disperse sample and (b) a randomly-packed
poly-disperse sample.
The program was used to investigate the particle size dependence of the pene-
tration process and also the influence of the type of packing of the particles, either
close-packed or randomly-packed. Examples of a mono-disperse close-packed sam-
ple and a poly-disperse randomly-packed sample are shown in Figure 8.8. The
results of the simulations allow the structure and profiles of the network of nor-
mal contact forces between particles (force chains) and the velocity fields to be
visualised. The non-linear spring-dashpot model was determined to be the more
realistic model for the behaviour of granular materials during dynamic impact.
The linear spring-dashpot model was found to not work as effectively for high
speed dynamic impacts [6]. Material properties for the simulations were cho-
sen to be representative for a coarse grained sand and were as follows: density
2600 kg/m3 (note that this is the density of a single grain rather than the compos-
ite granular material), Young’s modulus 50 GPa, Poisson’s ratio 0.3 and friction
coefficient 0.3. The restitution coefficient is 0.9 and all problems were run for a
maximum time of 300 microseconds from the initial position [6].
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(a) (b)
Figure 8.9: (a) Force and (b) velocity networks for a close-packed mono-disperse
sample, containing 2674 disks 1 mm in diameter, during impact by a larger disk
10 mm in size.
8.2.2 Close-Packed, Mono-Disperse Samples
Figure 8.9 shows firstly the network of reaction forces between particles and
secondly the resultant particle velocities for a close-packed mono-disperse sample
being impacted at 100 ms−1. This particle arrangement is shown in the left image
of Figure 8.8. This simulation involved 2674 particles, each 1 mm in diameter.
Close packing involves the centres of three particles in mutual contact forming
an equilateral triangle, as illustrated in figure 8.10. It is the densest possible
formation of mono-size disks or spheres in a granular system.
The network of forces is highly symmetric around the central penetration axis,
which is perhaps to be expected given the symmetrical nature of the packing. A
cone shaped area of force pushing material in a longitudinal direction forms in
front of the projectile. This resembles the cone of displaced material seen in
the experimental speckle and contour images. The forces are greater around the
outsides of the cone, producing an arch of force which shields the material ahead
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(a) (b)
Figure 8.10: (a) A close-packed arrangement of equal size spheres. Two potential
shear directions are shown with arrows. (b) A close-packed arrangement of three
equal size spheres. The centres form an equilateral triangle.
of it to some extent. This arch makes an angle of (30.5± 0.9) degrees relative to
the vertical. This represents a shear direction for a close-packed, mono-disperse
material. Figure 8.10 shows a close-packed arrangement of equal size spheres. Any
three neighbouring spheres are arranged so that their centres form an equilateral
triangle. The main shear directions are therefore at an angle of 30 degrees relative
to the vertical, the same angle as the cone of force seen in the simulations.
Comparing the arrangement of forces in the first image of Figure 8.9 with
the plot of velocities, shown in the second image, it is clear that they are very
similar in shape and direction. There is a large cone-shaped area of sand moving
ahead of the projectile. This differs significantly from the experiments in that the
largest longitudinal velocities are not along the centre of this cone, but instead
are generally found near the edges along the main shear planes of the system
(this is where the maximum forces are located also). The dense close packing
arrangement restricts the motion of the particles, such that only a small distance
in front of the impactor, the largest displacements are found along the shear
directions, rather than along the direction of motion of the impactor. It is clear
that although there are similarities with the experimental data, a mono-disperse
close-packed system gives some significantly different responses.
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(a) (b)
Figure 8.11: (a) Force chain network and (b) velocity for a randomly-packed
poly-disperse sample. The sample contains 2000 particles with diameters ranging
from 0.9 - 1.1 mm.
8.2.3 Randomly-Packed, Poly-Disperse Sample
Similar force and velocity plots for a randomly-packed poly-disperse sample of
2000 particles, with particle sizes of 0.9 - 1.1 mm, similar to the sand used in the
experiments, are shown in Figure 8.11. A randomly-packed sample was simulated
by randomly dropping particles into the container and then letting the system
relax for two seconds [6]. It is clear from Figure 8.11 that both the network of
forces and the subsequent velocities calculated here are significantly different to
those found with a close-packed, mono-disperse sample. The network of forces
develops through a series of branching chains of force, transmitted at particle
contact points, into a tree shaped structure which is not symmetric. Generally,
the largest forces occur along a line directly ahead of the projectile, but significant
forces are seen at times branching off of this line. Unlike the close-packed case,
there is no apparent preferred direction in which the force is transmitted (the
forces were generally transmitted at 30 degrees to the vertical for the close-packed
sample).
Comparing the appearance of the second image in Figure 8.11, which shows
235
8. SIMULATION AND COMPARISON WITH OTHER
MATERIALS
the velocities of the particles, with the network of forces, it can be seen that
they are very different. This is in contrast to the mono-disperse, close-packed
case, for which the patterns of force and velocity were very similar. The fact
that the pattern of velocities is so different to the force network strongly suggests
that there is significant reorganisation, sliding and void-filling taking place in
the randomly-packed samples. The presence of pores and packing defects in the
geometrical structure induces frictional slip lines that allow different kinds of
motion inside the system when compared to a close-packed system. The velocity
distribution seen in the second image of Figure 8.11 closely resembles the pattern
of displacements seen in the experimental data presented earlier, although the
extent of penetration is less.
The cone-shaped area of material moving ahead of the projectile in Figure
8.11 grows in size as the penetration progresses. The angle made relative to
the vertical remains roughly constant though at (32 ± 1) degrees. Interestingly,
this is very similar to the 30 degree value found with the close-packed case.
For the close-packed system, the angle of 30 degrees was caused by the close-
packed arrangement of the particles, which lead to shear directions at an angle
of 30 degrees relative to the vertical. A suggested reason for this is that, as
the initial porosity in the simulated poly-disperse samples is low, it takes little
rearrangement of the particles to reach a packing arrangement similar to the close-
packed form. The porosity, and presence of packing defects, allows the particles
to move when they experience a force and not necessarily in the direction that the
force is acting, so that they pack together better. The higher density arrangement
is then similar in form to the close-packed arrangement, leading to a similar angle
for the cone of material moving ahead of the impactor.
8.2.4 Randomly-Packed, Mono-Disperse
Figure 8.12 shows force and velocity data from a simulation on a randomly-packed
mono-disperse sample consisting of 2400 particles each 1 mm in diameter. The
differences between the data shown here and that calculated for the randomly-
packed, poly-disperse case are minor, suggesting that there is some particle size
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(a) (b)
Figure 8.12: (a) Force chain network and (b) velocity for a randomly-packed poly-
disperse sample. The sample contains 2400 particles each 1 mm in diameter.
dependence in the behaviour but that these effects are secondary to the effects of
particle packing.
8.2.5 Discussion
The results of the three simulations suggest that it is the randomly arranged
nature of the sand grains in the experiments that leads to the observed displace-
ment patterns. A sequence of images showing in more detail the forces generated
by the penetration of a poly-disperse (0.9 - 1.1 mm), randomly-packed sample
are shown in Figure 8.13. The corresponding velocity networks are shown in
Figure 8.14. Comparing the general shape of the velocity patterns with the dis-
placement quiver plots obtained from penetration experiments using ogive-tipped
projectiles (Figures 5.2 and 5.3), it can be seen that they are very similar in form.
The longitudinal displacements measured during penetration of sand at 200 ms−1
by an ogive tipped projectile and the velocity field calculated for penetration of
a randomly-packed, poly-disperse sample of disks are compared in Figure 8.15.
There are some strong similarities in the shape of the displacement and velocity
fields.
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Both the simulations and experiments show a growing cone shaped area of
material that moves longitudinally and stretches ahead of the projectile. In the
experiments, this envelope has a clearly curved front. This is less well defined in
the simulations. This is perhaps not too surprising, as the significantly smaller
number of particles in the simulations means that random variations in packing
density will cause more significant variations than in the experiments. There is
an area of material to the sides of the impact point on the impact face in the
simulations that is moving in the opposite direction to the projectile. This area
grows in size as the penetration proceeds. This feature is also observed in the
experimental data. The main difference between the experimental data and the
simulations is the extent to which the deformation extends ahead of the projectile
for a given penetration depth. Because of the small number of particles used in
the simulations, it takes little penetration (less than 10 mm) before most of the
sample has been disturbed. In the experiments significant penetration (90 mm)
is required to cause a majority of the sample to be disturbed.
8.2.6 Modelling Conclusions
It has been demonstrated that the DEM-FEM code of Bobaru et al. can pro-
vide useful information to help explain the mechanisms behind the deformation
phenomena observed in the penetration experiments discussed in this thesis. Sim-
ulations run on randomly-packed, poly-disperse samples (as would be found in
the experimental sand samples) show similar features in the generated velocities
and displacements as were observed experimentally.
When looking at a randomly-packed, poly-disperse material, the simulated
velocity patterns closely resembled the patterns of displacement that were seen
in the experiments. The simulated velocity patterns were significantly different to
the simulated force-chain network, which had a branched root-like system. The
fact that the resultant velocity pattern is so different to the network of forces
suggests that there is significant reorganisation, sliding and void-filling taking
place in the randomly-packed samples (therefore allowing for release of pressure
by particles moving into voids, rather than necessarily moving in the direction
that the force is acting). As the material is randomly-packed, it is significantly
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Figure 8.13: Six images showing the force networks during penetration of a
randomly-packed, poly-disperse sample. The penetration depth increases from
(a) to (f).
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Figure 8.14: Six images showing velocities during the penetration of a randomly-
packed, poly-disperse sample. The penetration depth increases from (a) to (f).
240
8.2 Computational Simulations
Figure 8.15: Comparing the longitudinal displacement field from a dynamic pen-
etration experiment with the velocity field calculated from a simulation.
less dense than in the close-packed case and contains a large number of voids and
packing defects. These introduce additional frictional slip lines, allowing a very
different kind of motion to occur to the simple shearing observed in the close-
packed system. This suggests that the main processes involved in producing the
types of displacement observed experimentally, including the cone shaped area
ahead of the projectile moving longitudinally, are related to the material flowing
and rearranging itself so as to more closely pack together and reduce the number
and size of the voids.
The fact that the angle of the cone of material moving ahead of the projectile
was the same as with the close-packed case in these simulations suggests that
global shearing of the material may still have a role in describing the type of
deformation observed. It is possible that this plays a role in explaining the shape
of the cone of material that was observed experimentally moving in the same
direction as the projectile in the dynamic impacts. Potentially, densification of
the material directly ahead of the projectile may lead to a packing order in which
shearing becomes important.
In terms of using granular materials to slow or stop penetration by projectiles,
241
8. SIMULATION AND COMPARISON WITH OTHER
MATERIALS
for example in sandbags, the modelling data suggest that a mono-disperse close-
packed sample is most suitable. The close-packed structure, and the lack of
packing defects and voids, limits the types of deformation of the material that
are possible. The forces generated by the projectile can be released only through
material escaping from the sample, for example through the impact face, or by
compaction of the grains themselves. This requires significant forces and therefore
strongly decelerates the projectile.
Although in reality it would be very difficult to arrange for a close-packed
arrangement of material in sandbags, it is not unfeasible that the material could
be sieved to reduce the range of particle sizes. Compacting the material would
also help to reduce the number and size of pores, and therefore improve its ability
to resist penetration.
8.3 Summary
To summarise the conclusions of this chapter:
• A granular material responds in a noticeably different manner to hydrody-
namic materials and inhomogeneous solids.
• For concrete, an inhomogeneous solid consisting mainly of sand, displace-
ment occurs only in the immediate area around the projectile. This localised
compaction is necessary to incorporate the volume of the projectile.
• The strength of the concrete means that the high-velocity pressure waves
generated at impact do not cause measurable deformation of the material.
• For gelatine, a hydrodynamic material, the same localised displacement
around the projectile is observed. Significant bulk displacement of the ma-
terial is also caused by pressure waves generated at impact. At only a small
time after impact the whole sample has been measurably disrupted.
• The porous nature of sand means that it is unable to sustain a pressure
wave for any significant length of time. The main cause of deformation is
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instead a travelling compaction front, consisting of a bulk of sand set in
motion during the early stages of impact.
• It is this intermediate behaviour, between the very localised displacement
around the projectile in a solid and the wide spread displacement caused by
pressure waves in a hydrodynamic material, that characterises the response
of a granular sample to penetration.
• With a close-packed mono-disperse material the predicted force and velocity
distributions are very similar. The largest forces and velocities are found
along the main shear directions, at 30 degrees to the projectile axis. An
arch of force is formed which shelters the material ahead of the projectile.
• With a randomly-packed arrangement, the calculated forces look very differ-
ent. The forces are transmitted into the sample through a growing root-like
system of force chains.
• In this case the velocity distribution looks very different to the force dis-
tribution. This suggests that processes such as reorganisation, sliding and
void filling are taking place, allowing the grains to move in directions other
than the applied force.
• The resulting velocity distribution bears a strong resemblance to the exper-
imentally measured displacement fields. In particular, there is a growing
cone-shaped region behind which material is in motion.
• The velocity distribution is similar for a close-packed arrangement of mono-
sized particles, suggesting that the packing arrangement has a more signif-
icant effect than variations in particle size.
• The simulations suggest that the inhomogeneities present in the sand are
responsible for the types of deformation experimentally observed.
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Chapter 9
High Strain-Rate Behaviour of
PTFE/Al/W Composites
9.1 Introduction
The previous chapters have considered the behaviour of granular materials during
penetration. In this chapter we move on to consider the behaviour of particulate
materials, in a polymer matrix, during compaction. The materials discussed are
mixtures of Aluminium (Al), Polytetrafluoroethylene (PTFE) and Tungsten (W).
Mixtures of PTFE and Al are known to be energetic under mechanical or thermal
loading [1–3]. They are similar in composition to thermites [4], a sub-group of
the class of pyrotechnics. Thermites are formulated to generate a large quantity
of heat during reaction. The addition of tungsten (W) in this study increases the
density and overall strength of the samples.
Thermites and similar materials have both civilian and military applications.
They produce a very high temperature (up to 2500oC) in a localised area, and
can therefore be used to cut or weld steel, for example in-situ during the laying
of railway tracks [5]. Thermite hand grenades are used by the military to destroy
or damage equipment and papers, particularly in time-sensitive situations where
a more thorough destruction is not possible [6].
Tailoring the mechanical and thermal properties of reactive materials is im-
portant for a number of applications. Varying particle size and morphology in
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pressed explosives can be used to tailor the shock sensitivity of the material [7–
9]. The sensitivity of explosive materials has been shown to vary significantly
with factors such as the grain size, particle shape and the surface roughness of
grains [8, 9]. Varying the pressing conditions introduces different porosities and
component configurations within a sample. The presence and size of pores has
been shown to be an important variable in determining the sensitivity to reaction
of energetic materials, and in determining the rate of burning in pyrotechnics
[10–12]. The formation of stress/force chains within a granular or particulate
energetic material can be related to the location and frequency of ignition sites
[13]. The sensitivity of energetic materials is therefore often closely linked to the
mechanical response of the material to applied stresses.
The experiments discussed in this chapter contribute to a larger research
project by Nesterenko et al. [14–16] into the effect of strain rate on the com-
paction of mixtures of Al and PTFE powders. The materials consist of 77% W
(Teledyne, 44 µm or Alfa Aesar, < 1 µm), 5.5% Al (Valimet, 2 µm) and 17.5%
PTFE (Dupont, approximately 100 nm diameter powder size) by weight. The
samples were provided in a pressed form by V. Nesterenko, University of Cali-
fornia San Diego, US. The samples were produced by cold isostatic pressing of
the powder mixtures at a variety of pressures. Three different batches were pro-
vided, giving a variety of porosities and W particle sizes, details of which are
in Table 9.1. This allowed for comparison of the behaviour of samples with the
same density but different W particle sizes, and with the same size of W particles
but different densities. Notice that for the same pressing pressure the samples
containing fine W particles result in a lower density than the samples contain-
ing coarse W particles (6.0 versus 7.1 gcm−3). This suggests that the samples
containing fine W particles have a greater resistance to compaction.
To investigate the mechanical properties of these materials, including the ul-
timate compressive strength, small cylindrical samples (height 8 mm, diameter
10.5 mm) were compacted at (5.0± 0.2) ms−1 using a drop-weight machine. The
main features of the Cavendish drop-weight are discussed in the following section.
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Trigger point
Force Transducer
Electromagnet
Laser beam 
Impact
point
Impact rig base,
cone supported
by a hydraulic
shock absorber
Steel Plate
Steel guide rod
6.414 kg
mass
Figure 9.1: The Cavendish drop-weight apparatus. The mass is guided to the
impact point where velocities of up to 5 ms−1 are achievable (depending on drop
height). A more detailed description is given in the text.
9.2 Experimental Method
9.2.1 Cavendish Drop-Weight Machine
The Cavendish drop-weight consists of a 6.414 kg mass which is dropped from a
height of up to 1.2 m. The falling mass is guided by two external steel guide rods
to the impact plane, where impact velocities of up to 5 ms−1 can be achieved.
Typically, strain rates of the order of a few 100 s−1 are reached in samples during
impact, depending on the sample properties. The main features of the drop-
weight are shown in Figure 9.1. The drop-weight has previously been used to
investigate the properties of polymers [17], metals [18], and the sensitivity of
granular explosives [19].
The velocity of the mass upon impact is measured by two different techniques.
Attached to the mass is a grid of fine lines with a spacing of 2 mm. When the grid
passes between a laser beam and a photo-diode, situated just above the impact
plane, an oscillating square wave is produced with a period equal to the time
taken for the mass to travel 2 mm. This trace is recorded on an oscilloscope at
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a time resolution of 1 µs, allowing the velocity to be calculated to within a few
percent. The advantage of this method is that the rebound velocity of the mass
after impact can also be determined. This value is needed when calibrating the
force transducer. In the second technique, the velocity at impact is measured
using a pair of sequentially broken light gates (mounted just above the impact
plane) and a counter/timer. The advantage of this technique is that the light-
gate system can easily be moved along the steel guide rods, which is useful when
using a more complicated geometry at the impact plane.
The transmitted force at the impact plane is determined using a force trans-
ducer, located directly below the sample. The transducer consists of four strain
gauges attached to a cylindrical steel anvil, two aligned parallel with the anvil,
in order to measure the axial strain, and two aligned perpendicular, in order
to measure the circumferential strain. The gauges are connected together in a
Wheatstone bridge arrangement. A calibration factor is required to convert the
voltage output of the Wheatstone bridge into a force. This is determined by
impacting the mass onto the anvils when no sample is present. The impulse im-
parted to the mass can be equated to its change in momentum due to the impact,
as shown in equation (9.1).
I =
∫
Fdt = k
∫
V dt = m∆v. (9.1)
Rearranging this equation gives an equation for the calibration factor, k, in terms
of known or measurable quantities:
k =
m∆v∫
V dt
. (9.2)
Five calibration drops (with no sample present) were carried out from a height
of 112 cm. The mean calibration factor was calculated to be (8.5± 2)×104 N/V.
By carrying out subsequent calibration drops, three each from heights of 80, 60,
40, 20 and 5 cm, the calibration factor was found to be independent of height,
and therefore impact velocity, with a mean value of (8.5± 3)× 104 N/V.
The strain, or density if the sample is a granular material, can be determined
from the force as a function of time data and from the impact velocity. Rear-
ranging Newton’s second law gives the instantaneous deceleration of the mass
249
9. HIGH STRAIN-RATE BEHAVIOUR OF PTFE/AL/W
COMPOSITES
as
a (t) =
F (t)
m
. (9.3)
Subtracting the integral of this with respect to time from the initial velocity gives
the instantaneous velocity of the mass as
v (t) = vi −
∫ t
0
a (t) dt. (9.4)
The distance, x(t), by which the sample has been compressed at any given time is
then given by integrating this velocity with respect to time, as shown in equation
(9.5).
x (t) =
∫ t
0
v (t) dt. (9.5)
This allows the strain, or the extent of compaction, of a sample to be determined
as a function of time.
As the samples are compacted between two steel anvils, it is important to
consider the effects of friction at the sample-anvil interfaces. The extent of the
friction at these interfaces can influence the dominant form of deformation. For
example if the friction is high, barrelling of the sample, where the diameter at the
centre increases by more than the diameter at the ends, may be more likely as the
top and bottom of the sample will be less able to deform. The samples discussed
in this chapter contain large amounts of PTFE which will act as a lubricant. The
addition of a petroleum jelly based lubricant to the top and bottom of the sample
reduces the friction further. Research by Walley et al. suggests that petroleum
jelly is effective at reducing the friction at the sample-anvil interface [17, 20].
9.2.2 Soft Drop-Weight Experiments
In previous experiments using the Cavendish drop-weight the voltage traces were
found to be obscured by large amounts of oscillatory noise [18]. This noise was
frequently of greater magnitude than the signal of interest, making it difficult to
extract useful information from a single trace, although some information could
be obtained by performing a large number of experiments and averaging the
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Figure 9.2: A drop-weight trace for a dense sample with coarse W particles
showing significant oscillatory noise. The signal of interest, which occurs between
3 - 4 ms in the region labelled as (A), is entirely obscured by oscillatory noise,
likely caused by vibrations within the drop-weight apparatus. The later region,
where the signal is cut off, is due to the subsequent impact of the drop-weight
anvils after the sample has failed.
results [18]. The noise is likely caused by vibrations inevitably excited in the
drop-weight machine by the impact of the mass. Consequently, when testing low
strength materials in which the signal of interest is low relative to the amplitude
of the oscillatory noise, it is difficult to extract any meaningful information.
The problem is illustrated by the drop-weight trace shown in Figure 9.2 from
an experiment on a low-strength, dense sample containing coarse W particles.
The signal of interest, occurring between 3 and 4 ms, has been obscured by larger
amplitude oscillatory noise. Some limited recovery of the signal can be achieved
by filtering the data in Fourier space, but there is often no single frequency
obviously responsible for the oscillations.
In the following experiments, the oscillations were damped by including an
o-ring on the anvil above the sample, as illustrated in Figure 9.3. An o-ring above
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Sample
Upper
 Anvil
Lower
 Anvil
o-ring
Figure 9.3: Diagram showing the location of the o-ring during ’soft’ drop-weight
experiments. The o-ring is mounted above the upper anvil.
the sample acts to soften the impact by increasing the rise time of the force. The
effectiveness of Nitrile BS201NI70 (-201) and 310 - Silicone o-rings at damping
the oscillations was investigated by performing experiments on samples of pure
PTFE. Two experiments were performed with each type of o-ring. The Nitrile
BS201NI70 o-rings were found to be more effective at removing the noise. Figure
9.4 shows the voltage trace from an identical drop-weight experiment to that in
Figure 9.2, but with a -201 o-ring included on the upper anvil. The oscillatory
noise is no longer present and the signal due to the sample is clearly visible
between 2 and 3.5 ms. Measurements can now be made regarding the voltage
(and therefore the force) at which the material fails.
In order to determine the strain of the sample in a ‘soft’ drop-weight exper-
iment of this kind it is necessary to take into account the deformation of the
o-ring. As the force transducer directly measures the force transmitted through
the sample, regardless of what is occurring above the sample, the presence of the
o-ring does not affect the accuracy of the force measurements. Since the extent of
the compaction is determined by calculating the displacement of the mass after
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Figure 9.4: Drop-weight trace for an experiment on a dense sample with coarse
W particles with an o-ring on the upper anvil. The large oscillations visible in
region (A) in Figure 9.2 have been removed and the signal, located in region (A)
of this figure, is now clearly visible.
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Figure 9.5: Extent of compaction versus force for o-rings in drop-weight experi-
ments from a range of heights. There is no velocity dependence in the response
of the o-rings in the velocity range 1.7 - 5 ms−1.
impact, which includes the distance moved in compacting the o-ring, it is neces-
sary to correct for the compaction of the o-ring. The relationship between the
force measured at the transducer and the extent of compaction of the o-ring can
be determined from drop-weight experiments performed with an o-ring, but with
no sample present. Figure 9.5 shows typical traces of o-ring compaction versus
force for a variety of mass drop-heights, and therefore a range of impact veloci-
ties. In the velocity range of 1.7 - 5 ms−1 there is no significant dependence of the
extent of compaction as a function of force relationship on the impact velocity.
Using these traces it is possible to determine an average trace showing the
extent of compaction of a Nitrile BS201NI70 o-ring as a function of force, valid
over a wide range of impact velocities. Figure 9.5 shows that there are variations
of up to 4% between the traces. This variation, and the subsequent errors in the
average trace, lead to errors of the order of 5% in the corrected sample strains.
When analysing data from a ‘soft’ drop-weight experiment, where an o-ring
has been included above the sample, Figure 9.6 (A) shows that the total measured
displacement includes the extent of compaction of both the sample and the o-ring.
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At a given time the o-ring component of the displacement (do) at the current force
(FT ) can be determined from the average compaction as a function of force trace
for a -201 o-ring, as shown in (B) of Figure 9.6. Subtracting this value from the
total measured compaction leaves just the component due to the sample, ds. Once
the extent of compaction of the sample is known the strain is straight-forward to
calculate.
9.2.3 Validation of the Soft Drop-Weight Technique
To verify that the ‘soft’ drop-weight technique correctly calculates the sample
strain, a series of experiments was performed using the drop-weight with both
the standard and ‘soft’ techniques. PTFE was used rather than actual samples
due to their limited supply. As PTFE is a relatively weak material, it will allow
validation of the technique over the stress ranges likely to be experienced with
actual samples. Figure 9.7 compares typical traces measured for PTFE using
the standard technique (shown in blue) and the soft technique (shown in red).
The damping of the oscillations in the soft technique is clearly apparent. There
is an initial oscillation, but following this there are no further oscillations. In
the trace from the standard technique there are significant oscillations that dis-
tort the stress-strain relationship. The trace measured with the soft technique
passes approximately through the centre of these oscillations, suggesting that the
underlying stress-strain relationship has not been altered.
To further validate the technique, the stress-strain relationship determined
from a ‘soft’ drop-weight experiment on PTFE was compared to that obtained
from a split-Hopkinson bar experiment on the same material. A split-Hopkinson
pressure bar is a piece of apparatus for determining the dynamic stress-strain
response of a material by deforming a sample between two symmetrical bars, one
of which is impacted by a striker bar fired from a gas-gun. A good review of
Hopkinson bar theory is given in [21].
Example traces for the two experiments are shown in Figure 9.8. Up to the
strains achievable in the split-Hopkinson bar (the strain at which the red line
stops), the two curves are in relatively good agreement, taking into account the
initial oscillation in the drop-weight trace and the difference in strain-rate between
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Figure 9.6: (A) The measured displacement of the mass at a given time includes
the compaction of the o-ring, do, and the compaction of the sample, ds. The
compaction of the o-ring at any given time can be determined using a plot of
the average compaction as a function of force for the o-ring. The force at any
given time, FT is known as it is measured directly by the force transducer below
the sample. By subtracting the o-ring compaction value (do) from the measured
displacement of the mass, we are left with the compaction of the sample, ds.
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Figure 9.7: Comparison of stress-strain data for PTFE obtained from normal
(blue trace) and ‘soft’ (red trace) drop-weight experiments. The blue trace suffers
from significant oscillations that mask the underlying stress-strain relationship.
These have mostly been removed using the soft technique, leaving a cleaner trace
with only one early oscillation. The red trace passes through the oscillations of
the blue trace, suggesting the underlying stress-strain relationship has not been
altered and only the oscillations have been removed.
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Figure 9.8: Comparison of stress-strain data for PTFE obtained from ’soft’ drop-
weight (blue) and Hopkinson bar (red) experiments. The two plots are in quite
good agreement, although there is still an early oscillation in the drop-weight
trace.
the two techniques (the strain-rate is roughly three times as great with the split-
Hopkinson bar, so some strain-rate difference in the response of the material is
likely). These results confirm that the method used to correct for the effect of
the compaction of the o-ring on the measured displacement of the drop-weight is
appropriate.
These experiments demonstrate the success of ‘soft’ drop-weight experiments
in determining the properties of low strength materials. The results are sig-
nificantly better than those obtained during standard drop-weight experiments,
where the signal from a low-strength sample is swamped by oscillatory noise.
9.2.4 Interrupted Experiments
Soft materials have low strength and are therefore severely damaged during drop-
weight experiments. The samples investigated in this chapter are completely
destroyed during a standard drop-weight experiment, making it difficult to in-
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Upper Anvil
Lower Anvil
Sample
Copper
ring
Figure 9.9: Set-up for an interrupted drop-weight experiment. The copper ring
placed around the sample terminates the compaction at a chosen extent, while
allowing for the lateral expansion of the sample.
vestigate the mode of failure of the samples. This problem was overcome using
interrupted drop-weight experiments. A copper ring was placed around some of
the samples, with a height chosen so as to interrupt the compaction of the sample
at a chosen strain. The internal diameter of the rings was sufficient to allow for
lateral expansion of the sample. This allows for recovery of a partially deformed
sample at any chosen strain, so that the mode of failure can be more closely
investigated. Recovered samples were investigated using optical microscopy and
the analysis of photographic images.
9.3 Results
Approximately 30 drop-weight experiments were carried out using the three ma-
terials presented in Table 9.1. A list of these experiments, as well as those per-
formed on PTFE and o-rings in order to develop the soft drop-weight technique,
is given in the Appendix in Tables A.6, A.7 and A.8. Firstly, we will discuss the
behaviour of the porous samples containing fine W particles.
9.3.1 Porous Samples with Fine W Particles
A typical voltage as a function of time trace produced by the force transducer for
an experiment on a porous sample with fine W particles (< 1 µm) is shown in
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Figure 9.10: A typical drop-weight voltage trace for an experiment on a porous
sample with fine W particles. The failure point of the material is clearly visible,
as is an apparent change in gradient during the loading section of the trace.
Figure 9.10. The signal due to the sample appears between 2.5 and 3.5 ms. The
signal between 4 and 5 ms is caused by the eventual impact of the upper and lower
anvils, after the sample has been entirely destroyed. This figure demonstrates
once again the success of the ‘soft’ drop-weight technique in removing the parasitic
oscillations found in standard drop-weight experiments on weak materials. The
point at which the material fails is clearly visible, as are other features such as
an apparent change in gradient on the loading part of the trace.
The corresponding engineering stress as a function of logarithmic strain plot
for this drop-weight experiment is shown in Figure 9.11. The logarithmic strain
is the natural log of the final length divided by the original length. The stress
at which the material fails, the ultimate compressive stress, is roughly 48 MPa.
There is an apparent change in the gradient of the stress as a function of strain
relationship at a stress of around 25 MPa, suggesting that the effective stiffness
of the material has altered. This apparent change in stiffness was observed with
two other samples, their stress as a function of strain relationships being shown
in blue in the plot in Figure 9.12. For two further samples this change in stiffness
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Figure 9.11: Engineering stress as a function of logarithmic strain relationship
for the voltage trace in Figure 9.10.
was not observed. The stress as a function of strain relationships for these samples
are shown in red in Figure 9.12.
A change in stiffness of this kind would suggest a change in the dominant mode
of deformation. Additional interrupted drop-weight experiments were carried out
to investigate the dominant mode of deformation at two different extents of strain.
The strain at which the experiment was interrupted was changed by altering the
height of the copper ring around the sample. At a logarithmic strain of 0.02 (this
involved some elastic recovery of the sample, the calculated maximum strain was
0.028), the sample was found to have barrelled, in that the diameter in the center
increased more than the diameter at the ends. The central diameter increased
from 10.53 mm to 10.62 mm and its height decreased from 8.24 mm to 8.12 mm.
A strain of 0.02 - 0.028 lies to the left of the change in gradient in the plot shown
in Figure 9.11. Samples recovered at strains of 0.1 - 0.15 (around the failure point)
were seen to have deformed through shearing. A possible suggestion therefore for
the change of gradient observed in many of the traces is a change from a barelling
type of deformation to a shear-based form of deformation.
The ultimate compressive strength of the samples was between 50 and 65 MPa,
261
9. HIGH STRAIN-RATE BEHAVIOUR OF PTFE/AL/W
COMPOSITES
Figure 9.12: Some further example engineering stress as a function of logarithmic
strain relationships for porous samples with fine W particles. Changes in gradient
were observed in the blue plots.
the mean being (55 ± 4) MPa. The failure stress for each experiment is listed in
Table 9.2. The failure stress was not reached in the interrupted experiments.
9.3.2 Porous Samples with Coarse W Particles
For the porous material with coarse W particles (44 µm) there were some more
significant variations in material properties between experiments. Figure 9.13
shows two stress as a function of strain relationships obtained for this type of
material. The plots are very different. One of the materials has failed at a stress
of around 18 MPa while the other has failed at roughly twice the strain and at a
significantly higher stress of around 30 MPa. This very large difference in response
between the two samples implies that the type of deformation occurring is very
different between the two repetitions. In further experiments, more examples
of both types of behaviour were seen. Further stress as a function of strain
relationships are plotted in Figure 9.14.
These plots suggest that there are two ways in which the porous material
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Sample ρ/ kgm−3 UCS/ MPa
59 5.91± 0.02 49.0± 0.4
60 5.91 55.2
63 5.67 53.1
62 5.91 53.3
65 5.91 57.8
102 5.89 63.4
Table 9.2: Density and ultimate compressive strength of the porous samples with
fine W particles.
Figure 9.13: Example engineering stress as a function of logarithmic strain rela-
tionships for porous samples with coarse W particles, showing the two different
types of deformation. The red trace shows a sample that has failed at a stress of
17 MPa. The blue trace is from a sample that failed at a much larger stress of
30 MPa after a slow rise in stress with strain that most likely represents densifi-
cation of the material.
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Figure 9.14: Further engineering stress as a function of strain relationships for
porous samples with coarse W particles. Two different types of behaviour can be
seen between the blue and red curves.
with coarse W particles can deform. Some samples exhibit a very low strength
and fail at a stress of around 15 MPa. Other samples exhibited considerably
greater strength, failing at 30 MPa or above. The stress as a function of strain
relationships for the stronger samples show a long slow rise in stress during the
early stages of the compaction, which is not observed with the weaker samples.
It is likely that the higher compressive strength can be attributed to a gradual
densification of the sample during this initial stage of deformation. This would
lead to a considerably increased strength relative to those samples which fail
almost immediately upon impact, without the initial densification stage observed
in other samples.
The ultimate compressive strength of the samples which display this densi-
fication stage is around 30 MPa. As we will see shortly, this is comparable to
the ultimate compressive strength of the dense samples with coarse W particles.
The pressing pressure for the porous materials with coarse W particles was 20
MPa, as shown in Table 9.1. The ultimate compressive strength of the material
is therefore close to the pressing pressure. As the stronger samples fail at a stress
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Sample ρ/ kgm−3 UCS/ MPa
72 5.90± 0.02 35.0± 0.4, precursor
76 5.80 12.3
93 6.01 33.1, precursor
96 6.06 16.9, plateau
97 6.14 17.2
99 6.11 14.6
103 6.01 30.1, precursor
Table 9.3: Density and ultimate compressive strength of the porous samples with
coarse W particles.
greater than this pressing pressure it is logical than some further densification is
occurring. The failure stress for each experiment on this material, excluding the
interrupted experiments, is listed in Table 9.3.
Using additional interrupted drop-weight experiments, the weak samples were
found to fail almost immediately through shearing. For the stronger samples, it
was observed that the material had been effectively strained uniaxially, leaving
a flat surface flush with the surface of the copper ring. The recovered sample
had an unchanged diameter, showing that the density of the sample had been
increased. The stronger samples eventually failed in a similar way to the weaker
ones, through shear localisation. Figure 9.15 shows a sample that failed in this
manner.
This shear localisation leads to de-bonding of the metal particles from the
PTFE matrix and the fracture of the matrix itself [22]. It is not known why some
samples fail at a low strain while others acquire an increased strength through
densification. There is clearly some closely balanced competition between com-
paction of the soft visco-elastic matrix and fracture during the deformation pro-
cess. Which process is more significant is clearly sensitive to the particle arrange-
ment and packing within the sample. Small natural variations between samples
can lead to significantly different material responses.
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Figure 9.15: A recovered porous sample with coarse W particles. The sample has
failed through shear localisation. A symmetrical pattern of cracks could be seen
in the fractured samples.
9.3.3 Dense Samples with Coarse W Particles
Example stress as a function of strain relationships for the dense samples with
coarse W particles are shown in Figure 9.16. Their failure stress was measured
from the traces as between 25 and 33 MPa, the mean being (28 ± 3) MPa.
The traces in Figure 9.16 demonstrate a considerable plateau in the stress prior
to sample failure. This suggests that considerable plastic deformation of the
samples occurs before failure, in comparison to the porous materials with fine
W particles for which most of the traces had a clear peak in the stress versus
strain relationship, suggesting a more brittle failure. The failure stress in each
experiment is shown in Table 9.4.
9.4 Discussion
Characteristic stress as a function of strain relationships for all three materials
are shown in Figure 9.17 for ease of comparison. Comparing the two samples
containing coarse W particles, the porous samples are significantly weaker than
the dense samples. The porous samples generally failed at a stress of around
15 MPa, although we saw in some cases that densification led to an increased
ultimate compressive strength. The denser samples generally failed at a higher
266
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Figure 9.16: Example stress versus strain relationships for dense samples with
coarse W particles. All of the samples demonstrated a significant plateau in the
stress, suggesting significant plastic deformation occurred before failure.
Sample ρ/ kgm−3 UCS/ MPa
71 7.16± 0.02 28.1± 0.4
75 7.16 32.0, plateau
79 7.14 30.9, plateau
81 7.07 25.1, plateau
83 7.18 26.2, plateau
84 7.11 28.8
85 7.06 28.1
Table 9.4: Density and ultimate compressive strength of the dense samples with
coarse W particles.
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Figure 9.17: Example stress versus strain traces for all three materials. The
porous material with fine W particles (red) is the strongest, failing at over 50
MPa. The dense material with coarse W particles (blue) is the next strongest
and the traces frequently contain a large plateau before failure, suggesting sig-
nificant plastic deformation is occurring. The porous material with coarse W
particles (black) is generally the weakest, although some samples were strength-
ened through densification during the deformation.
stress of around 30 MPa. For a given size of W particle it therefore appears that
a higher porosity reduces the strength of the material. This is because pores are
points of weakness, around them stresses are concentrated and the material is
therefore likely to fail at a lower global stress.
It might be expected therefore that the dense material with coarse W particles
would be stronger than the porous material with fine W particles, due to the
lower porosity. Instead, the porous material with fine W particles has the highest
ultimate compressive strength of the three materials, failing at an average stress
of (55 ± 4) MPa. The large strength of this material relative to the others is
unexpected given its high porosity.
It appears that the unexpectedly high strength of the porous samples with
fine W particles, relative to the dense samples with coarse W particles, is caused
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Figure 9.18: A table showing the variation in material properties with load and
strain rate, taken from [15]. The drop-weight values were derived from the ex-
periments performed by the author and reported here.
by the presence of the fine (< 1µm) W particles. This relatively large dependence
of the strength of the composites on the size of the W particles was somewhat
unexpected as it was thought that the majority of the strength would come from
the PTFE matrix. It appears that adding fine W particles to a porous matrix
leads to a stronger composite than adding coarse W particles to a dense com-
posite. The increased resistance to compaction in the porous samples with fine
W particles must be caused by the interaction between the fine W particles and
the porous matrix. Table 9.18 is taken from a paper by Herbold et al. [15] and
shows similar mechanical data obtained by Nesterenko et al. [14] for samples of
the same material using an Instron machine and a Hopkinson bar. The data show
that the surprisingly high strength of the porous samples with fine W particles
is repeated across all three strain rates, as is the general order of strength of the
three materials.
9.5 Simulations
The simulations of the drop-weight experiments discussed here were performed
by Herbold [15]. In this section I interpret the results of these simulations in light
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of the experimental results.
To investigate the effect on the PTFE matrix of the inclusion of Al and W
particles, Herbold used two-dimensional numerical simulations to simulate com-
paction of composite materials of this kind. A two-dimensional Eulerian Hy-
drocode was implemented to simulate behaviour of the samples at the high strain-
rates achieved in the drop-weight. More details on the modelling approach, and
details of the simulations, can be found in papers by Herbold et al. [15, 23, 24].
Simulations were performed on mixtures of fine W (1 µm) and Al particles (2 µm),
and mixtures of coarse W (10 µm) and Al particles (2 µm), embedded in a PTFE
matrix. The weight and ‘volume’ fractions (the simulations were performed in 2D)
were set to be similar to the drop-weight experiments discussed here (although
the number of particles is significantly lower in the simulations).
Selected images from a simulation of the compaction of a Al/W/PTFE sample
with 1 µm W particles, taken from [15], are shown in Figure 9.19. During the early
stages of the compaction several force chains that span the length of the sample
are apparent. These force chains contributed to a significant rise in the resistance
of the sample to further compression. As the deformation continues, and the
sample begins to locally fail, particle rearrangement leads to the formation of new
force chains that again increase the resistance of the sample to compression. The
continual breaking of force chains due to localised failure, followed by subsequent
activation of force chains elsewhere in the sample, leads to the damage being
more evenly distributed throughout the sample. The subsequent failure of the
samples, through shear localisation, is in qualitative agreement with the observed
failure modes in the experiments.
A different behaviour was observed in simulations of compaction of Al-W-
PTFE samples with 10 µm W particles. Again selected images from the simula-
tion, taken from [15], are shown in Figure 9.20. The initial particle distribution in
this sample is not conducive to the formation of force chains. Activation of force
chains spanning the length of the sample was not as strong as in the previous
sample. Instead, only weak localised force chains were developed through small
groups of particles. The predicted strength of this type of sample, shown in the
curve labelled as (2) in figure 9.21, was significantly lower than that for the first
type (labelled as (1)). The simulated stress-strain behaviour was very similar to
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Figure 9.19: The left images show the simulated von Mises stress, from light grey
= 0 MPa to dark grey (greater than 500 MPa), at strains of (a) 0.022, (c) 0.043
and (e) 0.238 global strain for the sample with 1 µm W particles. The right
images (b), (d) and (e) show the local effective plastic strain (0 to ≥ 0.05) at
these corresponding global strains. Figure is taken from Herbold [15]
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Figure 9.20: The left images show the simulated von Mises stress, from light grey
= 0 MPa to dark grey (greater than 500 MPa), at strains of (a) 0.014, (c) 0.186
and (e) 0.23 global strain for the sample with 10 µm W particles. The right
images (b), (d) and (e) show the local effective plastic strain (0 to ≥ 0.05) at
these corresponding global strains. Figure is taken from Herbold [15]
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Figure 9.21: Simulated stress-strain relationships for (1) the sample in Figure
9.19, (2) the sample in Figure 9.20 and (3) pure PTFE. The behaviour of (2) and
(3) are very similar suggesting that with 10 µm W particles the majority of the
load is born by the PTFE matrix.
that predicted for pure PTFE, labelled as (3) in figure 9.21, suggesting that the
PTFE matrix is bearing most of the load, rather than any force chains between
the metal particles [15].
The simulation results therefore agree with the experimental results in indicat-
ing that a PTFE/Al/W mixture containing fine W particles can be significantly
stronger than one containing larger W particles, even at a higher porosity. The
simulations suggest that the network of fine W particles and Al particles is more
suited to the formation of force chains. Indeed, these force chains may have al-
ready been activated during the pressing process, where for a given pressure the
samples with small W particles ended with a lower density than those with large
W particles, suggesting there was more resistance to compaction.
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9.6 Conclusions
The technique of ‘soft’ drop-weight experiments, where polymer o-rings are in-
cluded above the sample, has been developed and shown to be generally successful
at removing oscillatory noise from drop-weight traces. This is particularly im-
portant for low strength materials, such as those discussed here. Previously, the
signals would have been distorted by noise and measurements of the ultimate
compressive strength would have been impossible. This technique is likely to
prove useful in the future for investigating the high-rate compaction of soft ma-
terials. The main advantage over the split-Hopkinson pressure bar is the extent
of deformation that can be achieved. Whereas the Hopkinson bar generally only
provides small strains (generally under 10%), ‘soft’ drop-weight experiments can
be used to produce considerably larger strains (of over 50%).
The unusual phenomenon of the significantly higher strength ((54± 4) MPa)
of porous composite with small W particles in comparison with the strength
((28± 3) MPa) of dense composites with larger W particles was observed. This
is attributed to the formation of force chains within the network of small W
and Al particles, a mechanism which is supported and reproduced by numerical
simulations. It appears that the smaller W particles in a porous matrix are more
able to form an arrangement conducive to the formation of force chains than
larger W particles in a dense matrix. These force chains may already have been
activated during the pressing of the powders to form the samples.
Porous samples containing coarse W particles were found to deform by two
significantly different mechanisms. Some samples failed at low stresses of approx-
imately 15 MPa. Other samples failed at considerably higher stresses of around
35 MPa, and much larger strains. The stronger samples displayed an initial slow
rise in stress with strain that is attributed to gradual densification of the samples,
leading to a much increased strength relative to the original material. It is sug-
gested that this variation in response is only observed for this sample type as the
ultimate compressive strength of the material, if it fails without any densification,
is close to the original pressing density (20 MPa). This means that any samples
that reach a pressure greater than the pressing density before failing, for exam-
ple because the particle arrangement is such that the material is stronger than
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average, are likely to undergo some further densification before failure. These
stronger samples subsequently fail in a similar manner and at a similar stress to
the initially dense samples with coarse W particles. Clearly some close compe-
tition between compaction of the visco-elastic matrix and fracture occurs during
the compaction process. This result demonstrates the significant influence that
small changes in particle arrangement can have on the subsequent mechanical
properties of the sample.
For a given W particle size (coarse W, 44 µm) porosity is detrimental to
the material strength. Porous samples had strengths of around 15 MPa (unless
densification occurred), while dense samples had strengths of around 35 MPa.
This demonstrates the effect that voids and pores have in terms of localisation of
forces and introducing points of weakness into a material.
The results provide useful information regarding the tailoring of such materi-
als. In situations where material strength is important, the porous samples with
fine W particles would be most appropriate. These samples also allow for the
investigation of the formation of force chains, a phenomenon which is important
in determining the frequency and location of ignition sites in some reactive ma-
terials [13]. Although the sensitivity of the materials was not investigated, the
localisation of stress in force chains, particularly in the porous material with fine
W particles where force chains appear more important, will lead to localised high
temperature regions which may then act as ignition sites within the material,
leading to reaction.
The inclusion of copper rings around the sample in interrupted drop-weight
experiments was shown to be an effective method of recovering partially deformed
materials. This allows for investigation of the mode of deformation occurring at
a given strain. Using interrupted experiments the majority of the samples were
found to have failed by shear localisation. Earlier types of deformation were
observed, including barrelling of some samples and densification of others.
9.7 Summary
To summarise the conclusions of this chapter:
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• The soft drop-weight technique effectively removes the oscillatory noise ex-
perienced with standard drop-weight experiments on weak materials, allow-
ing material properties such as the failure stress to be determined.
• Porous composites of Al and PTFE with fine W particles are significantly
stronger ((55± 4) MPa) than dense Al/PTFE composites with larger W
particles ((28± 3) MPa). The higher strength is attributed to the formation
of force chains by the fine W particles and the Al particles.
• For mixtures of Al and PTFE with coarse W particles, the dense composite
is stronger than the porous composite ((28± 3) MPa versus (15± 2) MPa).
This is due to the weakening effect of pores and voids, at which the stresses
become localised and magnified.
• Porous Al/PTFE samples with coarse W particles can experience two dif-
ferent forms of deformation. Some samples fail at low stresses (15 MPa)
through shearing, while others experience a significant densification period
before failing at a larger stress (35 MPa).
• This difference is attributed to a competition between compaction of the
visco-elastic matrix and fracture. Which process is dominant appears very
sensitive to the particular arrangement of particles within the sample.
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Chapter 10
Compaction of Soils
10.1 Introduction
In previous chapters we considered the response of sand to penetration by long-
rod projectiles and discussed the importance of the response of the material to an
applied force. In this chapter, the properties of sand, silt and soils (a combination
of sand and silt) during dynamic compaction are investigated using the drop-
weight apparatus described in Chapter 8. The effect of varying concentrations of
water content on the compaction properties of the materials is also investigated.
This research forms part of a larger study of the dynamic compaction behaviour
of geological materials, including concretes and mixtures of sand and silt, carried
out by researchers at the University of Cambridge and elsewhere [1, 2].
The compaction properties of materials formed of sand and silt (soil, for exam-
ple) are relevant to a wide range of applications, including mining, seismology and
the construction industry. Sand and silt are also major components of concrete
and consequently are of importance to a wide range of engineering applications.
How the properties of such materials vary with water content is of obvious sig-
nificance.
Previous experiments investigating the effect of moisture content on the high
strain-rate behaviour of sand suggest that partially wet sand is more compressible
than dry sand [3]. When compacting a confined sand sample in a split-Hopkinson
pressure bar, the softest behaviour of the material was observed for a moisture
content of (7.0± 0.5)% and any level of saturation between 3 and 20% made the
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material softer. The behaviour of dry sand has been investigated at high rates
(impacts of the order of 1 km/s) [4] using a 50 mm diameter gas-gun. At some-
what lower rates, the compressive response of sand has been investigated using
a split-Hopkinson pressure bar [5]. The results suggested that the compressive
response of dry sand was not sensitive to strain rate under the chosen loading
conditions, but was significantly dependent on the initial density and the extent
of lateral confinement of the sample. Data from Hopkinson bar studies are limited
by the short loading time and by the maximum achievable level of compaction,
which is found to be relatively low for experiments on granular materials - strains
of only a few percent are likely given the low momentum of the rod impactor.
In the research presented here, a drop-weight is used to investigate the dy-
namic compactability of mixtures of sand and silt up to strains of 50%. The
effect of varying the ratio of the two components will be discussed (specifically:
pure sand, 2:1 sand to silt, 1:1, 1:2 and pure silt) as will the effect of adding
varying percentages of water by mass (0%, 5% and 10%). Using the drop-weight
apparatus allows the properties of the material to be studied up to significantly
larger strains than with the Hopkinson bar.
10.2 Sample Characterisation and Preparation
The sand used in these experiments is a quartz based sand provided by the
Concrete Structures Section, Department of Civil Engineering, Imperial College,
London. Some characterisation of this sand was also carried out by David Chap-
man for the research in his thesis [6]. The mean particle size of the sand was
found, using the same laser scattering technique discussed in Chapter 4, to be
270 ± 30 µm. The measured particle size distribution is shown in red in Figure
10.1. The silt used in the following experiments was also provided by Imperial
College. The average particle size is 60 ± 20 µm and the measured particle size
distribution is shown in black in Figure 10.1.
In addition, the mineral content of the two materials has previously been in-
vestigated using a mineral analyser at the School of Chemical and Environmental
Engineering, Nottingham University. The results obtained using a Mineral Lib-
eration Analyser (MLA) (produced by JKTech) for the sand and silt are shown
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Figure 10.1: The particle size distributions of the sand (red) and silt (black)
materials, as measured using a laser particle sizer. Figure taken from [6].
in Figures 10.2 and 10.3 respectively. The mineral analysis technique involves the
analysis of back-scattered electrons to identify the minerals present. The relative
proportions of the different minerals are calculated from the relative magnitudes
of the surface areas involved in the back-scattering of the electrons.
Figure 10.2 shows that the sand is almost 100% Quartz, with only minor
impurities of Zircon, Rutile and Titanate. The composition of the silt material is
more complicated, with significant fractions of Orthoclase (45%), Quartz (35%)
and Chlorite (17%), as well as minor impurities of Calcite and Iron.
The sand has a tapped density of (1530± 30) kgm−3. The “tapped” density
of the sample is the density achieved by vigorously tapping the sample on a hard
surface to allow the material to settle. Since the sand is almost 100% quartz,
the theoretical maximum density (TMD) of the sample is approximately that of
quartz, which is 2650 kgm−3 for α-quartz [7].
The porosity, φ, of a granular material is defined as,
φ =
VV
VT
, (10.1)
where VV is the volume of the voids and VT is the total volume of the sample.
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Figure 10.2: Results of the mineral analysis carried out by Nottingham University
on the sand. The colours in the figure show the percentage of the various minerals
present (percentages are of the total electron back-scattering area). Here, the
dominant constituent of the sand is Quartz. Image courtesy of Dr S. Plint, Prof.
S. Kingman and D. Chapman [6].
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Figure 10.3: Results of the mineral analysis carried out by Nottingham University
on the silt material. The colours in the figure show the percentage of the various
minerals present (percentages are of the total electron back-scattering area). The
silt has a more complex composition than the sand, with significant fractions
of Orthoclase, Quartz and Chlorites. Image courtesy of Dr S. Plint, Prof. S.
Kingman and D. Chapman [6].
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Mineral Fraction Density/ kgm−3
Orthoclase 44.98 2563
Quartz 34.98 2650
Chlorite 17.08 2600 - 3300
Table 10.1: Densities of the three main mineral components of the silt material.
Alternatively, the porosity can be written as,
φ = 1− ρsample
ρTMD
, (10.2)
where ρsample is the tapped density of the sample. Comparison of the tapped
density and the TMD of the dry sand suggests that it is 42% porous by volume.
Estimating the porosity of the silt material is more complicated as it consists of
a number of different minerals. Since the proportions in Figures 10.2 and 10.3
are related to the back-scattering area, only the relative magnitude of the surface
areas is known, not the volume ratio of the minerals in the mixture. The densities
of the three main component minerals in the silt material are shown in Table 10.1.
An approximate estimate of the theoretical maximum density of the silt ma-
terial can be made by averaging the densities shown in Table 10.1, weighted by
the relevant fraction. This gives an approximate theoretical maximum density
for the silt of (2660± 30) kgm−3. The measured tapped density of the dry silt
is (1300± 30) kgm−3, suggesting that the dry material is (51± 2)% porous by
volume.
Five different mixtures of the sand and silt were prepared by thoroughly mix-
ing together the proportions, by volume, shown in Table 10.2. The samples were
stirred vigorously to ensure thorough mixing of the components. Some separation
of the components was observed during transport, so regular subsequent stirring
of the mixtures was performed. The wet samples were prepared by adding the
required mass of water to the dry mixtures, as measured using a balance accurate
to ±1 mg. Experiments were performed on each mixture of sand and silt in their
dry state, after being dried in an oven for 24 hours, and with (5.0± 0.3)% added
water by mass and with (10.0± 0.3)% added water, such that the water makes
up 5% or 10% of the total mass of the resulting sample. The wet samples were
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Name Mixture (by volume)
C Pure silt
CCS Two thirds silt and one third sand
CS One half silt and one half sand
CSS One third silt and two thirds sand
S Pure sand
Table 10.2: The five mixtures of sand and silt. Experiments were performed
on the dry material, and with 5% and 10% added water by mass. For each
combination, three experiments were performed so an average could be obtained.
45 dropweight experiments were performed in total.
thoroughly stirred by hand so that the water was evenly distributed throughout
the material.
The porosity of the dry sand was calculated earlier as 42% by volume. There-
fore, a fully saturated sample of sand would consist of a mixture of 58% quartz
by volume, at a density of 2650 kgm−3, and 42% water by volume, at a den-
sity of 998.2 kgm−3. The density of the saturated sample would therefore be
1960 kgm−3. This corresponds to 21% added water by mass, as calcuated by:
Mw
MT
=
Vwρw
Vwρw + Vsρs
, (10.3)
where Mw and MT are the mass of the added water and the total sample mass,
and Vw, Vs, ρw and ρs are the volumes and densities of the water and sand
components of the mixture. All of the sand samples used in this research are
therefore significantly less than fully saturated. The density of a fully saturated
silt sample would be 1810 kgm−3, corresponding to 28% added water by mass.
If a mass fraction of quartz, fq, and a mass fraction of water, fw, are mixed
the total volume of quartz and water, Vm, is given by:
Vm =
ρsample × fw × VT
ρwater
+
ρsample × fq × VT
ρquartz
. (10.4)
More generally we can say that:
Vm = VTρsample
∑
i
fi
ρi
, (10.5)
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Material Water/ % Density/ gcm−3 Porosity/ %
Silt 0.0± 0.3 1300± 30 51.1± 0.8
Silt 5.0± 0.3 1370± 40 44.2± 0.7
Silt 10.0± 0.3 1406± 40 38.3± 0.7
Sand 0.0± 0.3 1530± 30 42.3± 0.9
Sand 5.0± 0.3 1633± 40 33.2± 0.8
Sand 10.0± 0.3 1656± 40 27.1± 0.9
Table 10.3: Porosity of the pure sand and silt with various amounts of added
water. The silt is significantly more porous than the sand.
where fi and ρi are the mass fraction and density of each constituent. The
porosity of the sample is then given by:
φ =
VT − Vm
VT
. (10.6)
The densities and porosities of the pure sand and silt mixtures with the different
water contents, calculated in this way, are shown in Table 10.3.
Table 10.3 shows that the silt samples are all significantly more porous than
the corresponding sand samples. Adding water to the samples increases the
density of the material, which suggests that the water is being contained within
the porous granular structure, for example, within voids, or coating the outside
of the particles. In mixtures containing silt the silt grains may also absorb some
of the water.
Three experiments were performed on each mixture of sand, silt and water (15
distinct mixtures in total) so that an average density as a function of pressure
relationship could be obtained. The inherent variability of granular materials
means there is a spread in the starting densities and the subsequent response of
the samples. In total 45 drop-weight experiments were performed.
10.3 Experimental Method
For the experiments, the samples were constrained in the holder shown in Figure
10.4. This consists of a hollow cylindrical steel jacket which is sealed at one
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Sample
Plunger
Cylindrical
jacket
End cap
13 mm
Figure 10.4: The sample holder used in these experiments. The sample is held in
a cylindrical jacket, sealed at one end with an end cap. The plunger in placed in
the open end and is driven by the drop-weight into the sample.
end with a removable cap. The central bore of the cylinder has a diameter of
(13.0± 0.1) mm. For each experiment, approximately 6 g of material (6.01 ±
0.08) g was weighed out and added to the holder in stages, interspersed with
tapping the holder on a hard surface to allow the material to settle.
A close fitting plunger was machined to match the size of the bore of the
jacket to within 100 µm, so that it would slide freely within the holder. This
was inserted in the open end of the sample holder so that it was resting on the
sample. In each experiment the sample holder was mounted vertically on the force
transducer of the drop-weight, so that the falling mass would drive the plunger
into the sample to compact it.
10.4 Preliminary Results
A characteristic voltage as a function of time trace recorded for an experiment on
a sand sample is shown in Figure 10.5. There is a large amount of oscillatory noise
in the signal, thought to be caused by vibrations excited in the drop-weight by the
impact of the large mass. The oscillations have a mean frequency of 5550±50 Hz
and cover a range from 5200 to 6500 Hz. As the oscillations cover a relatively
narrow range of frequencies, and occur at a distinct frequency from the useful
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Figure 10.5: A voltage time trace recorded for a drop-weight experiment on a dry
sand sample. There are large oscillations in the signal with a frequency ranging
from 5200 to 6500 Hz, with a mean of 5550± 50 Hz.
information about the sample, it should be possible to remove them by filtering
the Fourier transform power spectrum.
Figure 10.6 shows the Fourier transform power spectrum of the voltage-time
trace displayed in Figure 10.5. Most of the information about the sample be-
haviour occurs in the 0 - 2000 Hz range. The secondary peak around 5500 Hz
mostly corresponds to the oscillatory noise observed in the voltage trace. By fil-
tering out this secondary peak in the power spectrum, by setting a narrow region
of the frequency spectrum covering the peak to zero, and then performing an
inverse Fourier transform, the filtered voltage-time trace shown in red in Figure
10.7 results. The filtered voltage-time trace passes through the centre of the os-
cillations as would be expected, suggesting that the noise has been successfully
removed without significantly affecting the signal of interest. There is little addi-
tional oscillation of the filtered trace, suggesting that the chosen filtering method
is appropriate.
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Figure 10.6: Fourier transform power spectrum for the voltage-time signal shown
in Figure 10.5. There is a clear secondary peak around 5500 Hz.
Figure 10.7: Original voltage-time trace for an experiment on sand (blue), and the
voltage-time trace recovered after filtering out the secondary peak in the Fourier
transform power spectrum (red).
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Type ρi/ kgm
−3 TMD/ kgm−3 Porosity i/% ρrelative Porosity f/%
S 1530 2650 42 1.13± 0.04 35± 2
CSS 1490 2653 44 1.33 25
CS 1407 2655 47 1.37 27
CCS 1394 2657 47 1.34 30
C 1300 2660 51 1.48 28
Table 10.4: A table of the densities and porosities of the samples before com-
paction (ρi and Porosity i), and at a pressure of 220 MPa (ρrelative, Porosity f)
10.5 Results
The experimental results allow comparison of a number of factors, specifically:
the effect of varying water content for a given mixture of sand and silt, and the
effect of varying the relative proportions of sand and silt for a given water content.
10.5.1 Comparison of Dry Materials
The average calculated density as a function of pressure curves for the five mix-
tures with no added water are shown in Figure 10.8. The mixtures have a range
of starting tapped density, ranging from a maximum of (1530± 30) kgm−3 for
the sand to a minimum of (1300± 30) kgm−3 for the silt. The tapped densities
of the mixtures are shown in Table 10.4. Despite the range of starting densities,
the subsequent behaviour of the material is very similar for all of the mixtures,
with the exception of the dry sand. For a given pressure the dry sand remains
at a lower density than the other mixtures, which all have similar densities at
higher pressures. As we are interested in the ‘compactability’ of the materials, it
may be more informative to plot the density, relative to the starting density, as
a function of pressure. This is shown in Figure 10.9 for the dry mixtures.
Figure 10.9 shows that the silt material is the most compactable, reaching a
maximum relative density of 1.47 ± 0.03, and that the sand is easily the least
compactable, reaching only 1.14± 0.02. The relative density reached by each of
the materials at a pressure of 220 MPa is shown in Table 10.4. Also listed in
Table 10.4 are estimates of the TMD of each mixture and the approximate initial
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Figure 10.8: Average density as a function of pressure relationships for the five
dry mixtures in Table 10.2. The average values are shown with solid lines and
the errors are shown in a lighter shade of the same colour. Despite the range of
starting density, the mixtures have similar behaviour at higher pressures, with
the exception of the dry sand.
Figure 10.9: Relative density as a function of pressure relationships for the five
mixtures with no added water. Determined by dividing each of the traces in
Figure 10.8 by the starting density.
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Figure 10.10: A plot of the relative density reached at a pressure of 220 MPa for
each of the materials, as a function of their estimated initial porosity. There is a
reasonable correlation between compactability and initial porosity.
porosity of the materials. The order of starting porosity correlates quite well
with with the order of compactability, as shown in the plot in Figure 10.10. The
porous nature of the silt material means that little force is required to densify the
material, leading to a high compactability. Mixtures containing large amounts of
silt behave in a similar manner, although with a somewhat reduced compactability
due to the lower porosity. The sand has the lowest initial porosity, and the larger
grains means that it is more difficult for the porosity to be reduced without
fracturing of the grains. This leads to a reduced compactability relative to the
silt material.
10.5.2 The Effect of Water
We now consider the effect of water on the mixtures. Figure 10.11 shows the
effect on the relative density as a function of pressure relationship of varying the
water content of the sand. Adding 5% by mass of water to the sand significantly
increases the compactibility relative to the dry sand. Adding 10% by mass of
294
10.5 Results
Figure 10.11: Relative density as a function of pressure relationships for sand at
three different water contents - 0% (black), 5% (red), and 10% (blue).
water also increases the compactibility, but by less of an extent than adding 5%
water.
When we consider the corresponding results for the CSS mixture, shown in
Figure 10.12, we see that that adding 5% water again makes the material more
compactable. In this case though, adding 10% water actually makes the material
less compactable than the dry material. The same effect was found for the silt
material and the CCS mixture, shown in Figures 10.14 and 10.15. For the CS
mixture, shown in Figure 10.13, it appears that varying the water content has
little effect on the compactibility of the material.
Figures 10.14 and 10.15 show unusual behaviour of the silt and CSS mixture
with 10% added water (shown in blue). In both cases, the material with 10%
water is significantly less compactable than the dry material. There is an initial
rapid increase in density with pressure, followed by a much flatter and slower
increase in density, suggesting that the compactibility of the material changes
significantly during the compaction. These materials also reach a much lower
final pressure than might otherwise be expected.
The effect of varying the relative amounts of sand and silt in the mixtures,
in the presence of water, is illustrated in Figures 10.16 and 10.17, showing the
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CSS
Figure 10.12: Relative density as a function of pressure relationships for the CSS
mixture at three different water contents - 0% (black), 5% (red), and 10% (blue).
Figure 10.13: Relative density as a function of pressure relationships for the CS
mixture at three different water contents - 0% (black), 5% (red), and 10% (blue).
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Figure 10.14: Relative density as a function of pressure relationships for the CCS
mixture at three different water contents - 0% (black), 5% (red), and 10% (blue).
Figure 10.15: Relative density as a function of pressure relationships for the silt
material at three different water contents - 0% (black), 5% (red), and 10% (blue).
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Figure 10.16: Relative density as a function of pressure relationships for the five
mixtures with 5% added water by mass.
situation with 5% and 10% added water respectively. With 5% added water the
situation is similar to with the dry material. Increasing the relative proportion
of silt in the mixtures generally appears to increase the compactibility of the
samples, although the CS mixture appears a little less compactable than the CCS
mixture. The situation is considerably different with 10% added water. With
the sand, CSS and CS mixtures, the compactibility increases with the relative
proportion of silt. The silt and CCS mixtures, though, are significantly less
compactable than the others.
10.6 Discussion
The dry specimens investigated in this research consist of a skeleton structure of
sand and silt particles surrounding pores filled with air. During compaction the
grains move to fill the pores, leading to a reduction in porosity and an increase
in density. Even at 300 MPa, none of the samples is sufficiently compacted to
remove all of the porosity. Indeed, Table 1.4 shows that the final porosities are
still significant, being at least 25% by volume. It is therefore unlikely that the
air in the voids is bearing any of the load. Instead, when a void is partially filled,
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Figure 10.17: Relative density as a function of pressure relationships for the five
mixtures with 10% added water by mass.
the air is displaced to elsewhere in the volume.
Adding a small quantity of water to the samples might be expected to have
little effect on their response to compaction, since the pores would still mostly be
filled with air. The particles would still be able to move to fill voids and displace
the air contained in those voids. However, the data presented here shows that
adding a relatively small amount of water (5%) to the materials actually increases
their compactability. A possible explanation of this effect is that the presence
of the water around the grains helps to lubricate the system, and reduces the
friction between grains, relative to the dry state. The presence of water around
the inter-particle contact areas will reduce the shear stresses between particles
and enable them to move and rearrange more freely in response to the applied
load. This situation is illustrated in the middle panel of Figure 10.18.
For most of the mixtures, excluding the sand, adding a larger amount of water
(10% by mass) actually acts to reduce the compactibility of the material relative
to the dry state. This can be understood by considering the extreme case, where
the samples are fully saturated with water. In this case, very little rearrangement
of the grains is possible before the water in the pores is loaded. This means the
sample would rapidly stiffen, relative to the dry material, and become relatively
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Dry Low Water Content High Water Content
Figure 10.18: Schematic diagrams showing the effect on the grain structure of
adding water. For a low water content, the water acts to lubricate grain motion
without preventing displacement of the gas in the pores. At a higher water content
the pores begin to fill significantly with water, reducing the compactability of the
sample.
incompactable after only a small initial compaction. With a moderate amount
of added water (less than saturation), there would be significant water content
within the pores as well as at the inter-particle contact points. This increased
water content acts both to restrict the displacement of the air within the voids
during the early stages of compaction, and also to bear some load during the later
stages of compaction. Both of these processes restrict the ability of the material
to densify and therefore reduce the compactability of the samples relative to the
dry state.
This stiffening of the material as the water begins to bear a significant load
may explain the traces for the silt and CCS mixtures with 10% added water,
shown in blue in Figures 10.14 and 10.15. The CCS material in particular shows
a dramatic change in gradient after a small initial compaction, after which the
material becomes significantly less compactable. This behaviour can be under-
stood by noting that during dynamic loading the sample is not uniformly loaded.
Instead, as illustrated in Figure 10.19, a compaction front is generated in the sam-
ple, leading to a compaction zone seperating the compacted material from the
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Compacted
   Material
Compaction
      Zone
Unaffected
   Material
Plunger
Figure 10.19: A diagram illustrating the non-uniform loading of a granular sample
during dynamic compaction. The un-compacted bed and compacted material are
separated by a traveling compaction zone. Based on Fig. 1. in [8].
un-compacted granular bed [8]. For a partly saturated granular sample, water
displaced from pores in the compaction zone will build up in the unaffected re-
gion, causing the material to rapidly become less compactable as the compaction
continues.
An alternative explanation for the behaviour of the silt with 10% added water
is that the silt grains absorb water, causing them to swell. As the grains swell, the
porosity in the sample will be reduced relative to the dry material. This would
make the wet material less compactable than the dry material (Figure 10.10
shows that the compactability of the dry materials increases with the porosity).
However, this explanation does not account for the increased compactability of
the silt with 5% added water. In reality, the variation in the behaviour of the silt
between the three moisture levels is probably best described by a combination of
the two effects.
The amount of water required to transit between the lubrication regime and
stiffening regime will likely depend on factors such as the pore size (and therefore
by extension the grain size), the shape of the grains and the friction between
grains. Figure 10.11 demonstrates that the sand material with 10% added water
is actually more compactable than the dry material, but less so than with 5%
added water. This agrees with similar data obtained by testing sand samples
with various different moisture contents using a Hopkinson pressure bar [3]. This
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is a very different result to the silt material, for which the silt with 10% added
water was much less compactable than the dry material.
This difference in behaviour may stem from the difference in size of the silt
and sand particles. The sand particles are over four times larger on average than
the silt particles (274 µm compared to 60 µm). The sand sample is therefore
likely to contain larger pores than the silt material. To reduce the porosity in the
sand sample, in which the grains are larger, fracturing of the grains is likely to
be as important a process as rearrangement of the particles. If fracturing of the
grains is an important process, it matters less if the voids are partially full with
water.
The silt material consists of much smaller grains, and consequently smaller
voids. The initial starting density is considerably less than the sand, and the
initial porosity is higher (see Table 10.4). Rearrangement of the grains to reduce
the number of voids and the porosity is therefore likely to be the most important
process in the compaction. In this case, it is more important whether the pores
contain significant amounts of water, as this would act to prevent the displacement
of the air in the voids and would act to increase the resistance of the material to
compaction.
Some of these trends can be seen in more detail in Figures 10.16 and 10.17.
With 5% added water the silt, and the mixtures containing large amounts of
silt, are the most compactable, while the mixtures consisting mainly of sand are
less compactable. With 10% added water the same trend exists for the sand,
CSS and CS materials, but the silt and CCS mixtures have an abnormaly low
compactability. This lack of compactability is likely due to a combination of
swelling of the silt grains in the presence of water, and the partial filling of the
small pores.
10.7 Conclusions
• When dry, samples containing a large proportion of silt are more com-
pactable than samples containing large amounts of sand.
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• Silt samples are more compactable as they are very porous (51% air by
volume) and have small particles which are able to move relatively freely.
• Sand samples are not as compactable as they are less porous (42% air by
volume) and contain larger grains which move less freely. This means that
fracturing of the grains, which requires a relatively high stress, is likely to
be a more important process during the compaction.
• Adding a small quantity of water (5% by mass) to any of the samples
makes them more compactable. The most likely explanation is that the
water acts to lubricate the system, reducing the friction at particle contacts
and therefore increasing the particle mobility.
• Generally, adding a larger amount of water (10% by mass) makes the ma-
terials less compactable than the dry material, with the exception of pure
sand. When larger amounts of water are added, the voids become partly
full. This water acts to restrict the displacement of the air within the voids
during the early stages of compaction, and also bears some load during the
later stages of compaction, therefore resisting the compaction to a greater
extent.
• Silt, and a mixture of silt and sand in the ratio 2:1, with 10% added water
has an anomalously low compactability relative to the dry material. This
is likely to be a combination of the water significantly filling the voids and
bearing some of the load, and the silt particles absorbing some of the water
and swelling, causing the porosity to be reduced relative to the dry material.
A lower porosity would most likely reduce the compactability, as observed
from Table 10.4 for the dry samples.
• The sand material is the only mixture for which the samples with 10%
added water are more compactable than the dry material. This agrees with
other research carried out using Hopkinson bars [3]. In contrast to the silt
material, it is likely that fracturing of the grains plays a significant role
in the compaction properties alongside rearrangement of the particles. In
that case it is less important if the pores are partly filled with water than
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with the silt material. Lubrication of the particle contact points still acts to
increase the mobility of the particles, allowing them to more easily perform
the limited possible rearrangement before fracturing of the grains becomes
significant.
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Chapter 11
Conclusions
The research reported in this thesis considers the internal response of granular
media during compaction and penetration. The challenge was to produce high-
resolution displacement data on the internal flow of material within a large opaque
sample using the technique of Digital Speckle Radiography (DSR). The research
addressed three main areas:
1. Optimisation of the technique of DSR for application to large, non-ideal
samples, so that significant improvements are achieved in the accuracy of
the displacement fields. It was found that when existing DICC algorithms
are used to analyse X-ray images of large samples, the errors in the measured
displacements and the regions of false correlation are unacceptably large.
These problems were attributed to the variations in contrast present in
experimental X-ray images, arising from the Gaussian profile of the X-ray
beam, the sample geometry and the presence of metal projectiles or regions
of densified material. Improved normalisation techniques were investigated
to determine their effects on the correlation coefficients and the accuracy of
the subsequent displacements.
Suitable normalisation of the contrast in the X-ray images was found to give
a much more successful correlation. An optimised DICC algorithm was pro-
duced, which was shown to more accurately measure the displacement fields
within large samples of granular material undergoing penetration or com-
paction. This new algorithm allows larger samples to be studied than could
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previously be investigated. It was shown that these techniques are applica-
ble to both spatial and Fourier domain DICC algorithms when applied to
non-ideal speckle patterns, or in situations were there are large variations
in illumination.
2. An experimental investigation of the internal flow of material within a large
sample of sand during penetration using DSR and the optimised DICC algo-
rithm. An improved experimental setup for DSR experiments was designed
and produced, including a new catch-chamber and alignment rig, which al-
lowed for more accurate alignment of the the sample. The data enabled
quantitative study of the way in which the disturbance was transmitted
through the sample.
Factors such as the effect of penetration velocity (1.5 mm/min to 200 ms−1)
and the projectile nose shape (flat-ended, hemispherical and ogive-2) were
considered. The dominant material response at low rates (1.5 mm/min)
was found to be splitting of the material ahead of the projectile tip, fol-
lowed by bulk reverse-flow of material towards the penetration face. At the
higher rates (200 ms−1) the dominant response was compaction of the ma-
terial ahead of the projectile tip. The dynamic experimental results agreed
qualitatively with the simulations by Bobaru. In particular, the observed
compaction front was reproduced.
3. An investigation of the effect of particle size, density, force chain formation
and water content on the mechanical behaviour of granular systems and
particulate composites during compaction. It was shown that the formation
of force chains spanning a porous particulate composite can significantly
increase the material strength, relative to dense composites in which force
chains are not activated. These force chains can increase the strength of
a porous composite such that the material is stronger than a similar more
dense composite, even with the weakening effect of the concentration of
stress around the pores.
For a granular material, a small concentration of added water (5% water
by mass) was found to increase the compactability, which was attributed
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to the water lubricating the grain contact points, reducing the friction and
shear stresses and increasing the particle mobility. Larger concentrations of
added water (10% water by mass) were found to reduce the compactability
of the material. This was attributed to the water partially filling the voids
and restricting the displacement of the air during the early stages of the
compaction and bearing some of the load during the later stages.
11.1 Future Work
Considering the penetration of granular samples by a projectile, there are still a
number of factors which could usefully be investigated to build upon the research
presented in this thesis, including the width of the projectile, the projectile mo-
mentum and the effect of the moisture content of the granular material. There is
also scope for more detailed investigation of the effect of nose shape on the pene-
tration process. At low rates of penetration, the dominant mode of deformation
was splitting of the material ahead of the projectile tip, followed by reverse-flow
of material towards the penetration face. It is possible that penetrators designed
to aid this reverse-flow, for example those that narrow above the projectile face,
might penetrate more effectively at these lower rates.
The research reported here has provided a large amount of experimental data
on the behaviour of a granular material during penetration and compaction. Re-
searchers producing simulations of granular materials could test or optimise their
simulations by trying to recreate the experimental data. Further experiments
on simple systems, such as a small number of spheres of a well characterised
material, would help this process. Further experiments could also be performed
on individual grains of the sand used in the penetration experiments discussed
here, to better characterise the material properties and to investigate whether
fracturing of the grains is likely to be occuring during the penetration.
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Appendix A
A.1 Published Papers
Parts of the research discussed in this thesis have also been reported in the fol-
lowing papers:
1. Herbold, E.B., Nesterenko, V.F., Benson, D.J., Cai, J., Vecchio, K.S.,
Jiang, F., Addiss, J.W., Walley, S.M. and Proud, W.G. Particle size effect
on strength, failure, and shock behavior in polytetrafluoroethylene-Al-W
granular composite materials, Journal of Applied Physics, 104(10), (2008),
103903.
2. Cai, J., Nesterenko, V.F., Vecchio, K.S., Jiang, F., Herbold, E.B., Benson,
D.J., Addiss, J.W., Walley, S.M. and Proud, W.G. The influence of metallic
particle size on the mechanical properties of polytetrafluoroethylene-Al-W
powder composites, Applied Physics Letters, 92(3), (2008), 031903.
3. Addiss, J.W., Collins, A. L. and Proud, W.G., Measurement of the internal
flow fields in granular materials using digital speckle radiography, submitted
to: Journal of Strain Analysis,, (2009).
4. Addiss, J.W., Collins, A., Bobaru, F., Promratana, K. and Proud, W.G.,
Dynamic behaviour of granular materials at impact, Proc. of DYMAT 2009,
1, (2009), 59-65.
5. Addiss, J.W., Cai, J., Walley, S.M., Proud, W. G. and Nesterenko, V. F.
High strain and strain-rate behaviour of PTFE/aluminium/tungsten mix-
tures, Proc. Shock Compression of Condensed Matter, 955, (2007), 773-776.
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6. Addiss, J.W., Collins, A.L. and Proud, W.G., Optimisation and use of a
digital speckle radiography algorithm for investigation of long rod pene-
tration of granular media, Proc. Shock Compression of Condensed Matter,
(2009) accepted for publication.
7. Addiss, J.W., Collins, A.L. and Proud, W.G., Investigation of the rate
dependence of long-rod penetration of granular media using an improved
DSR algorithm, Proc. Shock Compression of Condensed Matter, (2009)
accepted for publication.
Some of the results were presented in the following poster:
• Addiss, J.W., Collins, A.L. and Proud, W.G., Optimisation and use of a
digital speckle radiography algorithm for investigation of long rod penetra-
tion of granular media, Presented at the American Physical Society Shock
Compression of Condensed Matter Conference in Nashville, Tennessee, June
2009.
A.2 Lists of Experiments
The following tables include lists of the experiments reported in selected chapters.
The lists generally show most of the experiments performed in that chapter, but
they are not comprehensive.
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A.
Nose Rate/ mm/min Depth of Penetration/ mm
Flat 1.500± 0.001 16± 2, 38± 2
Flat 1.5 43, 63
Flat 1.5 82, 93
Ogive 1.5 17, 38
Ogive 1.5 42, 67
Ogive 1.5 82, 92
Ogive 15.00± 0.01 15, 39
Ogive 15 43, 65
Ogive 400.0± 0.1 16, 38
Ogive 400 42, 66
Table A.4: A list of the DSR penetration experiments carried out using the
Instron machine and discussed in Chapter 7.
Nose-shape Rate/ ms−1 Depth of penetration/ mm
Ogive 5.0± 0.2 13± 2
Ogive 5 22
Ogive 5 31
Ogive 5 43
Ogive 5 56
Ogive 5 84
Table A.5: A list of the DSR penetration experiments carried out using the drop-
weight machine and discussed in Chapter 8.
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