Abstract Simulation modelling is a methodology that appears highly suitable for use in farming systems innovation. However, if the aim is to improve farming systems by supporting farmer behaviour change, model-based approaches seem to have delivered surprisingly little observable benefit to date. This paper identifies the problems underlying this apparent lack of impact, and proposes better approaches to improve on-farm benefits from farming systems modelling. a key principle that has been neglected in farm simulation modelling is intimate involvement of clients (defined as "the individuals or groups whose approval is needed for change to be implemented") throughout the innovation process. We argue that client participation is essential in the problem definition, model design and testing and policy design and evaluation phases of model-based research projects. The role of a simulation model within the innovation process, then, is to be a jointlycreated "virtual world" wherein experiments may be conducted to facilitate learning about the relevant system. We argue that whole farm simulation models that use decision rules to specify alternative farm management strategies are the best available form of virtual world models of farming systems. Besides appropriate client input, high quality models require excellent software development practices and strenuous attention to building user confidence. The latter should include analysing the model to assess its stability and sensitivity properties, before using it to simulate experiments that compare several management alternatives under a range of environmental and local conditions. This approach allows estimation of the variations in farm system performance that are likely to result from interactions between initial farm state, farm management policy and future weather and markets. on the other hand, using simulation models to discover "optimal" farm systems would usually be inappropriate due to the complexity arising from multiple-stakeholder views, multiple-criteria, and the dynamic nature of farming systems problems. an improved systems modelling methodology is proposed that should be better able to provide benefits into farming practice.
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IntroductIon

What is the problem?
In principle, systems modelling is a tool which should be able to assist in farming systems innovation by:
(1) organising knowledge about how farm systems work; (2) Generating new ideas about how farm systems work; (3) Predicting farm system behaviour and performance in response to proposed interventions; (4) Packaging this knowledge and making it available through the farming community.
New Zealand Journal of agricultural Research, 2008, vol. 51 236 In practice, however, concern has frequently been expressed over a perceived inability of computer model-based research, including decision support systems, to deliver lasting benefits to farming practice (Seligman 1993; Cox 1996; Lynch et al. 2000; keating & mcCown 2001; . Evidence of benefits to stakeholders beyond the immediate participants of model-based research projects has been rare (Innis et al. 1980; Sinclair & Seligman 1996) , and the products of even supposedly successful modelling projects (e.g., computer models, publications, learning) have quickly fallen into disuse without contributing visibly to improving farming practices. In some cases this perception may be because, while farmers have learned systems principles through interaction with the models, they attribute this learning to the project as a whole rather than to the model as such (Webby 2002; mcCown 2002b) .
In response to this situation, the history of modelbased intervention in agriculture has been notably charted and analysed in a series of papers by mcCown and co-workers in australia, focusing on epistemological and sociological reasons why model-based intervention has not been more successful (keating & mcCown 2001; Hochman et al. 2001; mcCown 2001 mcCown , 2002a Carberry et al. 2002; mcCown et al. 2002 . In particular, they draw attention to the cognitive differences between scientists with their mental and computer models of how farming systems work in theory, and farm managers faced with making decisions in the real world of "situated practice". They conclude that models may be most effective as tools to facilitate dialogue and shared learning within participatory action research (PaR) approaches to problems in farming systems (mcCown 2002b) .
The purpose of the current study was to explore the more "technical" aspects of these issues through a critical review of the systems modelling literature, particularly in agriculture but also in related disciplines including business management, systems engineering and ecology, in order to: (1) Identify the critical challenges to effective modelling to support farming system innovation; (2) Identify effective modelling approaches that can be used to address these challenges; (3) Synthesise these ideas to suggest a better methodology to increase the contribution of systems modelling to farming systems innovation. Rather than present the results of new research into the success of modelling projects, the intention is to draw together lessons from what has become a large body of literature, in order to guide future model-based research and intervention into farming practice. In this endeavour we have been drawn toward writers who have critically reflected on the modelling process, some of whom were pioneers in the field. At other times we have attempted to show that these problems remain as relevant today as they were in the early years of computer modelling for supporting management change.
What is farming systems innovation?
For the purposes of this review, farming systems can be defined as arrangements of land, crops, livestock, other capital goods and labour put together for the primary purpose of producing plant and animal products for consumption ( Fig. 1 ; . While farming systems are primarily businesses that operate within an economic environment, they are also communities that operate within a sociopolitical environment, and ecosystems that operate within a natural environment. The "system" refers to the particular pattern of arrangement of these interacting resources for the purpose of producing particular products or outcomes.
Farming systems innovation is concerned with improving outcomes across one or more individual farms of a given "class" (Spedding 1975 ). Examples range from assessing beef intensification options for a particular site (ogle & Tither 2000) , through a group of local farmers seeking improved lamb and ewe performance (Webby 2002) , to designing resource efficient dairy technologies for application on a national scale (Clark 2002) . A "farming system" therefore potentially touches many individual farms, farm families, communities, businesses and regulatory stakeholders, all of whom may have an interest in improving (from their point of view) the multiple physical, biological, economic and social outcomes of farming.
Farming systems innovation, then, is the pursuit of technical, managerial, and social means to improve the outcomes of farming systems for their stakeholders (Spedding 1990; mueller 1993; mcRae 1993; Barlow et al. 2002) . a key feature of farming systems is that many of the important outcomes are influenced by factors beyond immediate managerial control. These external factors include farm location, farm resource conditions in the past, and farm future environment (menz & knipsheer 1981) , as well as most aspects of the physical, biological, economic and social processes operating within the farm and its environment. This means that farming systems are complex dynamic systems whose products and impacts are difficult to measure, let alone predict or control. Figure 2 illustrates schematically how the various controllable and uncontrollable factors interact to produce farming outcomes. With this understanding, farming systems innovators have developed a range of methods to assist clients to (i) identify the "problem" (i.e., the relevant class of systems, its stakeholders and their issues), (ii) understand the key interactions between system components, (iii) predict system-level consequences of proposed management changes, (iv) design management systems to deliver desired improvements, and (v) promote implementation of these improved systems. Such systems methods may focus on redesign of either the biophysical production system (Table 1) or the socio-economically situated "management" system (Sørenson & kristensen 1992; mcCown 2001 mcCown , 2002b . The process and criteria for deciding which systems research, development and education methods are most suitable in a given project have been discussed in detail by Barlow et al. (2002) . The key point is that systems problems require the use of systems methods.
What is systems modelling?
one such systems research method is systems modelling. Systems modelling involves representing what seem to be the key features of a relevant system in mathematical "models", and then using these models to make inferences about the system. There are a range of modelling approaches based on different forms of mathematical representation and methods of analysis. These include financial analysis, mathematical programming, mathematical system theory, system dynamics and dynamic simulation (von Bertalanffy 1968) . all of these approaches follow a similar sequence of activities (von Bertalanffy 1968; Roberts 1977; Seligman 1993; Forrester 1994; Jones & Luyten 1997; Sterman 2000; mcCown 2001) , typically including: Fig. 1 The main resources (land, crops, livestock, other capital goods and people) that go into making up a farming system . arrows and small type indicate possible interactions between these resources and their environments (natural, social, and economic). Note that besides various kinds of vegetation ("crops"), land may support other uses such as silos, waterways, buildings, and tracks.
Fig. 2
The factors that determine the outcomes of a farming system.
(1) Problem articulation (2) Choice of methodology (3) System boundary selection (4) Hypothesising how the system functions (5) model building (6) model testing (7) model validation (8) model analysis (9) Policy formulation (10) Policy evaluation (11) education and debate (12) Implementation of changes in policies and structures. As discussed above, these "hard systems" methods have generally failed to deliver significant benefits to farming practice, because of a difficulty in achieving relevance to real world situations. The problem seems to be that, by abstracting the farming system as a mathematical model, relevance to farming practice in the real world seems to be lost. The first phase of this study, therefore, was to clarify the particular challenges that systems modelling approaches encounter when applied to farming systems problems.
chAllenges to systems modellIng For FArmIng systems InnovAtIon
Following an extensive review of the systems modelling literature, especially in agriculture, ecology and business management, four particular challenges to conventional hard systems modelling approaches were identified, as were several techniques that might be effective in addressing them.
(1) Involving the right people in the right way to ensure compatibility with user needs and processes The first challenge relates to implementation of modelling outcomes into farming policies and structures. In the late 1970s Roberts (1977) pointed out the endemic failure of management model recommendations to be implemented in business practice. Similarly in agriculture, while modelling competence and computer ownership have increased immensely over the past 30 years, "this has not generated conspicuous or sustained enthusiasm among farmers or their advisors" for model-based interventions into farming practice (mcCown 2001, p. 549) . mcCown argued that the lack of adoption has been a result of the prevailing paradigm of scientific intervention which sees science as a form of vicarious problem solving, where researchers solve disembodied problems on behalf of investors, farm managers, and other stakeholders while remaining disconnected from the world of practice in which these intended users and beneficiaries operate (Mueller 1993; McCown 2001 McCown , 2002a . In response, Lynch et al. (2000) and McCown (2002b) argued that "development methods such as participatory or adopter-based approaches will lead to systems that are perceived as more useful," compatible with user needs and processes, being "easy-to-use and thus, adopted more readily" (Lynch et al. 2000, p. 610; Rogers 1995) . Reports from recent case studies where participatory approaches have been trialled show promise (Hochman et al. 2001; meinke et al. 2001; Webby 2002; Hare et al. 2003 Checkland (1985) argued that the methodology of systems engineering, based on defining goals or objectives, simply does not work when applied to messy, ill-structured, real world problems. When applied in such situations, models have tended to be too problem-specific (i.e., they address artificially narrow problems that soon cease to be relevant), or conversely, not problem-oriented enough (addressing scientific questions which are of academic interest only). In other words, the inability to define objectives is usually part of the problem.
The solution to this impasse is to recognise that problems cannot be separated from their stakeholders (Smith 1989) . Clients need to be intimately and continually involved in the research process, and models need to encompass as wide a range of their issues as possible.
(3) representing in models what farm managers might do
The third challenge relates to system boundary selection. In particular, this is the question of whether (and if so, how) to represent farmers within models, in order to recreate and evaluate what farmers might actually do in different situations (Sørenson & kristensen 1992; edwards-Jones et al. 1998a) . In many simulation models this is achieved through specifying a predetermined sequence of management actions ("calendar-based management", Romera 2004), which is too rigid (Cros et al. 1997) , or alternatively by attempting to model the thought processes of farmers (edwards-Jones et al. 1998b), which is too speculative if improved farm management is the goal. This suggests a need to simulate farm management policies and practices in a flexible, but idealised, way that is aligned closely with the concepts and options commonly available to farmers. Use of flexible decision rules to specify farm management may be a useful approach towards achieving this (Romera 2004) .
In addition, some important issues that influence decision making by farmers, such as practical skill levels, family goals, cultural constraints, habits, changing personal worldviews, values, and interests, are difficult to represent in a computer model. It is unlikely that these factors could be modelled satisfactorily, indicating again the necessity of working closely with practitioners when exploring farming systems problems.
(4) making sound comparisons between alternative farm management policies
The fourth challenge relates to model use in policy evaluation. The basic use of a simulation model involves the comparison of two or more scenarios. Romera (2004) argued that since simulation models are simplified representations of reality, outputs should be interpreted by comparison with other model outputs (based on different inputs), rather than in absolute terms. Furthermore, it is well known that the performance of farm management policies is heavily dependent on the initial conditions of the farm under study (which are partially known), and on the future weather (which is almost completely unknown) ( Fig. 2) (Romera 2004) . management decisions must be robust under these uncertainties.
However, the majority of farm systems simulation models simulate only a single farm, without replication or evaluation of uncertainty, and policy comparisons must consequently be done outside the model software itself. That is, users must devise their own means of comparing scenarios and estimating the risks associated with alternative options. It would seem preferable that models be intentionally designed to provide the ability to compare alternative farm management policies, in terms of both average performance and risk, and possibly across a number of farms.
These four challenges having been identified, the next phase of the study was to explore in more detail the approaches that have proved effective (or show promise) in addressing these four concerns. These approaches are grouped under two headings:
establishing project aims and stakeholder rela-• tionships.
model design and development. • estAblIshIng project AIms And stAKeholder relAtIonshIps Focusing on client participation and project implementation early on in the history of management modelling, Roberts (1977) argued that the effectiveness of any modelling project in achieving systems change depends on (i) maintaining a focus on implementation of recommendations at all times, and (ii) involving the client as much as possible. This conclusion was backed up by the more recent oaSIG (1996) survey of the role of human and organisational factors in the performance of information technology (IT) installations. among the conclusions of the oaSIG study were that "most investments in IT are technologyled, addressing too narrow an agenda, and reflecting too technical an emphasis […] organisations are not successful at attending to the non-technical, i.e., the human and organisational aspects of changing technology", and "in most cases, users do not have a substantial influence on system development [… which] has an adverse effect on subsequent performance" (oaSIG 1996) . These conclusions are highly relevant to model-based research for farm systems innovation, and emphasise that carefully planned client participation, in project definition, execution and communication, is essential for achieving effective implementation of project results.
"Clients" can be defined as those stakeholders "whose approval is needed for change to be implemented" (Roberts 1977, p. 27; c.f. Checkland & Scholes 1990 ). Since farm systems innovation is usually concerned with improving a group of farms (Spedding 1975) there are often many legitimate clients. For example, as well as farm managers, stakeholders may include farming consultants, rural communities, public extension services and training agencies, local agribusinesses, manufacturers, public policy makers, public regulatory bodies, researchers and consumers (valentine et al. 1993; Parminter et al. 2001; massey et al. 2002) . In theory, to achieve effective implementation of research outcomes, these multiple clients should all participate in the research. In practice, where there are many clients with different scales of decision-making responsibilities, this is unlikely to be possible, and compromises will need to be made (Hare et al. 2003) .
Involvement of stakeholders as research partners is known as "participatory research". In participatory research, worldviews, interests, agendas, and values remain in the control of the people involved. By providing the opportunity to listen and interact with one another, participatory approaches help to clarify participants' views of problems, foster understanding of these different points of view, linking conflicting issues within a common framework, and building a shared view of the problem domain. These potential achievements increase the likelihood of resolving conflicts and designing mutually beneficial interventions (Vennix 1996) , and enhance the focus, relevance, usability, acceptance, ownership, and promotion of any tool (e.g., model) produced.
In practice, existing power structures may limit the degree of democratic stakeholder control that can be realised in any particular project (maxwell & Randall 1989; Cox 1996; Hare et al. 2003) . also, real conflicts of interest sometimes exist that cannot be handled by democratic participation alone. In such cases the leadership provided by a respected and relatively neutral moderator is critical to resolving differences and maintaining momentum (Barlow et al. 2002) . Nevertheless, it is desirable that undemocratic decision-making be minimised, as this can lead to lack of commitment to the project results, and subsequently to implementation failure (Senge 1995; kaner et al. 1996) . For further discussion of participatory modelling see Roberts (1977 Roberts ( ), vennix (1996 , Sterman (2000), Barlow et al. (2002), and Hare et al. (2003) .
Three key areas for client participation are in identification of the problem domain, model design and testing, and evaluation of candidate solutions. The importance of client participation in these three areas will now be discussed in more detail.
Participatory identification of the problem domain
The first job of the project team is to begin to negotiate the scope of the project (Barlow et al. 2002) . What problems will be addressed? Smith (1989, p. 1491) usefully defined a problem as "a disharmony between reality and ones preferences". This definition highlights that any problem has four parts: (i) the individual or group who desires improvement, (ii) the perceived situation to be improved, (iii) their preferences for this situation, and (iv) the actual situation in the real world (Checkland & Scholes 1990 ).
as explained above, farming systems generally have multiple clients. These clients inevitably have different ways of viewing the problematic situation (valentine et al. 1993; Reid et al. 1999) and different perceived problems that they wish to have addressed (Checkland 1985 Consuming agrochemicals • as a result, the different clients see different systems at work in the same problem situation. a "system" in this context, then, is not a real world entity that can be observed, but is rather a relevant mode of thinking about the situation, e.g., thinking about a farm in terms of energy flows, or finances, or social impacts. In order to arrive at a common problem (or set of problems) to be addressed, these perspectives need to be drawn out.
Significant problems and clients are therefore mutually defined. Clients determine the problems of interest, and the problems in turn define the individuals or groups whose approval is needed for change to be implemented, who then effectively become additional "clients". The implication is that active participation of key clients is as important for determining project scope as it is for ensuring adoption of proposed improvements downstream.
participatory model design and testing a second important area of client participation is in model design. Innis et al. (1980) point out that the primary beneficiaries of modelling projects are often those involved in the model development itself. Benefits gained in this way can come in the form of learning about the data required, the mechanisms involved in system interactions and the behaviour of the system as a whole (Webby 2002) . as a result, clients' understanding of, and trust in, the system models is enhanced. The opportunity for potential model users to consider what information they may require or may be required to supply may also be beneficial in and of itself-monitoring of farm data has formed the basis of many successful farmer learning experiences (Sheath et al. 1999) .
participatory evaluation of candidate technologies a third important area of client participation is in the evaluation of proposed system interventions.
designing, comparing and selecting interventions to improve a farm system is an exercise in "multicriteria decision making." Formally, such decisions contain the following elements ( Fig. 3 ; Bogetoft & Pruzan 1997) :
The system of interest • The performance criteria of interest • The intervention alternatives that have been iden-
The performance outcomes of each alternative in • terms of the criteria specified The priorities ("weights") that a particular client • assigns to each criterion
The weighted utilities of each alternative course • of action. The alternative with the highest weighted utility is then chosen.
None of these elements is easy to determine in practice. In performing such an analysis with clients, the first task is to help them identify the performance criteria (i.e., which outcomes they want to improve) and intervention alternatives for the system of interest. Since different clients are likely to have different interests, the combined sets of performance criteria and intervention alternatives arrived at will likely be larger than that needed for any particular client. Furthermore, additional criteria and alternatives often emerge during the decision framing process (Corner et al. 2001) . The second task is to assist in the prediction of likely outcomes from the different intervention alternatives in terms of the performance criteria specified. These outcomes are the entries in the central matrix of the tableau (Fig. 3) and are called the "technical coefficients" (Romero & Rehman 1989 ), because as far as possible, they are objective quantities (i.e., independent of the client's preferences).
Third, once the technical coefficients have been estimated, the client weighs the criteria based on their relative importance to the client at that point in time and then in principle selects the alternative with the greatest weighted utility (Fig. 3) .
viewing the decision making process in this way provides a useful framework for discussing issues relating to project aims and stakeholder relationships and the role of modelling. Several points are immediately apparent:
Firstly, the role of modelling is three-fold: (i) to assist in the identification of the decision criteria; (ii) to assist in the definition of the decision alternatives (i.e., the scope of the research) and (iii) to predict some of the outcomes in the matrix of technical coefficients. Just as clearly, however, mathematical modelling alone cannot specify the alternative solutions to be considered, the criteria by which the alternatives should be evaluated, or the client's weights on these criteria. as one critic pointed out, "a computer can help by supplying more facts than the manager could possibly remember, but only experience enables the manager to see the current state of affairs as a specific situation and so to see what is relevant. That expert knowledge cannot be put into the computer by adding more facts…" (dreyfus 1994 (dreyfus , cited in mcCown 2002b .
Secondly, the kind of model that is useful to estimate the technical coefficients for such a decision is likely to be a "virtual world simulator", as described below (Sterman 2000). Such models simply predict the multiple consequences of alternative interventions, they do not attempt to choose an "optimal" solution.
Allen (2000) points out that scientific information concerning the production, economics, and ecology of agricultural systems is only one factor among the many that influence management decisions in practice. other factors in this regard include political judgement, legal or financial necessity, personal or group expectations, and commercial or international pressures (allen 2000, p. 8) . This means that, by virtue of a model being a simplification of one aspect of a system, many of the "technical coefficients" most relevant to decision making are inevitably outside the scope of the model. Client participation in design and evaluation of candidate innovations is the only means of completing the picture.
The previous section has stressed the importance of client participation in model-based research projects aimed at farm systems innovation. Now we turn our attention to describing aspects of model design that should maximise their contribution to such projects. (2001) list several forms of system model that have been used in farming systems intervention in the past, including economic decision analysis, process-based simulation models, and decision support systems (used either by farmers themselves or by skilled intermediaries). Having explored the relative strengths and weaknesses of these approaches in subsequent papers (mcCown 2001 (mcCown , 2002a , and teased out the underlying assumptions (paradigms) under which they were assumed to support farming systems innovation, it was concluded that the potential for real on-farm benefits might be maximised if models were designed principally "to facilitate learning" (mcCown 2002b, p. 180). The consensus seems to be that the most useful kind of model in this regard is the "virtual world simulator" (mcCall et al. 1994; Sterman 2000; andrews 2001; mcCown 2002b) . virtual worlds are explanatory simulations of the various aspects of the problematic situations defined as being important by the community involved in their conception. a virtual world simulation is intended to explain how key endogenous system structures and mechanisms may be interacting to produce observed events (Fig. 4) . It is not intended to make recommendations as to how the system should be managed (e.g., via automatic optimisation). The key difference between virtual world simulators and mechanistic research models is one of emphasis:
model desIgn And development models as virtual worlds keating & mcCown
"…in contrast to the mechanistic model, the primary aim in making a simulator is not to mimic system process, but rather system function and performance, and to do so cost effectively…The simulator, by being flexible, pragmatic in information requirements, and having no inbuilt objectives provides the ideal [information system] for conducting 'what if?' analyses with farmers." (mcCown 2002b, p. 210) . Figure 4 shows how the virtual world model provides a laboratory for understanding and exploring the problematic situation. virtual world experimentation avoids many of the limitations of real world experimentation, such as uncontrolled biological variation, environmental uncertainty, inaccurate measurement, delayed feedback, high costs and political interference. as a result, participants' understanding of the system's dynamic behaviour, improvement of the virtual world model, and improvement of system management policy are all accelerated (Lane 1992).
Sterman (2000) discusses some potential pitfalls of the virtual world approach, particularly that users need to be trained to use them in a structured, scientific way. Virtual worlds generally also lack some features that are provided by other types of models, such as the ability to:
Use field data directly, as in data-based models • derive generalisations about system behaviour, • as in mathematical systems theory (e.g., Noy-meir 1975; edelstein-keshet 1987; Thornley 1998; Woodward 1998) optimise one or more output variables, as in • mathematical (e.g., linear) programming, cybernetics, and economic theory Provide assistance for making simple manage-• ment decisions, as in expert systems and decision support systems.
The virtual world approach requires that participants become systems thinkers to some extent, as they cannot use the model without understanding how it works. While this means that virtual world modelling is more demanding of the participants, it also promotes far deeper learning about system function.
Identification of system structures, mechanisms and events developing a virtual world simulator involves modelling the most relevant systems in the problematic situation. This requires decomposing these systems into structures, mechanisms, and events (Forrester 1994; Mingers 2000; Dobson 2002 ), i.e., defining the model state variables and their rates of change. In farm systems modelling this decomposition is generally straightforward, because many of the structures, mechanisms, and events of interest (particularly the biophysical and financial aspects of the farm) are situated in the material world and can, and have been, observed. The model structures are the farm structures and their relevant attributes (e.g., herds, animals, blocks, paddocks, silos). The model mechanisms are the biological and management processes that drive changes in these structures and their Fig. 4 The process of learning about the real world using a virtual world model. Reproduced from Sterman (2000, p. 19) , with the permission of The mcGraw-Hill Companies.
Information Feedback Decisions
Real World attributes (e.g., pasture growth, grain feeding, lamb drafting), and the model events are the observed farm system performance variables (calving performance, soil nitrate leaching, labour hours, etc.). The social and political aspects of the farming system, while arguably even more important than the physical aspects, are less readily modelled in this way. as a result, model-based approaches tend to ignore them. Such matters can be considered using "soft systems" methods if desired (e.g., Checkland & Scholes 1990; Barlow et al. 2002) . This again highlights the importance of stakeholder participation in the research process.
establishing a common epistemology
Use of experimental data and scientific hypotheses in defining system structures, mechanisms, and events must always be done with care, as data and hypotheses always carry unspoken assumptions and always exist in the context of a particular conceptual model of the world (Jeffers 1975) . This is especially important in a multidisciplinary team where a number of different paradigms may initially be in use by different members. Good modelling practice demands that model assumptions be kept clear, well defined, consistent, and highly integrated. developing a high quality model is therefore not possible without a shared epistemological viewpoint, i.e., an agreed approach to expressing and evaluating data, hypotheses and concepts. an agreed approach is necessary so that the structures, mechanisms, and events of the system under study can be mutually understood and accepted.
Several epistemological approaches are commonly used in science (Parminter et al. 2003) . The classical positivist stance assumes an objective real world and assumes that our observations of it are relatively free of observer bias, so that experimental data are seen as being absolute (von Bertalanffy 1968) . By and large, this stance has worked well in the physical sciences, but fails once human beliefs, interests, and values impinge on the system under study. In response, social researchers have tended to employ an interpretivist stance, in which individuals' interpretations of events are accepted as equally valid in principle (Checkland 1985; Parminter et al. 2003) .
Critical realism is a refinement of the classical positivist stance that helps to resolve conflicts of interpretation, and is considered particularly suited to applied sciences (mingers 2000; dobson 2002) . Like positivism, critical realism assumes the existence of an objective real world, but like interpretivism, accepts that our knowledge of the world is biased, so that people are recognised as holding different beliefs about the world. mingers (1997) summarises the critical realist stance as "real objects are subject to value-laden observation". However, critical realism differs from interpretivism, by assuming that it is in principle possible to judge between different beliefs, and to prefer one above another for some particular purpose (mingers 2000) . This is done by evaluating competing ideas according to their ability to explain observed events (while recognising observer bias in the observations). Critical realism is therefore explanatory in nature. This is similar to the pragmatic approach informally followed by the majority of scientists, where hypotheses are accepted to the extent they explain observations, and rejected when they do not. In the same way, a critical realist approach allows the "truth" of empirical data to be put into perspective (von Bertalanffy 1968; Jeffers 1975; mingers 2000; Brown 2003) . management decision rules one aspect of virtual world simulation that has troubled farm system modellers is simulating human management actions. This is the behaviour of the "people" in Fig. 1 , which is determined by the "Farm management Policy" in Fig. 2 . The challenge is not to attempt to model the farmers' thought processes in a thorough or even realistic way (c.f. edwards -Jones et al. 1998a,b) , but simply to be able to represent and simulate the differences between alternative management strategies, and particularly the fine detail tactical adjustments and operational activities to implement these, in a way that responds realistically to the dynamic changes in farm performance over time in an uncertain environment (weather and prices).
In the simplest approach, farmers' (and other people's) actions are pre-programmed to occur on fixed calendar dates. This is suitable only when environmental variation is being ignored. a more flexible approach is to express farm management strategies in terms of decision rules of the form "if condition then action". Single rules may represent operational activities, groups of rules represent tactical adjustments, and the rule set as a whole expresses the farm management strategy (Pietersma et al. 1998; Romera 2004) . Such rule-based representations of farm management have shown promise as a component of farm system modelling (aubry et al. 1998; Shaffer & Brodahl 1998; Sherlock & Neil 1999; Romera et al. 2004 ). This is not surprising since, due to the complexity of decision making in the real world, human action is often determined by conscious and subconscious habits or rules, rather than by rigorous analysis (Hodgson 1997) . Gonzalez & dankel (1993) have also noted that rule-based systems offer three significant advantages over other forms of knowledge representation: modularity (each rule is a separate unit of knowl-
Uniformity (all knowledge in the system is rep-• resented in the same way) Naturalness (decision rules are a natural way of • expressing knowledge).
In terms of farm system modelling, rule-based systems have additional benefits. Requiring an explicit, normative set of decision rules focuses attention on the redesign of the management system, the ultimate goal of system intervention (Sterman 2000), and facilitates translation of modelled management systems into recommendations for use on-farm (c.f. macdonald & Penno 1998). The contingent form of rules also forces researchers to consider how farmers respond to sudden future changes in the farm state and environment, and allows the costs of averting disaster to be estimated.
Rule-based representations of farm management are not without their limitations though. Just as a biophysical process model is always a simplified representation of a biophysical system, a rule-based decision making model is always a simplification of a real world management system. For example, including higher level decision variables (e.g., strategic plans, feed budgets, weather forecasts) or actions (e.g., executing a drought management plan, installing an irrigation system) is difficult to achieve via this approach (Plant & Loomis 1991) . more complicated ways of representing knowledge, designed to deal with this difficulty, have been proposed and could be the focus of future research in this area (Hogeveen et al. 1994; Girard & Hubert 1999) .
uncertainty and risk
Uncertainty is a fundamental aspect of farming. Information on local soils, pastures and animals is usually limited, the manner in which these respond to management and environment is understood only in general terms, and outcomes are greatly dependent on future weather, pests, diseases, markets and politics. In such a context, decision making requires uncertainty and risk to be taken into account. models without uncertainty (i.e., deterministic models) may convey a misleading sense of certainty about the future and may in fact be less relevant in a decision making context. In addition, as discussed below, even deterministic models may exhibit complex ("pseudorandom") behaviour if they are complex enough (Romera et al. 2006) . This suggests that analysis of model outputs should assume uncertainty even when this is not built into the model. Nobelprize-winning economist Theodore Schultz argued that farming is far more about the management of uncertainty than the management of complexity (Schultz 1939) . That is, decision makers are looking for options that are robust in the face of uncertainty, not just optimal "on average". Furthermore, analysis of risk is valuable in highlighting the trade-offs between increasing profit and increasing risk (Cacho et al. 1999; Simpson et al. 2001; Romera et al. 2005c; c.f. Pannell 1996) .
Uncertainty may be incorporated into models in a variety of ways. In the simplest and most used approach, a deterministic model is run under randomly constructed weather scenarios (e.g., Romera et al. 2005c ). more sophisticated approaches might include stochastic events in the biophysical model, for example simulating the probability of a particular animal becoming pregnant or dying (Romera et al. 2006) .
Facilitating the simulation and visualisation of multiple experiments a usable software tool consists not only of a model of the relevant system, but also of a user interface to enable users to interact with this model. The design of this user interface should be based on analysis of the tasks the users need to perform (Lynch et al. 2000) , and as discussed previously, the main purpose of a virtual world simulator is to facilitate learning about the real world system, by assisting the project team in conducting "what-if?" analysis. Put another way, the model is there to allow virtual experiments to be carried out (Fig. 4) . It follows that the software user interface should be designed to facilitate this.
Generically, a simulated farm system experiment compares a number of scenarios based on the same biological rules but subject to: m • initial farm resource states (different farm locations, land conditions, people, livestock, and other capital stocks at the outset) (menz & knipsheer 1981) ; n • future management policies (different policies adopted by the farm manager); p • future environments (different possible natural, social, and economic influences that could be experienced during the period); q • replicates (different possible values of any random variables).
Conducting a virtual experiment therefore involves the handling and visualisation of the large numbers of input and output variables associated with each scenario. It makes sense that the user interface should assist with this, by assisting the users to:
Specify multiple instances of farm initial condi-• tions, farm management policy and environment, and to combine these in order to define scenarios (e.g., Romera et al. 2005a,b) easily choose the farm performance indicators • that are considered most relevant, from the typically hundreds of possible outputs produced by models of this sort Simulate the scenarios • Compare the outcomes.
•
Since models are not the real world, but only limited analogies of it, model results should primarily be interpreted in relative rather than absolute terms, by comparing model results from alternative scenarios (Fu 2002) . The ability to do this within the software is a great advantage, as otherwise additional systems must be developed for this purpose.
stability analysis
System analysis is an important aspect of model testing that is frequently neglected. modelling projects often rush directly from validation to carrying out simulation experiments without taking the time to understand the characteristic behaviour of the system under study. Two important aspects of system analysis or "appreciation" (Seligman 1993 ) are stability and sensitivity analyses. The aim of stability analysis is to characterise the qualitative behaviour of the system through, for instance, the identification of stable and unstable equilibrium points, and periodic or chaotic oscillations (Woodward 1998) . Systems with stochastic dynamics may have these same types of behaviours, and this should be explored. For example, Romera et al. (2006) demonstrated that small changes in the initial conditions or environmental inputs to a beef breeding enterprise simulation could result in dramatic differences in system evolution, indicating the existence of chaotic behaviour in the system as a result of interactions between the biological and management mechanisms. This finding greatly influenced the design and interpretation of subsequent simulated experiments carried out with their model-long simulation times and scenario replication were used to ensure that conclusions were not based on the results from unusual sequences of events.
Sensitivity analysis, on the other hand, involves quantitative assessment of the sensitivity of the behaviour of the system and its stability to changes in parameter values, environmental inputs, and initial system state variables. a carefully executed sensitivity analysis can identify system input variables or endogenous processes that dominate the whole system behaviour and thus need to be specified with a high degree of accuracy. However, this exercise can be very complicated in the case of large models with many hundreds of parameters, any of which may potentially be important. This warns against unnecessary model complexity, because the more complex the model, the more difficult it will be to locate the dominant variables and processes.
Building confidence in the model once a prototype has been completed, the task of building confidence in a model begins. This is usually referred to as "validation", and the reliability of models is often evaluated solely on their ability to reproduce historical data representing various system responses (Wallach & Goffinet 1989) . However, positivists point out that even correspondence to historical data does not establish the ontological truth of a model's assumptions (oreskes et al. 1994) . Neither does divergence necessarily indicate that a model is wrong, as this may be due to problems with the data used (Jeffers 1975) . Statistician George Box is credited with the more useful approach being that "All models are wrong. Some models are useful."
The criteria for deciding to trust a model vary from person to person. While scientists may have an interest in the underlying hypotheses, these may be less important to a farmer, provided the model is easy to understand, is able to provide answers to a problem they must solve, and produces results that seem reasonable. Policy makers may be more concerned that the model be acceptable to their clients (e.g., farmers, regulators), whereas modellers may value the quality of the model's computer implementation more highly than the quality of its biological assumptions. The demands of a multidisciplinary team may therefore be enormous, being the combined expectations of its members. models that can satisfy such teams are likely to be well balanced, of high quality (i.e., useful and effective), and relevant provided the key stakeholders have been effectively represented in the development.
This implies that software must be made so that as many people as possible can judge for themselves whether the model is trustworthy and will suit their purposes. approaches that have been proposed to support this broader definition of validation include:
Task analysis to understand how the model will • be used to make decisions in practice (Lynch et al. 2000) Good model design and construction (Norman • 1988) Involvement of credible stakeholder representa-• tives in the model development process (Lynch et al. 2000) Good, publicly available, explanations of model • assumptions, operation, testing results, and application (Rykiel 1996) . validation is therefore a multifaceted process that must appropriately address the different forms of scepticism held by the various stakeholders.
better sImulAtIon modellIng to support FArmIng systems InnovAtIon
Having identified four key challenges to the application of conventional systems modelling approaches to farming systems problems, and collected a range of techniques that show promise towards overcoming these, the final step in our review was to construct an improved systems modelling methodology to better provide benefits into farming practice. The methodology is presented in Fig. 5 , which sets out the steps of an idealised project from emergence of the problem from industry through system analysis to development and evaluation of policy options by the project team and communication back to industry. The overarching focus is on maximising client involvement in defining, learning, and communicating at every step, for the purpose of maximising delivery of knowledge, implementation, and benefits of technology to the wider community (Roberts 1977) . The methodology is intended to be iterative, so backtracking will frequently be required, as systems problem solving is rarely a linear process.
The first phase (Project Aims and Stakeholder Relationships) involves joint construction of the problem and project team. as discussed above, these two are mutually defined. By including the critical stakeholders, the project team also provides the conduit into the agricultural community by which experiential knowledge is first accessed and later passed back into the same community.
The second phase (model design) begins the modelling process with a focus on modelling the most relevant problematic system, that which is relevant to as many stakeholder concerns as is feasible. The structures, mechanisms and events of this system begin to be elicited, from either scientific or experiential sources. Policy alternatives will need to be able to be specified flexibly, and management decision rules could be a very convenient alternative to achieving this.
The third phase (Software development) deals with the software tool itself. as discussed, the purpose of the model and its software implementation should be to allow the clients to easily carry out multiple virtual experiments, where the key system outcomes predicted from alternative policy options, as well as their uncertainty, can quickly be compared. Discuss practical constraints to policy implementation
Model Design
New Zealand Journal of agricultural Research, 2008, vol. 51 248 The fourth phase (Testing and Use) deals with the testing and use of the model, both to confirm its acceptability to the stakeholders, and to formally evaluate the alternative interventions proposed to resolve the farming systems problem(s) at the root of the project.
Lastly, the final phase (Project delivery and evaluation) sets out steps for bringing the results of the analysis back into the real world, addressing practical issues and communicating the learning to the wider community. There are situations for which production of codified knowledge (e.g., models, publications, workshops) will be sufficient to achieve project objectives. In most cases, human capital and communities also require transformation. Tools for achieving this are varied, and might include encouraging or regulating particular farm management practices, establishing educational programmes, training expert intermediaries and enhancing technology design and placement (see mcCown 2001; Barlow et al. 2002; Snowden 2002 for further discussion). The model itself may or may not be used directly in this phase.
The proposed methodology differs from some more conventional approaches by:
Carefully choosing stakeholders for involvement • on the basis of their ability to provide effective linkage to industry knowledge and practice, and continuing involvement of selected stakeholders in the modelling process; dynamic problem definition involving ongo-• ing participation of the stakeholders in the project team Use of dynamic decision rules to represent farmer • actions within the whole farm system explicitly designing the software to facilitate vir-• tual experiments, comparing averages and variances of the values of multiple output variables resulting from multiple policy options.
In essence, the key is to keep the focus on the stakeholders' engagement with the system problem, and provide modelling as a supporting option. In this way, the challenges are addressed and, we believe, improved implementation of solutions into farm practice should be achieved.
conclusIons
"In a brave new world of systems practice, instead of primarily using their models to design 'best practice' or decision support systems for managers, scientists may be invited by farmers and other landuse stakeholders to bring their simulators of aspects of farming and off-farm impacts into projects to help explore multiple consequences of possible farming actions/strategies and discuss the plural significances." (McCown 2001, p. 568) modelling techniques and technology have advanced greatly over the last 30 years of farm system simulation modelling, but impact on farming practice remains limited. This can be attributed to a failure among farm system modellers to develop and follow a methodological approach that adequately addresses the challenges of assisting practitioners to learn about, design, evaluate, implement and communicate about changed farming practices.
Based on a literature review and the experience of the authors and contributors, a better farm system simulation modelling methodology has been outlined in response to these challenges (Fig. 5 ). This methodology focuses on achieving relevance of model-based research to clients' multiple and changing concerns through client participation, enhanced problem definition, improved confidence in model results, and applicability to client concerns. additionally, excellent project management, project team relationships, and software development approaches should not be overlooked.
Technically, flexibility can be enhanced through use of decision rules to represent farm management policies, and usability maximised through provision of functionality to allow clients to easily compare alternative management options in simulated experiments, both in terms of average system outcomes and also their variability.
The main benefit of this methodology is intended to be an increased likelihood of securing on-farm benefits from modelling studies by involving clients in jointly creating a "virtual world" that combines scientific with management knowledge, and which then allows meaningful experiments, that compare alternative technology or policy options in terms of their likely impact on key system outcomes, to be conducted and analysed.
aspects of the methodology that remain to be addressed include development of more detailed approaches and criteria for selecting clients for involvement in a project and planning for dissemination of results from the project team to the wider stakeholder community. more powerful approaches to modelling farm management processes to incorporate planning and forecasting would also be valuable.
