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ABSTRACT  
   
Liquid-liquid interfaces serve as ideal 2-D templates on which solid particles can 
self-assemble into various structures. These self-assembly processes are important in 
fabrication of micron-sized devices and emulsion formulation. At oil/water interfaces, 
these structures can range from close-packed aggregates to ordered lattices. By 
incorporating an ionic liquid (IL) at the interface, new self-assembly phenomena emerge. 
ILs are ionic compounds that are liquid at room temperature (essentially molten salts at 
ambient conditions) that have remarkable properties such as negligible volatility and high 
chemical stability and can be optimized for nearly any application. The nature of IL-fluid 
interfaces has not yet been studied in depth. Consequently, the corresponding self-
assembly phenomena have not yet been explored. 
             We demonstrate how the unique molecular nature of ILs allows for new self-
assembly phenomena to take place at their interfaces. These phenomena include droplet 
bridging (the self-assembly of both particles and emulsion droplets), spontaneous particle 
transport through the liquid-liquid interface, and various gelation behaviors. In droplet 
bridging, self-assembled monolayers of particles effectively “glue” emulsion droplets to 
one another, allowing the droplets to self-assembly into large networks. With particle 
transport, it is experimentally demonstrated the ILs overcome the strong adhesive nature 
of the liquid-liquid interface and extract solid particles from the bulk phase without the 
aid of external forces. These phenomena are quantified and corresponding mechanisms 
are proposed. 
             The experimental investigations are supported by molecular dynamics (MD) 
simulations, which allow for a molecular view of the self-assembly process. In particular, 
   ii 
we show that particle self-assembly depends primarily on the surface chemistry of the 
particles and the non-IL fluid at the interface. Free energy calculations show that the 
attractive forces between nanoparticles and the liquid-liquid interface are unusually long-
ranged, due to capillary waves. Furthermore, IL cations can exhibit molecular ordering at 
the IL-oil interface, resulting in a slight residual charge at this interface. We also explore 
the transient IL-IL interface, revealing molecular interactions responsible for the 
unusually slow mixing dynamics between two ILs. This dissertation, therefore, 
contributes to both experimental and theoretical understanding of particle self-assembly 
at IL based interfaces.  
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CHAPTER 1  
INTRODUCTION 
Liquid-liquid interfaces are able to provide 2D templates for self-assembly of 
small particles. By the virtue of inter-particle interactions alone, intricate patterns and 
structures spontaneously form and may be fused together to maintain their morphology in 
the absence of the interfacial template. Flat liquid-liquid interfaces can be used to make 
membrane-like structures whereas spherical interfaces (i.e. emulsion droplets) can be 
used to make capsule-like structures. Such micro- and nano-structures may have high-
impact applications in medical, food, and petroleum fields. In addition, this phenomenon 
has already seen wide applications in another form: Pickering emulsions. Emulsions are 
stable mixtures of immiscible liquids, one liquid being dispersed as droplets in the other, 
and are encountered regularly in the food, medical, and petroleum industries. To stabilize 
against coalescence and eventual separation, Pickering emulsion droplets are armored 
with solid particles. In contrast to traditional emulsions stabilized by surfactants, 
Pickering emulsions offer decreased toxicity, easier handling, enhanced stability, and 
options of functionalization. These unique qualities have made them excellent candidates 
for medical [1], catalysis [2, 3], and food [4, 5] applications.  
So far, particle self-assembly has been studied primarily at oil/water interfaces. 
Ionic liquids (ILs) are a novel class of liquids with an unfathomed wealth of useful 
properties that can greatly enhance the applicability and tunability of self-assembly 
processes. Room temperature ILs are ionic materials that melt below 100oC, many of 
them being liquid at room temperature. The remarkable advantage of ILs is that their 
properties can be tuned for virtually any application simply by judicious choice of the 
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constituent ions. Consequently, they are also called “designer solvents.”  Such tunability 
would greatly enhance the field of particle self-assembly. For example, self-assembly at 
liquid-liquid interfaces is usually governed by properties of the solid particles, which 
sometimes requires expensive functionalization. If, instead, this process could be tuned 
by the solvent, the cost of continuous production of self-assembled structures could be 
greatly reduced because there would be no need to repeatedly functionalize particles. 
Pickering emulsions already have wide applications and with the incorporation of ILs, 
their properties may be optimized for specific tasks. Particle behavior at IL-based liquid-
liquid interfaces, however, has not yet been investigated. It is the objective of this study 
to pioneer a fundamental understanding of this phenomenon in comparison to oil/water 
interfaces and provide reference examples of particle self-assembly using this new class 
of liquids. The corresponding presentation is organized as follows. 
 Chapter 2 is divided into two sections which provide background information on 
the two components of this study: particle self-assembly and ILs. The first section 
discusses theories and applications of particle self-assembly at liquid-liquid interface with 
an emphasis on how this phenomenon is tuned. The second section contains a brief 
history and relevant theory of ILs and lists some of the major IL-based technological 
developments. 
 Chapter 3 discusses our experimental and computational work on some unique 
characteristics of liquid-liquid interfaces containing ILs including interfacial tension, 
molecular ordering, and unusually prolonged dynamics. Particularly, the interface 
between two miscible ILs is investigated with the purpose of determining the molecular 
interactions responsible for the remarkably slow mixing and, consequently, long-lived 
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interface. In the subsequent section, a new phenomenon is discussed in which solid 
particles were spontaneously transported across IL-fluid interfaces, despite the large 
adhesion energy particles feel at the interface. ILs possess unique qualities to facilitate 
this process and a proposed mechanism is discussed. In addition to this process, ILs also 
exhibit unique morphologies when incorporated in Pickering emulsions. The third section 
of Chapter 3 discusses an oil-in-IL Pickering emulsion system in which droplets were 
bridged by solid particles: essentially the self-assembly of both particles and droplets. 
After discussing the emulsion formulation, general morphology and stability 
characteristics of this emulsion are discussed in comparison to oil/water emulsions. 
Characterization of the bridging morphology with respect to particle concentration, 
particle size, and droplet phase composition are also discussed as well as insight into 
possible causes behind the formation of this unique morphology. In light of these 
features, we then discuss how the transport, stability, and morphologies of these IL-based 
Pickering emulsions could be manipulated using an organogelator. Gelation 
characteristics of the pure IL, IL-in-water emulsions, and oil-in-IL emulsions are 
discussed with emphasis on enhancements in stability and control of self-assembly 
processes. To complete this study of IL-based Pickering emulsions, the last section 
presents studies of particle self-assembly in IL-in-IL Pickering emulsions. Many of the 
morphologies and transport phenomena unique to IL-based Pickering emulsions were 
observed in these systems and their dependence on particle surface chemistry, droplet 
phase, and continuous phase provide additional insight into these phenomena. 
 Chapter 4 extends our fundamental studies of particle self-assembly at IL-based 
interfaces, specifically the IL/water and IL/hexane interfaces. Fundamental studies 
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consist of equilibrium molecular dynamics (MD) simulations and potential of mean force 
(PMF) calculations. The MD simulations provided an unparalleled molecular view of the 
self-assembly process at these interfaces while the PMF studies allowed us to examine 
the free energy of the particle-interface interaction. Following an explanation of the 
simulation techniques, the self-assembly of hydrophobic nanoparticles at the IL/water 
and IL/hexane interfaces is analyzed and discussed. The effect of surface charge on this 
phenomenon is also analyzed particle desorption energies are compared to macroscopic 
models. In the subsequent section, hydrophilic particles are introduced and their self-
assembly behaviors are compared to those of the hydrophobic particles. This section 
focuses particularly on the molecular behavior of the IL as it interacted with particles of 
different surface chemistries. IL solvation layers around each particle are analyzed 
according to their structure and dynamics. It is shown that the unique binary nature of ILs 
allows high adaptability to a variety of surface chemistries and, hence, remarkable 
extraction capabilities. 
 Chapter 5 proposes future directions for the study of particle self-assembly at IL-
based interfaces. The chapter starts with a discussion on the use of computational fluid 
dynamics (CFD) to examine the interaction between Pickering emulsions droplets. Such a 
simulation will be the first of its kind and the CFD simulation regime is particularly 
suitable since systems of a size relevant to our Pickering emulsions can be studied. 
Preliminary CFD data on the study of droplet bridging are presented and 
recommendations on experimental validation are proposed. Another future direction is 
presented in the second section, which discusses the droplet bridging phenomenon as an 
unprecedented route to bind liquid droplets together. We recommend exploiting this 
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behavior using microfluidics to control individual bridge formation and manually 
generate structures of droplets. Microfluidic device fabrication is discussed and a 
preliminary device design is proposed. The impact of these studies will not only include 
insight into the bridging phenomenon (since it can be observed in real time), but also 
provide a new category of directed assembly and possibly provide an environment for 
studying chemical kinetics. In the final section, a new method for measuring mixing 
properties using differential scanning calorimetry (DSC) is proposed. The mixing 
properties of ILs are quite unexplored and this method provides a straightforward process 
for calculating these values experimentally. Thermodynamic derivation for this process is 
provided along with preliminary data. 
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CHAPTER 2  
BACKGROUND 
2.1 Particle self-Assembly at Liquid-Liquid Interfaces 
 Since nature is an inherently multi-phase system, scientists and engineers will 
always encounter interfaces. Interfaces form upon contact of two immiscible phases. 
Binary combinations of the three phases of matter give a number of possible interfaces 
(i.e. solid/gas, liquid/gas, solid/solid), but the liquid-liquid interface is of particular 
interest for self-assembly. Unlike solid interfaces, the liquid-liquid interface is flexible, 
deformable, and easily probed. Buoyancy forces are usually negligible because the 
densities of the liquids are relatively close (in contrast to gas/liquid interfaces). 
Furthermore, small particles (< 10 microns) readily adsorb to the liquid-liquid interface 
via capillary attraction [6, 7]. Therefore, the liquid-liquid interface is an ideal template for 
the self-assembly of small particles. Ramsden [6] and Pickering [7] discovered this 
phenomenon at the beginning of the 20th century in the form of what are now termed 
“Pickering emulsions.” While not widely recognized until the latter end of the century, 
the discoveries of Ramsden and Pickering have become a major topic in colloid science 
today. Stability of these emulsions is maintained because the liquid droplets are 
“armored” with solid particles that self-assemble at their surfaces. Pickering emulsions 
are one of the primary applications of particle self-assembly at liquid-liquid interfaces. 
This section will discuss the fundamental mechanisms governing self-assembly at the 
liquid-liquid interface and give a summary of the many applications in which this 
phenomenon is utilized. 
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 Liquid-liquid interfaces can all be characterized by their interfacial tension,  !. 
Thermodynamically, γ represents the change in free energy of the system, G, upon a 
differential increase in interfacial area, A, as shown in Equation 2.1. 
 ! = !"!" !,!,! (2.1) 
As will be shown later, this property provides the driving force for particle adherence to 
the interface. In a model system with two immiscible liquids (A and B) and a colloidal 
particle, three possible interfacial tensions can be measured: !!" , !!" , !!" representing 
the interfacial tensions of liquid A/liquid B, liquid A/particle surface, and liquid 
B/particle surface, respectively. Since the energies involved are area-dependent, the 
equilibration of the particle at the interface occurs at the point where the sum of 
interfacial energies (Aγ) reaches a minimum. For a spherical particle, this interfacial 
position is defined by the contact angle, !, as shown in Figure 2.1. 
 
Figure 2.1 Definition of contact angle, theta, to describe the interfacial position of a 
colloidal particle between fluids A and B. 
For a spherical, small colloidal particle, the contact angle can be defined in terms 
of the interfacial tensions by Young’s equation [8]. 
 !"#$ = !!" − !!"!!"  (2.2) 
 
θ 
A 
B 
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From the free, suspended state, to the interfacially adsorbed state, the particle experiences 
a total decrease in free energy, ∆! is given by [9-11] 
 ∆! = !"!!(1± !"#$)! (2.3) 
where r is the particle radius. The ± symbol allows for the change in free energy to be 
calculated with respect to a particle suspended in either of the two phases (+ for fluid A 
and – for fluid B).  
 According to Equation 2.3, the desorption energy depends on the square of the 
particle radius, as plotted in Figure 2.2a, taking ! = 90! and ! = 50 mN/m[12]. For 
particles with intermediate hydrophobicity (! = 90!) and the size ranging from several 
nanometers to several microns, the desorption energy is many times that of thermal 
energy, kT, so that particle attachment is essentially irreversible[12]. Only for extremely 
small particles (! ≤ 1 nm), does this energy become comparable to the thermal energy 
and attachment may be reversible. Wettability is another important parameter, as shown 
in Equation 2.3 (denoted by the contact angle, !), and has a significant effect on how 
strongly a particle is held at the interface. At a contact angle of ! = 90!, the particle is 
held most strongly since it is equally wetted by both liquids. Adsorption strength drops 
off quickly on either side of  = 90!  [13]. This is illustrated in Figure 2.2, which shows 
the dependence of the energy required to remove a 10-nm spherical particle from the oil-
water interface with an interfacial tension ! = 36 mN/m on the contact angle [14]. 
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Figure 2.2 Variation of adsorption/desorption energy (E) of a particle at the planar 
oil/water interface at 298 K with respect to (a) particle radius and (b) contact angle. 
Adapted from [12] and [14], respectively. 
 
Pieranski [15] proposed an equivalent relationship for particle adsorption: 
 ∆! = −!!"!!" + !!"!!" + !!"!!"                                         = !!!"!!! + 2!!!(!!" − !!")(1− !!! ) 
(2.4) 
where A represents the area denoted by the subscript, and zc is the distance between the 
interface and the center of the particle. Both Equations 2.3 and 2.4 assume flat interfaces, 
negligible line tension, and spherical smooth particles. Researchers often call this set of 
assumptions the” Pieranski equation” even though Equation 2.3 is more commonly found 
in literature. More sophisticated models exist, however, that account for forces not 
included in the Pieranski equation. Line tension, !, is effectively the 1-D analogue of 
interfacial tension, accounting for the change in free energy with respect to the length of 
the three-phase contact line, ℓ. 
(a) (b) 
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 ! = !"!ℓ !,!,!,! (2.5) 
While this force is usually small and difficult to measure [16], it becomes significant with 
nano-sized particles. Aveyard and Clint [17] proposed adding an extra term to the 
Pieranski equation to account for line tension: 
 Δ! = !!!"!!! + 2!!! !!" − !!" 1− !!! +   2!"# 1− (!! !)! (2.6) 
Equation 2.6, however, still assumes a flat interface and was therefore recently further 
extended by Lehle and Oettel [18] to include the effects of capillary waves: 
 ∆! = !!!" !! − !! ! 1− !!!,!"!1+ !"!!(1− !!!,!") ! = !!!"! !!,!" = !! − !!! 
!! ≈ 1.12!!!!,!"  
(2.7) 
 
 
(2.8) 
(2.9) 
(2.10) 
where z0 is distance between the flat interface and the center of the particle, and !! is the 
wavelength of the largest capillary wave in the system (!! = !!"∆!" for systems subject to 
gravity). The inclusion of these forces somewhat softens the interaction potential, but also 
extends the range over which the particle and interface interact [18, 19]. 
 Capillary wave and line tension effects become negligible with micron-sized 
particles. However, deviations from the Pieranski relation may still occur. At curved 
interfaces (i.e. emulsion droplets), the effect of curvature may be significant. The model 
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proposed by Komura et al. accounts for the curvature, !, of the interface in the calculation 
of particle desorption energy. Curvature is defined as ! = !/!!" according to Figure 2.3 
adapted from [20]. 
 
Figure 2.3 Schematic illustration of a spherical particle adsorbed to a spherical interface 
whose radius of curvature is R12. Adapted from [20]. 
  
The relation developed by Komura et al. is shown in Equation 2.11 [20]. 
 ∆! = 2!!!!!" !!" − !!"!!" cos ! − ! − 1− !"#!!3!!
− !3 3 cos ! − ! − !"#! ! − !  
(2.11) 
For a particle at the equilibrium position on the AB interface curved towards liquid B, the 
volume fraction of the particle located in Liquid B is larger than that in the case of a flat 
interface since the contact angle is independent of interfacial curvature[20]. 
 Characteristics of the individual particle can also affect its adsorption. Particle 
roughness increases the total surface of the particle and, as a result, narrows the range of 
A 
B 
 
 r 
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contact angles over which particle adsorption is stable[21, 22]. Particle shape also plays a 
major role since it introduces a rotational degree of freedom over which the energy may 
be minimized. Typically, the most favorable configuration has the longest dimension of 
the particle oriented parallel to the interface  (See Figure 2.4) [23] . Particle surface 
chemistry plays a major role in defining self-assembled patterns. Some of the surface 
functionalization schemes include dissociable groups [14, 24-26], Janus particles [27-30], 
and polymer brushes [31]. 
 
Figure 2.4 Relative stability of non-spherical nanoparticles at the interface with respect 
to particle shape and orientation. Adapted from [23]. 
 
Equations 2.1 – 2.10 govern how particles adhere to the liquid-liquid interface. 
Using the interface as a 2D scaffold, the particles can then self-assemble into a variety of 
interesting patterns. Inter-particle forces are the primary driving force behind the 
formation of these structures. Most significant between micron-sized particles are the 
electrostatic, Van der Waals, and capillary forces[23]. As will be explained below, the 
strength and range of these forces depend on the following solvent-tunable parameters: 
dielectric constants, Hamaker constants, and the interfacial tension, respectively. 
Although these forces are much weaker than the particle-interface interaction, they 
warrant some discussion because it is by manipulating these forces that self-assembled 
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structures are tuned. It should be noted, however, that theory describing inter-particle 
interactions at the interface is not as well developed as theory describing particle-
interface interactions.  
Particle charge is usually a result of dissociation of the functional groups on the 
surface (i.e. R-OH à R-O- + H+). In a bulk phase, charged particles would exert 
repulsive forces uniformly in all directions. At the interface, however, two sides of the 
same particle exert forces though different media, and the degree of dissociation can 
differ in each liquid. Therefore, the particle-particle electrostatic interactions are of the 
dipole-dipole type and are always repulsive[23, 32]. The tunable feature of this 
interaction is the dielectric constant, !, of either or both of the liquids. Electrostatic 
interactions depend inversely on !, so a lower ! of one liquid will increase the range over 
which electrostatic repulsions are felt. The resulting self-assembled structures are 
ordered-lattices of particles [33, 34] as shown in Figure 2.5. 
 
Figure 2.5 Optical micrograph of and ordered lattice of polystyrene particles at the 
oil/water interface. Particles are 2.7 microns in diameter. Adopted from [33]. 
 
 Van der Waals are attractive forces that account for dispersion/London forces and 
depend on the size of the colloidal particle and the Hamaker constant, AH, which is 
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We have used a laser tweezers method to investigate the
very long-range repulsive forces which have recently been
observed to operate between particles present in monolay-
ers at the nonpolar oil-water interface [1]. Such forces
have general relevance to the properties of emulsions sta-
bilized by adsorbed solid particles. Interparticle repulsion
leads to high order in relatively dilute monolayers; an im-
age of a monolayer of spherical polystyrene latex particles
at the interface between water and a mixture of decane and
undecane is shown in Fig. 1. The particles, which carry
ionizable sulfate gr ups at their surfa es, have a diameter
of 2.7 mm.
It has been shown [2,3] that the electrostatic repulsion
between charged particles at an interface between water
and a medium of low relative permittivity (air or oil) is
enhanced over that between similar particles in bulk wa-
ter. The origin of the effect is due to the asymmetry of the
electrical double layer at that part of the particle surface in
the aqueous phase, which gives rise to an effective dipole
normal to the liquid surface. The dipole-dipole repulsion
through the phase of low relative permittivity is longer
range than that through the aqueous (electrolyte) phase,
the latter being subject to counterion screening. Theoreti-
cal treatments of the phenomenon have subsequently been
given by Hurd [4], by Earnshaw [5], and by Goulding and
Hansen [6].
It has been demonstrated [1], however, that the “long
range” repulsion arising from asymmetric double layers of
adsorbed particles is insufficient to give rise to the kind
of structuring seen in Fig. 1. The ultralong range repul-
sion between polystyrene particles has been attributed to
a small amount of surface lectric charge present at the
oil/particle interface. We believe that this charge origi-
nates from the surface sulfate groups, a very small fraction
of which is stabilized by water trapped on the rough par-
ticle surface. The interparticle repulsion be ween two par-
ticles is thought to arise from unscreened charge-charge
interactions acting through the oil phase together with
interactions invo ving the charge on one particle and the
image charge (in the water phase) of the other particle. Im-
portantly, the repulsion between particles at the oil/water
i terface is ins nsitive to the pr sence of even high concen-
trations of electrolyte !1 mol dm23" in the aqueous phase.
This observation is contrary to the predictions of the inter-
particle forces based on dipole-dipol interactions which
FIG. 1. Optical micrograph of a monolayer of polystyrene
spheres, diameter 2.7 mm, at the interface between water and
a mixture of decane and undecane in the trough (see Fig. 2);
the average distance between particle centers is 5.8 mm. In the
force experiments much more dilute films have been used.
246102-1 0031-9007#02#88(24)#246102(4)$20.00 © 2002 The American Physical Society 246102-1
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solvent dependent[35]. Early studies have shown that these forces are much stronger 
between particles at the interface than between particles in the bulk[23, 36]. However, 
Patel and Egorov have shown that the Hamaker constant can be tuned such that these 
forces are completely screened[37]. These Van der Waals forces have been observed to 
decay with 1/d6 dependence, where d is the distance between the particles, and can thus 
be accurately described by the well-known Lennard-Jones potential [23]. 
 Capillary forces between particles can be attractive or repulsive and arise due to 
deformations of the interface, or menisci, around the adsorbed particles. Meniscus-
meniscus interactions are attractive if their curvatures are of the same sign (i.e. concave-
concave or convex-convex) and repulsive if their curvatures are of the opposite sign (see 
Figure 2.6a) [38] . Tunability of this force lies in the interfacial tension, to which the 
magnitude of the interaction is proportional[38]. However in order for menisci to form, 
some force perpendicular to the interface must be applied. Bowden and coworkers made 
use of the buoyancy force to create menisci around polymeric plates at the 
perfluorodecalin/water interface (See Figure 2.6) [39] . By adjusting the hydrophobicity 
of each side of the hexagon, this group was able to direct self-assembly and influence the 
final self-assembled structure [39-41]. 
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Figure 2.6 (a) Schematic illustration of attractive and repulsive capillary forces. (b) Self-
assembled structure of polymeric hexagons at the oil/water interface. Adopted from [40] 
and [39] respectively. 
 
Particles trapped in the thin film between two droplets can form tightly packed 
aggregates due to inter-particle capillary forces induced by mechanical forces on the 
droplets[42-47]. It is evident that the capillary force is easily tunable and significantly 
affects the self-assembled structure. 
 Apart from being the least understood, forces in addition to the three mentioned 
above are generally minor and only apply to nanoparticles. These include solvation forces 
(i.e. depletion) [23]  and attractions due to thermal fluctuations in the interface, like 
capillary waves[18, 48, 49]. Self-assembly of nanoparticles is not a dormant field, 
however, and further investigation of these forces may be necessary to successfully 
control self-assembly at this scale. Table 2.1 provides a summary of all of the inter-
particle forces discussed in this section. Manipulating these forces has lead to a wide 
array of applications, which will be discussed next. 
 
(a) (b) 
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Table 2.1 Characteristics of interaction forces between particles at liquid-liquid 
interfaces. Adapted from [23]. 
Interaction Character Functionality 
Strength 
(kT) 
Particle 
Size 
Capillary Attractive/Repulsive ln(R/d) 10 - 105 nm - mm 
Electrostatic Repulsive (R/d)3 10 - 105 nm - !m 
VdW Attractive (R/d)6 0.1 - 1 nm - !m 
Fluctuation Attractive (R/d)8 1 nm 
Solvation 
Attractive/Repulsive/
Oscillatory 
 
1 nm 
 
 The primary application of particle self-assembly at liquid-liquid interface is 
Pickering emulsions. As discussed before, the solid particles are adsorbed at the liquid-
liquid interface and are expected to form a barrier preventing droplet-droplet coalescence, 
thereby stabilizing the emulsion. Ramsden [6] and Pickering [7] were the first to observe 
this type of emulsion in the early 1900’s, but their findings did not receive wide attention 
until nearly a century later. Now Pickering emulsions are often encountered in the 
recovery, separation and cleaning of crude oil [50, 51], wastewater treatment [52], food 
industry [53], etc. In the last 20 years, there has been increased interest in Pickering 
emulsions because the open avenues for potential new applications. For example, 
emulsions stabilized by metal oxide particles are potentially attractive alternatives for 
conventional surfactants and may lead to new skincare and sunscreen formulations [54, 
55]. Emulsions are widely encountered in food technology and effective emulsification is 
crucial to the quality, appearance and taste of many food products. Some of the particles 
that act as emulsifiers in food products are fat crystals and starch granules [56]. Fuller’s 
group employed paramagnetic solid particles to prepare water-decane emulsions whose 
stability could be tuned and controlled using an external magnetic field [57]. In other 
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applications, the Pickering emulsion droplets can act as drug delivery vehicles for 
controlled release of therapeutic substances [58, 59]. Pickering emulsion droplets as 
template also offer novel synthetic routes for the synthesis of nanocomposites, with a 
polymeric core and outer shell of solid particles via a surfactant-free emulsion 
polymerization method [60, 61]. Our group has developed framework to synthesize 
temperature responsive core-shell nanoparticles for drug delivery [62, 63]. Using Pd, 
Resasco’s group has shown that the stabilizing particles can be used as catalysts for 
hydrogenation reactions [2, 3]. Such a system significantly simplifies hydrogenation 
reactions because the products are separated from the reactants within the reactor, 
eliminating the need for expensive separation equipment [2, 3]. Recently, a new 
macroscopic structure call a “bijel” has started to draw attention. These are soft materials 
where both liquid phases are continuous and interpenetrating, separated by a “jammed 
layer” of solid particles [64]. Because of their unique bicontinuous nature, these materials 
may application as novel catalysis or mass transfer devices [64]. 
 Self-assembly of microstructures and nanostructures is also of interest since it 
provides a “bottom-up” approach to synthesis of novel devices as opposed to lithography 
or microprinting, for example [65]. Self-assembled hollow spheres with a permeable shell 
of microparticles are known as “colloidosomes.”  Colloidosomes have potential 
application in controlled delivery and cosmetics, arising from the controllable 
permeability of the particle shell [59, 66-72]. Velev et al. first reported a technique for the 
preparation of hollow spheres by the assembly of micron-sized sulfate latex particles on 
the surface of octanol droplets in water [58]. Particles are generally cross-linked at the 
interface, leaving a stable colloidosome of a few nm to microns in diameter [65]. These 
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structures are generally very sturdy [73] and can be functionalized to be pH-sensitive 
[74]. Silica, CdSe, CdSe/ZnS, gold, Fe3O4 nanoparticles, carbon nanotubes, and nanorods 
can all self assemble into colloidosomes [65]. Figure 2.7 shows an example of a 
colloidosome formed from a Pickering emulsion droplet. Raspberry-type formations are 
solid cores decorated with smaller colloidal particles and can be formed by polymerizing 
or gelling the Pickering emulsion droplets covered with particles [65]. Other structures 
formed from Pickering emulsion droplets include rod-shaped liquid cylinders [75] and 
partially coalesced droplets [76]. 
 
Figure 2.7 SEM images of a colloidosome formed by the self-assembly of polystyrene 
particles. Adopted from ref [59]. 
 
 Nanoscale structures can also self-assemble at the liquid-liquid interfacial 
template. Russell and coworkers observed the size-dependent self-assembly and transport 
of ligand-stabilized CdSe nanoparticles across toluene-water interfaces [77, 78]. They 
also demonstrated a technique to crosslink the reactive ligand groups after the 
nanoparticles formed an interfacial layer, which yielded an ultrathin nanoparticle 
membrane with significant mechanical strength [79]. Moehwald and coworkers 
   19 
extensively investigated the self-assembly of gold and silver nanoparticles capped with a 
variety of ligands with varying chain lengths [80, 81]. They also demonstrated the 
feasibility of using Fe3O4 nanoparticles to prepare novel magnetic colloidosomes with 
selective permeability to precisely control the transport across the self-assembled shell 
[82].  
 Apart from ligand-stabilized nanoparticles, other nanoparticles have also been 
employed. Simovic and Prestidge investigated the self-assembled structure of 
hydrophobic and hydrophilic silica nanoparticles at the polydimethylsiloxane (PDMS)-
water emulsion interfaces [83-85]. In a unique application, Russell et al. used liquid-
liquid interfaces for self-assembling and crosslinking of bionanoparticles [86]. The self-
assembly of carbon nanotubes [87, 88] and lipid nanotubes [89] at Pickering emulsion 
interfaces has also been reported. Other instances of self-assembly of nanoparticles at 
liquid-liquid interfaces are the composite hollow spheres formed by gold nanoparticles-
tetrapyridylporphine [90], formation of “breath figures” – nanoparticle assemblies 
confined to ordered arrays of spherical cavities [91], and shells of heterodimers of 
nanoparticles with functionalized surfaces [92].  
 One of the most interesting applications of this phenomenon is the self-assembly 
of biomaterials. Significant findings in this area have emerged mainly in the last 5-7 
years. Russell and coworkers recently demonstrated that virus particles could self-
assemble and crosslink at the oil/water interface to create “virus-based” membranes [86, 
93]. Virus particles remained intact and the membrane was stable[86, 93]. Proteins and 
viruses can also self-assemble at Pickering emulsion droplet interfaces to create bio-
“cages” [94]. Similar to the raspberry structures mentioned above, solid cores can be 
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functionalized with biomaterials after they have self-assembled at the soon-to-be 
solidified droplet interface [95-97]. Finally, by increasing the viscosity of one of the 
liquid phases, Kaur et al. induced the self-assembly of and cross-linked turnip yellow 
mosaic viruses at the oil/water interface[93]. The resulting 2D crystal could be 
transferred to a solid substrate for further use (See Figure 2.8) [93] . A more complete 
review of interfacial self-assembly of viruses can be found in ref [94]. 
 
Figure 2.8 TEM image of the self-assembled 2D crystal of turnip yellow mosaic viruses. 
Adapted from ref [93]. 
 
 Particle-self assembly at liquid-liquid interfaces has already seen significant 
application, as demonstrated by the wide array of Pickering emulsions, particle types, and 
micro/nano structures available in the literature. Tuning of this phenomenon is primarily 
accomplished by functionalization of the particles themselves. However, tuning by the 
solvent is certainly viable, as demonstrated by the dependence of the inter-particle forces 
on solvent properties. Manipulating these properties can be difficult and somewhat 
prohibitive given the fixed molecular nature of each type of solvent. Ionic liquids, 
however, may overcome this obstacle, as discussed in the next section. 
  
The assembly process was carried out in a closed chamber
and equilibrated for 2 h. TYMV particles were cross-linked
using glutaraldehyde. The cross-linked layer of TYMV was
transferred to the surface of the wafers and grids for microscopy
experiments. The formation of highly ordered 2-D hexagonal
arrays of TYMV nanoparticles is evident in the TEM and SFM
micrographs as shown in Figure 5. In situ X-ray scattering
confirmed the ordering of the TYMV at the interface, but the
electron density contrast was too small to quantitatively assess
the thickness of the layer. Shown in Figure 5d is a Voronoi
Figure 5. (a) TEM image of hexagonally assembled TYMV particles at the O/W flat interface, where the layer was transferred to the TEM
grid from the interface directly. (b) SFM phase micrographs of interfacial layer, of the self- TYMV nanoparticle monolayer transferred
directly onto a glass surface from the O/W interface. (c) TEM image used for image analysis. (d) Voronoi diagram constructed from the
particle center locations in image (a). TYMVnanoparticles having four, five, six, and seven nearest neighbors aremarked in blue, pink,white,
and green, respectively. (e)Distribution of the normalized particle center-to-center distances a/Æaæ in theVoronoi diagram shown in (d),where
Æaæ is the average particle center-to-center distance. (f) Orientational order correlation function calculated from (c).
DOI:10.1021/la900167s Langmuir 2009, 25(9),5168–51765174
Article Kaur et al.
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2.2 Ionic Liquids 
 Nearly every field of science and engineering deals with liquids to some degree. 
Consequently, liquids are generally well characterized and their thermophysical 
properties can be accurately predicted by theoretical and empirical relationships. In fact, 
so great is our familiarity with liquids that qualitative judgments are easily made upon 
examination of the molecular structure alone (i.e. large molecules have lower vapor 
pressures). Ionic liquids (ILs, sometimes referred to as “molten salts at room 
temperature” [98] ) present significantly different behavior and often exhibit exciting 
capabilities. They are, in fact, a new class of liquids. In contrast to the common liquids 
consisting of a single molecular component, ILs are binary mixtures of charged species. 
Effectively, they are molten salts whose melting point is below 100oC[99, 100]. The 
unusually low melting point is due to steric resistance to packing[101]. Unlike most ionic 
compounds, the components of ILs are irregularly shaped and do not readily form 
crystalline lattice structures. Figure 2.9 gives a basic comparison of ILs to crystalline 
salts and conventional oils. 
 
Figure 2.9 General comparison of inorganic salts, ionic liquids, and conventional oils. 
 
The liquid state is very advantageous since most industrial settings have 
frameworks in place for liquid handling. In fact, one of the hallmark advantages ILs 
present is negligible volatility, which makes them excellent candidates as “green 
   22 
solvents” to replace their air-polluting counterparts in existing chemical plants[100]. 
Even so, little is known about their thermodynamic and transport properties and there are 
few studies on their interaction with other species. As exemplified by their unusually low 
melting point, traditional thermodynamic relations do not easily predict the behavior of 
ILs. Much work remains to be done in order to understand this new class of liquids as 
well as the old. Despite this relative difference in understanding, applications involving 
ILs have become prolific in the last 20 years. This section will touch briefly on their 
history, general properties, and exciting applications. 
 Paul Walden was the first to report the evidence of an IL, ethylammonium nitrate, 
in 1914[99]. This IL was formed upon combination of ethylamine and nitric acid and had 
a melting point of 13-14oC[99]. However, as with Pickering and Ramsden, Walden’s 
discovery received negligible attention for nearly a century. The few publications that 
surfaced between that time and the early 1990’s primarily dealt with non water-stable, 
and consequently non air-stable, ILs based on the chloroaluminate (III) anion[98, 102, 
103]. The inherent water instability of these ILs presented great restriction to their 
application chemical processes[100]. Hence the sparse work. It was not until 1992 that 
alternative anions were suggested and water-stable ILs could be formulated[104]. Soon 
after this groundbreaking publication, researchers realized that it was possible to 
formulate a large number of ionic liquids simply by generating combinations of different 
cations and anions. Although there are over 106 possible ion combinations that result in 
an IL [105], Figure 2.10 lists a few of the most commonly used ions [106]. 
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Figure 2.10 Commonly used IL ions. Adopted from [106]. 
 
Even within this small group, a large number of ILs are possible. However, only 
two ILs seem to receive widespread attention across multiple literature sources: 1-butyl-
3-methylimidazolium hexafluorophosphate and 1-butyl-3-methylimidazolium 
tetrafluoroborate [107]. Imidazolium-based ILs are the most widely studied of all, 
probably due to ease of synthesis [108]. Since the seminal publication of Wilkes and 
Zaworotko [104], articles and patents with reference to with ILs have proliferated 
extensively, especially in the last 10 years. Figure 2.11 shows the number of publications 
including the words “ionic liquid” each year since 1992. 
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Figure 2.11 Publications per year that include the words "Ionic Liquid.” [109] 
 
As of the writing of this document, there have been already over 1000 such 
publications for 2013 [109]. Some of the leading research groups in this area are those of 
Edward Maginn and Joan Brennecke at the University of Notre Dame, Kenneth Seddon 
at Queens University Belfast, Gregory Warr at the University of Sydney, and Jose Nuno 
A. Canongia Lopes at the Technical University of Lisbon. A more detailed history of IL 
research can be found in an in-depth review by Plechkova and Seddon [100]. 
 Synthesis of ILs is usually performed near ambient conditions. Reagents are 
generally commercially available or easily synthesized in the laboratory. The two most 
common methods of preparation are metathesis and acid-base neutralization [110]. 
Metathesis reactions occur when two molecules exchange a bond [111] as shown below 
in Equation 2.12. 
 AB + CD à AD + CB (2.12) 
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Metathesis is how most of the imidazolium and tetraalkylammonium ILs are synthesized 
[110]. For example, in 1992, Wilkes and Zaworotko synthesized [EMIM][BF4] by 
combining [EMIM]I and Ag[BF4] in methanol[104]. [EMIM][PF6] was first prepared by 
mixing [EMIM][Cl] and HPF6 [112]. The resulting ILs can purified (often by evaporation 
of the contaminants), but trace halides are sometimes still present[113]. Acid-Base 
reactions are used to formulate monoalkylammonium ILs. The general scheme is shown 
below in Equation 2.13. 
 R-NH3 + H-B à NH4+ + B- (2.13) 
The first IL by Walden [99] as well similar ILs are prepared by combining equimolar 
amounts of the appropriate amine with nitric or formic acid[114]. Water and other 
impurities can be removed in vacuum. A more complete summary of IL synthesis can be 
found in refs [110, 115]. 
 As mentioned before, thermodynamic relations to describe ionic liquids are far 
from developed. It has been noted that lack of knowledge is one of the major obstacle 
preventing widespread industrial applications of ILs[107, 108, 116]. A number of general 
characteristics of ILs are known, however, and it is worthwhile to discuss them here. As 
fluids, they are generally Newtonian [117], highly viscous, and denser than water. These 
properties, as well as others such as water miscibility, melting point, decomposition 
temperature, self-diffusivity, heat capacity, and solvation properties can be tuned to the 
desired application simply by judicious choice of anion and cation. A list of properties 
and their general ranges for ILs is shown in Table 2.2. It should be noted that the data for 
this table was determined by a scan of the literature, not individual experiments. 
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Table 2.2 General properties of pure ILs with their respective ranges as determined 
experimentally. 
Property Units Range References 
Melting Point oC -30 - 100 [118, 119] 
Specific Gravity - 0.8 - 3.3 [100] 
Viscosity(20oC) cP 22 - 40,000 [119, 120] 
Surface Tension mN/m 34 - 55 [120] 
Heat Capacity (300 K) J/mol*K 300 - 360 [107] 
Liquid Range oC Up to 400 [108] 
Decomposition T oC 374 - 500 [108, 118] 
 
Vapor phase data are not included in Table 2.2 because one of the hallmark 
features of ILs, and the main reason they are termed “green solvents,” is their unusually 
high resistance to evaporation. This does not mean, however, that they cannot exist in the 
vapor phase. In a publication in Nature [121], Earle et al. showed that under low 
pressures (0.1-5.0 mbar) and high temperatures (300oC), ILs could actually vaporize and 
mixtures of ILs could be purified via distillation. The vapor “particles” have been 
determined to be single pairs of ions [122], thus maintaining charge neutrality. Given that 
measureable quantities of vapor existed only at high temperature vacuum conditions, the 
vapor pressure of ILs at room temperature can be considered negligible (it usually 
immeasurable). 
Wide tunability of most properties is possible simply by changing the size, shape, 
or functionality of one of the constituent ions. Since the resistance to crystalline packing 
maintains the liquid state, one can infer that melting points would be a function of the 
geometric mismatch of the ions. Holbrey et al. showed that increasing the alkyl chain 
length on the imidazolium cation resulted in lower melting points[123]. Small anions 
tend to decrease the melting points as well[100]. Melting points show also a strong 
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dependence on a subtler characteristic of the IL: cation symmetry. Bonhote et al. and 
Seddon have shown that cation asymmetry greatly decreases the melting point [119, 124]. 
Therefore, in order to lower the melting point of an IL, ions with a higher geometric 
mismatch can be chosen. 
On the other end of the liquid range, ILs generally undergo thermal 
decomposition instead evaporation. The thermal decomposition temperature is most 
affected by the nature of the anion. Huddleston et al. showed that for imidazolium-based 
ILs, the decomposition temperature followed the following trend: Tf2N > BF4 > PF6 > 
halides [125]. Therefore, for high-temperature applications, Tf2N ILs should be used. It 
should also be noted that PF6-based ILs risk hydrolysis of the anion upon contact with 
small amounts of water, which releases HF [126]. Even so, [BMIM][PF6] is one of the 
most widely studied ILs. Therefore, the upper end of the liquid range can be tuned by 
judicious choice of the anion.  
 
Figure 2.12 1-Butyl-3-Methylimidazolium Hexafluorophosphate ion pair, the most 
widely studied IL despite its hygroscopic nature and subsequent reaction with water that 
produces HF. C, N, H, P, and F atoms are represented in cyan, blue, white, gray, and 
green, respectively. 
 
Of particular interest to this study, ion choice also affects water miscibility. For 
example, we have observed that [BMIM][BF4] is miscible with water, while 
[BMIM][PF6] is not. Seddon et al. present evidence that in 1-alkyl-3-methylimidazolium 
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ILs, the anion is the primary factor in determining water miscibility as follows: ILs with 
[PF6] and [(CF3SO2)2N] anions are immiscible with water, while those with halide, 
ethanoate, nitrate, and trifluoroacetate ions are miscible with water [127]. The chain 
length of the alkyl group can also influence water miscibility, with longer chain lengths 
resulting in decreased miscibility [127, 128]. 
Prediction schemes for other properties are not as straightforward. Viscosity is 
affected by the ion structures in a more subtle way. The research group of Dr. Mark 
Kobrak has proposed that this property depends on the “charge arm” or distance between 
the center of mass and the center of charge on each ion[129]. As of yet, this seems to be 
the most obscure structural characteristic used to predict bulk properties. Structural 
features, however, currently form the basis of all prediction schemes for ILs. No 
equations of state are available for predictions of PVT behavior. However, group 
contribution theory [130, 131] has been used to estimate critical properties and acentric 
factors of many ILs [132]. Those properties were indirectly validated by calculating 
densities with correlations that used them and comparing to experimental measurements 
[132]. Empirical models like this currently constitute the primary method for prediction 
of thermophysical properties[108]. Along with high cost and viscosity, this problem 
represents the main obstacle in industrial IL applications. 
Despite these complications, applications that include ILs are not few in number. 
Foremost are applications taking advantage of IL solvent capabilities. Compared to the 
600 solvents currently used in industrial processes [100], the number possible pure IL 
formulations (not to mention binary and ternary mixtures) is nearly infinite. It is therefore 
believed that ILs could be tailored to fit the needs of any solvent application. For this 
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reason, they are often called “designer solvents.”  Seddon even commented, “For the first 
time, it is possible to design a solvent to optimize a reaction (with control over both yield 
and selectivity), rather than to let the solvent dictate the course of the reaction[133].” 
Indeed, there is evidence that reactions can be carried out with higher yield in ILs and 
sometimes undergo new mechanisms[108, 110, 124, 134-136]. Another advantage of ILs 
is that they can solubilize both polar and non-polar solvents. [BMIM][PF6] can dissolve a 
number compounds from benzene to alcohols[137]. Clearly, ILs have great potential as 
versatile solvents. While technology is still evolving to live up to that potential, IL 
researchers in academia have repeatedly predicted widespread industrial application of 
ILs. Table 2.3 is an adaptation from ref [100] that gives a good comparison of ILs to 
organic solvents in light of industrial application. 
Table 2.3 Comparison of ILs to organic solvents in light of industrial application. 
Adapted from ref [100]. 
Property Organic Solvents Ionic Liquids 
# of Solvents >1,000 >1,000,000 
Applicability Single function Multifunction 
Catalytic ability Rare Common and tunable 
Chirality Rare Common and tunable 
Vapor Pressure 
Obeys the Clausius-Clapeyron 
Eqn. 
Negligible under normal 
conditions 
Flammability Usually flammable Usually nonflammable 
Solvation Weakly solvating Strongly solvating 
Tune ability 
Limited range of solvents 
available Virtually unlimited range 
Cost Normally cheap 
2x to 100x the cost of organic 
solvents 
Recyclability Green imperative Economic imperative 
 
 One of the famous applications of ILs is in CO2 absorption. Joan Brennecke and 
Edward Maginn have pioneered this subject with both experimental and theoretical 
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studies[138-142]. Gurkan and coworkers (Brennecke research group) even showed that 
for every mole of IL, nearly a mole of CO2 can be absorbed (See Figure 2.13) [140] . 
After absorption, the CO2 can be removed from the IL by applying lowering the pressure 
and raising the temperature. This application is of particular interest given the recent 
focus on CO2 emissions. Fortuitously, the negligible volatility of ILs makes them 
excellent candidates for supported liquid gas separation membranes, which suffer 
degradation due to liquid loss [108, 143-145]. 
 
Figure 2.13 CO2 absorption by ILs [P66614][Met] and [P66614][Pro] at 22oC. Adapted from 
ref [141]. 
 
 ILs also readily absorb other gas species. A revolution in gas storage technology 
is taking place at Air Products. Two patents submitted in 2006 [146, 147] describe a 
system in which gases can be stored and transported at sub-atmospheric pressures by 
absorbing them in an IL. Gases can be easily removed at room temperature upon 
applying a vacuum [148]. The authors tuned the IL by selecting anions that complex with 
the gas (Lewis acid-base chemistry) to be stored [148]. Air Products’ invention is a prime 
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example of how ILs can be tailored to specific applications and dramatically improve 
process safety. Plechkova and Seddon call it “a true green chemistry success [100].”   
   Gas molecules are only the beginning for IL absorption technology. In a recent 
article in Science, Dr. Paul Painter’s group at Penn State showed that ILs successfully 
separated silica particles from oil/sand mixtures (See Figure 2.14) [149] . Actual sand 
from the contaminated BP spill site was clean within seconds [149]. AFM measurements 
suggest that the silica-oil binding energy is reduced in the presence of the IL, which may 
aid in their separation [150]. 
 
Figure 2.14 An oil/sand mixture separated by an IL. Adopted from ref [149]. 
 
Providing a way of efficiently cleaning oil sands would have significant 
environmental impacts. Industrial implications are also likely since this process would 
significantly reduce the cost of processing oil tars for gasoline and oil production. Solid 
particle absorption has also been observed in our lab where sulfate-treated polystyrene 
particles were absorbed from the water phase into IL emulsion droplets [151]. This 
unique absorption capability may allow ILs to see applications in water treatment and 
novel cleaning products. 
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 The applications mentioned thus far represent only the more famous 
developments to date. ILs have also seen use in extraction [152-154], lubrication [155, 
156], batteries [157, 158], surfactants [159, 160], and paint additives [161]. Using the 
feature of negligible vapor pressure, Linde has developed a gas compressor that uses an 
IL piston and has only eight moving parts [162-164]. ILs have also been used to break 
common azeotropes such as  water-ethanol and water-tetrahydrofuran [100, 165]. Many 
large chemical companies such as ExxonMobil, SASOL, BP, Chevron, and PetroChina 
have started to show interest in developing IL technology[100]. A recent review in 
Nature Materials commented that ILs were “the basis of a quiet revolution in materials 
science[156].”  It can only be expected that more exciting IL innovations are on the 
horizon. 
 ILs represent a new class of liquids of great interest to the science and engineering 
community. New applications are surfacing every year and ILs are expected to replace 
volatile organic solvents in favor of greener processes. However, fundamental 
understanding of IL properties and behavior is only in its infancy. Liquid-liquid 
interfaces are no exception: there is much work to be done. The purpose of this study is to 
obtain fundamental understanding of the unique properties and phenomena of self-
assembly at IL-based liquid-liquid interfaces. Interfacial self-assembly is currently 
governed by the particle properties, which sometimes requires expensive particle 
functionalization. Solvent-tuned self-assembly may allow for formation of the same 
micro- and nano- structures regardless of particle properties. The remarkable tunability of 
ILs makes them ideal candidates for such a potentially advantageous process. It is hoped 
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that further study of their interfaces will enhance existing understanding and promote 
new and exciting applications for a variety of fields. 
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CHAPTER 3  
IONIC LIQUID-BASED INTERFACES AND THEIR INTERACTIONS WITH 
MICROPARTICLES 
3.1 Introduction  
Since excitement about ILs is still rather recent, little is known about IL-based 
interfaces. In general, interfacial tensions are rather low: IL/water and IL/oil interfacial 
tensions are between 10 and 20 mN/m [166]. We have measured the interfacial tension 
between two ILs (Ethylammonium nitrate and trihexyltetradecylphosphonium bis(2,4,4-
trimethylpentyl)phosphinate) to be 0.952 mN/m. As ILs possess many unique properties 
and capabilities, so do their interfaces. Section 3.3.1 will discuss some of these properties 
with special attention to the dynamics of IL-based interfaces. Particularly, section 3.3.1 
will address the transitory nature of the interface between mutually miscible ILs. When 
two mutually miscible liquids come in contact, a sharp concentration gradient is initially 
formed. Despite the fact that the liquids indeed mix, this concentration gradient 
represents a difference in chemical potential and can result in a transitory interfacial 
tension, as shown in Equation 3.1 [167, 168]. 
 ! ∝ !"!" !"!!!!  (3.1) 
Here ! represents the interfacial tension, c represents the concentration, and the x 
direction is perpendicular to the interface. While this interfacial tension is often small and 
decays quickly (with t-1/2) [168, 169] , it can be measured [168, 170-173] and even 
influence mixing behavior [169, 174-177]. As the two liquids mix, interesting optical and 
structural phenomena emerge such as graded profiles of refractive index [178], fingering 
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[179, 180], and fractal structures similar to crystal growth[181, 182]. More importantly, 
this phenomenon is of great importance to the field of microfluidics. In contrast to 
macroscopic systems, laminar flow dominates in microfluidic devices and introduces 
difficulties in mixing, especially at high Peclet numbers[183-186]. Microfluidic 
technology has begun to revolutionize fields of analysis [187], particle synthesis[188, 
189], and reaction engineering[190]. ILs are also gaining ground in these fields [100, 
110, 115, 191] and have been seen in recent microfluidics applications [192, 193]. Given 
this trend, we believe that investigation of non-convective mixing of ILs is imperative.  
 Why should mixing ILs be different than mixing molecular liquids?  The first 
difference lies in the binary nature of ILs: ions within one IL may diffuse into the other 
IL at different rates. This feature turns a binary diffusion problem into a quaternary 
diffusion problem. Secondly, very little is known about the interface between two ILs. 
These interfacial species experience high coulombic interactions and many orientational 
degrees of freedom over which to influence interfacial behavior, due the binary nature of 
ILs (i.e. more interfacial molecular configurations are possible with four species than 
with just two). It is expected that the effect of coulombic interactions would be especially 
significant because of the long-range nature of these forces. In this study we primarily 
explore the mixing of two ILs: 1-butyl-3-methylimidazolium hexafluorophosphate 
([BMIM][PF6]) and ethylammonium nitrate (EAN). Both experimental and 
computational results are discussed in section 3.3.1.  
Section 3.3.2 will introduce particles at IL-based interfaces and observe their 
interactions. Interactions between particles and liquid-liquid interfaces have received 
increased attention in recent years, specifically with self-assembly processes [65] and 
   36 
Pickering emulsion formulation [6, 7]. These applications are driven by strong adhesive 
forces between the particles and the liquid-liquid interface (on the order of 106 kT for 
microparticles [14]). For example, in Pickering emulsions the strongly adhered particles 
form an “armor” around each droplet, preventing coalescence during collision [6, 7]. In 
fact, this adhesive force is so strong that an excess of microparticles can “jam” the 
interface, causing droplets to deform into a variety of shapes [75, 194]. In light of this 
strong interaction, one may ask a trivial question: is it possible to transport a 
microparticle through the liquid-liquid interface?  Such a phenomenon has relevance to 
applications such as particle extraction [150, 195-197], nanoparticle synthesis [198-200], 
and microstructure self-assembly [67]. To pass from one liquid phase to another, a 
particle must overcome those strong forces that would cause it to adhere to the interface. 
To our knowledge, spontaneous occurrence of this phenomenon has not yet been 
observed at oil/water interfaces. Only by propelling the particles with shear forces (and 
sometimes functionalizing them with surfactants) can particles be forced to cross. Section 
3.3.2 presents direct observations of a new phenomenon in which microparticles were 
spontaneously transported through liquid-liquid interfaces with the aid of neither shear 
forces nor surfactants. These interfaces were based on a class of materials named ionic 
liquids (IL), some of which can absorb micron-sized particles from water or oil without 
any external agitation. 
Even with the help of shear forces and surfactants, examples of particle transport 
across the interface are not very numerous. One of these examples is the work of Velev et 
al. [67]  in which surfactant-covered latex beads were transported from the water 
continuous phase into octanol emulsion droplets. The authors suggested that the 
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surfactant provided a positive charge to the particles, increasing their attraction to the 
negatively charged octanol droplets [67]. Recently, Dai and co-workers reported that 
apart from covering 1-butyl-3-methylimidazolium hexafluorophosphate (an IL) emulsion 
droplets, some polystyrene microparticles could be completely extracted from the water 
phase by the IL [151, 201]. Wei et al. showed that upon agitation, gold nanoparticles 
could also be extracted from water into an IL phase [202]. Painter et al. have shown that 
sand particles can be removed from oil/sand mixtures within seconds by mixing with an 
IL [150, 195-197]. This separation technique has potential in oil sand processing as well 
as oil spill beach cleanup since the separated sand is “so clean you could toss it back on 
the beach [149].”  In the field of nanoparticle synthesis, phase transfer is necessary where 
the synthesis phase differs from the application environment [198-200]. For example, 
metal nanoparticles can be synthesized with high precision and unique functionality in 
organic phases, but must be (and are) transferred to an aqueous phase to realize any 
biological application [198, 199].  
Again, in all of these examples, mixing (and sometimes surfactant) was used to 
help particles overcome the adhesive effect of the oil/water interface. To accomplish this 
task without these aids requires a new interfacial phenomenon in which the adhesive 
forces can be bypassed. Our report demonstrates that some IL-based systems possess this 
unique capability and can actually transport microparticles across the interface 
spontaneously. This phenomenon was recorded microscopically in real time. 
Having discussed the fundamentals of particle interactions with IL-based 
interfaces, section 3.3.3 will explore applications of these interactions in the context of 
Pickering emulsions. As mentioned in Chapter 2, the standard morphology in Pickering 
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emulsions consists of single droplets armored with a monolayer of solid particles. One 
important aspect of Pickering emulsions is that depending on the nature of the solid 
particles as well as the properties of the liquid phases, the self-assembled particles at the 
liquid-liquid interface may exhibit a variety of patterns. For example, the self-assembly 
of polystyrene microparticles at oil-water emulsion droplet interfaces has been well 
studied and the structure ranges from aggregated domains to ordered lattices [24, 203-
205]. The morphology of these structures depends strongly on the surface chemistry of 
the solid particles and the nature of the interface. Figure 3.1 shows some standard 
examples of Pickering emulsion droplets covered with particles. 
 
Figure 3.1 Oil droplets in water covered with polystyrene particles (1.0 micron diameter) 
in various morphologies. Images a and b were adopted from ref [24] and image c was 
adopted from ref [34]. 
 
Particle self-assembly at IL-water interfaces differs significantly in morphology to 
that at oil-water interfaces. Ma and Dai observed that the microparticles on the 
[BMIM][PF6] droplets in water did not form colloidal lattices, but partially to completely 
covered the droplets in a close-packed configuration (See Figure 3.2) [151] . One 
hypothesis is that because of the higher ionic strength of the ionic liquid, the repulsive 
forces between the particles were screened, thus eliminating the lattice structure and 
(a) (b) 
 
(c) 
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enabling closer packing [151, 206]. Nakashima et al. showed that particle packing at the 
same IL-water interface could be tuned by adjusting the chemical structure of the IL and 
the pH of the aqueous phase [207]. These authors suggested that adsorption of 
negatively-charged nanoparticles was electrostatically driven because the IL interface 
might carry a net positive charge [207]. Interestingly, in the experiments of Ma and Dai, 
positively-charged microparticles adhered to the IL-water interfaces just as well as 
negatively charged microparticles [151]. Clearly more research on particles at interfaces 
involving ILs is needed due to the complex nature of these systems. 
 
Figure 3.2 IL Pickering emulsion droplets in water covered with polystyrene particles. 
Adapted from ref [151]. 
 
 The above morphologies were observed on isolated Pickering emulsion droplets 
(with the exception of the work of Nakashima et al., which used flat interfaces). As a 
particle-laden droplet approaches another interface, the solid particles can self-assemble 
into new structures, coined “bridges” [42-47, 208, 209]  that resemble disc and/or ring 
shapes [43-45, 47]. These bridges can serve as adhesives between liquid interfaces [46, 
47]. Fuller and co-workers have conducted extensive and elegant studies of particle self-
assembly in an oil layer confined between a droplet and a flat interface of water [44-47]. 
(a) (b) 
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They showed that the particles formed tightly packed ring and disk shapes in the film [44, 
45, 47]. Due to capillary forces, the particles bridged and provided adhesive forces 
between the droplet and the planar interface [46]. Horozov et al. studied a controlled 
particle-laden film and found that film stability depended on the hydrophobicity of the 
particles and corresponded directly to emulsion stability [43]. 
 It is worthwhile to note that bridging plays an important role in emulsion stability. 
The coalescence process of two emulsion droplets is dependent on the drainage rate of 
the thin film separating them [210]. Normally, this drainage rate depends primarily on the 
force bringing the droplets together and the viscosity of the film itself [211, 212]. With 
the presence of particles in the film, however, elastic inter-particle interactions must be 
taken into account [213]. By approximating these interactions with a bead-and-spring 
model, Tambe and Sharma showed that the presence of particles in the inter-droplet film 
caused the film to behave like a viscoelastic material [213]. Hence, the film drainage rate 
could be slowed significantly and even halted at sufficiently high particle packing in the 
bridge [213]. In this manner the solid particles stabilized emulsion droplets against 
coalescence. 
Herein we report a unique and new phenomenon that in oil 
(polydimethylsiloxane, PDMS)-in-[BMIM][PF6] Pickering emulsions,  solid particles 
only formed bridges between the oil droplets and avoided in contact with the ionic liquid 
phase. Thus, this behavior represents a sharp contrast from conventional Pickering 
emulsions (see Figure 3.1 and Figure 3.2). Although the bridges prevented droplet-
droplet coalescence, surprisingly, the presence of solid particles hurt the overall emulsion 
stability by increasing the rate of flocculation and creaming. In addition, we report on 
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how the morphology of these bridges and the consequent droplet structures depended on 
the surface chemistry and composition of the solid particles. 
However, to further control these Pickering emulsions, an additional component 
was needed. By incorporating an organogelator, 12-hydroxystearic acid (12-HSA), we 
were able to stabilize as well as reveal new applications for IL-based Pickering 
emulsions. There has been a growing interest in making semi-solid colloidal particles 
through hot emulsification followed by cooling to room temperature [34,35]. Ma and Dai 
reported that [BMIM][PF6] had good extraction ability for certain types of particles in 
[BMIM][PF6]-in-water Pickering emulsions [32]. The motivation of this study is to 
perturb these Pickering emulsions by employing a gelator, 12-Hydroxystearic acid (12-
HSA), to solidify ionic liquid droplets containing extracted particles. The gelator 12-
HSA, mainly produced from castor oil by hydrogenation of the double bond, has been 
used as a low molecular mass organogelator (LMOG) [36-39]. LMOG-based gels are 
prepared by mixing the melted gelator and solution at high temperature and then cooling 
the solution mixture at gelation point. Most of them are physical gels that are thermally 
reversible because the fiber structure network that immobilizes the solution is formed by 
non-covalent interactions [38]. Voss et al. prepared ionic liquid solid membranes for CO2 
separation application by physical gelation of 1-hexyl-3-methylimidazolium bis-
(trifluoromethylsulfonyl)imide [C6mim][Tf2N]  using a small weight percent of  12-HSA 
[36]. In this report, we will study how 12-HSA affects [BMIM][PF6]-in-water and 
PDMS-in-[BMIM][PF6] Pickering emulsions. The original objectives were to gel IL by 
12-HSA to solidify IL droplets with extracted particles in water and to stabilize the oil-in-
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IL Pickering emulsion by taking the advantage of the sol-gel transition of 12-HSA. These 
results are discussed in Section 3.3.4 
Finally, we return again to the IL/IL interface in section 3.3.5. To our knowledge, 
a Pickering emulsion in which both droplet and continuous phases are ILs has not yet 
been explored. This section discusses our findings on this type of system. Indeed, an 
IL/IL Pickering emulsion is a novel formulation. However, both phases and particles 
offering high tunability, the IL/IL Pickering emulsion may be suited for the widest array 
of applications. Furthermore, since ILs exhibit negligible volatility and high stability, this 
type of emulsion may be well suited for extreme environments. The first step was to 
determine pairs of mutually immiscible ILs. In the literature, ILs are often mixed 
completely for enhanced tunability [214]. However, mutually or partially immiscible ILs 
have been reported [215-217]. These immiscible pairs are generally between 
imidazolium- and phosphonium- based ILs. The mechanism behind this immiscibility is 
that as the smaller imidazolium ions diffuse into the phosphonium IL they form strong 
hydrogen bonds that increase the degree of order within the phosphonium IL, resulting in 
a negative entropy of mixing [216]. Both bridging and particle absorption were observed 
in these emulsions, but the phenomena were mutually exclusive. The appearance of either 
one depended on droplet phase, continuous phase, and particle surface chemistry. 
3.2 Methodology 
3.2.1 Materials 
 Table 3.1 lists the chemicals employed in the studies of this chapter. The particles 
(FluoSpheres® fluorescent microspheres from Molecular Probes™) were received as a 
2% dispersion in distilled water with 2 mM sodium azide. Particles of 0.2, 1.0, and 4.0 
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µm in diameter were used in this study. 4.0 µm particle dispersions also contained 0.02% 
Tween 20. Four types of particle surface chemistries were incorporated in these studies; 
each type had various surface chemistries, fluorescent labels, surface charge densities, as 
shown in Table 3.2. It is also worthwhile to note that the S-PS and AS-PS particles were 
both relatively hydrophobic whereas the C-PS and A-PS particles were both relatively 
hydrophilic. 
Table 3.1 Chemicals employed in studies of Chapter 3 
Chemical Supplier Purity 
1-Butyl-3-methylimidazolium Hexafluorophosphate Aldrich 97% 
Choline Bis(trifluoromethylsulfonyl)imide  Iolitech 99% 
Ethylammonium Nitrate Iolitech 97% 
1-Methyl-1-propylpyrrolidinium 
Bis(trifluoromethylsulfonyl)imide  TCI America NR 
1-Butyl-3-methylimidazolium 
Bis(trifluoromethylsulfonyl)imide  Aldrich 98% 
Trihexyltetradecylphosphonium Bis(2,4,4-
trimethylpentyl)phosphinate  Aldrich 95% 
1-Butyl-3-methylimidazolium Tetrafluoroborate Aldrich 97% 
Nitric Acid VWR 68-70% 
Ethylamine Solution Aldrich 66-72% 
Polydimethylsiloxane (PDMS, Rhodorsil Fluid 47, 
kinematic viscosity of 20 cSt at 20oC) Rhodia Silicones NR 
Water 
Fisher 
Scientific/Arcos 
Organics 
HPLC 
Grade 
12-Hydroxystearic Acid Aldrich NR 
Poly(ethylene glycol) (200 MW) Sigma-Aldrich NR 
Phosphorus Pentoxide Sigma-Aldrich NR 
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Table 3.2 Characteristics of Polystyrene Particles 
Type Surface Dissociable Group Diameter (µm) 
Surface Charge 
Density (C/m2) 
Excitation/Emission 
Wavelengths (nm) 
S-PS Sulfate 1.0 ± 0.031 -0.029 580/605 
S-PS Sulfate 1.0 ± 0.031 -0.288 505/515 
S-PS Sulfate 0.19 ± 0.006 -0.010 505/515 
S-PS Sulfate 4.2 ± 0.21 -0.110 505/515 
AS-PS Aldehyde Sulfate 1.0 ± 0.028 -0.088 505/515 
C-PS Carboxylate 1.1 ± 0.035 -0.325 540/560 
C-PS Carboxylate 0.21 ± 0.01 -1.947 540/560 
A-PS Amine 1.0 ± 0.023 0.152 505/515 
 
3.2.2 Synthesis and Formulation 
Synthesis of Ethylammonium Nitrate (EAN) 
EAN was synthesized via acid-base neutralization of ethylamine and nitric acid. 
The reaction scheme is shown below. 
 CH3CH2NH2 + HNO3 à [CH3CH2NH3+][NO3-] (3.2) 
Ethylamine was received as a solution in water in order to minimize vapor loss. 
According to the material safety data sheet (MSDS), ethylamine solution is fairly volatile, 
with a vapor pressure of 1148 mmHg at 50oC. It is also a serious eye, skin, and lung 
irritant and should thus handled only under the hood with gloves and proper eye 
protection. This solution is very basic, having a pH greater than 14 at room temperature. 
Ethylamine solution is also highly flammable (flash point = -17oC) and should be stored 
at refrigeration temperatures. Nitric acid is also toxic, and should be handled with the 
same personal protection equipment as with ethylamine. Also, one should keep in mind 
that this is a concentrated acid with a very low pH. 
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 The reaction shown in Equation 3.2 was be accomplished by combining nitric 
acid and excess ethylamine solution. The synthesis apparatus can be seen in Figure 3.3. 
Nitric acid was added drop-wise to the ethylamine solution under constant stirring in an 
ice bath, as has been done in the literature [114, 218]. This reaction was considerably 
exothermic, especially in the initial stages when ethylamine concentrations were the 
highest. After the reaction finished, water impurities were removed in two stages. In the 
first, the entire reaction mixture was placed in a rotary evaporator and allowed to dry at 
80oC for three to five hours. The remaining product was then placed in a vacuum oven 
with P2O5 as a desiccant and allowed to dry at 80oC for two days. It should be noted that 
the desiccant and reaction product should be placed in separate containers on separate 
shelves in the vacuum oven (see Figure 3.4) to avoid contamination and dangerous 
oxidation reactions. This process was repeated two or three times until the water content 
was sufficiently low.  
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Figure 3.3 Apparatus for the synthesis of EAN. Ice was placed in the bath before 
synthesis. 
 
Bath	  (ice) 
Stir	  Plate 
Thermocouple 
Reaction	  Vessel 
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Figure 3.4 Recommended placement of synthesis product and desiccant in vacuum oven. 
Emulsion Formulation 
The oil-in-IL and water-in-IL emulsions consisted of 0.1 g of PDMS or HPLC 
Water, 1.1 g of [BMIM][PF6], and polystyrene particle dispersions in masses ranging 
from 9.0E-4 g to 1.2 g (binary systems were at a 1:1 split of the two species). For the IL-
in-IL systems, we formulated Pickering emulsions from two immiscible pairs: (1) 
Trihexyltetradecylphosphonium bis-(2,2,4-trimethylphentyl)-phosphinate 
([P66614][Phos])/EAN and (2) [P66614][Phos]/[BMIM][PF6]. The particles were weighted 
then dried using a vacuum oven. Particles of 0.2, 1.0, and 4.0 micron in diameter were 
used in this study. The emulsions were prepared using a Sonics VibraCell 500 W 
ultrasonic processor. Each system was prepared by first adding the ionic liquid to a vial 
containing the dried particles, then sonicating until the particles were dispersed in the 
ionic liquid. For binary systems, a sample was made for each particle type, then 0.55 g 
	   	   
	   
	   
	   	   	   	   
	   
	   
Sample 
Oven 
P2O5 
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from each vial was taken out and placed into a separate vial to create a 1:1 ratio of 
particles. The sample containing binary heterogeneous particles was then sonicated to 
create a homogenous binary system. Once the system (single or binary) became 
homogenous, the droplet phase was added and the sample was sonicated in an ice water 
bath for 10 seconds at an amplitude of 21%. Other methods of formulation included 
sonicating the particles in the oil phase first and then adding the ionic liquid. This, and 
other methods, yielded no change in the final droplet morphology or stability. 
Gel System Formulations 
Three systems were formulated using the 12-HSA gelator: neat [BMIM][PF6], a 
[BMIM][PF6]-in-water Pickering emulsion, and a PDMS-in-[BMIM][PF6] Pickering 
emulsion. The ionic liquid gel with 0.5 wt. % and 1 wt. % 12-HSA was prepared by 
heating and mixing 0.005 g and 0.01 g 12-HSA with 1 g [BMIM][PF6] (≥97%, Aldrich), 
respectively, in a water bath maintained at 80 °C. For a good dispersion of 12-HSA, the 
mixture was agitated by the ultrasonic processor once 12-HSA was completely melted, 
and then cooled at room temperature to form an opaque white soft gel. The 
[BMIM][PF6]-in-water Pickering emulsions contained 0.1g [BMIM][PF6], 1.1 g water 
and 0.1 g particle dispersion. The emulsions were prepared using an ultrasonic processor 
in an ice bath at 21% amplitude for 10 pulses at duration of 1 second each pulse. For the 
system with 12-HSA, the mixture contained 0.1 g prepared 1 wt. % ionic liquid gel and 
1.1 g water and 0.1 g particles . The emulsions were dispersed by the ultrasonic processor 
once the gel became transparent in 80 °C water bath and then cooled at room 
temperature. The PDMS-in-[BMIM][PF6] Pickering emulsions contained 0.1 g PDMS  
and 1.1 g  [BMIM][PF6] with 0.002 g dry S-PS particles. The emulsion was prepared 
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using an ultrasonic processor. For the system with 12-HSA, the mixture consisted of 0.1 
g PDMS, 1.1 g prepared 0.5 wt. % and 1 wt. % [BMIM][PF6] gel and 0.002 g dry S-PS 
particles. The emulsion was dispersed by the ultrasonic processor in 80 °C water bath and 
cooled at room temperature, unless stated otherwise.  
3.2.3 Characterization 
Ethylammonium Nitrate 
 For the physical properties of EAN, other groups have reported the following 
values at ambient conditions: density = 1.21 g/cm3 [114, 218] and surface tension = 47.3 
mN/m [219]. Density is a measure of mass per unit volume. Therefore, the most 
straightforward way to determine density is to measure the mass of a specific volume. 
Specific gravity bottles are glass containers designed to hold a known volume of liquid 
(i.e. 2 mL) and have been used to measure the density of ILs [220]. The main advantage 
of this method is that all measurements can be taken using a standard mass balance. After 
weighing the empty bottle, we filled the bottle with our product and measured the mass. 
Subtracting the bottle mass from this gave the mass of the liquid and allowed us to 
calculate the density with the known bottle volume. Using HPLC water, we found the 
volume of our bottle to be 1.96857 ± 0.0017 mL. For our sample, we measured a density 
of 1.2094 g/cm3, which agrees very well with the literature. The surface tension was 
measured at 47.95 ± 0.24 mN/m using a Sigma 701 tensiometer; also in good agreement 
with the literature. Another standard method of characterizing ILs is to determine water 
content using Karl-Fisher titration. We determined our water content to be on the order of 
0.03%, which was an acceptable value [218]. 
The IL-IL Interface 
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Molecular structures of the two ILs employed in this study are shown in Figure 
3.5. [BMIM][PF6], EAN, and poly(ethylene glycol) (PEG) were used as received. Liquid-
liquid interfaces between these chemicals were observed in two environments: a standard 
4 mL glass vial, and a Hele-Shaw type cell. In the first case, approximately 1 g of each 
liquid was placed in the vial whereupon an interface was formed. The contents were 
mixed using a Sonics VibraCell 500 W ultrasonic processor, heated, and cooled examine 
mutual miscibility of the liquids involved. 
 
Figure 3.5 Molecular structures of [BMIM][PF6] (left) and EAN (right) ions. H, C, N, O, 
P, and F atoms are shown in white, cyan, blue red, gray, and green, respectively. 
 
 The Hele-Shaw type cell was constructed to approximate a 2-D view of the 
liquid-liquid interface. The cell consisted of two 22mm x 40 mm glass coverslips (Fisher) 
mounted in parallel orientation approximately 1 mm apart using silicone glue. The top 
side of the cell was left open to the air to allow for easy addition of liquids. To form the 
interface, the denser of the two liquids in question was added until it filled half of the 
cell. The less dense liquid was then added until the cell was full. The cell was then placed 
approximately 20 mm front of an automatic digital camera with a sheet of lined paper 
approximately 50 mm behind it (See Figure 3.6). The lined paper was oriented diagonally 
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so as to make clear the location of the interface to the camera - lines were distorted by the 
interface due to differences in refractive indexes. Images were obtained every hour and 
analyzed using ImageJ to determine the area occupied by the undistorted lines at each 
point. As the interface became more diffuse (i.e. the liquids mixed), these distortions 
became less noticeable until the liquids had completely mixed. The lifetime of each 
interface was defined as the time required for these line deformations to become 
negligible. This point was indicatd by an asymptotic maximum in area occupied by the 
undistorted lines, as measured using ImageJ. 
 
Figure 3.6 Schematic of a Hele-Shaw type cell apparatus for examining the IL-IL 
interface. 
 
The MD simulations used to study this interface will be explained in more detail 
in Chapter 4, but some important details for this study follow. MD simulation is a 
discreet model where the equations of motion are integrated for each atom involved. The 
force term is determined by the repulsive and attractive forces of a molecule, 
parameterized as a force field. The force field used for [BMIM][PF6] was first developed 
by Lopes, et al. [221, 222]  and modified by Bhargava and Balasubramanian [223] to 
provide more accurate interfacial behavior. It should be noted that the authors of this 
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force field optimized the atomic charges of these ions to give total charges of  ±0.8, 
which somewhat accounts for charge transfer [224]. For EAN, we employed the force 
field developed by Song et al. [225]  with the exception that atomic charges were scaled 
down to ±0.87 and bonded parameters for the NO3 ion were taken from the AMBER 
database [226, 227] with non-bonded parameters taken from the OPLS database [228]. 
Simulated densities of pure [BMIM][PF6], EAN, and the mixture of the two yielded 
densities within 2.6%, 2.1%, and 0.4% of experimental values, respectively [125, 219]. 
The simulations were performed under NPT conditions (constant number of molecules, 
constant pressure, and constant temperature) with P = 1 bar and T = 300K. The pressure 
was maintained using the Parrinello-Rahman barostat [229, 230] and the temperature was 
maintained using the Berendsen thermostat [231]. 
Characterization of Emulsions and Gels 
All microscopic images and fluorescence intensity spectra were obtained using a 
Leica SP5 confocal laser-scanning microscope under ambient conditions. The 
fluorescence intensity spectra were obtained by using a wavelength scan over the range 
of 500-599 nm for A-PS particles and AS-PS particles under excitation at 488 nm, over 
the range of 650-750 nm for S-PS particles under excitation at 633 nm, and over the 
range of 550-649 nm for C-PS particles under excitation at 543 nm. The spectra for the 
bulk phases before and after emulsification were collected under the same laser intensity 
and averaged from three to five runs in various locations in the bulk. Bridged structures 
were characterized primarily by analyzing the images obtained from the confocal 
microscope. The number of droplets in each structure was estimated by visual inspection. 
Image J was used to estimate the cross-sectional area of each droplet present in the 
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structures. By assuming spherical droplets, the diameter of each droplet was extracted to 
obtain a droplet size distribution for each system. 
Viscosities for the three ILs were measured using a TA Instruments AR-G2 
rheometer at 25 °C. They are 82.4 cP, 2.61 cP, and 22.3 cP for [P66614][Phos], EAN, and 
[BMIM][PF6], respectively. The strain sweep test in the 12-HSA gelator studies was also 
performed with this instrument. Strain % ranged from 0.05-200, at a frequency of 1 Hz. 
There were three types of samples tested: pure [BMIM][PF6], 0.5 wt. %, and 1 wt. % 12-
HSA [BMIM][PF6] gel. For each type, the final results were calculated by averaging two 
measurements of fresh samples.  
3.3 Results and Discussion 
3.3.1 Ordering and Dynamics of Ionic Liquid-Based Interfaces 
Cation Ordering at Ionic Liquid Interfaces 
One interesting behavior in IL-based interfaces is the ordering of cations at the 
IL-oil interfaces, both with and without nanoparticles. MD simulations allow for a 
molecular view of this phenomenon. In these systems, the IL density profile exhibited 
small peaks at the interfaces, whereas the peaks were absent in the IL/water systems. We 
hypothesized that the peak was likely due to some ordering of the IL molecules at the 
interface thus calculated the order parameter Sz defined in Equation 3.3. The value of Sz 
ranges from -0.5 to 1.0 and corresponds to chain orientation perpendicular and parallel to 
the z-axis, respectively. If Sz = 0, the chains are ordered isotropically.  
 !! =   32 !"#!! − 12 (3.3) 
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where ! is defined as the angle between the carbon chain (N-C vector, where N is the 
nitrogen attached to the butyl chain and C is the terminal carbon of the butyl chain) and 
the z-axis.  
Figure 3.7 compares the ordering of the cations at the IL-water (a, c) and IL-
hexane (b, d) interfaces, with and without the presence of the nanoparticles. Other than 
the ordering parameter, the density of the ionic liquid is included as a reference to 
illustrate the interface location. These plots represent an average of the last 2 ns of each 4 
parallel runs. Figure 3.7a shows that the carbon chains were oriented isotropically 
throughout the IL/water system. This is in agreement with the work done by Chaumont et 
al. [128] , who also found that the carbon chains on the [BMIM] cation oriented 
isotropically throughout the system. In addition, they found that with increased cation 
chain length, some ordering was observed at the IL/water interfaces [128]. These larger 
cations preferentially oriented themselves with their long carbon chains pointing away 
from the water phase and the charged ring pointing toward the water phase [128]. From 
these results, we can infer that the carbon chain on the [BMIM] cation is the component 
primarily responsible for the hydrophobic nature of this IL. We report later on that when 
water was replaced with hexane, these carbon chains showed much higher interactions at 
the interface. When nanoparticles were added into the IL/water system, there appeared no 
ordering throughout the system, with the exception of the interfaces, as shown in Figure 
3.7c. Sz exhibited small peaks of about -0.05 at the interfaces, indicating that the carbon 
chains have a slight tendency to orient themselves perpendicular to the z-axis (parallel to 
the interface). It appears that this was because the carbon chains tended to flatten 
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themselves across the surfaces of the nanoparticles, which were also hydrophobic (See 
inset of Figure 3.7c). 
In contrast to the IL/water system, the IL/hexane system shows distinct peaks in 
Sz at the interfaces (See Figure 3.7b,d), supporting the ordering hypothesis. The positive 
values of Sz, with peak values of approximately 0.20, suggest that the carbon chains 
tended to orient themselves parallel to the z-axis (perpendicular to the interface). This 
behavior has been observed with the same IL cation at IL-vacuum interfaces [232, 233]. 
Lynden-Bell et al. observed that the densities of each consecutive carbon in the butyl 
chain had maxima “further and further toward the vacuum [232].” They also observed 
that while the butyl groups do show heightened ordering, they do not completely saturate 
the interface [232]. Sarangi et al. observed that this ordering decreased with cation 
symmetry [233].  
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Figure 3.7 Ordering parameter Sz with respect to box length in IL/water systems without 
(a) and with (c) nanoparticles and IL/hexane systems without (b) and with (d) 
nanoparticles. The inset in (b) demonstrates the extension of cation carbon chains into the 
hexane phase. The inset of (c) shows how the carbon chains of the cations lay across the 
nanoparticle. 
 
In the case of the [BMIM] cations, this orientation was favorable since the 
charged ring remained in the IL phase, while the carbon chain extended into the 
hydrophobic hexane phase (See inset of Figure 3.7b). To maintain this orientation, the 
cations had to transverse the interface. This explains their tendency to order parallel to 
the z-axis. In contrast to isotropic orientation, the cations with carbon chains parallel to 
the z-axis would be able to pack more efficiently due to a reduction in steric hindrance 
[233, 234]. Therefore, this ordering may explain the heightened IL density at the 
interfaces. This ordering was independent of the presence of nanoparticles since they did 
not penetrate the IL/hexane interface. 
-­‐0.1	  0	  
0.1	  0.2	  
0	  500	  
1000	  1500	  
0	   5	   10	  
Sz
	  
D
en
si
ty
	  (k
g/
m
3 )
	  
z	  (nm)	  
-­‐0.1	  0	  
0.1	  0.2	  
0.3	  
0	  500	  
1000	  1500	  
2000	  
0	   5	   10	  
Sz
	  
D
en
si
ty
	  (k
g/
m
3 )
	  
z	  (nm)	  
-­‐0.1	  0	  
0.1	  0.2	  
0.3	  
0	  500	  
1000	  1500	  
2000	  
0	   5	   10	  
Sz
	  
D
en
si
ty
	  (k
g/
m
3 )
	  
z	  (nm)	  
-­‐0.1	  0	  
0.1	  0.2	  
0	  500	  
1000	  1500	  
0	   5	   10	  
Sz
	  
D
en
si
ty
	  (k
g/
m
3 )
	  
z	  (nm)	   (d) (c) 
(a) (b) 
   57 
It is interesting to note that the cation ordering at the IL-hexane interface had 
more implications other than the increased interfacial density. Figure 3.8 shows the 
charge density distribution throughout the simulation box for the IL/hexane system. It is 
also an average of the last 2 ns of each 4 parallel runs. Clearly there were large 
fluctuations in the bulk IL phase because of the ions. At the interface, however, there 
consistently existed a net positive charge. This was likely a result of the cation ordering 
explained above. By extending their carbon chains into the hexane phase, the cations 
occupied the outermost layer of the interface. Their dominance in this region resulted in a 
net positive charge. Although the charge was small relative to the fluctuations in the IL 
phase, it was nevertheless consistently present in all parallel runs of this system. Sarangi 
et al. observed a similar phenomenon with a different IL (still with imidazolium cations, 
however) at the IL-vacuum interface [233]. They found that this slight positive charge at 
the outer layer of the IL was only present in ILs with cations of long carbon chains [233]. 
In relevance to our case, the slightly positive charge density is likely due to the alkyl 
group extending into the hexane phase. This phenomenon was not observed in the 
IL/water systems. Despite the peaks in Sz at the interfaces, the polar nature of the water 
molecules created great charge fluctuations that rendered any residual charge at the 
interface due to insignificant cation ordering. 
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Figure 3.8 Charge density with respect to box length in the IL/hexane simulations 
without (a) and with (b) nanoparticles. The charge densities are represented in black and 
are overlaid on the IL density profiles, which are represented in green, to illustrate the 
location of the interface. 
Dynamics of an IL-IL Interface 
The focus of this study is the interaction between EAN and [BMIM][PF6] as they 
mix. PEG was employed to provide a reference to which we could compare the mixing 
behavior of the two ILs. We originally hypothesized that high viscosities would yield 
longer interface lifetimes, so we chose PEG with a viscosity in between those of EAN 
and [BMIM][PF6] (See Table 3.3 for a list of pertinent properties). Using the Hele-Shaw-
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type apparatus described above, we compared the lifetimes of three interfaces: EAN-
PEG, [BMIM][PF6]-PEG, and EAN-[BMIM][PF6]. The results are shown in Figure 3.9. 
The EAN-PEG interface was the shortest lived, with an average lifetime of only 12 hours. 
Since EAN and PEG were the least viscous of the three species studied here, their 
relatively quick inter-diffusion was expected. By the same token, when EAN was 
replaced by the more viscous [BMIM][PF6], mixing slowed and the average interface 
lifetime increased to approximately 50 hours. Therefore, judging by viscosities alone, one 
would expect the lifetime of the interface between EAN and [BMIM][PF6] to be between 
12 and 50 hours. Instead, we consistently measured interface lifetimes above 120 hours, 
with an average of 141 hours. Such slow interfacial decay suggests that other factors 
besides viscosity played a significant role during this mixing process. 
 
Figure 3.9 Interfacial lifetimes as measured in the Hele-Shaw apparatus. 
Table 3.3 Viscosities and refractive indexes (nD) of [BMIM][PF6], EAN, and PEG. 
Liquid Viscosity (cP) nD 
BMIM PF6 22.30 1.4089 
EAN 2.61 1.4524 
PEG 4.90 1.4600 
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 Our first inclination was to examine the energetics of the mixing of these species. 
By energetics, we mean the Gibbs energy of mixing, as described in Equation 3.4.  
 ∆! = ∆! − !∆! (3.4) 
Trivedi and Pandey recently reported that [BMIM][PF6] and PEG exhibit very favorable 
mixing energetics because “extensive H-bonding between the IL and PEG [235]” as 
evidenced in FTIR spectra.  Similar mixing behavior is likely in the EAN/PEG system. 
Since widespread attention to ILs has only been recent, data on their thermodynamics 
mixing properties is sparse. However, the mixing energetics of molten salts have been 
studied and provide some insight into IL behavior. Kleppa and coworkers experimentally 
investigated mixtures of alkali halide and alkali nitrate salts and found that coulombic 
repulsions between like-charged ions play a major role in mixing energetics [236, 237]. 
They observed that the enthalpy of mixing could be either positive or negative, depending 
on the relative sizes of the ions. Essentially, when salts of a common ion (cation or anion) 
were mixed, the sign of the enthalpy of mixing depended on whether the common ion 
was larger or smaller than the other ions. If it was smaller, then the enthalpy of mixing 
was positive (presumably because of lattice disruptions caused by the large mismatched 
ions), and vice versa [236, 237]. In our case, the anions were closest in size and were, on 
average, smaller than the cations. Granted that this theory is not completely general 
[236], we could tentatively expect a positive enthalpy of mixing based on the features of 
our mixture. 
 In light of the interface lifetime measurements, we first studied the interface 
between the two ILs in the unmixed system. Figure 3.10 shows snapshots at 5 ns and 40 
   61 
ns of the [BMIM][PF6]/EAN system with all ions (a, d), cations only (b, e), and anions 
only (c, f). At 5 ns, inter-diffusion between the ILs has begun, although at a very slow 
rate. Figure 3.10b and c show most cations and anions had not yet left their native IL at 
this point. By 40 ns, the interface had become more diffuse as ions began to penetrate 
into the opposite IL. Despite their differing sizes, the anion and cation of each IL diffused 
into the opposite IL at approximately the same rate (i.e. BMIM diffused just as quickly as 
PF6). We quantified the effect of this inter-diffusion by calculating the interfacial width 
with time. 
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Figure 3.10 Snapshots at 5 ns and 40 ns of the simulated [BMIM][PF6]/EAN interface 
with (a, d) all ions, (b, e) cations only, and (c, f) anions only. 
 
 The interfacial width was defined in context of the density profile of this 
interfacial system.  A sample density profile is shown in Figure 3.11a (averaged over 1 ns 
at a simulation time of t = 20 ns).  Here dotted lines were added to show the points at 
which the densities of each IL dropped to 90% of their bulk values.  Specifically, the 
interfacial width was the distance between these two points.  As the ILs inter-diffused, we 
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expected that the interface would widen.  The green line Figure 3.11b plots the interfacial 
width calculated at every ns for the entire 40 ns run.  On average, the interface widened at 
a constant rate, as indicated by the overall linearity of the plot.  We, therefore, set out to 
determine an average diffusion constant for this process.  This was done by solving the 
continuity equation for transient diffusion in one direction shown below, where c 
represents the concentration of each IL.  
 !"!" = ! !!!!!! (3.5) 
Equation 3.5 was evaluated numerically using a density profile from the simulation at t = 
0 as an initial condition, a time step of 1 ns, and z-step of 0.2 nm. The results of this 
evaluation were compiled into new theoretical density profiles at each ns that could be 
compared to the density profiles obtained from the simulation. By calculating the 
interfacial width from these theoretical density profiles, we were able to optimize the 
diffusion constant, D, to give the same rate of interfacial widening as seen in the 
simulation. The result of this optimization is shown as the black line in Figure 3.11b, 
which has the same slope as the linear regression fit of the simulation data.  The 
optimized value of D to give this rate was 2.2 x 10-8 cm2/s and represents an average 
diffusivity of all the species at the interface. We then set out to determine how this 
interfacial diffusivity compared to the bulk diffusivities. 
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Figure 3.11 (a) Definition of interfacial width with the densities of [BMIM][PF6] and 
EAN indicated by the green and red lines, respectively, and the interfacial width denoted 
by the dotted lines. (b) Recorded interfacial widths throughout the simulation time (green 
line) with corresponding theoretically calculated widths (black line). 
 
 Slower diffusion at the interface would certainly explain the unusually long 
interface lifetimes observed in the EAN/[BMIM][PF6]. Here we begin to incorporate data 
from the simulation of the mixture of EAN and [BMIM][PF6]. Using the mean-squared 
displacement method, we calculated the diffusivities of each ion in their native ILs (i.e. 
ethylammonium in EAN) as well as in the mixed system, with the expectation that the 
mixed system would approximate the environment at the interface. Figure 3.12 shows the 
results of these calculations. Three out of the four ions exhibited lower diffusivities in the 
mixture than in their native ILs. The most drastic decrease was seen in the diffusion of 
the [BMIM]+ and [PF6]- ions. The average of all of the mixture diffusion constants was 
1.95 x 10-8 cm2/s, indicating that the mixture simulation gave a reasonable approximation 
of the environment at the interface. Overall, these results suggest that lower diffusivities 
upon mixing may indeed explain the usually slow decay of the EAN/[BMIM][PF6] 
interface. The question remains, however, as to why this phenomenon occurs. 
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Furthermore, even at with this slower diffusion, the rate of interface widening was 
approximately 12 mm/s, meaning that the two ILs would have mixed within a few 
minutes. However, our experimental data (See Figure 3.9) showed that this was clearly 
not the case. Therefore, other factors contributing to the slow interfacial decay were 
investigated. 
 
Figure 3.12 Diffusivities of each ion calculated in their native and opposite ILs 
calculated from mean squared displacement measurements. 
 
 One possible explanation for the unusually slow mixing behavior is that the 
mixing energetics were less favorable than those of ideal mixing (i.e. positive excess 
enthalpy). This phenomenon upon mixing is a result of the relatively weak attractions 
between the unlike species [238] and has also been observed in molten salt systems 
where the ions have similar sizes [236]. We hypothesized that these unfavorabilites may 
have dampened the driving force behind spontaneous mixing. Using the equilibrium 
mixed IL simulation (subscript “mix) and the two pure IL simulations (subscripts “1” and 
“2”), we calculated the thermodynamic mixing properties shown in Table 3.4. Gromacs 
analysis tools were used to calculate potential energy due to intermolecular interactions 
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and thus derive internal energy, U, and enthalpy, H, for all three systems. Molar volumes, 
V, were also obtained using the Gromacs analysis tools. These properties and were 
employed to compute the remaining mixing properties using the standard thermodynamic 
relations shown in Equations 3.6-3.10.  We observed a positive enthalpy of mixing.  
Upon dissecting this energy term into electrostatic and van der Waals contributions, we 
found that the largest contributor to this positive enthalpy of mixing were the short-range 
Coulombic interactions between the ions. This suggests that the charge-based attractive 
forces in the mixture were weaker than in the pure ILs.  Therefore, due to a weakening of 
net Coulombic attraction, the enthalpy of mixing for this system was positive, indicating 
that the mixing process must have been entropy-driven. 
Table 3.4 Mixing Properties of [BMIM][PF6] and EAN. 
Mixing Property Δ Excess 
U (kJ/mol) 7.73E-01 7.73E-01 
H (kJ/mol) 7.76E-01 7.76E-01 
V (m3/mol) -4.69E-07 -4.69E-07 
S (kJ/mol*K) 2.58E-03 -4.96E-02 
 
 !! = ∆! = !!"# − !! (3.6) 
 !! = ∆! = !!"# − !!!! − !!!! (3.7) 
 !! = ∆! = !!"# − !!!! (3.8) 
 !! = ∆! + ! !! ln !!  (3.9) 
 ∆! = ∆! + !∆!!  (3.10) 
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 However, the entropy of mixing showed negative deviation from ideal solution.  
Negative excess entropy indicates a degree of structuring in the mixed state, whereas in 
an ideal solution all species would be perfectly randomly dispersed [238-240]. 
Furthermore, negative SE indicates that not all interactions between molecules in the 
mixture were of equal strength, as would be the case in an ideal mixture [239, 240]. 
Figure 3.13 shows a snapshot at 20 ns of the mixture. Here distinct regions of EAN 
(purple) and [BMIM][PF6] (yellow) were visible, indicating a significant deviation from a 
random dispersion. This structuring reflects the positive excess entropy reported in Table 
3.4. In light of the spontaneous mixing we studied experimentally, the formation of this 
bicontinuous-like structure offers some insight into the long interfacial lifetime. If such a 
configuration appeared during inter-diffusion, concentration gradients along the z-axis 
(normal to interface) would be disrupted significantly, hindering transport in that 
direction. Hence, while the macroscopic concentration gradient across the interface may 
have remained constant, ordering on the molecular level created concentration micro-
gradients in many directions, which may have decreased the net overall diffusion rate in 
the direction normal to the interface. In the final stage of this study, we examined the 
inter-molecular interactions responsible for this ordering. 
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Figure 3.13 Snapshot of the [BMIM][PF6]/EAN mixture at 20 ns. [BMIM][PF6] ions are 
represented in yellow and EAN ions are represented in purple. 
 
 Radial distribution functions allow for one to compare specific intermolecular 
interactions in different systems. Here we compared interactions between IL ions in their 
respective pure versus mixed states. The interactions we compared were the O-HN 
interaction between the nitrate and ethylammonium ions, carbon chain-carbon chain 
interactions between the [BMIM]+ cations, F-CW interactions between the [BMIM]+ and 
[PF6]- anions, and the F-CR interactions between the [BMIM]+ and [PF6]- anions. Figure 
3.14 shows the radial distribution functions, which were averaged over the last ns of each 
run. In Figure 3.14a, the height of the O-HN peak increases by 70% from the pure IL 
state to the mixed state. This indicates that the EAN ions were more strongly associated 
on average in the mixed state than in the pure IL state. Similarly, the [BMIM]+ carbon 
chains exhibited a 42% increase in peak height upon mixing, indicating stronger 
association. The other two interactions yielded nearly identical radial distribution 
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functions, which is what all interactions should yield in an ideal solution. Therefore, the 
first two interactions represent an imbalance in intermolecular forces between the species, 
leading to ordering in the mixed state. Imbalances such as these are often seen in 
mixtures that include associating fluids [238], like these ILs. 
 
Figure 3.14 Comparison of radial distribution functions of various inter-ionic 
interactions before (black) and after (green) mixing the two ILs. 
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3.3.2 Spontaneous Particle Transport Across Ionic Liquid-Based Interfaces 
Having discussed some behaviors at the bare interface, we will now investigate 
the interaction between IL-based interfaces and particles. The first to be discussed is the 
spontaneous transport of particles through IL-based interfaces. Our first observation of 
this phenomenon was made by placing a drop of particle dispersion next to a drop of IL 
on a glass microscope slide. Figure 3.15 shows the transport of fluorescent sulfate-treated 
polystyrene (SPS) microparticles  (1.0 µm in diameter, negatively charged) from the 
water phase (bottom left) to the IL (trihexyltetradecylphosphonium bis(2,2,4-
trimethylpentyl)phosphinate) (P66614 Phos, upper right) phase. These images were taken 
while the droplets were still establishing equilibrium with one another, thus the interface 
was in motion. As the interface moved, we were able to observe how it interacted with 
the particles that weakly adhered to glass slide. This configuration was advantageous 
since it allowed us to watch the particle-interface interaction without adjusting the 
microscope position. In Figure 3.15a, a single particle “jumped” through the interface 
onto the IL side at t = 0.8 s. After “jumping” into the IL, the particle remained attached to 
the IL/water interface for a time before finally detaching.  
This “jumping” and detaching was also observed with clusters of particles, as 
shown in Figure 3.15b, where a cluster of four particles quickly moved through the 
interface at t = 0.4 s. After 5.4 s, the particles detached from the interface and migrated to 
the IL phase. Figure 3.15c shows a cluster of particles that was transported through the 
interface in two parts. At t = 0.4 s, a cluster of four particles “jumped” through the 
interface, followed by two more particles at t = 4.3 s. The latter event forced the first 
cluster to detach from the interface on the IL side. As the interface moved downward, 
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only one particle of the cluster remained attached until complete absorption of the cluster 
was achieved by t = 15.6 s. Thus, by this “jumping” and detaching mechanism, single 
particles and particle clusters were transported though the liquid-liquid interface into the 
IL.  
 
Figure 3.15 Snapshots of the transport of (a) single, as well as (b, c) clusters of 1.0-
micron polystyrene particles (blue) across the IL (upper right)/water (bottom left) 
interface. Scale bars represent 7.5 microns. 
 
While the above configuration was advantageous for directly observing particle 
transport across the interface, particle transport into dispersed IL droplets would provide 
a more global view of this process. In the subsequent experiments, 0.1 g of IL was 
dispersed in 1.0 g of water by sonication after which 0.1 g of SPS particle dispersion (2% 
particles) was added via pipet. No further mixing was applied, thus ensuring that external 
shear forces could not aid particle transport into the droplets. Figure 3.16a shows the SPS 
microparticles absorbed in 1-butyl-3-methylimidazolium hexafluorophosphate (BMIM 
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PF6). Besides considerable interfacial coverage, the IL droplet also exhibited a high 
internal concentration of particles that had crossed the IL/water interface. In contrast, 
polydimethylsiloxane (PDMS) droplets in water showed negligible particle absorption 
(Figure 3.16b), as indicated by the lack of particles inside the droplets. This latter 
behavior was expected due to the high interfacial adsorption energy of the liquid-liquid 
interface. Only in the IL-based systems did we see a significant number of particles 
overcome this adsorption energy and enter the droplet. It should also be noted that very 
few particles had adsorbed to the interface of the PDMS droplets (Figure 3.16b). In a 
previous study by our group, the particles and PDMS droplets were dispersed by 
sonication and exhibited high interfacial adsorption [34, 203]. Since the particles were 
not sonicated in this study, the lack of interfacial adsorption suggests that such agitation 
was necessary for the particles to come in contact with the droplet surfaces and be 
adsorbed. The relatively higher interfacial adsorption in the IL droplet (Figure 3.16a) 
further highlights the capability of the IL to extract particles from the water phase. 
 Since interfacial adsorption energy increases quadradically with particle radius 
[14]. Therefore, by using 4.0-micron SPS particles, we increased the interfacial 
adsorption energy by a factor of 16. Surprisingly, even these particles were readily 
transported across the interface (See Figure 3.16c). This latter figure emphasizes the 
strong absorption capability of this IL. It should also be noted that these experiments 
were performed at room temperature. Similar studies at 80 oC produced identical results, 
suggesting that this phenomenon did not exhibit significant temperature dependence. 
These findings led us to hypothesize that the interaction between the particles and IL 
must have been unusually strong to overcome the interfacial adhesion energy. 
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Figure 3.16 Confocal (top) and DIC/confocal overlays (bottom) showing the behavior of 
1.0 micron SPS particles with (a) [BMIM][PF6] droplets and (b) PDMS droplets in water. 
Droplet surfaces are denoted by the red dotted lines in the confocal images. Fluorescent 
dyes in the particles produced the different colors seen here. Changing the fluorescent 
dyes did not affect the results. Image c shows 4.0-micron SPS particles absorbed by 
[BMIM][PF6] droplets in water. Scale bars represent 25 microns. 
 
To explore this possibility, we conducted a systematic study of particle absorption 
as a function of IL and continuous phase. Figure 3.17 shows the confocal/differential 
interference contrast (DIC) overlays of 5 IL-in-water and 5 IL-in-PDMS systems with 
1.0-micron SPS particles. Particle absorption from water was high in systems with BMIM 
PF6, choline bis(trifluoromethylsulfonyl)imide (Tf2N), and P66614 Phos, but negligible in 
systems with BMIM Tf2N and 1-propyl-1-methylpyrrolidinium Tf2N (not shown) 
droplets. It should be noted that in the P66614 Phos system, no interfacially absorbed 
particles were observed; particles were either totally absorbed into the droplets or 
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dispersed in the bulk phase. When the continuous phase was changed to 
polydimethylsiloxane (PDMS), all ILs except ethylammonium nitrate (EAN) and choline 
Tf2N absorbed some particles. However, the internal particle concentrations were not as 
high as the water systems. Interestingly, BMIM PF6 absorbed the particles regardless of 
the continuous phase. PMP Tf2N and BMIM Tf2N only absorbed particles from the oil 
phase. This stark difference begs the question: what IL properties allowed for particle 
absorption?  The densities, viscosities, melting points, IL/water surface tensions, and ion 
mass ratios are listed in Table 3.5, but among these properties there was nothing unique 
about the non-absorbing ILs.  
 
Figure 3.17 1.0-micron SPS particle absorption from water (top row) and PDMS (bottom 
row) into droplets of various ILs. Chemical formulas for each IL are shown below their 
respective images. 
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Table 3.5 Properties of ILs used at 25oC. *Measured at 30oC. 
Properties 
BMIM 
PF6 
BMIM 
Tf2N 
PMP 
Tf2N P66614 Phos EAN 
Choline 
Tf2N 
Density (g/cm^3) 1.36 1.44 1.45 0.895 1.21 >1.0 
Viscosity (cP) 22.3 4.66 5.52 82.4 2.61 6.27* 
Melting point (oC) 9.95 -88.05 -18 Below 25 12 30 
m+/m- 0.96 0.5 0.46 1.67 0.74 0.37 
IL/Water γ (mN/m) 9 8.5 
 
3.0 - 
 Absorbs SPS From Water Yes No No Yes - Yes 
Absorbs SPS from Oil Yes Yes Yes - No 
  
Therefore, we began to explore some other possible mechanisms behind this new 
phenomenon. First, we focused on determining the time frame in which particle 
absorption occurred. We noted that no significant absorption occurred during 
microscopic experiment, suggesting that all absorption had been completed prior to this 
point. One hypothesis was that high concentration gradients between the pure particle 
dispersion and the IL droplets provided a needed driving force for particles to cross the 
interface. Therefore, we minimized this gradient by diluting the particle dispersion in 1 
mL of water. However, these experiments yielded identical absorption behavior. The next 
proposed mechanism was that particles were absorbed during droplet collisions and 
coalescence, which would provide some local shear forces. Furthermore, the absorbed 
particles were often observed in larger droplets that were presumably products of 
coalesced droplets. Given that collisions and coalescence were more frequent 
immediately after dispersion, we tested this hypothesis by waiting 3 minutes after 
sonication to add the particle dispersion. Again, the absorption behavior was unchanged 
from the original experiments, suggesting that some feature of the ILs was responsible. 
 In search of this feature, we quantified the degree of absorption with respect to 
each IL. To do this, we measured the peak fluorescence intensity using the confocal 
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microscope mentioned above. Measurements of bulk phase peak fluorescence intensity 
were compared to a IL-free system. Consequently, the degree of particle adsorption was 
indicated by a decrease in peak fluorescent intensity (due to particles being absorbed) 
relative to that of the droplet-free system. Figure 3.18 shows these measurements of SPS 
particles in the water phase with respect to each IL. These data correspond well to those 
of Figure 3.17, and provide more insight into the degree to which each IL absorbed SPS 
particles. [P66614][Phos] and Choline Tf2N were the strongest absorbers, indicated by 
near-zero peak fluorescence intensities. [BMIM][Tf2N] and [PMP][Tf2N] were the 
weakest absorbers, showing only a slight drop in fluorescence intensity probably due to 
some interfacial particle absorption. Most notable, however, was that [BMIM][PF6] 
exhibited intermediate absorption, suggesting that there was a gradient of absorbing 
power between the ILs, not just binary behavior (total absorption or zero absorption). The 
question arose as to why [BMIM][PF6] absorbed less than some ILs, but more than 
others.  
   77 
 
Figure 3.18 Peak fluorescence intensity measurements of SPS particles in the continuous 
water phase in the presence of various IL droplets. Measurements were normalized 
against measurements in an IL droplet-free system. 
 
 Because the ILs removed particles from the continuous phase, we hypothesized 
that the dissolved IL ions in this phase played a role in the absorption process. It is known 
that IL solubility in water depends on both the cation and the anion hydrophobicities 
[127, 128, 241]. For example,  [BMIM][BF4] is completely soluble in water, while 
[BMIM][PF6] forms a two-phase system because PF6 is a more hydrophobic anion [242]. 
The ions dissolved in water (from the respective IL) would have experienced electrostatic 
interactions with the charged particles and possibly affected their surface chemistry 
through physical absorption. To test this hypothesis, we prepared a system like the ones 
mentioned above with [BMIM][Tf2N] as the IL (which did not absorb particles in the 
previous studies) and added a small amount of [BMIM][BF4], to increase the 
concentration of IL ions in the water phase. We expected that these ions would physically 
adsorb to the charged particles and elucidate their absorption in the [BMIM][Tf2N] 
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droplets. Figure 3.19 indicates that higher degrees of particle absorption were observed 
with increased amounts of [BMIM][BF4], in support of our hypothesis. Therefore, ions 
dissolved in the continuous phase played an important role in particle absorption, as 
schematically shown in Figure 3.20. 
 
Figure 3.19 Peak fluorescence intensity measurements of SPS particles in the continuous 
water phase in the presence of [BMIM][Tf2N] droplets and varying amounts of water-
soluble [BMIM][BF4]. Measurements were normalized against measurements in an IL-
free system. 
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Figure 3.20 Schematic for the proposed mechanism for particle (red) extraction from the 
water phase to the IL phase. 
 
This mechanism can be summarized via a series of equilibrium relationships, 
(Equations 3.11-3.13). In these equations, only the cation interaction with the particle is 
taken into account, where both anion and cation could theoretically play a role by the 
formation of solvation layers, as has been shown in MD simulations [243]. 
 
 !!!!!" ↔ !!!"#$%&' + !!!"#$%&' !! = !!!"#$%&' [!!!"#$%&'][!!!!!"]  (3.11) 
 !!!!!"#$%!" ↔ !!!!!" !! = !!!!!"!!!!!"#$%&'  (3.12) 
  ! = !!!! (3.13) 
IL Water K 1 K 2 
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Here C+, A- and P- represent the cation, anion, and particles, respectively and activities 
are approximated by concentrations. In this scheme, the degree of particle absorption is 
proportional to the magnitude of equilibrium constant K, and thus dependent on both 
steps of the mechanism. K1 represents the equilibrium between IL ions in the original IL 
phase and those dissolved in the solvent phase. The dissolved ions can then interact with 
and cover the particles dispersed in the solvent phase. Similarly, K2 represents the 
equilibrium between solvophobized particles dispersed in the solvent phase and those 
extracted into the IL phase. The total equilibrium constant, K, is the product of K1 and 
K2. This organization also allows us to identify ways in which an IL-particle-solvent 
system may be adequate to experience particle absorption. For example, [P66614][Phos] is 
minimally soluble in water, thus exhibiting a low K1, but the constituent ions would 
exhibit strong binding to- and subsequent hydrophobization of a particle, exhibiting high 
K2. We expect that for this reason, [P66614][Phos] was one of the most efficient particle 
absorbing ILs. In contrast, EAN in PDMS would likely have exhibited high K2 values, 
but the small, hydrophilic ions would have been the least soluble in PDMS of all of the 
ILs, hence a low K1 (ILs with larger and more branched ions would having a higher K1 
and did exhibit particle absorption. See Figure 3.17). In light of this mechanism, it should 
be noted that future applications for this process must take into account the finite 
partitioning of the IL into the opposite phase. 
 This mechanism is similar in many ways to the one presented by Velev et al. In 
their mechanism, surfactants were attracted to the particles via electrostatic and 
hydrophobic interactions [67]. Here, instead of surfactants, IL ions adsorbed (likely 
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through the same interactions) to the particle surfaces, causing hydrophobization. Thus, 
both mechanisms required a water-soluble species to change the surface properties of the 
particles. The mechanisms differ in that with the ILs, the molecules that interact with 
particle surfaces could come directly from the droplet phase. In this way, ILs could act as 
the sole extracting agents, eliminating the need for additional surfactants. 
Other groups have observed that IL ions in the aqueous phase aided the phase 
transfer of metal nanoparticles into an organic phase [244-246]. Lee and coworkers 
proposed that these ions aided phase transfer by making the particle surface more 
hydrophobic upon contact [244]. Furthermore, it appears that efficiency of phase transfer 
increases with aqueous ion concentration [244, 246]. Again, we emphasize that these 
results did not represent spontaneous microparticle absorption as they were performed 
under agitation conditions and with nanoparticles, which experience adhesion forces 106 
times smaller than those of microparticles. These findings agree with our results: the 
degree of particle absorption depended on aqueous ion concentrations. [BMIM][Tf2N] 
was less soluble in water than [BMIM][PF6]  [241]  and therefore unable to provide a 
sufficient aqueous ion concentration to hydrophobize the particles enough for phase 
transfer. With the addition of [BMIM][BF4], the increased ion concentration allowed for 
the particles to be hydrophobized and extracted into the [BMIM][TF2N]. Judging by 
relative IL/continuous phase solubilities, application of this mechanism to the other 
systems shown in Figure 3.17 appears valid. Choline Tf2N is very soluble in water 
(requiring 0.2 g of IL to form droplets) and showed very high particle absorption. 
Similarly, [PMP][Tf2N] and [BMIM][Tf2N] were the more hydrophobic ILs and were 
thus able to absorb particles from an oil phase. [P66614][Phos], while not very soluble in 
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water, possessed very large ions, which were likely more effective at hydrophobizing the 
particle surface upon contact. 
 Recent molecular dynamics simulations [247] shed more light on the mechanism 
behind particle transport through the interface. At the simulated [BMIM][PF6]/water 
interface, hydrophobic nanoparticles dispersed in the water phase adsorbed to, and 
equilibrated on, the IL side of the interface. Interestingly, as the nanoparticles approached 
the interface, ions from the IL diffused though the water to form layers on the surfaces of 
the nanoparticles. After this layer was formed, the nanoparticle quickly left the water 
phase to be almost completely absorbed by the IL [247]. This “hydrophobizing” 
capability of the IL can aid the transport of particles through the liquid-liquid interface. 
Furthermore, the unusually low interfacial tension of IL-based interfaces (See Table 3.5) 
not only lowers the adhesion energy [14], but also allows for larger capillary waves, 
which can aid in particle absorption [248]. In these ways, particle transport through the 
liquid-liquid interface can be further facilitated by an IL.  
 
3.3.3 Self-Assembly in Oil-in-Ionic Liquid and Water-in-Ionic Liquid Pickering 
Emulsions 
Bridging of Solid Particles at Oil-Oil Interfaces 
 Expanding beyond the interaction between particles and IL-based interfaces, we 
investigated the morphologies in IL-based Pickering emulsions, where particle self-
assembly played a critical role. A unique, highly visible bridging phenomenon can be 
seen in Figure 3.21 (a-c) for the S-PS, AS-PS, and C-PS stabilized PDMS-in-
[BMIM][PF6]  Pickering emulsions. We observed that the particles mainly resided 
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between the PDMS oil droplets, creating flocculated droplet structures of varying size 
and morphology. While there was much variation in droplet size, every oil droplet larger 
than 3 µm was attached to at least one other droplet. The larger droplets (above about 20 
µm) formed chains or large aggregates of droplets, stabilized by many particles. This 
behavior was in sharp contrast to that of the same solid particles at the IL-in-water 
emulsion droplet interface. In those systems, the solid particles nearly covered the entire 
IL droplet [151]. Here the solid particles did not generally equilibrate at the oil-IL 
interfaces, they instead bridged the oil droplets. Since this was the only structure present 
in these emulsions, we can infer that that the particles halted droplet coalescence by 
hindering drainage of the inter-droplet film. Tambe and Sharma explained that this 
hindrance is due to the inter-particle interactions in the film [213].  
These structures were similar to some emulsion systems studied by others [42, 
209] in which the bridged droplets formed chains and aggregates. However, most 
notably, the oil-in-IL systems here differed from other studies in that the oil-IL droplet 
interfaces were almost completely devoid of particles. Also, droplet deformation at the 
bridges was much higher in these systems; the bridges occupied more of the droplet 
surface area. Droplets in other bridging oil-water systems remained mostly spherical with 
a few particles connecting their interfaces together [42, 209]. Notable also is that despite 
the low amount of PDMS used relative to the IL, this flocculation was the primary 
structure present in these systems: no un-bridged droplets of this size were observed 
except for systems using A-PS particles as a stabilizer.  
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Figure 3.21 Overlays of confocal and differential interference contrast (DIC) images of 
oil-in-IL Pickering emulsions. Particles of different surface chemistries were employed: 
(a) S-PS; (b) AS-PS; (c) C-PS; and (d) A-PS. The scale bars represent 25µm. 
 
 The A-PS system differed significantly from the previous three systems (see 
Figure 3.21d). Although some bridging was observed, this was not by any means the 
dominant structure. Bridged structures that were observed only contained two or three 
droplets. The majority of the particles remained in the IL bulk phase. Excluding bridges, 
the A-PS system showed more droplet coverage than the other three. Droplet coalescence 
processes actually occurred while the A-PS sample was being evaluated under the 
confocal microscope, which further suggests that particle bridging played an important 
role in preventing droplet coalescence. The primary feature that distinguished the A-PS 
particles from the other three was their positive charge in the dissociated state. While the 
a b
c d
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mechanism for this phenomenon is not fully understood, it appears that the sign of the 
charge plays a significant role. 
 Most solid-stabilized emulsions feature individual dispersed droplets covered by 
solid particles [34, 57, 151, 205, 249]. Why, then, did the S-PS, AS-PS, and C-PS in 
PDMS-in-IL Pickering emulsions prefer the bridge location over the interface?  One 
possibility is that most of the particles preferred the IL phase (due to the charged surface 
of the particle) until they were trapped between two droplets as they approached each 
other, as hypothesized in the work by Elias et al. with immiscible polymers and silica 
particles [250]. The bridges may then grow in size due to particle-particle attraction. 
Another possible contributing factor is the charge distribution at the oil-IL interfaces. Our 
molecular dynamics simulations of hexane-[BMIM][PF6] interfaces suggested that the 
carbon chains on the imidazolium cations extended into the oil phase, allowing for high 
ordering of cations at the interface and a high concentration of anions behind the cations. 
This high concentration of anions may have created a negatively charged layer and 
repelled the negatively charged particles to some degree.  
It should also be noted that no solid particles were transported into the oil phase in 
oil-in-IL Pickering emulsions. This observation was also in contrast to the IL-in-water 
systems reported be Ma and Dai, where other than equilibrating at the IL-water interfaces 
a fraction of the particles could cross the interfaces and dispersed in the IL phase, 
although they were initially in the water phase [151].  
Figure 3.22 compares the amount of particles in the bulk phase (IL) before and 
after emulsification for each of the four systems. The reduction of the peak in each graph 
shows that the particles were taken out of the bulk ionic liquid phase and adsorbed into 
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either the bridges or the liquid-liquid interfaces. Figure 3.21 and Figure 3.22 both show, 
however, that a significant amount of particles remained in the IL phase. By counting 
particles through visual observation of many images, we were able to determine the 
preferred equilibrium locations (whether it be the bulk, interface, or bridge configuration) 
for each type of particle. Figure 3.23 shows the results of this study. With the exception 
of the APS particles, all showed first preference for the bridge configuration, followed by 
the interface configuration (not bridged, but adsorbed to a droplet surface) and finally 
bulk phase dispersion. Both the SPS and CPS particles exhibited strong preference for the 
bridge configuration, while the ASPS particles favored the interface and bridge 
configurations equally. The APS particles gave highest preference to the interface 
configuration, followed by the bulk configuration. APS particles in the bridge 
configuration were rare. Overall, it is evident that most particles had left the bulk phase to 
interact with a liquid-liquid interface in some way. The choice of interfacial configuration 
was highly dependent on surface chemistry. 
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Figure 3.22 Fluorescence intensity measurements of particles dispersed in the IL phase 
before (solid line) and after emulsification  (dashed line). 
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Figure 3.23 Fraction of particles appearing in bridges (blue), at non-bridged interfaces 
(red), and in the bulk phase (green) with respect to particle surface chemistry. 
 
 
It is worthwhile to note that the particles within the bridges assembled into a 
monolayer at the oil-oil interfaces. Some of the bridges in this section might appear wider 
than 1.1 µm (the largest diameter of the particles), but this is simply an anomaly from the 
overlay of confocal  and differential interface contrast (DIC) images. The confocal 
images, which represent a very thin view plane, show that these bridges were clearly 
monolayers of particles (See Figure 3.24). 
 
Figure 3.24 A confocal image of a C-PS particle bridge formed between two oil droplets. 
The inset shows the overlay with the corresponding DIC image. The Scale bar represents 
3µm. 
 
Dynamics and Droplet and Emulsion Stability 
 It is worthwhile to note that in our experiments, most bridges formed during the 
emulsification process; although we did capture some growth dynamics. Figure 3.25 
shows how a particle (circled) at an oil-IL interface approached the already-formed 
bridge. The particle diffused along the droplet interface by Brownian motion until it was 
sufficiently close enough to the particles in the bridge and experienced an attraction. 
Once the collision occurred, the attachment of the free particle to the bridged particles 
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was irreversible. Although the bridges formed quickly, it appears that they may grow 
over time by the addition of free solid particles drawn in by inter-particle forces. This is 
similar to the behavior observed by Xu et al. where the oil bridge between two water 
phases (a droplet and a flat interface) grew over time as solid particles from the bulk 
aggregated to the already-bridged particles [45]. 
 
 
Figure 3.25 Dynamics of an S-PS particle (circled) at the oil-IL interface until it joins the 
other particles bridge two oil droplets. The scale bars represent 10µm. 
 
As mentioned previously, solid particle bridging plays an important role in the 
stability of oil-water Pickering emulsions. Surprisingly, although particle bridging 
inhibited individual droplet-droplet coalescence, it did not promote, but actually 
distressed, the overall emulsion stability. Figure 3.26 captures the stability of the 
Pickering emulsions as a function of time; as a control experiment, we prepared PDMS-
in-IL emulsions with no particles in the same manner as the particle-stabilized emulsions. 
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The oil-in-IL Pickering emulsions were homogenous after sonication but only stable for 
approximately 2.5 hours in those systems using S-PS, AS-PS, and C-PS as stabilizers. At 
approximately 2.5 hours, a distinct cream oil layer with particles formed at the top of the 
sample and left a light-colored emulsion underneath. The cream oil layer grew as a 
function of time. In contrast, the stabilizer-free control became cloudy with the formation 
of oil droplets but was stable for about 23.5 hours until a layer of PDMS was clearly 
visible at the top. It appears, therefore, that the S-PS, AS-PS, and C-PS actually promoted 
the destabilization of the Pickering emulsions. We hypothesize, that this observation is 
due to particle-induced adhesion between oil droplets. Due to the low density and large 
volume (thus the buoyant effect), the aggregated oil droplets quickly  rose  to  the top of 
the samples. These particles, therefore, did not stabilize the emulsions, but acted as 
flocculating and creaming agents in the presence of vigorous agitation. The A-PS system 
did not exhibit these characteristics until much later, likely due to a lack of bridging; 
however, it also worthwhile to note that due to the poor particle coverage at the oil-IL 
interfaces, the A-PS particles did not provide strong emulsion stabilization. 
 
a b
c d
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Figure 3.26 Emulsion stability as a function of time. The vials from left to right contain 
S-PS, AS-PS, C-PS, A-PS, and emulsifier-free, respectively. (a) t = 0 min; (b) t = 2.5 
hours; (c) t = 6.5 hours and (d) t = 23.5 hours. 
 
Upon examination of the cream top layer of an emulsion 60 days after sonication 
we found that the individual droplets had not coalesced, but were still separated by solid 
particle bridges. Figure 3.27 shows confocal and DIC images of a sample of the cream 
top layer of an S-PS system. Compared to the structures in Figure 3.21, these aggregates 
were much more extensive and the droplets exhibited much higher particle coverage. The 
latter observation was likely due to particle-particle attraction between bridged particles 
in an analogy to the dynamics shown in Figure 3.25. Because particles in the inter-droplet 
bridges severely hinder film drainage [213], we expect that these droplets will remain in 
this state for extended periods of time, possibly months and years.  
Some experiments we have performed suggest that the degree of bridging might 
depend on the frequency of droplet-droplet and droplet-particle collisions. In this 
scenario, adhesive forces between the bridged droplets would be important. Considering 
only capillary forces and neglecting curvature effects, the adhesion force between two 
droplets can be calculated using [46] 
 
 
(3.14) 
where F is equal to the force required to separate the droplets, ! is the interfacial tension 
between the oil and IL, R is the radius of bridge and ! is the contact angle of the solid 
particle. The interfacial tension for this system was 13.5 ± 0.1 mN/m as measured using a 
Sigma 701 Tensiometer. As an example, we calculated the adhesive force between two 
! = 2$2%&'()2 *+2,	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bridged droplets shown in the top right corner of Figure 3.21c. The particles have a 
diameter of 1.1 !" and the width of the bridge is about 12.9  !". For these droplets, 
assuming a contact angle of 100°, the adhesion force was on the order of 7.1E-7 N. 
Assuming that this adhesive force is overcome when the droplets are separated to the 
point that particles do not touch any interface, we can integrate this equation to find the 
energy required to separate bridged droplets. This energy, therefore is represented by  
 ! = 2!!!" !"!! arcsin ℎ! + !22!!! !ℎ (3.15) 
where E is equal to the separation energy, a is the particle radius, h is the distance 
between the centerline of the particle and the oil/IL interface. Given the parameters 
above, the energy of separation for these droplets was on the order of 107 kT. 
 
Figure 3.27 Images of the structure for a cream layer collected from a S-PS stabilized 
emulsion 60 days after initial emulsification. (a)  An overlay of the confocal and DIC 
images; (b) The confocal image. The scale bars represent 25µm. 
 
Effect of Particle Heterogeneity 
 To further investigate this bridging phenomenon, oil-in-IL Pickering emulsions 
with binary mixtures of particles were prepared. The binary systems studied were A-
a b
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PS/S-PS and C-PS/S-PS. Each emulsion contained 0.001g of each type of particles, 
making 0.002g of solid particles in total. Figure 3.28 shows representative confocal 
images of the droplet structures that were formed with heterogeneous particles. The 
structures seemed to be a hybrid of the structures formed by the respective single-particle 
systems. Figure 3.28a shows that the A-PS/S-PS system exhibited significant bridging. 
This is surprising because the A-PS particle did not readily form bridges on their own 
(See Figure 3.21d), but appeared well incorporated into all bridges with the S-PS 
particles. The bridges appeared to be monolayers of both A-PS and S-PS particles in 
nearly equal number. To verify this observation, we analyzed 15 confocal images of such 
bridges using ImageJ® to determine the fraction occupied by each species. We found that 
in the A-PS/S-PS system, the fraction of A-PS particles present was 0.44 ± 0.12, 
indicating that the particles did indeed mix well in the bridges (See inset of Figure 3.28a). 
Inter-particle interactions between the positively charged A-PS and negatively charged S-
PS particles were likely responsible for this mixing since the A-PS particles did not 
readily form bridges on their own (See Figure 3.21d). Similarly, the bridges in the C-
PS/S-PS system also showed good mixing between the particles (Figure 3.28b). Such 
behavior was expected, since both particles readily formed bridges of this size and 
packing density in single particle systems. Analysis (of 8 images) showed that the 
average fraction of the bridge occupied by the C-PS particles was 0.49 ± 0.11, suggesting 
good mixing (See inset of Figure 3.28b).  
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Figure 3.28 Confocal images of inter-droplet bridges in the Pickering emulsions contain 
(a) A-PS/S-PS; (b) C-PS/S-PS. The A-PS, C-PS and S-PS particles are shown in green, 
red, and blue respectively. Fractions occupied by each respective particle are shown as 
insets. Scale bars represent 10µm and 7.5µm for (a) and (b), respectively. 
 
The bridging morphology in oil-in-IL Pickering emulsions is a unique 
phenomenon that challenges much of the conventional wisdom on Pickering emulsions. 
Since this behavior destabilizes emulsions (due to buoyancy) we predict that this 
phenomenon may be used to de-emulsify natural emulsions in place of chemicals [251] 
that are more difficult to handle. Droplet bridging easily lends itself to the creation of 
high internal phase emulsions (HIPEs): an emulsion where the droplet phase occupies 
more than 74% of the total volume [252]. By polymerizing the continuous phase of 
HIPE, these emulsions may serve as templates [252] for highly porous structures with 
applications  in biological tissue scaffolds [253], sensors [254], and hydrogen storage 
[255]. Because the bridged droplets already self assemble into structures of high droplet 
phase volume, this phenomenon may provide a simple route to HIPE formulation.  
However, the underlying mechanism for this behavior remains elusive. Therefore, 
in the second section of this chapter we systematically evaluate the conditions under 
which bridging may occur and the parameters that affect the extent of bridging. We also 
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present some possible explanations behind this unique phenomenon. The results suggest 
that when the IL is the continuous phase of an emulsion, bridging may occur over a wide 
range of particle sizes and concentrations. The work also suggests that the extent of 
bridging may be easily tuned by manipulating these parameters. A qualitative phase 
diagram is proposed to illustrate this concept. 
Phase Diagram Generation 
 Normally, Pickering emulsions are stabilized against coalescence because the 
droplets are “armored” by a monolayer of solid particles [8, 12, 24, 25, 34, 57, 203, 256]. 
At low particle concentrations, droplets that may not be completely covered and the 
particles can form bridges with adjacent droplets, halting their coalescence [42, 44-47, 
208, 257]. Therefore, it was expected that increasing particle concentration would result 
in more fully covered droplets and, consequently, less bridging. Employing the S-PS 
particles as stabilizers, we studied PDMS-in-IL emulsions at particle number 
concentrations of 0.4 M, 0.8 M, and 1.6 M, respectively. Figure 3.29 shows the overlays 
of representative differential interference contrast (DIC) and confocal image of the 
emulsion droplets. Contrary to expectations, the extent of bridging increased remarkably 
with concentration. It is interesting to note that the particles did not generally assemble at 
the droplet surfaces (oil-IL interfaces), even at high concentrations, seemingly avoiding 
the IL phase.  
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Figure 3.29 PDMS droplets in [BMIM][PF6] bridged by 1.0-micron S-PS particles at 
number concentrations of (a) 0.4 M, (b) 0.8 M, and (c) 1.6 M. Scale bars represent 25 
microns. 
 
 Horozov and Binks suggested that the reason for bridge formation between two 
approaching droplets laden with charged particles was due to repulsive forces between 
particles residing on the droplet surface and particles in the inter-droplet film [42]. The 
repulsive forces would prevent the particles from convectively exiting the inter-droplet 
film during drainage [42]. The structures in oil-in-IL emulsions, however, must have 
formed in a different way because no particles existed on the non-bridged droplet 
interfaces to exert repulsive forces on the bridged particles. Some hypotheses on how 
these structures formed will be discussed later on. 
The degree of bridging in each of these systems was quantified by measuring the 
two entities: the droplet size distribution and number of droplets per structure. Figure 
3.30a shows the droplet size distribution for different particle concentrations. The 
particles used were 1.0-micron S-PS particles. The 0.4 M emulsion exhibited a 
reasonably narrow distribution of droplet sizes with a peak between 10-20 microns. 
Increased concentration allowed for a wider distribution of droplets sizes in bridged 
structures. Higher concentration also allowed for bridging of larger droplets (>45 microns 
b c a 
   97 
in diameter). This was anticipated since with increasing concentration there were enough 
particles to form increasingly larger bridges between droplets. The median droplet 
diameters for the 0.4 M, 0.8 M, and 1.6 M emulsions were 16.1 microns, 20.6 microns, 
and 25.7 microns, respectively. These data indicate a steady shift toward larger droplets 
with increasing particle concentration. 
 
Figure 3.30 (a) Droplets size distributions and (b) structure size distributions for the 
PDMS-in-IL emulsions stabilized by 1.0-micron S-PS particles at number concentrations 
of 0.4 M, 0.8 M, and 1.6 M. 
 
0%	  5%	  
10%	  15%	  
20%	  25%	  
30%	  
5	   10	   15	   20	   25	   30	   35	   40	   45	   50	   55	   60	  
D
is
tr
ib
ut
io
n	  
Droplet	  Diameter	  (microns)	  
0.4	  M	  0.8	  M	  1.6	  M	  
0%	  5%	  
10%	  15%	  
20%	  25%	  
30%	  
2	   4	   6	   8	   10	   12	   14	   16	   18	   20	  
D
is
tr
ib
ut
io
n	  
Droplet	  Diameter	  (microns)	  
0.4	  M	  0.8	  M	  1.6	  M	  
(a) 
(b) 
   98 
Figure 3.30b shows the distribution of droplets per structure for the same systems. 
In contrast to the droplet size distributions, we observed more pronounced changes in the 
distribution shape with increased particle concentration. At 0.4 M, the bridged structures 
mostly consisted of 2-3 droplets. There were still many 2-droplet structures in the 0.8 M 
emulsion, but a significant number of structures with 20-30 droplets formed as well. As 
can be seen in Figure 3.30b, the bridged structures in the 1.6 M emulsions contained even 
more droplets. The last data point for the 1.6 M emulsion in Figure 3.30b represents the 
fraction of structures with 20 or more droplets. Therefore, 27% of the structures in this 
emulsion contained more than 20 droplets. Thus, instead of exhibiting increased droplet 
coverage, this system bridged more droplets with increasing concentration.  
Having established that the extent of bridging could be tuned with particle 
concentration, we wished to explore the limits of bridge formation. At the lower 
concentration limit, we expected that only single droplets would be seen since there were 
be two few particles to form bridges. At the upper limit, all droplets would be bridged 
together, since the extent of bridging seemed to increase with concentration. Using S-PS 
treated particles of 0.2-   diameter, we were able to prepare PDMS-in-IL emulsions of 
0.16 M, 4.0 M, and 100 M particle concentrations. The DIC/confocal image overlays of 
these systems are shown in Figure 3.31. At the very low particle concentration (Figure 
3.31a), there is no significant bridging occurred, as expected. However, it is surprising to 
observe that no monolayer bridging was observed at the highest concentration (Figure 
3.31c). Instead, a third morphology was seen in which the droplets were not bridged, but 
completely covered by the S-PS particles. In fact, coverage was so high that significant 
droplet deformation was observed due to jamming of the particles at the droplet 
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interfaces. Although the droplets were in close proximity, their interfaces were not joined 
because of the high particle coverage (see inset to Figure 3.31c). Thus, there appeared to 
be three regimes of bridging emulsion morphologies occurring with increasing particle 
concentration: (I) single, sparingly covered droplets, (II) bridged clusters of droplets, and 
(III) fully covered droplets. Bridging, therefore, was only one phase in the morphological 
range of these systems. Regime II is the focus of this paper and will be discussed in the 
next two sections. Regime III also deserves some discussion and will be touched upon in 
the last section. 
 
Figure 3.31 DIC/confocal overlays of PDMS droplets in [BMIM][PF6] bridged by S-PS 
particles at concentrations of 0.16 M (a), 4.0 M (b), and 100 M (c). 
 
 Because particles in these systems tended to bridge rather than cover droplets, flat 
monolayers were the dominant self-assembled particle structure. Therefore, it was 
proposed that the area (!) of a hypothetical monolayer formed by all of the particles in a 
given system could be a good predictor of the bridging extent. A system with a high ! 
would exhibit a greater degree of bridging than that of a lower !. Assuming that all 
bridges are planar and circular and exhibit tight packing (as has been observed in other 
particle bridges [43, 44, 47]), the potential bridging area is proportional to the sum of the 
a b c 
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cross sectional areas of all particles in the system. Thus, total potential bridging area, !, 
is given by  
 ! ∝ !"!!! (3.16) 
where n is the number of particles, and rp is the individual particle radius. It should be 
noted that not all particles in a given system self-assembled into bridge structures; many 
particles remained dispersed in the IL phase. Therefore, ! represents the maximum 
bridging area attainable by a system. To test this hypothesis, we formulated two 
emulsions of the same particle concentration (0.016 M), but different particle sizes. 
According to Equation 3.16, the system with 4.0-micron particles had 16x greater 
bridging potential than the system with 1.0-micron particles. Figure 3.32 shows the 
DIC/confocal overlay images of PDMS droplets in IL stabilized by S-PS stabilized 
particles of (4a)1.0 micron and (4b) 4.0 micron, diameters.  
 
Figure 3.32 DIC/confocal overlays of PDMS droplets in [BMIM][PF6] bridged by S-PS 
particles of (a) 1.0 and (b) 4.0  micron diameters. Scale bars represent 50 microns. 
 
 
b a 
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        Distributions of droplet size and droplets per structure were quantified for these 
two systems and are shown in Figure 3.33. Figure 3.33a shows that increasing particle 
size broadened the droplet size distribution. Larger droplets were bridged in systems with 
larger particles. This was expected, since the larger particles had more potential bridging 
area (see Equation 3.16). This relationship was also verified by the distributions of 
droplets per structure (Figure 3.33b). The structures in the system with small particles 
were confined primarily to 2 or 3 droplets while the larger particles created structures as 
containing as many as 20 droplets. Even though the most common structures consisted of 
2-3 droplets in both systems, increasing the particle size broadened the distributions. 
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Figure 3.33 Droplet size (a) and bridged structure (b) size distributions for PDMS-in-IL 
system stabilized by S-PS particles of 4.0- and 1.0-micron diameters. 
 
 These results showed that systems of differing ! exhibited correspondingly 
different extents of bridging. Therefore, a new question arose: how would particle size 
affect bridging if all of the systems had the same !?  To make this comparison, we 
prepared emulsions using 0.2-micron, 1.0-micron, and 4.0-micron particles at 
concentrations of 3.98 M, 0.16 M, and 0.01 M, respectively. Figure 3.34 shows droplet 
and structure size distributions for these three systems. The droplet size and structure size 
distributions showed a great degree of overlapping, indicating that the extent of bridging 
was not significantly affected by particle size under these conditions. These findings 
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indicated that systems of the same potential bridging area showed nearly identical 
morphologies. Potential bridging area, !, therefore, could be used as the primary 
predictor of the degree of bridging in systems of varying particle concentration and size 
within the ranges studied here. 
 
Figure 3.34 (a) Droplet size distributions and (b) droplets/structure distributions for the 
PDMS-in-IL emulsions stabilized by 0.2, 1.0, and 4.0-micron S-PS particles at number 
concentrations of 3.98 M, 0.16 M, and 0.1 M, respectively. 
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 We will now briefly discuss some interesting phenomena that occurred in the 
third regime: single, fully covered droplets. Emulsions of 100 M particle concentration 
were formulated with 0.2-micron particles. Figure 3.35a shows several emulsion droplets 
of PDMS-in-IL stabilized by S-PS particles. Normally liquid droplets assume a spherical 
shape to minimize interfacial area. However, the PDMS droplets in this figure were 
distinctly non-spherical due to the high particle concentration. This phenomenon has been 
observed experimentally in both liquid droplets and air bubbles and is due to particle 
“jamming” at the interface [17, 75, 258, 259]. A number of droplet shapes have been 
observed including cylinders [75, 258], toroids, and saddles [258]. Bon et al. have 
suggested that this behavior may be useful for self-healing polymer composite 
applications [75]. 
 Another interesting phenomenon observed in this region is illustrated in Figure 
3.35b, which was an emulsion of water in IL stabilized by 0.2-micron C-PS particles. 
Once the particle concentration was high enough to prevent any bridging (because the 
droplets were fully covered), the water droplets began to absorb excess C-PS particles. 
These particles were relatively hydrophilic, which partially explains why they were 
absorbed into the water droplet. Ma and Dai also observed particle transport across the 
IL/water interface, but at much lower particle concentrations and the emulsion droplet 
interfaces were not fully covered [151]. The energy required for desorption, ∆!, of a 
spherical particle from a liquid-liquid interface is given by Equation 2.3 Desorption 
energy for these particles was on the order of 105 kT, which was likely overcome under 
sonication conditions at such high concentration. The uncommonly low interfacial 
tension of the IL/water system may explain this behavior (and that observed by Ma and 
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Dai) since desorption energy is directly proportional to !. Further investigation in this 
area is underway to obtain a conclusive explanation. 
 
Figure 3.35 Microscope images of droplet  behavior of emulsions corresponding to the 
third regime of Figure 3.36. On the left is a confocal/DIC overlay of PDMS/IL emulsion 
with 0.2-micron S-PS particles at a concentration of 100 M. On the right is a confocal 
image of a water droplet absorbing (after being covered with) 0.2 micron C-PS particles 
at a concentration of 100 M. Scale bars represent 50 and 10 microns, respectively. 
 
 Having established Equation 3.16 as an effective predictor of bridging extent, we 
could describe the various morphologies of this emulsion system with respect to a single 
parameter, !. A “phase” diagram relating the three morphologies discussed in this paper 
in terms of the bridge structure size is shown in Figure 3.36.  
a b 
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Figure 3.36 “Phase” diagram of the bridging IL emulsions discussed in this paper. The 
regimes are denoted as: Region I, single sparingly covered droplets;  Region II,  bridged 
clusters of droplets; Region III, fully covered droplets. In the third phase, S-PS and C-PS 
particles are represented in green and red, respectively. 
 
Bridging of Water Droplets 
 Our previous publication and the work above [257] only dealt with oil-in-IL 
Pickering emulsions. As a matter of fact, self-assembly at IL-water interface has received 
greater attention [151, 207, 249]. Naturally the question arose as to whether or not 
bridging would still occur if the droplet phase was aqueous. Since the particles were 
known to be stable in water (they were received in dispersion form), it was originally 
hypothesized that the water droplets would reabsorb the particles, making the bridge 
formation impossible. Surprisingly, bridging occurred with all particle surface 
chemistries except for the A-PS particles and there was no particle absorption into the 
water droplets. The confocal/DIC overlay images are shown in Figure 3.37. In general, 
these bridged structures were nearly identical to the oil-in-IL structures. Both cases 
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showed minimal droplet coverage (except for the bridges) and exhibited networks of 
many droplets. The A-PS particles did not form bridges in either system. The water 
droplet structures were slightly more compact and the AS-PS particles showed significant 
water droplet coverage outside of the bridges. These results indicate that bridging in IL-
based Pickering emulsions was possible over a wide range of droplet phases: from 
aqueous to hydrophobic. 
 
Figure 3.37 DIC/confocal overlays of water droplets in [BMIM][PF6] stabilized by 1.0-
micron (a) S-PS, (b) AS-PS, (c) C-PS, or (d) A-PS particles. Scale bars represent 25 
microns. 
 
 Bridging in the water-in-IL Pickering emulsions is a surprising observation in 
light of the role of contact angles. In order to prevent rupture of an oil (or IL) film 
between to water regions, the particles must have a contact angle greater than 90o [13, 43, 
47]. Observations of the reverse emulsions (the IL-in-water type) [151], however, 
a b 
c d 
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suggested that the contact angles of the polystyrene particles were less than 90o, a 
condition that is necessary to stabilize droplets in a continuous phase of water [12]. 
Nevertheless, these particles demonstrated unusual film stabilizing capability and bridged 
numerous water droplets in IL. Explanation for this behavior requires a greater 
understanding of the liquid film stabilization mechanism for this self-assembly process.  
Possible Mechanisms 
Thermodynamically, the change in free energy from single droplets to bridged 
droplets can be described as a sum of the free energies of the constituent processes. These 
include particle adsorption to the liquid-liquid interface (∆!!"#$%%"&'), increases in droplet 
surface area due to deformation (∆!!"#$%&'()!"), van der Waals forces between the 
droplets (∆!!"#), electrostatic forces between the droplets (∆!!"#$%&'(%)%*$), and particle-
particle interactions (∆!!"#$%&'(!!"#$%&'() [32]. Equation 3.12 summarizes this 
relationship. In the case to two droplets, the change in free energy can be calculated by 
solving Equation 3.12. ∆!!"#$%%"&' and ∆!!"#$%&'()$* are expressed in Equations 3.13 
and 3.14, respectively. In these equations, ∆!!"#$%%"&' is simply two times (to account for 
both interfaces) the adhesion energy for all of the particles in the bridge (np). In Equation 
3.14, A0 and A1 are the surface areas of the unbridged and bridged droplet, respectively, 
r0 is the radius of the droplet before bridging, r1 is the radius after bridging (r1 > r0), and a 
is the radius of the bridge. While r0 and a are specified, r1 must be solved imperatively 
using the assumption that droplet volume is conserved. Being purely ionic, ILs present an 
environment of extremely high electrolyte concentration. Therefore, electrostatic forces 
were not calculated due to the absence of reliable models to account for this feature. 
However, we can expect that these interactions would have positively contributed the 
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total bridging energy, since the droplets would have exhibited like charges. Relationships 
for the other the van der Waals and particle-particle forces [32, 260] were considered, but 
their contributions to the total free energy were negligible compared to the capillary and 
deformation contributions. 
 ∆!!"#$%& = ∆!!"#$%%"!" + ∆!!"#$%&'()$* + ∆!!"# + ∆!!"#$%&'(%)%*$+ ∆!!"#$%&'(!!"#$%&'( (3.17) 
 ∆!!"#$%%"&' = −2!!!!!!(1+ !"#$)! (3.18) 
 ∆!!"#$%&'()$* = 2! !! − !!= 2!" 2 !!! + !! !!! − !! + !! − 4!!!  
(3.19) 
We calculated these forces for the formation of a single bridge between two 
droplets. Figure 3.38 shows how the capillary, deformation, and total free energy changed 
with increasing bridge size and at contact angles of 95o (Figure 3.38a) and 110o (Figure 
3.38b). For the 95o contact angle calculations, the capillary energy dominated, resulting 
in a negative free energy for all bridge sizes. With increasing bridge size, the more this 
term dominated. However, increasing the contact angle caused a decrease in capillary 
energy contributions, and deformation energy dominated for the 110o contact angle case. 
Therefore, it appears that bridging was favorable at 95o, but unfavorable at a contact 
angle of 110o. Figure 3.39 shows how these three energies changed with contact angle 
and indicates that there was only a very small window in which the total free energy was 
negative (approximately 95o-99o). These results suggest that bridging was not likely a 
thermodynamically favorable configuration, unless other forces are accounted for. 
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Figure 3.38 Calculation of capillary (red), deformation (green), and total energy (black) 
of the bridging of two droplets with respect to bridge size at contact angles of (a) 95o and 
(b) 110o. 
 
Figure 3.39 Calculation of capillary (red), deformation (green), and total energy (black) 
of the bridging of two droplets with respect to contact angle. 
 
Lee and coworkers recently reported on a similar bridging morphology in non-IL 
Pickering emulsions stabilized by hydrophobized silica microspheres [261]. In that study, 
the authors showed that only particles with a sufficiently large three-phase contact angle 
could bridge emulsion droplets resulting in extensive percolating structures [261]. 
Droplets in that system, however, were fully covered whereas the key feature of the IL-
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based system was exclusive bridging in the absence of droplet coverage. Also, since 
bridging occurred in both oil/IL and water/IL with a variety of particle surface 
chemistries, it is unlikely that contact angles played a major role. This is also evident 
from the theoretical results presented in Figure 3.38 and Figure 3.39, indicating a very 
small window of contact angles that produced favorable free energies. Therefore, we 
looked for other forces that may have played a role in bridge formation. 
The distinctive feature of these systems was that they favored droplet bridging 
over droplet coverage. It should be noted, however, that significant agitation was 
necessary to form bridged structures; emulsions under mild agitation (for example, 
shaking by hand) exhibited only single, sparsely covered droplets. Therefore, bridges 
likely formed during mixing as particles were trapped between colliding droplets, as 
hypothesized in Figure 3.40. One unique property of these systems is the high viscosity 
of the bulk phase. [BMIM][PF6], like most ILs, has a relatively high viscosity, 217.9 cP, 
at room temperature [166]. Since high viscosity is known to slow the inter-droplet film 
drainage rate [213] it was suggested that the particles may not have been able to exit the 
film before the droplets collided. However, in testing this theory we observed that water 
droplets in an oil phase of similar viscosity were not bridged by polystyrene particles. 
Another unique feature of these systems was the unusually low interfacial tension. Using 
a Sigma 701 Tensiometer, we measured the interfacial tensions of the water/IL and 
PDMS/IL interfaces to be 9.9 ± 0.1 mN/m and 13.5 ± 0.1 mN/m, respectively. The lower 
interfacial tension may have allowed for the menisci around the particles to extend 
further away in the radial direction, allowing for longer-range inter-particle attraction. 
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Sonication of a system of similar interfacial tension (water/1-decanol)  [262]  yielded no 
bridged structures. 
  
Figure 3.40 Schematic depiction of a possible mechanism for bridge formation: Particles 
(blue) are trapped between colliding droplets (yellow). 
 
We hypothesized that this bridging phenomenon formed due to the unique ionic 
nature of the IL. To test this hypothesis, we formulated two oil-in-IL emulsions with 1.0-
micron S-PS particles and replaced [BMIM][PF6] with 1-butyl-3-methylimidazolium 
tetrafluoroborate ([BMIM][BF4]) in the first emulsion and 1-methyl-1-
propylpyrrolidinium bis(trifluoromethylsulfonyl)imide ([PMP][Tf2N]) in the second 
emulsions. While [BMIM][BF4] is quite similar to [BMIM][PF6] with the exception of 
the anion, [PMP][Tf2N] has a much lower viscosity (71 cP) and slightly higher density 
(~1.44 g/cm3) than [BMIM][PF6]. In support of our hypothesis, these emulsion formed 
bridged structures identical to the ones observed with [BMIM][PF6] (see Figure 3.41). It 
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is worthwhile, therefore, to discuss what IL properties may be responsible for this 
phenomenon. 
 
Figure 3.41 Bridging of PDMS oil droplets by 1.0-micron S-PS particles in (a) 1-butyl-3-
methylimidazolium tetrafluoroborate and (b) 1-methyl-1-propylpyrrolidinium 
bis(trifluoromethylsulfonyl)imide. Scale bars represent 25 microns. 
 
The formation of bridges may have been due to some unique interactions between 
the particles and the IL. Clearly, for the assembly scheme in Figure 3.40 to occur, some 
driving force must have existed to keep the particles trapped between droplets. Curiously, 
only the particles with acidic dissociable groups formed bridges. It is possible that strong 
hydrogen bonding between the surface groups and the fluorine groups of the anions 
enhanced the stability of the particle-laden IL film. Furthermore, ionic liquids are known 
to exhibit a degree of ordering (i.e. layering) upon contact with solid surfaces [263, 264]. 
Confined between tightly packed particles (in bridges), the IL would have interacted with 
many surfaces may have assumed an ordered structure. Recent AFM studies have 
indicated that this layering phenomenon is important in IL-particle interactions [150]. 
The existence of such a structure would also enhance the stability of the inter-droplet 
bridges. Molecular dynamics (MD) simulations of nanoparticles at the oil/IL interface 
(a) (b) 
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have indicated that particle aggregation may be enhanced by the presence of counterions 
[248]. While the scales are much different, this phenomenon may have provided some 
driving force for the aggregation of these microparticles at the bridges. Undissociated 
surface groups may have also provided some dipole-dipole interactions between particles 
at the interface, which can be significant [23, 32, 33]. Finally, particle surface chemistry 
may have affected contact angle hysteresis, which can enhance film stability [13]. 
 
3.3.4 Controlling Stability and Transport with an Organogelator 
Ionic Liquid Gels 
 Given the unique phenomena observed in the last sections, we set out to 
determine if these behaviors could be controlled via rheological modification. This was 
accomplished by adding a gelator, 12-HSA. We first investigated the effect of 12-HSA 
on pure [BMIM][PF6]. Experimental evidence indicates that 12-HSA effectively gels a 
number of oils including Canola oil [265, 266], methyl oleate [267], glycerol [267], 
methanol [268], toluene [268], mineral oil [267, 269], and an IL, [C6MIM][Tf2N] [270]. 
In order for effective gelation to occur, the 12-HSA molecules must immobilize the 
solvent by self-assembling into 3D networks of thin, entangled fibers [271, 272]. Zhu and 
Dordick showed that this process only occurs when the interactions between the gelator 
molecules and the solvent are minimized [273]. Otherwise, large structures form and 
macroscopic phase separation occurs [272]. Therefore, only if the IL-gelator interactions 
were small could 12-HSA successfully gel [BMIM][PF6]. 
 A super-saturated solution of 1.0 wt. % 12-HSA in [BMIM][PF6] was mixed at 
80oC and allowed to cool. No macroscopic phase separation was observed and the 12-
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HSA effectively gelled the IL. The top right image of Figure 3.42 shows that the resulting 
gel was opaque and did not flow under gravity (vial is upside down). In contrast, we 
found that at 0.5 wt. % 12-HSA was unable to gel the IL. Due to an insufficient amount 
of 12-HSA molecules to form a completely gelled network, the mixture was translucent 
(see the middle image of Figure 3.42) and flowed under gravity. Clearly, a rheological 
transition took place between these two concentrations. 
 
Figure 3.42 Variation of rheological properties as a function of strain %. The solid 
symbol is storage modulus G' and the open symbol is loss modulus G".  pure IL;  0.5 
wt.% gel;  1 wt.% gel. The frequency is 1 Hz. 
 
 Therefore, we compared the rheological properties of these two mixtures with the 
pure IL. Specifically, we measured the storage modulus (G', elastic component) and the 
loss modulus (G", viscous component) for each sample as a function of strain percentage 
(a strain-sweep test). Figure 3.42 shows that the elastic component, G', of the 1.0 wt% 
mixture was dominant in gel state at low strain %. With increasing strain rate, however, 
the gel structure was overcome to exhibit more liquid-like behavior (shear-thinning), 
evidenced by the dominant viscous component. Increased 12-HSA concentration also 
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resulted in higher G' and G''. These results confirmed the visual observations that a 
rheological transition (liquid to gel) indeed took place upon addition of 12-HSA and that 
complete gelation of [BMIM][PF6] by 12-HSA only occurred above 0.5 wt%. 
 Since the Pickering emulsions studied herein included water and PDMS, we 
briefly investigated how 12-HSA behaved in these two solvents. It was found that 12-
HSA effectively gelled the PDMS at 1 wt%. In water, 12-HSA did not gel the solvent, 
but aggregated, causing a macroscopic phase separation. The structure difference under 
the microscopy was also apparent. Microscopic images of 12-HSA in the IL, PDMS, and 
water are displayed in Figure 3.43, respectively. For reference, the original 12-HSA 
powder is shown as an inset of Figure 3.43a. Long and highly entangled fibers were 
observed in gels formed in both IL and PDMS. The presence of these macroscopic fibers 
accounted for the cloudy white, non-transparent appearance of the gels. In water, 12-HSA 
molecules self-assembled into branched structures centered on nuclei, resulting in large 
clusters. This morphology is a result of isotropic self-assembly and is characteristic of 
weak or non-existent gelation [273]. As mentioned before, good gelation (formation of 
fibrous networks) is disrupted by high gelator-solvent interactions. High solvent-gelator 
interactions (or higher solubility) allow the gelator molecules to move more freely and 
thus aggregate isotropically rather than form thin fibers [273]. We can conclude, 
therefore, that PDMS and [BMIM][PF6] maintained minimal interactions with 12-HSA, 
whereas water interacted more favorably. H-bonding between water and 12-HSA was 
likely the main factor behind aggregation, leading to macroscopic phase separation rather 
than microscopic phase separation [265, 273]. However, the fact that the fibers were 
thicker in IL than in PDMS is evidence that the former interacted more with 12-HSA. It 
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should be noted that even though the fibers were thicker, 1-dimension growth was still 
dominant, which is the defining feature of gelled structures [273]. Strong interaction 
between the charged species of the IL and the hydroxyl groups of the 12-HSA can only 
be expected, but it was not strong enough to induce significant branching in the fibrous 
structures. 
 
Figure 3.43 Microscope images of 12-HSA fiber structure in (a) IL, the inset is original 
morphology the 12-HSA powder, (b) PDMS,  and (c) water. The scale bars represent 20 
µm. 
 
 Fiber growth is also affected by the rate of cooling [274]. Typically, slower 
cooling rates allow for longer fibers [274]. We prepared IL gels at three different cooling 
rates and measured the fiber lengths using ImageJ ®. Figure 3.44 shows representative 
images of these three gels with their respective fiber lengths. At cooling rates of 0.1°C/s, 
fibers of ~50 microns (with large standard deviation) in length were formed. These fibers 
were significantly shortened and branched at faster cooling rates. Such behavior follows 
what is called the nucleation-growth-crystallographic mismatch branching (CMB) 
mechanism [275]. CMB suggests that one-dimensional growth is favored at low cooling 
rates due to the relatively high energy required to form branches [275]. Gelation of 
[BMIM][PF6], therefore, appears to have followed conventional mechanisms. 
Gelation of ILs has received increasing interest in the wake of the proliferation of 
IL-based applications. Many applications require properties unique to ILs, but are unable 
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to support a liquid phase. For example, ILs offer excellent gas separation qualities and 
tunability, but are not easily employed in membranes because they can be displaced by 
the pressure difference. Voss et al. showed how gelation overcomes this obstacle without 
inhibiting the advantageous properties of the IL. Gelled ionic liquids, or ionogels, have 
numerous other applications. Dye-sensitized solar cells based on ionogels have shown  
high efficiency  and  temperature  durability [276, 277]. Ionogels have also been used to 
create controlled-release drug devices, where the IL itself has antibacterial qualities 
[278]. Other applications include catalytic membranes, lithium-ion batteries, fuel cells, 
sensors, and actuators [279]. Having established that 12-HSA gels the pure IL, we will 
now investigate how this gelator behaves in the heterogeneous systems: IL-based 
Pickering emulsions. 
 
Figure 3.44 The effect of cooling rate on the self-assembled 12-HSA fiber lengths with 
representative images. The scale bars represent 20 um. 
 
Effect of 12-HSA on [BMIM][PF6]-in-Water Pickering Emulsions  
 For reference, we formulated three gelator-free IL-in-water Pickering emulsions. 
The representative confocal images in Figure 3.45(a-c) show that the particles generally 
   119 
self-assembled at the interfaces of the IL droplets. This is in agreement with general 
consensus of Pickering emulsion morphology [24, 203]. In the S-PS and C-PS systems, 
droplets were generally only partially covered. For the A-PS system, both fully- and 
partially-covered droplets were observed. Cross-sectional images of the Pickering 
emulsion droplets are included in Figure 3.45(d-f). Interestingly, many S-PS and C-PS 
particles were observed in IL phase, which indicates that they must have been transported 
across the IL/water interface since the particles were originally dispersed in water phase. 
No A-PS particles were transported to IL phase. This phenomenon is unusual because the 
energy required for a particle to desorb from the interface is on the order of 1000-106 kT 
due to capillary effects [14]. Particle transport across the liquid-liquid interface appears to 
be unique to IL systems and has been discussed in recent literature and section 3.3.2, 
usually with emphasis on extraction applications [32,54-58] [150, 151, 195-197, 202] . 
The observation that only particles with acidic functional groups were extracted into the 
IL phase suggests that proton exchange between the surface groups and the [PF6] may 
have lead to more favorable particle-IL interactions. Layering of IL ions at the particle 
surface may also play a role in this phenomenon [150]. Admittedly, the mechanism 
behind this extraction is not yet fully understood. However, it promises useful 
applications in oil sand/tar processing and oil spill beach cleanup: recent work has shown 
that imidazolium ILs can efficiently extract sand particles from oil at ambient conditions 
[150, 195-197].  
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Figure 3.45 (a-c) Overlays of depth-series confocal microscope images of IL droplets in 
water in the presence of particles; (d-f) Confocal microscope images of IL droplet cross-
sections in the presence of particles. (a, d) S-PS particles, (b, e) C-PS particles, (c, f) A-
PS particles. The scale bars represent 10 µm. 
 
 Based on the results of the previous experiments, we expected that 12-HSA would 
exclusively gel the IL droplets, immobilizing the S-PS and C-PS particles inside. Melted 
IL-gelator mixture was dispersed in water in the presence of particles via sonication at 
80oC. An emulsion resulted and was allowed to cool at room temperature. Interestingly, it 
was observed that the 12-HSA did not gel the IL droplets as a whole, but the fibers 
aggregated exclusively at the droplet interfaces (see Figure 3.46a-c). Also, the number 
particles (S-PS and C-PS) in the individual droplets was significantly less than in these 
systems. An explanation on how the addition 12-HSA facilitated these effects is due. 
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Figure 3.46 (a-c) Overlays of depth-series confocal and differential interference contrast 
(DIC) images of IL droplets in water in the presence of particles w/12-HSA; (d-f) 
Confocal microscope images of IL droplet cross sections in the presence of particles. (a, 
d) S-PS particles, (b, e) C-PS particles, (c, f) A-PS particles. The scale bars represent 10 
µm. 
 
 A separate experiment was performed to study the behavior of 12-HSA at the 
IL/water interface. One sample containing equal amounts of water and prepared 1 wt. % 
12-HSA IL gel was kept at 80°C in hot water bath for five minutes and then cooled to 
room temperature. During heating, some liquid 12-HSA was noticeably transported out 
of the IL phase and into the bulk water phase (partially favoring the top of the water 
phase because of buoyancy). After cooling, white solids were observed at the water/IL 
interface and partially in the bulk water phase. The IL phase was no longer a gel. This 
phase partitioning was expected since we had already observed that 12-HSA was more 
“soluble” in (or has higher interactions with) water than in the IL. This relatively higher 
“solubility”, however, prevented the 12-HSA from forming any gel in the bulk water 
phase, as was discussed in the previous section. Consequently, the 12-HSA could only 
form gel fibers in close contact with the IL: at the interface. Capillary forces likely aided 
their adhesion to the IL/water interface. In this way the 12-HSA exclusively gelled 
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IL/water interfaces, rather than either of the liquid phases. Thus, the results from this 
experiment explain why fibers were only seen at droplet surfaces as in Figure 3.46a-c. 
 It is likely that this phenomenon was related to the observed decreased number of 
particles in the IL droplets. We quantified particle absorption by measuring the particle 
occupancy for the S-PS particles (µm2) in individual droplets of systems without 12-HSA 
and with 12-HSA as a function of cooling rate. Figure 3.47 suggests that these 
measurements verified the microscopic observations. It was observed that at slower 
cooling rates, the fibers grew longer at the droplet interfaces; correspondingly, the fibers 
were significantly shortened at fast cooling rates. However, compared to the fiber length 
in bulk IL, these fibers were relatively small, only reaching approximately 20 microns in 
length at a cooling rate of 0.1 °C/s. We hypothesized that was due to the restrictive 
geometric nature of the droplet template. Particle transport was affected by the fiber 
length: longer fibers trapped more particles on interfaces, possibly because of the 
interpenetration and entanglement of long fibers which made the gel shell thicker at the 
interface, hindering the particle motion into the droplets. Oppositely, the shorter fiber 
matrix did not hinder particle transport across the interface. Therefore, quite a few 
particles were observed inside of the droplets. In this way, 12-HSA perturbed the original 
Pickering emulsion morphology and the particle transport process could be controlled by 
manipulating the degree of interfacial gelation via cooling rate. 
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Figure 3.47 Occupancy of particles in the individual emulsion droplets without 12-HSA 
as well as with 12-HSA at varying cooling rates. The insets are sample images from 
ImageJ analyses and the particles are approximately 1 micron in diameter. 
   
Also of interest is the number of particles absorbed from the water phase. To 
better compare the number of particles in the bulk phase before and after emulsification 
for each system, the concentration of particles in water phase was characterized by 
quantifying the fluorescence intensity over the emission wavelength range of the 
corresponding fluorescent particles in the bulk. The top panels in Figure 3.48 show the 
fluorescence intensity spectra of the water phase before and after emulsification without 
12-HSA. For S-PS and C-PS systems, the fluorescence intensity after emulsification fell 
nearly to zero level, suggesting that almost all the particles were transferred out of the 
water phase either to the droplets or to the interfaces. For the A-PS system, the 
fluorescence intensity dropped only slightly, indicating that many particles remained in 
water phase after emulsification. Intensity measurements of the systems with 12-HSA are 
shown in the bottom panel of Figure 3.48. While the S-PS and C-PS systems showed 
negligible change upon addition of 12-HSA, the A-PS system showed a significant 
decrease in bulk particle concentration. Since IL-absorbed A-PS particles were not 
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observed in the confocal images, we can assume that these particles were adsorbed at the 
droplet interfaces. The presence of fibers at the droplet interfaces provided more surface 
area with which the particles could interact and this may have lead to higher interfacial 
adsorption. Furthermore, the S-PS and C-PS fluorescence intensities exhibited little 
change, indicating that the previously absorbed particles migrated to only to the interface, 
rather than to the bulk. Therefore, greater degrees of interfacial particle adsorption were 
observed in the presence of 12-HSA. 
 
Figure 3.48 Fluorescence intensity spectra of the emulsions (top: no 12-HSA; bottom: 
with 12-HSA) before (solid line) aqueous phase and after (dashed line) emulsification. 
 
Some brief discussion of the effect of particle surface chemistry on their behavior 
in these systems is warranted. As discussed in section 3.2.1, particles in these 
experiments had various surface dissociable groups, so the phase preference was likely a 
function of particle properties including hydrophobicity, sign and density of surface 
charge, and specific surface chemistry. First, hydrophobicity was considered, but since 
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both hydrophobic (S-PS) and hydrophilic (C-PS) particles were absorbed by the IL, it 
was ruled out as a dominant factor. The fact that both of these particles were absorbed 
also rules out the possibility that charge density played a major role. These results 
support the conclusions made in ref [151]. Next, the sign of surface charge may have 
affected partition preference. Positive charge (in the dissociated state) is one feature 
unique to the A-PS particles, which were not absorbed. There is some experimental 
evidence indicating that the large cations can inhibit the solvation of positively charged 
species [280-282]. Another feature unique to the A-PS particles was the fact that it had 
basic surface functionality, while the S-PS and C-PS particles had acidic groups. The 
latter two particles could undergo dissociation in either the water or IL phase since the 
PF6 anion could accept acidic protons. On the other hand, A-PS particles could undergo 
dissociation only in the water phase since the IL, being aprotic, had no free protons. 
Therefore, while we can rule out surface charge density and hydrophobicity as important 
factors in this process, surface chemistry and charge sign likely played a defining role. 
Effect of 12-HSA on PDMS-in-[BMIM][PF6] Pickering Emulsions 
 In contrast to the IL-in-water emulsion, oil-in-IL Pickering emulsions exhibit a 
completely different morphology. It was observed in the previous section that in PDMS-
in-[BMIM][PF6] Pickering emulsions, the particles exclusively bridged the oil droplets, 
creating flocculated droplet structures of varying size and morphology [194, 257]. A 
representative microscopy image of a Pickering emulsion of oil-in-IL in the presence of 
S-PS particles is shown in Figure 3.49(a). The possible explanation of bridge formation is 
that the particles, which were dispersed in IL phase, were trapped between oil droplets as 
they approached each other during mixing. This bridge formation inhibited droplet-
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droplet coalescence, but these aggregated droplets distressed the overall emulsion 
stability by promoting creaming due to buoyancy [257]. 
 Emulsion stability is usually a desirable quality, so we hypothesized that gelling 
the IL to immobilize oil droplets would stabilize these emulsions. As demonstrated in the 
previous experiments, 12-HSA was able to gel both the IL and PDMS phases. A 
measured amount of 12-HSA was added to see how it would affect the emulsions. At low 
(0.5 wt. %) 12-HSA concentration, bridged droplets were not observed, suggesting that 
the bridging effect was limited in the presence of a gelator. This may have been due to 
partial gelation of the IL, which would greatly slow the motion of droplets during mixing, 
decreasing the chance that the droplets collided with each other. Very few particles were 
attached to the droplet interfaces. Even without bridging, droplets were still aggregated 
together to form clusters of varying sizes. The corresponding image is displayed in Figure 
3.49(b). At high (1 wt. %) 12-HSA concentration, droplet clusters were larger and packed 
more tightly. Particles were observed to be trapped at the droplet interfaces. 
Representative images are included in Figure 3.49(c). Additionally, it should be noted 
that droplets with and without fibers on interface were both observed under microscopy.  
   127 
 
Figure 3.49 Overlays of confocal and differential interference contrast (DIC) images of 
oil-in-IL Pickering emulsions in the presence of S-PS particles.(a)w/o 12-HSA; (b) 0.5 
wt.% 12-HSA; (c) 1 wt.% 12-HSA. The scale bars represent 20 µm. 
 
Droplet cluster formation may be explained by two mechanisms. One is that 
bridged flocculation occurred as 12-HSA fibers were bound directly to multiple droplet 
interfaces. 12-HSA on the interfaces or around the droplets would form fibrils to 
interconnect the droplets acting as a bridge. A similar behavior has been observed with 
long proteins that may bridge droplets in gelled food emulsions [283, 284]. In these 
studies, evidence of this bridging mechanism lies in the fact that, droplet flocculation 
increased with protein concentration [284]. Such behavior appears analogous to the 
dependence of flocculation on 12-HSA concentration in the present study (see Figure 
3.49). Another important cluster-forming mechanism is depletion flocculation. 
Effectively, this means that before complete gelation, the shell immediately surrounding 
the droplets was free of 12-HSA, creating a concentration gradient. The osmotic pressure 
difference because of concentration gradient would then induce an attractive force 
between the droplets. Flocculated droplet would be subsequently gelled upon cooling. 
Recent theoretical and experimental work has shown that droplet packing is dependent on 
both attractive and repulsive forces included in the depletion mechanism [285-287]. This 
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packing, and not the forces themselves, determines the rheology of depletion-induced 
emulsion gels [285]. The depletion force depends on a concentration gradient, which 
gives rise to effective osmotic pressure to push the droplets together. This may explain 
why droplet clusters were more tightly packed in the emulsion at 1 wt.% 12-HSA.  
Despite cluster formation, we found that higher concentrations of 12-HSA 
increased the stability of the bridging emulsions significantly. Figure 3.50 compares the 
stability of oil-in-IL Pickering emulsion with and without 12-HSA. Due to the low 
density and large volume, the bridged oil droplets in the system without 12-HSA quickly 
rose to the top and finally separated from IL phase to form a cream layer. At high 12-
HSA concentration, oil droplets were immobilized in IL gel matrix, therefore, no 
separation occurred. Low 12-HSA concentration could not immobilize oil droplets 
completely because the storage modulus was not big enough to withstand the buoyant 
force. These observations confirmed our hypothesis that gelation would stabilize these 
unique emulsions. 
 
Figure 3.50 Emulsion stability as a function of time. The vials from left to right contain 
no 12-HSA, 0.5 wt. % 12-HSA, 1 wt. % 12-HSA. They all have the same amount of S-PS 
particles. (a) t = 0; (b) t = 0.5 h; (c) t=6 h; (d) t= 24 h. 
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The characteristics of bridged droplets and droplet clusters can produce a number 
of benefits in high internal phase emulsions (HIPEs) manufacturing for which their 
internal phase has a high volume fraction (up to 74% by volume or above) [252]. HIPEs 
have many potential applications in different fields, such as encapsulation [288] and 
synthesis of porous materials [252, 289] for tissue scaffolds [253], sensors [254], and 
hydrogen storage [255]. The thermoreversible gelation opens new possibilities for the 
control of emulsion properties and performance in the preparation of advanced materials 
with respect to the improvement of chemical release, manipulation of emulsion rheology, 
and stability by temperature control. 
3.3.5 Self-Assembly in Ionic Liquid-in-Ionic Liquid Pickering Emulsions 
In this final section, we return to the IL-IL interface to investigate self-assembly 
for the first time in IL-in-IL Pickering emulsions. The first system, [P66614][Phos] + EAN, 
was quite stable against mixing as long as EAN was the continuous phase of the 
emulsion. Arce et al. report that smaller ILs are much more soluble in phosphonium ILs 
than vice versa[216]. The second IL-IL system we emulsified was [P66614][Phos] in 
[BMIM][PF6]. We observed that [BMIM][PF6] slowly gelled [P66614][Phos] over time 
(See Appendix I), but interdiffusion between the two ILs was slow enough to allow for 
droplets to remain for hours. We observed the self-assembled morphologies in these 
systems using confocal laser-scanning microscopy. 
 Figure 3.51 shows representative confocal/differential interface contrast overlays 
of this emulsion with three different particles. Both SPS (a) and CPS (b) systems 
exhibited morphologies comparable to conventional Pickering emulsion behavior, with 
the exception that a large number of particles were absorbed into the [P66614][Phos]. APS 
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particles were not absorbed. In a notable similarity, Ma and Dai reported that another IL 
([BMIM][PF6]) also absorbed SPS and CPS particles, but not APS particles, from water 
[151]. This phenomenon is unusual because micron-sized particles are usually strongly 
bound to the liquid-liquid interface (~106 kT desorption energy) [14] . The authors 
suggested that the sign and density of the particle surface charge played a primary role in 
this phenomenon, though the underlying mechanism is still unclear[151]. This similarity 
in particle “selectivity” in the present system and the IL/water system suggests that 
particle absorption occurred under the same mechanism for both systems.  
 
Figure 3.51 DIC/confocal overlays of [P66614][Phos] droplets in EAN with (a) SPS, (b) 
CPS, and (c) APS microparticles and  [P66614][Phos] droplets in [BMIM][PF6] with (d) 
SPS, (e) CPS, and (f) APS microparticles. 
 
 While the morphologies of the SPS and CPS systems readily compare to that the 
IL/water Pickering emulsions, the APS system does not. Figure 3.51c shows that APS 
a b c 
d e f 
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particles exhibit some of the bridging behavior reported by us previously[194, 257]. 
Interestingly, APS particles were the only particles that did not form bridges in either 
water/IL or oil/IL systems[257]. Thus, we were surprised to see bridging with this 
particle type. One major difference between this system and the bridging systems 
reported previously was that the continuous phase here was protic. This is significant 
because in order for the APS particles to assume a surface charge, the amine groups 
needed to accept a proton (becoming ammonium ions). Consequently, these results 
support the hypothesis that an active surface chemistry was necessary in order for 
particles to exclusively form bridges in IL-based Pickering emulsions [194]. 
 Having discussed the first system, we will now move on to the second: 
[P66614][Phos] in [BMIM][PF6]. Most obvious is that the particle self-assembly 
phenomena was a strong function of the continuous phase. In contrast to Figure 3.51a, 
Figure 3.51d shows that SPS particles in this system were not absorbed, but exclusively 
formed bridges between the droplets. Likewise with the CPS particles (Figure 3.51e), 
though bridging was only an anomaly rather than the dominant morphology. As if to 
complete reversal of morphologies, APS particles did not form bridges (Figure 3.51f), but 
were readily absorbed into the [P66614][Phos] droplets. Comparative analysis of these two 
systems yields important conclusions. 
 First, it is clear that phenomena generally unique to IL-based Pickering 
emulsions, exclusive bridging and particle absorption, may also occur when both phases 
are ILs. Secondly, these results show that these morphologies can be tuned by the 
constituent ILs, not just the particles. These phenomena have important implications for 
IL-based applications. In particle synthesis, phase transfer is often necessary either to 
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place the particles in their working environment or apply additional 
functionalization[198-200, 200, 202]. These processes usually require additional surface 
modification of the particles, but our results indicate that such measures may not be 
necessary in an IL environment. Also, since bridging can be tuned by the continuous 
phase, this morphology may be used more readily in self-assembly and high internal 
phase emulsion (HIPE) applications [252-255]. 
 
3.4 Conclusions 
We have investigated ordering and dynamics of IL-based interfaces as well as 
particle-interface interactions in the context of Pickering emulsions. Interesting ordering 
and charge distributions were observed at the IL-liquid interfaces. At the IL-hexane 
interface, the [BMIM] cations preferentially oriented themselves so that they immersed 
more into the hexane phase and packed efficiently to reduce steric hindrance. The 
ordering likely contributes to a heightened IL density and slightly positive charge at the 
IL-hexane interface. In contrast, the cations at the IL-water interface were oriented 
isotropically unless in the presence of nanoparticles, where the cations aligned across the 
nanoparticle surfaces. Experimental studies showed that the interface between EAN and 
[BMIM][PF6] was unusually long-lived, despite the ILs being miscible with one another, 
and that their mixing was endothermic. MD simulations supported these findings and 
provided insight into the micro-mixing behavior of the ILs. We found that not only did 
the ions experience diffusion as they mix, but also exhibited significant ordering into 
distinct regions. We suspect that this ordering disrupted concentration gradients in the 
direction normal to the interface, thus hindering diffusion in this direction and allowing 
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the macroscopic interface to remain for long periods of time. Intermolecular interactions 
responsible for this behavior included the O-NH interaction between the EAN ions and 
the carbon chain-carbon chain interactions between the [BMIM]+ cations, which 
associated more strongly in the mixed state than in the pure IL state.  
The interactions between particles and IL-based interfaces presented interesting 
findings. We have presented direct observation a new phenomenon in which 
microparticles were successfully transported through liquid liquid-interfaces without the 
aid of shear forces. Both single particles and clusters of particles were observed to adsorb 
to, then “jump” across the interface and finally detach. In the absence of external mixing, 
particles as large as 4 microns (in diameter) could completely penetrate the IL/water 
interface, despite the significant adhesive forces. We have presented evidence that these 
forces were overcome by ions dissolved in the bulk phase, which helped by covering the 
particle surfaces, allowing for more favorable interactions with the IL. This particle 
extraction mechanism is similar to those proposed by previous work in which IL ions can 
attach to particle surfaces, making them less soluble in their original solvents and forcing 
them to migrate into the IL phase. ILs, therefore, possess powerful and tunable extraction 
properties for solid particles of many sizes. In this way, ILs have extended separation 
phenomena beyond molecular species to include micron-sized solids. 
PDMS-in-[BMIM][PF6] Pickering emulsions stabilized by PS microparticles with 
different surface chemistry were also studied. Surprisingly, in contrast to the consensus 
originating from oil/water Pickering emulsions in which the solid particles equilibrate at 
the oil-water droplet interfaces and provide effective stabilization, here the S-PS, AS-PS, 
and C-PS particles mostly formed monolayer bridges among the oil droplets rather than 
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residing at the oil-ionic liquid interfaces. The bridge formation inhibited individual 
droplet-droplet coalescence; however, due to the low density and large volume (thus the 
buoyant effect), the aggregated oil droplets actually promoted oil/ionic liquid phase 
separation and distressed emulsion stability. Systems with binary heterogeneous 
polystyrene microparticles exhibited similar, even enhanced (in terms of surface 
chemistry dependence), bridging phenomenon in the PDMS-in-[BMIM][PF6] Pickering 
emulsions. Water droplets also exhibit bridging behavior in the IL. 
Subsequently, we characterized the bridging behavior of oil-in-IL  emulsions with 
respect to particle concentration, particle size, and droplet phase. The emulsions exhibit 
three morphology regimes: (1) single, sparingly covered droplets, (2) bridged clusters of 
droplets, and (3) fully covered droplets. The degree of bridging was directly proportional 
to the total potential bridging area, which can be determined from particle size and 
concentration. This type of emulsion diverges from much of the conventional wisdom of 
Pickering emulsions including the liquid film stability and particle self-assembly on 
droplet interfaces. Some possible explanations include hydrogen bonding between the 
PF6 anion and the particle surface groups, as well as IL ordering within the confined 
spaces of the of the bridge structure. We also reported some interesting phenomena 
observed in the fully covered droplet regime; these included non-spherical oil droplets 
and absorption of particles by water droplets. The work identified new self-assembled 
particle structure and morphology in solid-stabilized emulsions that contributed to the 
fundamental understanding of these unique systems. 
In an effort to control these unique phenomena due to IL interface-particle 
interactions, we modified the rheology of system. In this work, we have examined the 
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perturbation effects of HSA on IL-based Pickering emulsions. The 12-HSA gelled pure 
[BMIM][PF6] and PDMS effectively by the formation of entangled networks of thin 
fibers but not the water phase since proper gelation can only occur in the presence of a 
less polar solvent. In IL-in-water Pickering emulsions, the 12-HSA gelled the IL-water 
interfaces rather than the entire IL droplets since they partitioned into the water phase. In 
addition, we found that the morphology of interfacial gelation could be engineered by 
manipulating cooling rate and consequently provided a new way of controlling the solid 
particle transport into the dispersed phase. The 12-HSA effectively stabilized oil-in-IL 
Pickering emulsions by increasing the elastic modulus of the bulk phase and 
consequently overcoming the buoyancy force of the bridged droplets. These results 
indicate that phenomena unique to IL based Pickering emulsions can be tuned by the 
addition of an organogelator.  
Finally, we explored self-assembly phenomena at the IL-IL interface. IL-in-IL 
Pickering emulsions exhibited an array of self-assembled morphologies including the 
previously observed particle absorption and bridging phenomena. The appearance of 
these morphologies depended on the particle surface chemistry as well as the ILs used. 
Therefore, these unique behaviors so prevalent in IL-based Pickering emulsions can be 
controlled using these parameters. We expect that these findings will increase in 
importance as ILs see more use in self-assembly applications. 
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CHAPTER 4  
MOLECULAR DYNAMICS SIMULATIONS OF PARTICLE SELF-ASSEMBLY AT 
IONIC LIQUID-BASED INTERFACES 
4.1 Introduction 
Self-assembly of nano-sized objects at liquid-liquid interfaces is important in 
natural and industrial applications. However, the fundamentals of the self-assembly of 
nanoparticles at liquid-liquid interfaces are not fully explored. One of the remaining 
challenges is to understand multiphase interactions, self-assembly processes, and self-
assembled structures of nanoparticles, especially when the size of the nanoparticles is 
comparable with the molecular dimension of the surrounding liquids. Among various 
techniques, molecular dynamics (MD) simulation is a powerful tool for obtaining 
molecularly detailed information and the underlying physics of various systems, 
including liquid-liquid interfaces [290, 291] and liquid-liquid interfaces containing 
surfactant molecules[292-296]. Recently, our group simulated the self-assembly and 
diffusion of nanoparticles at water-trichloroethylene (TCE)  [292, 297]  and water-
polydimethylsiloxane (PDMS) [298]  interfaces. Hydrocarbon nanoparticles with 
diameter of 1.2 nm equilibrated at water-TCE and water-PDMS interfaces and the surface 
charge of the nanoparticles played an important role in the self-assembled structure and 
location of nanoparticles [292, 297, 298]. In this report, we discuss the nanoparticle self-
assembly at ionic liquid (IL)-water and IL-oil (hexane) interfaces using MD simulations. 
MD simulation is a discreet model that aims to capture intra- and intermolecular 
behavior with respect to time. This method differs from ab initio calculations in that it 
does not calculate the full wave functions, but replaces them with parameterized potential 
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functions. Consequently, MD simulations can be performed on systems of much larger 
size and time scales than is currently possible with ab initio calculations. MD potential 
functions capture a variety of forces including electrostatic and Van der Waals 
intermolecular interactions as well as bond and angle stretching and torsions. All of these 
forces are parameterized in separate functions that are used at each time step of the MD 
simulation to calculate the total energy, U. The function we used is called the optimized 
potential for liquid systems (OPLS) [228]  and is shown in Equation 4.1 where r 
represents interatomic distance, ! represents and angle between three atoms, ! represents 
a dihedral angle between 4 atoms, !! is the vacuum permittivity, and q represents atomic 
partial charge. Energies are summed over all bonds (b), angles (a), dihedrals (d), and 
between all atoms (i and j). All other variables are parameters fitted to duplicate the 
experimental behavior of a specific species. This collection of parameters determines the 
calculation of all molecular forces for the species and is consequently named a force 
field. 
 ! = !!,!2 (!! − !!,!)!! + !!,!2 (!! − !!,!)!!
+ !!,!2 [1+ −1 !!! cos !!! ]!!!!!
+    4!!" !!"!!" !" − !!"!!" ! + 14!!! !!!!!!"!!  
(4.1) 
 
With the development of accurate force fields for imidazolium ionic liquids,  
[222, 299-306]  multiple MD simulations have been performed and provided insights into 
the transport and interfacial behavior of ionic liquids [128, 232, 307-313]. However, there 
   138 
has been sparse work on their interfacial behavior involving other liquids. Chaumont et 
al. have used MD simulations to study the behavior of the IL-water interface and the 
transport of large solvent molecules across the interface [128, 307-309]. To our best 
knowledge, there are no MD simulations performed to examine the IL-oil interface and 
there is still much to explore when the systems involve self-assembly of nanoparticles at 
IL-water and IL-oil interfaces.  
Section 4.3.1 will discuss the self-assembly of neutral particles at the IL-water 
and IL-hexane interfaces. In Section 4.3.2, we will extend this study to explore the effect 
of charge on the nanoparticle self-assembly at the interface. The necessity of such a study 
is inherent since most experimental research on particle self-assembly at ionic liquid 
interfaces has been performed with charged particles [151, 207, 257]. Particle charge is 
especially important at interfaces involving ILs because the constituent ions respond with 
varying repulsive and attractive behaviors. Song et al. observed via MD simulations that 
at the water-polydimethylsiloxane interface, uncharged nanoparticles equilibrated in the 
oil phase but charged nanoparticles adhered to the interface and showed increased 
preference for the water phase with charge [298]. We expected that charge would also 
affect the nanoparticle placement at IL/water and IL/oil interfaces and corresponding 
self-assembly phenomena. 
Section 4.3.3 addresses the importance of particle surface chemistry in interfacial 
self-assembly as well as the unique particle extraction phenomena observed in Chapter 3. 
In addition to partition preference, the extraction of solid particles from one liquid to 
another also requires consideration of interfacial effects. As mentioned previously, the 
energy required for a microparticle to cross an oil-water interface can be on the order of 
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106 kT [14]. ILs, however, seem to overcome this barrier and non-destructively absorb 
both nanoscopic and macroscopic particles from other liquids. Gold nanoparticles [202] 
and CdTe quantum dots [314] have been extracted by ILs from aqueous solutions. Other 
groups have demonstrated that ILs can quickly extract sand and clay particles from oil or 
tar sands [150, 195-197]. This remarkable behavior lends itself to oil recovery, oil spill 
beach cleanup [149], and water treatment applications. With the help of surfactants, 
particle transport across the oil/water interface has been observed [67], but to our 
knowledge, unaided particle transport across the liquid-liquid interface has only been 
observed with ILs. Therefore, some explanation is needed on how the unique nature of 
ILs plays a role in particle extraction. 
 Experimental and computational studies have indicated that ILs exhibit ordered 
morphologies in the presence of solid surfaces. Atkin and Warr performed atomic force 
microscopy (AFM) measurements on various ILs in contact with mica, silica, and 
graphite surfaces [315]. In their studies it was found that when in contact with 
hydrophilic surfaces, some ILs could form as many as nine solvation layers [315]. 
Imidazolium-based ILs exhibited more layering in contact with graphite than with silica 
or mica possibly due to favorable interactions between the carbon chain of the cation and 
the surface [315]. Molecular dynamics simulations have shown that within the layers, the 
ions of the ILs can exhibit enhanced packing leading to higher densities at the surface 
[316, 317]. Recent experiments by Nordström et al. on silica colloids in ILs have 
suggested that stable solvation layers are important features in solid particle-IL 
interactions [318] and Hogshead et al. observed similar layering in the oil tar-IL system 
mentioned before [150]. In addition to effective solvation layer formation, ILs posses 
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other qualities that may enhance their capability to absorb solid particles. Being a binary 
mixture of oppositely charged species, ILs posses increased orientational degrees of 
freedom with which to interact with surfaces. Furthermore, functionalities of the 
individual ions can influence the favorability of IL interaction with other species (i.e. 
facilitating Lewis acid-base interactions and complexation). The purpose of this study is 
to observe how these characteristics play a role in the absorption of particles by ILs. 
In last section, we used MD simulations to observe how a model IL (1-butyl-3-
methylimidazolium hexafluorophosphate or [BMIM][PF6]) responded to nanoparticles of 
differing surface chemistries at the liquid-liquid interface and in the bulk. In particular,  
we wished to compare the IL response to hydrophobic vs. hydrophilic nanoparticles. The 
nanoparticles we studied were silica- and hydrocarbon-based (hydrophobic and 
hydrophilic, respectively) and the interfaces were IL/water and IL/hexane. Results from 
this study provide insight into how the interface and the IL itself respond to nanoparticles 
of differing surface chemistries. In this way, we hope to uncover some of the underlying 
mechanisms behind the experimentally observed particle absorption by ILs. 
 
4.2 Methodology 
Two types of simulations were performed: interfacial and non-interfacial. All MD 
simulations were performed using GROMACS 4.5 package [319-321]. The initial 
simulation box for interfacial systems system was approximately 5.5 x 5.0 x 11.0 nm3 
while the simulation box for the non-interfacial system was cubic with a side length of 5 
nm. After the initial configurations were obtained, 1,000 energy minimization steps were 
performed using the steepest descent method. The leap-frog algorithm was used for 
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integrating Newton’s equation of motion with a time step of 0.002 ps. All simulations 
were carried out under the NPT (constant number of molecules, constant pressure, and 
constant temperature) ensemble  using  the  Berendsen-thermostat [231] to  a  
temperature and pressure bath at 300 K and 1 bar respectively. Periodic boundary 
conditions (PBC) were applied to all three directions of the simulated boxes. The   initial 
atomic velocities were generated with a Maxwellian distribution at the given absolute 
temperature. The Particle-Mesh Ewald (PME) method was used for the long-range 
electrostatic interactions. The cut-off distance for Lennard-Jones forces was set as r = 1.2 
nm, as was done by the developers of the force field [222]. After the simulation, the 
physical properties were characterized using the GROMACS analysis tools, and the 
structures were visualized by Visual Molecular Dynamics (VMD) [322]. 
 Water was described by the extended simple point charge model (SPC/E) model 
[323], which has been demonstrated to perform well in the IL/water system [309]. 
Hexane was described by the OPLS united atom model as developed by Jorgensen et al. 
[228].The geometry of the spherical modified hydrocarbon nanoparticle (HCP, mean 
diameter of 1.2 nm) was truncated from a diamond-like lattice made of carbon atoms 
bonded in nonplanar hexagonal structure and saturated with united CH, CH2 and CH3 
atoms [297, 324]. The force field for this particle consisted of non-bonded parameters 
from the OPLS united atom model [228] and bonded parameters from the work of 
Mazyar and Hase [324] to simulate a rigid hydrophobic nanoparticle. This structure has 
been used in other simulations focused on interfacial self-assembly [292, 297, 298]. The 
surface charge of the HCP was modified by adding to or removing protons from these 
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groups. Because all charge was located at these two sites, the consequent charge 
distribution was asymmetrical. 
The force field for the IL, 1-butyl-3-methylimidazolium hexafluorophosphate 
([BMIM][PF6]), was carefully chosen because many ionic liquid force fields do not 
model interfacial behavior well although they give reasonable values for density. 
[223]For example, Wipff and co-workers found that [BMIM][PF6] force fields with ionic 
charges of ±1.0 exhibited exaggerated mixing with water [128]. We also confirmed such 
observations in our preliminary MD simulations. We evaluated an all-atom model for the 
[BMIM] cation developed by Lopes et al. [222]  based on the OPLS force field [228, 
325]. We also examined the force field for the [PF6] anion developed by the same group 
[221]. This force field gave reasonable values for density, but not for surface tension or 
self-diffusion coefficients [223]. We therefore considered a force field with the capability 
to model the surface behavior of this ionic liquid accurately. Bhargava and 
Balasubramanian [223] optimized the atomic charges in Lopes’ model as well as some of 
the Lennard-Jones parameters to match essential pair correlations obtained from Car-
Parrinello MD calculations [326] resulting in individual ion charges of ±0.8. The 
optimized force field yields accurate values for surface tensions and diffusion coefficients 
[223, 310]. Here we employed this optimized force field to simulate self-assembly of 
nanoparticles at the ionic liquid-water and ionic liquid-oil interfaces.  
The liquid-liquid interfaces were simulated by placing a cubic box of water or 
hexane adjacent to a cubic box of IL. Prior to this step, the hexane and IL boxes were 
equilibrated under NPT conditions (constant number of molecules, pressure, and 
temperature) to ensure that they exhibited the correct density at 300 K and 1 bar. The 
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hexane box gave an equilibrium density of 0.638 g/cm3, which is within 3% of the 
experimental value [327]. The IL box gave an equilibrium density of 1.385 g/cm3, which 
is within approximately 2% of the experimental value of 1.360 g/cm3 [125, 328, 329]. We 
calculated the surface tensions of pure hexane and the IL by doubling the z-vector of the 
equilibrated boxes (to allow liquid/gas surfaces to form) and continued the MD 
simulations for 20 ns. The surface tension measured from the IL box was 41.8 mN/m, 
which deviates approximately 1% from the experimental value of 42.3 mN/m [330, 331]. 
The surface tension measured from the hexane box was 17.3 mN/m, which is within 4% 
of the experimental value [327]. The MD simulation package contains a near-equilibrium 
coordinate file for SPC/E water, therefore it was not necessary to equilibrate the water 
simulation box. After validating the densities and surface tensions of the hexane and IL 
force fields, the IL-water and IL-hexane interfaces were constructed as described above. 
Parallel runs were then performed with and without nanoparticles in the water or hexane 
phase. A summary of the system configurations is detailed in Table 4.1.  
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Table 4.1 Detailed Composition of Simulation Systems. 
Run # of HCPs HCP Charge [BMIM] [PF6] 2nd Phase 
Water/IL Interface 
W 0 - 400 400 4483 
W+6 8 +6 400 400 4165 
W+4 8 +4 400 400 4181 
W+2 8 +2 400 400 4197 
W0 8 0 400 400 4213 
W-2 8 -2 400 400 4197 
W-4 8 -4 400 400 4181 
W-6 8 -6 400 400 4165 
Hexane/IL Interface 
H 0 - 400 400 652 
H+6 8 +6 400 400 457 
H+4 8 +4 400 400 473 
H+2 8 +2 400 400 489 
H0 8 0 400 400 505 
H-2 8 -2 400 400 489 
H-4 8 -4 400 400 473 
H-6 8 -6 400 400 457 
 
To provide contrast to the hydrocarbon-based surface of the nanoparticle 
mentioned above, we also generated a silica-based nanoparticle. A unit cell of !-quartz 
[332] was generated and multiplied in space using VESTA [333]. This structure was 
truncated to a sphere of 1.1 nm diameter and saturated with silanol groups using WebLab 
Viewer Pro [334]. To account for the electrostatic and van der Waals forces of the silanol 
groups, we used the force field proposed by Wensink et al. [335] . Figure 4.1 shows the 
resulting structures for (a) the hydrocarbon nanoparticle (1.2 nm in diameter) and (b) the 
silica nanoparticle. Equilibrium simulations of nanoparticle self-assembly were 
performed with eight silica nanoparticles at the IL/water (24,836 atoms) and IL/hexane 
(15,866 atoms) interfaces with equilibration for 20 ns. Nanoparticles were initially 
   145 
dispersed in the non-IL phase. Simulations of single nanoparticles in pure IL were also 
equilibrated for 20 ns. 
 
Figure 4.1 Geometric structures of the nanoparticles employed in this study. The 
hydrocarbon nanoparticle (a) consisted of only carbon atoms. In the silica nanoparticle 
(b) H, O, and Si atoms are represented in white, red, and yellow, respectively. 
 
In addition to these simulations, we also performed potential of mean force (PMF) 
calculations on single nanoparticles of 0, -4, and +4 charge moving through the IL/water 
and IL/hexane interfaces. As the nanoparticle was pulled through the interface, snapshots 
were saved every 0.016 nm for a total of 4 nm of pulling. Each snapshot was then 
equilibrated for 5-20 ns and the weighted histogram analysis method (WHAM)  [336, 
337]  was used to determine the PMF with respect to the z position of the nanoparticle. 
Error analysis of these PMF studies was performed by averaging two parallel runs for 
each system. 
Cell Size Independence 
Each simulation in this study was evaluated at approximately 3.5-4.5 ns/day due to the 
small step size of 0.002ps. Since there were four simulations of 20ns, each consisting of 
four parallel runs, this simulation cell size was not by any means conservative for our 
purposes. We did, however, create a large simulation of the IL/water system with a box 
size of 8.9x8.9x18.2 nm3. Due to the high computational cost of this system, we 
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concluded the run at 5ns. Table 4.2 below shows a comparison of this run to the results 
from run A described in the results section. These values represent averages over the last 
ns of run time (4-5ns). The values from the large run are very close to those calculated 
from run A at 5ns. Discrepancies in these calculated values may in part be due to non-
equilibrium conditions at this run time. We therefore conclude that the results obtained 
from our simulations in this study were reasonably independent of the cell size used. 
 
Table 4.2 Comparison of calculated values from a large IL/water simulation and run A. 
 
Values 
 Data Large Run Run W 
Density of Water Phase (kg/m^3) 993 990 ± 1 
Density of IL Phase (kg/m^3) 1389 1392 ± 2 
Interfacial Width Defined by IL (nm) 0.95 0.89 ± 0.09 
Interfacial Width Defined by Water (nm) 0.98 0.85 ± 0.06 
Mole fraction of IL in interface defined by IL 0.06 0.08 ± 0.01 
Mole fraction of Water in interface defined by IL 0.94 0.92 ± 0.01 
Mole fraction of IL in interface defined by Water 0.06 0.07 ± 0.00 
Mole fraction of Water in interface defined by Water 0.94 0.93 ± 0.00 
 
 
4.3 Results and Discussion 
4.3.1 Interfacial Self Assembly of Neutral Particles 
Figure 4.2a shows the in-situ nanoparticle self-assembly at the [BMIM][PF6]-
water interfaces. At t = 0 ns, the nanoparticles were dispersed in the water phase. As time 
progressed, the nanoparticles rapidly migrated toward the ionic liquid phase and reached 
the interface within 5 ns. This was also the period in which aggregates of 2-3 particles 
formed. At 20 ns, the nanoparticles finally equilibrated more on the IL side of the 
interface as shown in Figure 4.2a and Figure 4.4a-c. The nanoparticles interacted more 
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readily with the hydrophobic IL than the water phase. As a result, the IL almost 
completely immersed the nanoparticles (see Figure 4.4a). 
 
Figure 4.2 Sample snapshots of (a) the IL/water/HCP and (b) IL/hexane/HCP systems at 
various time intervals. The water is represented in blue, [PF6] in green, [BMIM] in 
yellow, hexane in purple, and HCP in red, respectively. Snapshots of all parallel runs are 
shown in Supporting Information. 
 
 
It should be noted that the particles were dispersed in the water and hexane phases 
because they had significantly lower viscosities than the IL. Theoretically, the particles 
would equilibrate at the same interfacial location regardless of their original location (as 
will be seen in the PMF studies), but the dynamics of these processes differed 
significantly. Figure 4.3 shows snapshots at 40 ns and 20 ns of the IL/hexane and 
IL/water systems, respectively, where the particles were initially dispersed in the IL 
phase. In consequence of the high viscosity of the IL phase, the particles did not exhibit 
significant translational motion during reasonable simulation times and remained in the 
0	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  ns 10	  ns 15	  ns 20	  ns 
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  ns 5	  ns 10	  ns 15	  ns 20	  ns 
   148 
IL phase. Therefore, in terms of computational resources, simulation of the self-assembly 
process from this approach was cost-prohibitive and was not pursued further. 
 
Figure 4.3 Snapshots of (a) the IL/hexane interface at 40 ns and (b) the IL/water interface 
at 20 ns with particles having been initially dispersed in the IL phase. 
 
Interestingly, the IL ions diffused around the nanoparticles at the interface and 
formed a thin layer at 10 ns in this run. It is worthwhile to note that although the cations 
contained hydrophobic carbon chains,  they diffused quite far into the water phase as they 
formed the thin layer. A closer inspection shows that the carbon chains of the cations 
generally laid flat across the surface of the nanoparticles (see Figure 4.4a and inset of 
Figure 3.7c). The nanoparticles were mostly immersed in the water phase at this point in 
the self-assembly process. Therefore, this attraction between the ions and the 
nanoparticles resulted in an increased concentration of IL in the water phase. 
(a) (b) 
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Figure 4.4 Closer snapshots at 20 ns of the nanoparticles in the IL/water (a-c) and 
IL/hexane (d-f) systems with respect to all ions (a and d), cations only (b and e), and 
anions only (c and f). 
 
A radial distribution function from this run of the ions around the nanoparticles 
(based on centers of mass) from the time period of 8-10 ns in the simulation is shown in 
Figure 4.5. Peaks at about 0.9nm were indications of the IL layer forming around the 
nanoparticles. The figure suggests that the BMIM cations were generally slightly closer 
to the nanoparticles than the anions in terms of center of mass (peaks at r = 0.916nm and 
r = 0.998nm, respectively). The elongated geometry of the BMIM cation allowed its 
center of mass to lie closer to the surface of the nanoparticle than that of the spherical 
anion. The PF6 anion was about 0.31nm in diameter and the BMIM cation was about 
(a) (b) (c) 
(d) (e) (f) 
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0.15nm wide when lying flat. Therefore, this difference in peak locations was not large 
enough to indicate any layering of the ions around the particle.  
 
Figure 4.5 Radial distribution function of BMIM and PF6 anions around the HCP 
nanoparticle. 
 
Similarly for the IL/oil system (Figure 4.2b), we first dispersed the nanoparticles 
in the hexane phase (t = 0 ns). Interestingly, the nanoparticles quickly aggregated and 
equilibrated in the hexane phase, as shown in Figure 4.2b and Figure 4.4d-f. This 
aggregation was also observed by Luo and Dai [292] in their water-trichloroethylene 
simulations that employed the same nanoparticle model. The [BMIM] cations, despite the 
hydrophobic nature of their carbon chains, did not penetrate the oil phase and surround 
the nanoparticles as those in the IL/water system. Figure 4.4(d-f) shows that the 
nanoparticles immersed mostly in the hexane phases and were completely surrounded by 
the hexane molecules. This phenomenon may be explained by the competition between 
hexane and the [BMIM] cations for the surface of the nanoparticle. The nanoparticle was 
hydrophobic, electronically neutral, and made only of hydrocarbons. By these criteria, the 
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hexane molecules were equally hydrophobic, whereas the BMIM cations were slightly 
less because of their ionic imidazolium ring. Therefore, the hexane molecules had a 
dominating presence on the surfaces of the nanoparticles. 
The corresponding density profiles are shown in Figure 4.6. These were obtained 
by averaging the last ns of 4 parallel runs of each system. The simulation box was 
divided into 100 slabs (a slab thickness of 0.01 Å) parallel to the xy plane. The density 
profiles support the visual inspection about the equilibrium positions of the nanoparticles. 
The interfacial width was defined as the length over which the density of one phase 
dropped from 90% to 10% of its bulk value [292]. The analyzed widths are shown in 
Table 4.3. The interfacial thickness of the water-trichloroethylene interface simulated by 
Luo and Dai was 0.5 nm [292]. By comparison, the interfacial thicknesses for the 
IL/water and IL/hexane systems were slightly higher. This may be due to more complex 
interactions with the ionic liquid. In contrast to the oil/water system, the oil here may 
interact more readily with the IL because of the organic cation. Also, the polar water 
molecules would have higher Coulombic interactions with the IL (which consists of 
charged species) than with an oil phase. Table 4.3 also includes the mole fraction of IL 
(XIL) in the interfacial region for Systems A and C. The interface region is non-IL rich, 
with XIL approximated as 0.12-0.13, with the exception of System C, where is more 
mixing towards the IL side of the interface. 
Figure 4.6 and Table 4.3 both show that the IL-water interface was somewhat 
disrupted by the presence of the nanoparticles. Instead of a sharp decrease at the 
interface, the IL density gradually decreased over the region where the nanoparticles 
equilibrated. In this region, the IL molecules formed a thin layer around the 
   152 
nanoparticles, as shown in Figure 4.4a. Because the nanoparticle aggregates did not 
completely enter the IL phase, this layer extended a significant distance from the bulk, 
resulting in a gradual decrease in IL density in the nanoparticle-occupied region. With the 
disruption of the nanoparticles, the IL-water interfacial width was higher compared to 
that of the system with no nanoparticles although the average values largely depended on 
density over which the interface was defined.  
 
Figure 4.6 Density profiles of IL/Water systems without (a) and with (c) nanoparticles 
and IL/Hexane systems without (b) and with (d) nanoparticles. The IL, water, hexane, 
and nanoparticles are represented in green, blue, purple, and red, respectively. 
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Table 4.3 Equilibrium interfacial widths of Systems A-D. 
 
Run 
 
Interfacial Width (nm) 
(calculated from the IL density) 
 Interfacial Width (nm) 
(calculated from the solvent density) 
W 0.83 ± 0.09 0.71 ± 0.15 
 
(XIL≈0.13)                    (XIL≈0.12) 
W0 1.95 ± 0.23 0.91 ± 0.36 
H 0.70 ± 0.12 0.78 ± 0.13 
 
(XIL≈0.22)   (XIL≈0.12) 
H0 0.67 ± 0.11 1.28 ± 0.72 
 
Taking into account the standard deviation, the interfacial thickness in the 
IL/hexane system was comparable to the IL/water system where there is no presence of 
nanoparticles. Since the nanoparticles equilibrated in the hexane phase, the interface 
thickness of System H0 remained unchanged if calculating from the IL density. Defining 
the interface in terms of hexane density gave a significantly different value in System H0. 
The average interfacial thickness was 1.28 nm, but varied by ± 0.72 nm. This unusually 
high variance is due to the location of nanoparticles. In some of the parallel runs, the 
aggregated nanoparticles equilibrated close to the interface whereas in other parallel runs, 
the aggregated nanoparticles equilibrated in the bulk hexane phase. The interfacial 
thickness was only increased when the nanoparticles equilibrate near the interface, so a 
high variance in interfacial thickness was observed between the four parallel runs. 
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Figure 4.7 Potential of mean force (PMF) calculations of the IL/water system (a) and the 
IL/hexane system (b). The green dotted line represents the approximate location of the 
interface. Phases are labeled on either side of the interface line. 
 
 
Figure 4.7 shows the results from the PMF calculations on a single particle 
moving through the IL/water system (Figure 4.7a) and the IL/hexane system (Figure 
4.7b). In both figures, the dotted green line represents approximately the point at which 
the density profiles cross, thus providing the location of the interface along the z axis. As 
Figure 4.7a shows, the PMF profile decreased dramatically as the particle approached 
and crossed the interface. This profile reached a minimum approximately 1 nm past the 
interface in the IL, which corresponded well to the observed location of the equilibrated 
particles in the IL/water system (See Figure 4.2a). The maximum free energy was 
exhibited while the particle was in the water phase. The PMF profile of the IL/hexane 
system was notably different. Figure 4.7b shows that the minimum free energy was 
manifested while the particle was still in the hexane phase, close to the interface. As the 
particle crossed the interface, the free energy gradually increased until it reached a 
maximum in the hexane phase. This profile also agreed well with the equilibrium 
positions of the particles in Figure 4.2b. The particles did not cross the interface because 
-­‐10	  
20	  
50	  
2	   3	   4	   5	   6	  P
M
F	  
(k
J/
m
ol
)	  
z	  (nm)	  
b	  
-­‐140	  -­‐110	  
-­‐80	  -­‐50	  
-­‐20	  10	   3	   4	   5	   6	   7	  
PM
F	  
(k
J/
m
ol
)	  
z	  (nm)	  
a	  
Water IL Hexane IL 
   155 
of the consequential increase in free energy. Instead, the particles remained where the 
free energy was the lowest: in the hexane phase, but still rather close to the interface. 
4.3.2 Interfacial Self Assembly of Charged Particles 
In the previous section, we reported that the uncharged nanoparticles in the 
IL/water system showed high interactions with the IL and equilibrated on the IL side of 
the interface [247]. In contrast, the uncharged nanoparticles in the IL/hexane system did 
not readily interact with the IL, but aggregated and equilibrated in the hexane phase, 
though in somewhat close proximity to the interface [247]. Snapshots of these systems 
are included for reference in Figure 4.8 and we will draw comparisons with them to 
emphasize the effect of charge on nanoparticle self assembly. 
 
Figure 4.8 Snapshots of (a) the IL/water and (b) IL/hexane systems at 20 ns. 
Nanoparticle charges are shown underneath the snapshots. 
 
Figure 4.8a illustrates the snapshots of the IL/water systems at 20 ns. Though we 
hypothesized higher interactions between the nanoparticles and the IL with enhanced 
charges, the nanoparticles equilibrated at nearly the interfacial position regardless of the 
0 -­‐2 -­‐4 -­‐6 +2 +4 +6 
(a) 
(b) 
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charge sign or magnitude. Compared to the IL/hexane system, these nanoparticles were 
embedded much deeper into the IL, with the uncharged one immersed the deepest. We 
attributed this behavior to the hydrophobic nature of the nanoparticles.  
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Charged nanoparticles exhibited notably different behavior in the IL/hexane 
system. Figure 4.8b includes snapshots of the IL/hexane systems of different nanoparticle 
charges at 20 ns. In contrast to the neutral nanoparticles, the charged nanoparticles 
showed enhanced interactions with the IL phase and equilibrated at the interface (with the 
exception of the aggregated nanoparticles). The degree of this interaction appears to be 
independent of charge magnitude and sign. Despite having like charges, the nanoparticles 
showed a high degree of aggregation. This was due to the fact that the counterions were 
unable to dissociate from the charged sites into the non-polar hexane phase. Figure 4.9 
shows the energetic contributions of various interactions of these systems with respect to 
particle charge. Both dispersion (LJ) and electrostatic (Coul) were accounted for. It can 
be seen that despite the repulsive forces felt between the particles, the ion-particle 
interactions dominated and became more so with increased particle charge. Since the 
counterions equilibrated at the interstices of the aggregates, the counterion-particle 
interactions (attractive) occurred over a shorter distance than the particle-particle 
interaction (repulsive) and were consequently stronger. Figure 4.9 shows that they were 
significantly stronger and provided the primary contribution to the total energy of each 
system. Were it not for these counterions, the particles would resist aggregation due to 
strong repulsions. Therefore, ionic attraction between the nanoparticles dominated due to 
the high concentration of charged sites and counterions in nanoparticle aggregates.  
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Figure 4.9 Energy contributions of various interactions in the charged particle systems. 
 
Close-up snapshots of the IL/Water (a) and IL/Hexane (b) systems at 20 ns are 
shown in Figure 4.10. Most notable was that the counterions (dark blue) in the IL/water 
system remained in the water phase, leaving the nanoparticles free to interact with the IL. 
The counterions in the IL/hexane system remained tightly bound to the charged sites of 
the nanoparticles while in the hexane phase, as discussed in the previous paragraph. 
Some of the Cl- counterions, however, dissociated into the IL phase, likely due to 
favorable interactions with the [BMIM] cation. The presence of nanoparticles disturbed 
the interface significantly, as we will also see upon examination of the density profiles. 
The IL interacted with the nanoparticles by forming thin layers around them, thus 
deviating significantly from a flat interface state. This was true of all systems in question 
except for the IL/hexane system with uncharged nanoparticles, which was the only 
system in which the nanoparticles did not interact with the IL at the interface. We can 
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therefore conclude that the presence of charge was necessary for self-assembly of 
hydrophobic nanoparticles at the IL/hexane interface. 
 
Figure 4.10 Close-up snapshots of (a) IL/water and (b) IL/hexane systems at 20ns. The 
nanoparticles (in red) have +6 charge and the Cl- ions are shown as dark blue spheres. 
 
Figure 4.11 shows the density profiles of the systems in question by nanoparticle 
charge. These were obtained by averaging the last nanosecond of 4 parallel runs of each 
system. The simulation box was divided into 100 slabs (a slab thickness of 0.01 Å) 
parallel to the xy plane. The density profiles support the visual inspection in general. The 
nanoparticles were generally absent from the water phase and the neutral nanoparticles 
were the furthest embedded into the IL phase in the IL/water systems. The charged 
nanoparticles in the IL/hexane systems showed higher interactions with the IL than the 
neutral nanoparticles, but still maintained a significant presence in the hexane phase due 
to aggregation. It is worthwhile to note that because the density profiles were averaged 
from all nanoparticles (including the aggregates in the hexane phase), they may not 
precisely reflect the  position of  the nanoparticles  that   equilibrated  at   the   interfaces. 
In  all systems, the presence of nanoparticles caused a disturbance in the density profile 
(a) (b) 
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of the species with which they interacted the most. For example, the uncharged 
nanoparticles of the IL/water system interacted heavily with the IL, which caused a more 
gradual decrease in IL density at the interface. In contrast, the IL density profile of 
IL/hexane system with neutral nanoparticles exhibited a sharp decrease at the interface 
due to a lack of interaction between the nanoparticles and the IL. We quantified this 
disturbance by measuring the interfacial widths of these systems and hence evaluated the 
degree of interaction between the nanoparticles and the respective solvents.  
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Figure 4.11 Density profiles averaged from last 1 ns of 4 parallel runs for each system. 
Y-axes represent density  (kg/m3) and x axes represent z position (nm) in the simulation 
boxes. The green, blue, purple, and red lines represent the IL, water, hexane and HCPs, 
respectively. Nanoparticle charges are shown in the left column. 
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The interfacial width was defined as the length over which the density of one 
phase dropped from 90% to 10% of its bulk value [292]. Since there were two bulk 
phases present in each simulation, we calculated the interfacial width with respect to each 
phase. The interfacial widths for all runs are shown in Figure 4.12. Figure 4.10a shows 
that the interfacial width as defined by the ionic liquid varied somewhat with respect to 
nanoparticle charge. In the IL/water system, the interfacial width decreased to some 
extent in the systems with the charged nanoparticles (regardless of charge sign). These 
data indicate that the IL interacted more with uncharged nanoparticles than with charged 
ones, i.e. the nanoparticles’ preference for the IL phase decreased by adding charge. We 
did not anticipate this observation since the ions of the IL should have interacted well 
with the charged sites. However, recent studies have shown that the polarity of water is 
generally higher than that of ionic liquids [338, 339]. Therefore, increasing the surface 
charge enhanced the nanoparticle-water interaction rather than the nanoparticle-IL 
interaction. This behavior coincided well with the hydrophobic character of the 
nanoparticles (which should become less hydrophobic with charge). Also, this decrease 
was more pronounced in the systems with positively charged nanoparticles, indicating 
that the large cations may have exerted repulsive forces on the nanoparticles due to like 
charges. 
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Figure 4.12 Interfacial widths defined by the (a) IL and (b) non-IL solvents with respect 
to nanoparticle charge. Squares represent IL/Hexane widths and diamonds represent 
IL/Water widths. 
 
In contrast, the IL/hexane systems showed increased interfacial widths (defined 
by the IL) due to interaction with charged nanoparticles (see Figure 4.12a). Such 
behavior was expected, considering the lack of nanoparticles at the interface in the 
neutral nanoparticle system and significant embedment of nanoparticles into the IL in the 
charged nanoparticle systems (see Figure 4.8b). Such behavior also coincided with the 
hydrophobic nature of the nanoparticles:  with no charge, the nanoparticles avoided the 
polar solvent (IL), but with increased charge, the nanoparticles interacted more readily 
with the polar solvent.  
Figure 4.12b shows how the solvent-defined interfacial widths changed with 
nanoparticle charge. There were no significant changes in interfacial width with respect 
to charge in either of the systems. Therefore, the nanoparticle charge did not have a 
substantial effect on the nanoparticle-solvent interactions. In the case of the IL/water 
system, any changes in the nanoparticle location were not great enough to disturb the 
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water phase. Comparably, the charged nanoparticles in the IL/hexane system were not 
displaced from the hexane phase enough to significantly reduce the disturbance of the 
hexane density at the interface.  
These equilibrium studies gave us an approximate view of how deeply particles 
penetrated the interface. We expected that the PMF calculations would give more exact 
conclusions as to the equilibrium locations of the particles with respect to the interface. 
Theoretically, PMF calculations should exhibit minima at the particles’ respective 
equilibrium z locations. Figure 4.13 shows the results from the PMF calculations for the   
(a) IL/Water and (b) IL/Hexane systems with 0 charge (black), +4 charge (blue) and -4 
charge (red) nanoparticles. The y-axis in both graphs represents the approximate location 
of the interface and is also the point at which the density profiles of the IL and solvent 
cross. As expected, all particles in the IL/water system exhibited minima in free energy 
on the IL side of the interface, denoting their equilibrium positions. The minima of the +4 
and -4 charged particles were nearly identical, while the minima of the neutral particle 
occurred approximately 0.5 nm further past the interface, indicating deeper embedment 
into the IL. 
   165 
 
Figure 4.13 PMF calculation results upon pulling single nanoparticles through the (a) 
IL/water and (b) IL/hexane interfaces (z = 0). Results from neutral nanoparticles, +4 
charged nanoparticles, and -4 charged nanoparticles are shown in black, blue, and red, 
respectively. 
 
Figure 4.13b shows the PMF profile of single nanoparticles as they moved 
through the IL/hexane interface. Clearly, both charged particles experienced free energy 
minima at z = 0 with energy increasing rapidly in either direction. Charged particles, 
therefore, should have been fairly stable straddling the interface, as was seen with many 
particles in the equilibrium simulations. The free energy of the neutral particle, however, 
had a very shallow minimum about 0.4 nm on the hexane side of the interface. The 
uncharged nanoparticles did indeed equilibrate in this region. 
Experiments on ionic liquid solvation of charged species have shown that the 
imidazolium cation plays an important role [280-282]. More specifically, the size of the 
cation greatly affects the electrostatic interactions between the IL and the solute species. 
For example, Nusai, et al. recently showed that increasing the imidazolium alkyl chain 
length decreased the solubility of positively charged ions in the IL [280]. Figure 4.13 
shows that, there were no significant differences in the PMFs of the negatively and 
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positively charged particles in the IL phase. Perhaps in a future study we would begin to 
see differences with larger cations (i.e. replacing butyl with octyl chains).  
Although the primary purpose of the PMF calculations was to determine the 
equilibrium positions of the particles with respect to the interface, the behaviors beyond 
the minima are worth noting. We compared these data to the well-known macroscopic 
calculation for desorption of a spherical nanoparticle from a liquid-liquid interface 
(Equation 2.3, shown again here for convenience) [9-11].  
                               ∆!=!!2!(1±cos!)2                                                       (2.3) 
where ∆! is the change in free energy upon desorption of the nanoparticle from the 
interface to either of the bulk phases, r is the nanoparticle radius, ! is the interfacial 
tension between the two liquids, and ! is the three-phase contact angle measured through 
the solvent (non-IL) phase. The positive sign is used for desorption into the IL phase and 
the negative sign is used for desorption into the solvent phase.  
Equation 2.3 indicates that particle-interface interactions exist only when the two 
are in contact. Thus, ∆! should not change beyond certain distance, in our case, r (0.6 
nm). It is clear from Figure 4.13, however, that significant changes in ∆! were felt 
beyond this distance. The PMF of all particles continued to steadily increase 1.5 nm 
beyond the IL/hexane interface on both the IL and the hexane side. The same is true of 
the particles on the IL side of the IL/water interface. Even though the PMFs flattened out 
on the water side, this saturation point was not reached until the particles were at least 1.2 
nm from the interface. At first, we questioned whether the long range interaction was an 
artifact of an insufficient box length, Lz, for the two liquids. However, simulations with 
doubled box lengths (~11 nm on each liquid side) and extended runs times produced 
   167 
similar results (See Figure 4.14). Recent studies by Cheung have shown that Equation 2.3 
greatly underestimates the particle-interface interaction range because it does not account 
for capillary waves, which widen the interface [19, 27]. This is especially true of systems 
with low interfacial tensions, since the amplitude of the capillary waves varies with 1/! 
[27, 340]. Both the IL/water and IL/hexane systems here exhibited low interfacial 
tensions of approximately 10-13 mN/m. Therefore, the low interfacial tension allowed 
the interface to interact with the particle over a wider range than the prediction by 
macroscopic theory. Figure 4.15 shows that in some cases, the interface deformed enough 
and formed bridges with particles 1.2 nm from the interface. This phenomenon is unique 
and important in describing nanoparticle self-assembly at IL-based interfaces because the 
oil/water systems generally have much higher interfacial tensions. 
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Figure 4.14 PMF of a negatively charged particle at the IL/Hexane interface (z = 0). The 
solid line and dotted line represent PMF calculations performed in boxes with Lz = 11 
nm and 22 nm, respectively. 
 
Figure 4.15 Interfacial deformations in the (a) IL/water and (b) IL/hexane systems with 
+4 charged particles. Solvent molecules were removed so as to create a clear view of the 
particles and the deforming interface. 
 
Based on the interfacial tensions and particle size of our systems, Equation 2.3 
predicts a total desorption energy of 1-10 kT, depending on the three-phase contact 
angles. Although most of the PMF profiles did not saturate, it is apparent that the 
desorption energies of these systems were much higher. This discrepancy again brought 
into question of the lateral box size, since it is well-known that interfacial tensions show 
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some dependence on the size of the interface at the nanoscopic scale. Ionic liquids are 
known to show a “non-monotonic variation” in surface tension with respect to Lx [341]. 
Gonzales-Melchor et al. showed that the surface tension of an IL oscillates with Lx/d, 
where d is the diameter of the largest ion in the IL. The average diameter of the BMIM 
cation was about 0.6, which gave a value of Lx/d = 8.1 in our systems. At this value, the 
surface tension of the IL should only vary a few percent from the macroscopic value 
[341]. Furthermore, we have performed simulations with doubled box lengths (~11 nm 
on each liquid side) and extended runs times to rule out the possibility of box size effect. 
Instead, low interfacial tensions, thus high capillary waves, of these systems likely 
account for this discrepancy. This work supports the comment that the desorption energy 
predicted by Equation 2.3 for nano-sized systems under-predicts the desorption energy 
with decreasing interfacial tension [19]. Lehle and Oettel recently showed that capillary 
waves have a broadening and softening effect on the potential well described by the PMF 
[18]. This effect is logarithmically dependent on λc, the largest capillary wave in the 
system. The length of the largest capillary wave in our simulation is the lateral box 
length, Lx (5.5 nm or 11 nm). Based on Lehle and Oettel’s model, we expect that the 
PMF well would become more shallow and broad with increasing Lx but the effect is not 
obvious (See Figure 4.14) thus further suggest that our simulation boxes are sufficiently 
large. 
It is interesting to note that the interfacial width data and the PMF calculations 
show evident agreement on the nanoparticle-IL interaction with respect to charge. In the 
IL/water system, the uncharged nanoparticle showed the greatest decrease in free energy 
upon contact with the IL compared to the negatively and positively charged 
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nanoparticles. Correspondingly, the interfacial width data of this system showed that the 
uncharged nanoparticles caused the greatest disturbance at the interface among all 
particles. The same comparison can be made with the interfacial width and PMF data of 
the IL/hexane system (vice versa in terms of particle charge). The decrease in energy 
represents the relative favorability of the IL-particle interaction over the solvent-particle 
interaction. With higher particle-IL interaction, the IL surrounded more of the particle 
surface than the solvent, causing greater interfacial deformation. Because the equilibrium 
systems contained eight particles each, this effect was likely amplified. This is significant 
in light of the differing MD techniques (equilibrium MD and PMF) lead to similar 
results. 
4.3.3 Effect of Particle Surface Chemistry on Interfacial Self-Assembly and Particle 
Extraction 
 We will first discuss the interfacial equilibrium simulations. Figure 4.16 shows 
snapshots at 20 ns of each system with an accompanying density profile, which was 
averaged over four parallel runs. The interfaces simulated were IL/water (Figure 4.16a 
and Figure 4.16b) and IL/Hexane (Figure 4.16c and Figure 4.16d) and both were 
simulated with the two nanoparticle types. Figure 4.16a and Figure 4.16c focused on the 
hydrocarbon nanoparticle and were taken from our previous work on the self-assembly of 
the hydrocarbon-based nanoparticles at the IL/hexane and IL/water interfaces [247, 248]. 
In these studies, the nanoparticles equilibrated on the hexane or water side of the 
interface (see Figure 4.16a and Figure 4.16c) [247, 248]. A brief comparison of this 
behavior with the silica nanoparticles follows. As expected, the silica nanoparticles 
exhibited more hydrophilic behavior. Figure 4.16b shows that while some silica 
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nanoparticles adsorbed to the IL/water interface, most of them remained in the water 
phase. In contrast, all of the nanoparticles in the IL/hexane system adsorbed to the 
interface and interacted heavily with the IL (Figure 4.16d). These observations were 
confirmed by the corresponding density profiles, which are provided to present an 
average of all 4 parallel runs. Thus, in comparison to the hydrocarbon nanoparticle, the 
phase preferences of the silica nanoparticles at the IL interfaces were qualitatively 
opposite. Therefore, we can expect the IL to respond to these two surface chemistries in 
different ways. 
 
Figure 4.16 Equilibrium snapshots at 20 ns and corresponding density profiles for four 
systems: (a) hydrocarbon nanoparticles at the IL/water interface, (b) silica nanoparticles 
at the IL/water interface, (c) hydrocarbon nanoparticles at the IL/hexane interface, and (d) 
silica nanoparticles at the IL/hexane interface. Densities are in kg/m3. 
 
Particle extraction inherently requires transport across the liquid-liquid interface 
and this process was examined via PMF calculations. Figure 4.17 shows the calculations 
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the IL/water and IL/hexane interfaces. Relative to the interface, the minima in the PMF 
profiles corresponded well to the equilibrium nanoparticle locations shown in Figure 
4.16. Once again, the phase preference of the hydrocarbon nanoparticle was qualitatively 
opposite to that of the silica nanoparticle, as exhibited by the location of the respective 
minima. As the hydrocarbon nanoparticle crossed the IL/water and IL/hexane interfaces, 
it experienced free energy changes of -58 kT and +25 kT, respectively [247, 248]. As the 
silica nanoparticle moved from the water to the IL phase, free energy increased by 
approximately 25 kT. In contrast, free energy decreased by approximately 35 kT as the 
silica nanoparticle moved out of the hexane to the IL phase. These results suggest that 
extraction of silica nanoparticles from the water phase is unlikely, but extraction from an 
oil phase is more viable since the IL can provide better solvation (and vice versa for the 
hydrocarbon nanoparticle). Indeed, extraction of silica nanoparticles from bitumen oil 
phase has been reported [150, 195-197].  
 
Figure 4.17 Potential of mean force (PMF) results of hydrocarbon (blue lines) and silica 
(red lines) pulled through the IL/water interface (a) and the IL/hexane interface (b). 
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Extraction of particles differs from extraction of molecular species in one key 
aspect:  particles must overcome the capillary energy barrier of the liquid-liquid interface 
since their surfaces can be wetted by both solvents [6, 7]. Particle adherence to the liquid-
liquid interface provides the kinetic stability in Pickering emulsions [6, 7, 14]. The 
energy required to detach a particle from these interfaces can be extracted from the PMF 
calculations. This can be done by subtracting the energy of the nanoparticle at the 
interface from the energy of the nanoparticle immersed in the IL. Adhesion energy was 
determined by assuming that at the interface, half of the particle surface was still “bound” 
to the non-IL phase. For both nanoparticles, the energy required to detach them from their 
respective favorable phases (hydrocarbon from hexane and silica from water) was on the 
order of 25 kT (22.9mJ/m2). In contrast, nanoparticle adhesion energies to their 
respective unfavorable phases were 0, within error. These low adhesion energies likely 
promote particle extraction into the IL. In a similar oil/IL system, Hogshead et al. 
reported the adhesion energy of a silica particle to the oil (unfavorable) phase to be 0.5 
mJ/m2 [150]. This energy corresponds to a PMF change of 0.55 kT, which is within error 
of our calculations (see Figure 4.17b)    
Once extracted into the IL, the most important interactions arise between the 
particle surface and the first layer of ions, or the solvation shell. Shells around water-
solvated species (hydration shells) have been studied both theoretically and 
experimentally [342] with particular focus on solvated proteins [343, 344]. A few studies 
have focused on solvation shells around colloidal particles in both water [345] and oil 
[346] and indicate that the shells originate from weak interactions between the particle 
surface and the solvent molecules. Due to the binary nature of the IL, more degrees of 
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freedom were available over which it could form layers around these nanoparticles. By 
simulating single nanoparticles in pure IL, we explored these layers as a function of 
nanoparticle surface chemistry. 
Figure 4.18 shows the solvation shells around the hydrocarbon nanoparticle (a) 
and the silica nanoparticle (b) at 20 ns. It should be noted that like the nanoparticles, the 
individual ions had differing hydrophobicities. Previous simulations have indicated that 
BMIM is generally more hydrophobic than PF6 due to the presence of carbon chains 
[128]. For this reason, we expected to see strong associations between ions and 
nanoparticles of similar hydrophobic natures indicated by differences in solvation shell 
compositions. However, the distribution of cations and anions was nearly the same in 
each solvation shell (shown below each image of Figure 4.18, respectively). This 
observation suggests that despite the different hydrophobicities of the nanoparticles and 
ions, all ions play a role in the solvation shell. Close association of the ions is to be 
expected due to Coulombic attraction. However, BMIM cations were generally more 
abundant in the solvation shell.  
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Figure 4.18 IL solvation shells around the hydrocarbon (a) and silica nanoparticle (b). 
BMIM, PF6, and nanoparticles are represented in yellow, green, and red, respectively in 
each image. The number of ions present in each solvation shell (averaged over four 
parallel runs) is shown below each respective image. 
 
Apart from differing surface chemistries, the nanoparticles also possessed slightly 
different surface geometries due to their inherent crystal structure. The hydrocarbon 
nanoparticle, having been generated from a diamond lattice, presented a smoother surface 
to the IL than the silica nanoparticle (average distances between adjacent surface atoms 
are 0.156 nm and 0.276 nm for the hydrocarbon and silica nanoparticles, respectively). 
Consequently, we observed some segregation of ions at the silica nanoparticle surface. 
The anions, being smaller, often equilibrated in the spaces between silanol groups 
allowing for closer association with the nanoparticle surface. Ions in the solvation shell of 
the hydrocarbon nanoparticle were evenly distributed across the surface. Therefore, the 
binary nature of the IL allowed for some adaptability to the two surfaces in that the 
anions and cations could interact with the nanoparticles in different ways. However, this 
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segregation at the silica nanoparticle surface was due not only to differences in size, but 
also surface chemistry as will be seen later.  
Interaction energy between the nanoparticles and the IL differed between the two 
surface chemistries. Table 4.4 summarizes the Lennard-Jones (LJ) and Coulombic 
interaction energies for these two nanoparticles, averaged over the last 5 ns of simulation. 
LJ interaction energies were nearly the same for the PF6 anion, but the hydrocarbon 
nanoparticle interacted more favorably with the BMIM cation than the silica nanoparticle 
did. As a result, the total LJ interaction energy of the IL with the hydrocarbon 
nanoparticle was approximately 17% greater (in magnitude) than with the silica 
nanoparticle. These results suggest that the BMIM cation can play a major role in the 
extraction of hydrophobic nanoparticles. In particular, the high LJ energies are evidence 
that the IL exhibited significant extraction qualities apart from their Coulombic nature. 
This feature may explain why both hydrophobic polystyrene [151] and hydrophilic silica 
[150, 195-197] have been absorbed by ILs. 
Table 4.4 Interaction energies between nanoparticles and the IL. 
Interacting Species Silica (kJ/mol) Hydrocarbon (kJ/mol) 
BMIM: Coulomb -374 +/- 26 0 
BMIM: LJ -361 +/- 11 -484 +/- 8 
PF6: Coulomb -324 +/- 17 0 
PF6: LJ -211 +/- 14 -192 +/ 11 
Total Coulomb -698 +/- 37 0 
Total LJ -572 +/- 5 -676 +/- 6 
Total -1270 +/- 35 -676 +/- 6 
 
 Of course, Coulombic forces were not insignificant. In fact, these forces (only 
present with the silica nanoparticle) were of the same magnitude as the LJ forces of the 
hydrocarbon nanoparticle and dominated the interaction energy of the silica nanoparticle. 
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Consequently, the silica nanoparticle had nearly twice the total interaction energy as the 
hydrocarbon nanoparticle. Also, despite there being half as many PF6 anions in the 
solvation shell as cations (on average) the Coulombic contributions of each of the ions 
were nearly equal. This suggests that the PF6 anions were more closely associated with 
the silica nanoparticle than the cations, since Coulombic interactions decay with distance. 
Radial distribution function discussed in the next paragraph show that this was indeed the 
case. Thus, the IL exhibited not only significant Coulombic extraction features, but also 
configurational adaptability of the solvation shell to the nanoparticle surfaces. While 
there are certainly solvents capable of higher Coulombic interactions via polarity [338], 
the fact that opposite charges are placed on two separate species in ILs may allow them 
more freedom to interact with a variety of charged surfaces. 
 Figure 4.19 shows the radial distribution (RDF) functions of each ion with respect 
to the centers of mass of the nanoparticles (average of the four parallel runs). Most 
notable are the differences in overlap behavior of the RDFs with respect to each 
nanoparticle. High overlap of the oscillatory RDFs around the hydrocarbon nanoparticle 
indicated that both ions exhibited similar layering behavior. Furthermore, the overlap 
suggests that charge neutrality was generally maintained beyond the first solvation shell. 
In contrast, the oscillations around the silica nanoparticle were highly mismatched with 
peaks of one ion RDF corresponding with valleys of the other. This behavior suggests 
that solvation layers consisted of alternating ions. Furthermore, the width of the layers 
was also affected by surface chemistry, as indicated by the differences in RDF peak 
separations. For the hydrocarbon nanoparticle, the RDF peak separations were an average 
of 4.6Å and 4.5Å for the BMIM and PF6 ions, respectively. Around the silica 
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nanoparticle, the peak separations were 7.1Å and 6.3Å, respectively: increases on the 
order of 50%. It should also be noted that the RDF oscillations decayed at a slower rate 
around the silica nanoparticle, indicating more well-defined layers. All of these 
observations point to the importance Coulombic interactions between the nanoparticle 
and the IL. To illustrate this point, simulations were performed with all of the atomic 
charges of the silica nanoparticle set to zero. The resulting RDF (shown in Figure 4.20) 
was nearly identical to the hydrocarbon nanoparticle RDFs (see Figure 4.18). ILs are 
known to exhibit double-layer behavior at charged surfaces [156, 347, 348]. Recent 
simulation studies in conjunction with AFM studies have shown that ILs exhibit charge 
ordering at flat silica surfaces [264, 349-351]. While qualitatively similar, our results 
differ from these studies in that the separation of ion peaks persisted for over larger 
distances. This may have been due to our using ions that were more size-mismatched, 
which aided segregation in this solvation structure.  
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Figure 4.19 Radial distribution functions (RDF) of each ion around the center of the 
hydrocarbon nanoparticle (a) and the silica nanoparticle (b). RDFs for the BMIM cation 
and PF6 anion are shown in black and green, respectively. 
 
Figure 4.20 RDF of the two ions around a silica nanoparticle with the silanol group 
charges set to 0. RDFs for the BMIM cation and PF6 anion are shown in black and green, 
respectively. 
 
 Another feature to note in Figure 4.19 is the relative proximity of the ions to their 
respective nanoparticles. The BMIM cations exhibited slightly closer association with the 
hydrocarbon nanoparticle, but the PF6 anions exhibited a clear dominance in association 
with the silica nanoparticle until about 8Å from the nanoparticle center. The latter results 
suggest some favorable surface chemistry and we hypothesized that hydrogen bonding 
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between the silanol group and the PF6 anions had occurred. Figure 4.21 shows RDFs of 
the ions around silanol H’s. Here we see that the anions indeed exhibited strong 
association with the silanol groups. Furthermore, the small size of the anion allowed it fit 
between multiple silanol groups, maximizing the interaction (see inset of Figure 4.21). It 
should be noted that this behavior disappears when the atomic charges of the silica 
nanoparticle are set to zero (see Figure 4.20 and Figure 4.22). Once again, the 
amphiphilicity of the IL is highlighted here in that the anions segregate from the IL when 
necessary and provide strong hydrogen bonding with an appropriate surface chemistry. 
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Figure 4.21 RDF of each ion with respect to the hydrogen atoms of the silanol groups of 
the silica nanoparticle. RDFs for the BMIM cation and PF6 anion are shown in black and 
green, respectively. 
 
Figure 4.22 RDF of the two ions around the H's of the silanol groups of the silica 
nanoparticle with the silanol group charges set to 0. RDFs for the BMIM cation and the 
PF6 anion are shown in black and green, respectively. 
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 Particle-IL interactions significantly affected the dynamics of the ions in the 
solvation shell. To quantify this behavior, we measured the root mean squared deviation 
(RMSD) of interatomic distances between the ions of the solvation shells (see Figure 
4.18) and compared them to that of ions in a nanoparticle-free IL system. RMSD is 
defined in equation 4.2: 
 !"#$ ! = 1!! !!" ! − !!"(0) !!!!!!!!!
!!
 (4.2) 
where N and r represent the total number of atoms and interatomic distance vectors, 
respectively. In MD simulations, RMSD is primarily used evaluate differences in 
structure between protein conformations [352-354]. Instead of a protein, we focused on 
the solvation shell around each nanoparticle as a separate “structure.”  Deviations in 
inter-atomic distances were calculated with respect to the conformation of the solvation 
shell at t = 0. Since each time step represented a new conformation, this quantity could be 
used to infer dynamics of the solvation shell and the approach is similar to the mean 
squared displacement measurement used to calculate diffusivities [355]. The difference 
lies in the distance measured: in our case it was the distance between two atoms, rather 
than between one atom and a fixed point. In this way we captured the dynamics of the 
nanoparticle-solvation shell complex while simultaneously accounting for nanoparticle 
motion through the bulk. Conclusions about the dynamic behavior of the solvation shell 
can be extracted in a similar way: fast changes in RMSD with respect to time indicate 
liquid-like behavior and slow changes indicate more solid-like behavior. 
 Figure 4.23 shows representative RMSDs for both ions in solvation shells around 
the hydrocarbon nanoparticle and the silica nanoparticle for the entire 20 ns equilibration. 
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Bovio and coworkers recently simulated a different IL at a flat silica surface and 
observed a decrease in dynamics at the solvation shell [350]. Generally, the behavior was 
similar in this case. Figure 4.23a shows that the BMIM cations in the pure IL had the 
fastest dynamics (indicated by the steeper slope of the RMSD), but solvation shell cations 
exhibited less diffusive behavior. Between the two solvation shells, the ions around the 
silica nanoparticle exhibited the slowest dynamics after reaching equilibrium, likely due 
to the addition of Coulombic interactions. Similarly for the PF6 ion, solvation shell anions 
exhibited less diffusive behavior. However, dynamics were drastically decreased for the 
PF6 anions in contact with the silica nanoparticle. The RMSD profile is nearly flat, 
suggesting significantly more solid-like dynamics. This result highlights, once again, the 
importance of Coulombic interactions and hydrogen bonding between PF6 anions and the 
silanol groups on the nanoparticle surface. Such strong adsorption presents an additional 
IL-particle interaction that would aid in extraction.  
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Figure 4.23 Root mean squared deviation (RMSD) of interatomic distances between 
BMIM cations (a) and PF6 anions (b). RMSDs for the pure IL are shown in green while 
RMSDs for the solvation shell around the hydrocarbon nanoparticle and the silica 
nanoparticle are shown in blue and red, respectively. 
 
 Slopes of the RMSDs give an idea of the “diffusivity” of the ions in the solvation 
shells. The slope of each RMSD was taken by fitting a linear regression to the data from 
the time steady state was reached (~5 ns) to the end of the simulation. These slopes are 
summarized in Table 4.5 as well as the fraction of the pure IL slopes they represent. It 
should be noted that these slopes do not correlate to those of mean square displacement 
measurements used to calculate diffusivity. Nevertheless, they do provide insight into the 
rate of movement within the solvation shell and hence the deviation from liquid behavior. 
Between the two ions, the “diffusivity” of the BMIM cations was generally less affected 
by the nanoparticle surface. This is somewhat surprising since the cations maintained a 
slightly closer association with the hydrocarbon nanoparticle (See Figure 4.19a). 
However, the cation also possessed more orientational degrees of freedom than the anion, 
which may have allowed for a wider range of favorable configurations within the 
solvation shell. Silica nanoparticles caused the greatest decrease in dynamics, once again 
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highlighting the role of coulombic interactions. Particularly, we see that the slope of the 
PF6 RMSD decreased by nearly an order of magnitude, which suggests a phase transition. 
Thus, the PF6 anions exhibited a significant departure from liquid dynamics upon contact 
with the silica nanoparticle. While experimental means to measure this phenomenon may 
not yet be developed [350], the behavior is certainly intriguing. This response in 
dynamics is significant and compliments the response in structure of the IL upon 
extraction of nanoparticles. 
Table 4.5 Comparison of RMSD slopes with respect to each ion. 
System 
BMIM 
Slope 
(cm/s) 
% of Pure 
IL 
PF6 
Slope 
(cm/s) 
% of 
Pure IL 
Silica nanoparticle Solvation Shell 0.63 42% 0.22 14% 
Hydrocarbon nanoparticle 
Solvation Shell 1.12 75% 0.68 44% 
Pure IL 1.49 100% 1.53 100% 
 
4.4 Conclusions 
We have studied the self-assembly of hydrophobic and hydrophilic nanoparticles 
at ionic liquid (IL)-water and IL-oil (hexane) interfaces using molecular dynamics (MD) 
simulations. For the [BMIM][PF6]/water system, the hydrophobic nanoparticles rapidly 
approached the IL-water interface and equilibrated more into the IL phase although they 
were initially in the water phase. In contrast, when the nanoparticles were dispersed in the 
hexane phase, they slowly approached the IL-hexane interface and remained primarily in 
the hexane phase. Consequently, the IL-hexane interface was rather undisturbed by the 
nanoparticles whereas the IL-water interface changed significantly in width and 
morphology to accommodate the presence of the nanoparticles. Potential of mean force 
(PMF) calculations supported the equilibrium positions of the nanoparticles. 
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 The effect of particle charge on self-assembly was also investigated. In the 
IL/water system, nanoparticles equilibrated at the interface, somewhat favoring the IL, 
but this preference for the IL diminished with increased nanoparticle charge. In the 
IL/hexane system, all charged nanoparticles interacted with the IL to some degree, 
whereas the uncharged nanoparticles remained primarily in the hexane phase. PMF 
calculations provided insight into the particle-interface interaction. In particular, these 
calculations may suggest that macroscopic theories underestimated the range and 
magnitude of the particle-interface interaction due to low interfacial tension, thus large 
capillary waves, of the ionic liquid based interfaces. 
We also provided a computational investigation of the effect of surface chemistry 
in interfacial self assembly and extraction. In addition to the hydrophobic hydrocarbon-
based nanoparticle studied in the first two sections, we introduced a hydrophilic silica-
based nanoparticle. These nanoparticles were allowed to equilibrate at the IL/water and 
IL/hexane interfaces to observe how they self-assembled at the interface. At the IL/water 
interface, hydrocarbon-based nanoparticles were nearly completely absorbed by the IL, 
while the silica nanoparticles maintained equal volume in both phases. At the IL/ hexane 
interface, the hydrocarbon nanoparticles maintained minimal interactions with the IL 
whereas the silica nanoparticles were nearly completely absorbed by it. Studies of these 
two nanoparticles completely immersed in the IL indicate that the surface chemistry had 
a great affecting on the corresponding IL liquid structure. These effects include layering 
of the ions, hydrogen bonding, and irreversible absorption of some ions to the silica 
nanoparticle surface. We quantify these effects with respect to each nanoparticle. The 
   187 
results suggest that ILs exhibit nanoparticle absorption capability likely because they can 
form solvation layers with reduced dynamics around the nanoparticles. 
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CHAPTER 5  
FUTURE WORK 
Computational Fluid Dynamics Studies of Pickering Emulsion Droplet Interactions 
 The MD simulations employed in this study were effective in extracting 
molecular phenomena that were important in particle self-assembly at IL-based 
interfaces. They provided a view of our systems on the smallest scale within reasonable 
computational resources. Furthermore, these simulations provided insight into the 
energetics and dynamics of particle-interface interactions that would not be attainable 
otherwise. This is a unique advantage of computational work. However, due to limited 
computational resources, only nano-scale systems could be examined. For future work, it 
is proposed that simulations be employed to directly study the emulsion phenomena 
discussed in this work at the micron scale. Since MD simulations would be too 
computationally expensive at this scale, a new method would need to be used. 
Computational fluid dynamics (CFD) is an ideal candidate since it can simulate flow 
phenomena at larger length scaales and exhibits flexibility in resolution. This latter 
characteristic allows for computational costs to be managed. Here, we specifically 
propose to use transient CFD simulations to analyze the bridging phenomenon reported in 
Chapter 3.  
CFD is a method of solving the equations of continuity and motion throughout a 
flow field. Typically, the user draws a geometry through which fluid can flow (i.e. a 
cylindrical pipe) and CFD is used to determine the nature of this flow by solving these 
fundamental equations. These relations are commonly combined in what is called the 
Navier-Stokes equation (Equation 5.1 [356]), a momentum balance over a unit volume. 
   189 
 !(!!!" + ! ∗ ∇!) = !− ∇! + !∇!! (5.1) 
Here, ! is the density of the fluid, t is time, v is the velocity vector, F is a body force 
acting on the unit volume, p is the pressure, ! is the viscosity of the fluid. While this 
equation has its limitations [357], it is generally suitable for our application, in which 
only slow-moving, incompressible fluids are studied. Equation 5.1 is a complex partial 
differential equation that lacks an analytical solution for most practical applications 
[357]. Therefore, numerical methods are used to solve this equation (hence the 
“computational” part of CFD) in conjunction with specified boundary conditions. In 
order to model flow in complex geometries, it is usually necessary to break down the 
geometry into smaller volumes (also called elements or cells) in which flow equations 
can be solved. Furthermore, using methods not described here, Equation 5.1 can be 
broken down into a set of ordinary differential equations for each element, resulting in a 
global set of equations to be solved simultaneously [358]. This is called the finite element 
method. It is this scheme that we propose for this future work. 
While CFD is most famous for macro-scale applications, it has also seen 
extensive use in smaller-scale applications like the one proposed here. CFD analyses 
have been performed on slug flow through capillary tubes [359], droplet formation from 
capillary tubes [360, 361], capillary condensation [362], and bubble formation in 
capillary tubes [363]. Recently, simulations of the formation of emulsion droplets [364] 
and the dynamics nanodroplet impact [365] have been performed. To our knowledge, no 
computational study on the interaction between Pickering emulsion droplets has been 
performed. The key components necessary for this study are the capability to model 
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multiple phases and account for interfacial tension effects. In preliminary studies, we 
have employed the volume of fluid (VOF) method in commercially-obtained StarCCM+ 
CFD package to account for these aspects of our simulation. 
The VOF method conserves the mass of all fluids in a simulation by assigning a 
volume fraction of each fluid to each cell [366]. The geometry cells typically have 
volume fractions of 1 or 0 for all fluids, except at interfaces, where intermediate values of 
the volume fraction can be seen. By monitoring these cells with intermediate volume 
fractions, the VOF model can effectively track the interfaces between immiscible fluids 
[366]. Interfacial tension forces are then taken into account using the continuum surface 
force model (CSF) [367]. In the preliminary work discussed below, only the VOF model 
in conjunction with the CSF model were used. While this model provides reasonable 
representation of the capillary forces important to our system, additional models may be 
necessary to capture additional interactions (i.e. particle-particle interactions). 
The purpose of these preliminary studies was to evaluate how well the VOF CFD 
modeled the collision of two micron-sized droplets in the presence of solid particles. To 
do this, we prepared a flow region in the shape of a cylinder with h = 200 µm and R = 50 
µm. All boundaries were specified as walls (no flow in or out). Water was used as the 
continuous phase with hexane as the droplet phase. The particles were assigned 
properties of density = 1.105 g/cm3 and dynamic viscosity = 100 Pa*s (to approximate a 
solid phase thus allowing for use as particles). Due to the high curvature of the droplets at 
this scale, interfacial tension forces significantly influenced the stability of the 
simulations and time steps ≤ 1 µs were necessary to avoid destabilization from these 
forces. A few of our preliminary results are shown below. 
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In order to test the VOF model on simulating droplet coalescence, we placed two 
polystyrene droplets on opposite sides of the cylinder (using field functions to delegate 
the regions of each liquid) and assigned them on a collision course with velocities of 
1000 µm/s. Polystyrene was chosen because surface tension effects were very small 
because of its high viscosity. Polystyrene is referred to as the droplet phase here only 
because this experiment was designed to make it coalesce. Polystyrene is referred to as 
the particle phase in subsequent experiments, where the intent was to have the 
polystyrene entities absorb to liquid-liquid interfaces. Figure 5.1 shows a time 
progression of this simulation as illustrated by density contours. As the droplets 
approached each other, the inter-droplet film of water drained out from in between them. 
At collision (Figure 5.1c), the interfaces of the two droplets began to unite, but it appears 
that some residual water was still trapped in the film, indicated by the lower density 
(yellow) of this region. As the droplets completed the coalescence process, this inter-
droplet film condensed into a smaller droplet of water inside the polystyrene (yellow in 
Figure 5.1e). Therefore, we have shown that the VOF model can indeed model the 
coalescence of droplets. The next step was to determine if this model could account for 
surface tension affects that allow for particles to adhere to the liquid-liquid interface. 
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Figure 5.1 Density contours of polystyrene droplets (red) in water (blue). Time steps at 
(a) t = 0 µs, (b) t = 400 µs, (c) t = 700 µs, (d) t = 1800 µs, and (e) t = 8600 µs are shown. 
 
 Figure 5.2 shows the configuration formed upon allowing a polystyrene particle 
(R = 5 µm) to collide with a hexane droplet (R = 25 µm) in water with all interfacial 
tensions equal (γpw=γpo=γow, i.e. a 90o contact angle for the particle). After coming in 
contact with the droplet surface, the particle ceased motion relative to the droplet and did 
not either enter the droplet or return to the water phase. These results suggested that the 
CSF model sufficiently captured the interfacial tension forces to reflect particle 
adsorption to the liquid-liquid interface. It should be noted, however, that after remaining 
stationary for some time, the droplet began to assume an unexpected trajectory until the 
(a) 
(b) 
(c) 
(d) 
(e) 
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simulation was terminated. This sudden increase in droplet velocity remains unexplained, 
but we hypothesize that it may be due to residual errors in the calculation surface tension 
forces at the droplet surface, which would be magnified by the small curvature of the 
droplet-particle contact area. We suggest that further investigation of this issue be 
conducted. 
 
Figure 5.2 Density contour of a polystyrene particle (red) adsorbed to the surface of a 
hexane (blue) droplet in water (yellow). 
 
 The next step in this preliminary study was to combine these two phenomena to 
observe how colliding droplets interacted in the presence of particles. This was done by 
placing two droplets of hexane on a collision course with a velocity magnitude of 1000 
µm/s. A nine-particle grid was placed between these colliding droplets. Figure 5.3 shows 
that this particle array effectively arrested droplet coalescence for a time by forming a 
bridge between them. However, since the contact angle was set to 90o (all interfacial 
tensions were equal), the droplets eventually came into contact and coalesced. However, 
none of the particles were absorbed into the hexane droplet during this process, but all 
remained bound to the interface. 
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Figure 5.3 Density contours of colliding hexane (blue) droplets in water (yellow) with a 
grid of nine polystyrene (red) particles in between. Time steps of (a) t = 100 µs, (b) t = 
700 µs, (c) t = 1400 µs, (d) t = 3400 µs, and (e) t = 8300 µs are shown. 
 
 Given this framework, we suggest that a systematic study of this phenomenon be 
carried out. Parameters to be studied may include particle size, droplet size, contact 
(a) 
(b) 
(c) 
(d) 
(e) 
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angle, bulk phase viscosity, etc. It is also suggested that some inter-particle interaction 
term be incorporated (i.e. electrostatic or van der Waals forces), since this type of 
interaction played an important phenomena discussed in Chapter 3. The main goal should 
be to determine which conditions facilitate droplet bridging and which facilitate droplet 
coalescence. Since this is the first CFD simulation of Pickering emulsion droplets, the 
results of this study will have relevance to both conventional and non-conventional (i.e. 
bridging) Pickering emulsion behavior. As for external validation, it is recommended that 
the energy of the particle-interface interaction be calculated and compared to theoretical 
predictions such as Equations 2.3 and 2.4. Furthermore, inter-droplet interactions at the 
interface can be compared to experimental results and theoretical predictions [34]. It is 
hoped that this fundamental study will greatly contribute to the understanding of how 
Pickering emulsion droplets interact. 
Droplet Bridging as a Route to the Assembly of Droplet Structures using Microfluidics 
 In the bridging systems discussed in Chapter 3, the fundamental novelty was that 
the particles consistently connected droplets together, rather that just adsorbing to their 
surfaces. The particles effectively behaved like strong ‘droplet adhesive,’ an unparalleled 
phenomenon in colloidal systems studied to date. In this section of future work, we 
suggest exploiting this unique phenomenon to assemble ordered structures of droplets. 
Since this is inherently difficult in free-flowing environments like those studied in 
Chapter 3, we suggest employing microfluidic devices to control this process at the 
droplet level. 
Microfluidic devices consist of arrays of micron-sized fluid channels and are 
often associated with lab-on-a-chip applications [368]. The idea is that at small scales, 
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fluid flow can be manipulated with extremely high precision. This is especially true with 
droplet-based microfluidics, where droplet size, splitting, sorting, and coalescence can be 
controlled in continuous flow [368-371]. Such control provides means to produce 
emulsions of uniform droplet size [372], manage droplets as micro-reactors [190, 369], 
and even manipulate cell life functions[369]. Microfluidic devices have also been 
designed to control Pickering emulsion droplet coverage with high precision [373]. In 
this proposed work, we plan to design and implement a device to manipulate the bridging 
emulsions discussed in Chapter 3. 
“Soft lithography,” or the fabrication technique used for microfluidic devices is 
summarized in Figure 5.4a [371]. Effectively, the microflow channels are etched into a 
PDMS slab, which is then sealed to a flat substrate. An important feature of the flow 
channels will be some flow pattern in which droplets can be created. One popular way of 
accomplishing this is by creating a T-junction, at which one phase is pushed 
perpendicularly into a second, continuously-flowing phase [371]. A schematic of this 
type of flow pattern is shown in Figure 5.4b [371]. The purpose of the microfluidic 
device proposed here is to manually control the bridging of individual droplets to 
assemble droplet structures. As a preliminary design, we propose using the device 
schematically described in Figure 5.5 to accomplish this. In this design, PDMS (or water) 
droplets are created upon injection into the IL/particle dispersion phase. As droplets pass 
the second vertical channel, horizontal flow will be halted while the inter-droplet film is 
drained through this vertical channel. It is expected that as the droplets draw close to one-
another in this process, they will be bridged by the dispersed particles. In this way, 
individual bridges may be formed manually. 
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Figure 5.4 (a) Schematic of microfluidic device fabrication and (b) illustration of T-
junction droplet formation in microflow. Both images were obtained from ref [371]. 
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Figure 2. Schematic of typical device fabrication using contact
photolithography for structuring and PDMS as the device material.
Hydrophobic channel walls are required, for instance, to
generate water droplets in a surrounding oily phase. And vice
versa, a hydrophilic channel wall is necessary to generate oil
droplets in a surrounding aqueous phase. Thus, PDMS rubber
devices will not always be the first choice or need further
modifications of the channel wettability with respect to the
liquid used. Sometimes even simple tricks such as soaking
the PDMS device prior to usage with the continuous phase
containing a high concentration of the surfactant helps us to
achieve the desired wetting properties or to use certain fluids
as continuous phases [59]. In case these simple measures are
not sufficient to achieve the desired wetting properties, various
coating techniques have been developed to tailor the wettability
and the chemical compatibility of PDMS as we will discuss
later in this subsection.
The elasticity of PDMS that makes its handling so easy
might be unfavorable if, e.g., precise channel dimensions are
needed for stable droplet formation or manipulation. Also, low
aspect ratio structures, i.e. shallow microfluidic channels, may
deform or even collapse at high flow rates owing to the high
pressure level necessary to drive the flow [63]. To maintain
the dimensions of a microfluidic channel during long device
operation the chemical compatibility of the channel matrix
with the used liquids is also crucial since possible swelling,
dissolving of the device material, or escape of liquids diffusing
through the matrix material has to be avoided. This aspect
deserves particular attention in droplet based microfluidics
because most experiments consider aqueous droplets flowing
in a surrounding oily phase. In light of these aspects the
usage of PDMS might seem quite peculiar as PDMS is only
fully chemically compatible to polar liquids such as water and
fluorinated oils [55, 64–67] and could yet be very permeable
for those polar liquids. But for most applications the desirable
properties and easy handling still predominate. An evaluation
of the properties of PDMS devices can be found in [468].
Some experiments involving very small channel dimen-
sions, very low flow rates, long storage times, or certain chemi-
cals cannot be performed using microfluidic devices simply
made of PDMS. Thus protocols were developed to coat the
inner part of PDMS channels which vary the wettability and
improve the chemical compatibility by a thin glass coating
using sol–gel routes [68, 69]. This type of glassy coating
also offers the possibility for further surface modifications us-
ing a self-assembly monolayer [70]. Alternatively, wettabil-
ity and chemical compatibility can be varied by acrylic acid
coatings [69], plasma polymerization [60], or deposition of
polyelectrolytes [61]. Using channel coatings, not only the
wettability and chemical compatibility but also the typically
rectangular cross section of channels can be rounded [71].
To structure the wettability of a microfluidic device
laterally, a controlled coating of individual parts of a
microfluidic device using a sol–gel coating [476] or
polyelectrolyte layers can be achieved by flushing the device
with two liquids using flow confinement [476] or by flushing
a device with droplets of various compounds through the
device containing different polyelectrolyte solutions [62],
respectively. In combination with a second coating step of
a curable polymeric material, the diffusibility of PDMS can
be used to structure the wettability locally. Oxygen chambers
(chemo-masks) can be embedded into PDMS devices right
at the position where a different wettability is desired. The
oxygen diffuses through the PDMS during the polymer curing
and locally inhibits the curing of the polymer coating [475].
2.3. Alternative device materials
In cases where the permeability of water vapor or the swelling
by organic liquids forbid the usage of PDMS, alternative
materials such as photo-curable polymers can be employed
for soft lithographic device fabrication. Frequently used are
thiolene based resins such as NOA81 or NOA83H (Norland)
depending on wettability and feature resolution [67, 72, 73,
468] even with electrowetting functionality included [74]. The
swelling ratio of cured thiolene resins for some typical solvents
can be found in [67], in comparison with PDMS, showing that
thiolene resin based microfluidic devices are very beneficial
compared with PDMS devices if alkanes or even toluene are
used as continuous phase fluids.
Microfluidic devices made from curable pre-polymers are
typically produced in two steps. In a first step a PDMS replica
is fabricated from the master as described in figure 2. From
this PDMS replica a second replica is molded using, e.g., the
thiolene based resin. These type of pre-polymers are either
curable by UV-exposure or by a combination of UV-exposure
and thermal treatment. If the reusability of the master is not
critical, the thiolene devices can also be replicated directly
from an SU-8 master. In addition to the particular curing
protocol the general idea of device fabrication is quite similar to
the one explained for PDMS devices and shall not be discussed
further.
4
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shells at the fluid/liquid interface can be generated either by
gravity in the case of aqueous drops in air [80] or by evaporation
of the dispersed phase into the continuous phase in the case
of water/ethanol emulsions [79, 480], and in the case of CO2
bubbles stabilized in an aqueous solution [81].
3.2. From bulk emulsification to microfluidic droplet
production
Traditional bulk processes to produce large quantities of
emulsions take advantage of shear induced instabilities of
the liquid interface between the continuous and the dispersed
phases. Shear induced emulsification is applied in the food and
cosmetic industries [82] since it has low technical demands
whenever the monodispersity of the emulsion droplets is not
critical. To increase the homogeneity of the generated droplet
sizes, repeated fractionation of polydisperse emulsions can
be applied [83]. The direct fabrication of monodisperse
droplets was demonstrated in a batch process by shearing
two immiscible fluids between parallel plates [84]. The
first approaches to apply this technique for the droplet
production in microfluidic devices employed micro-machined
comb geometries [85, 86]. This geometry and its operation
was and still is continuously improved to increase both
monodispersity and yield of the produced droplets [87–89].
Very similar to the idea of a linear comb geometry, droplets
are formed if one liquid is pushed through a porous membrane,
i.e. a two-dimensional arrangement of pores, into another
immiscible fluid. This technique allows us to generate large
numbers of droplets whereas typically only a fraction of the
membrane pores is active, i.e. liquid is only flowing through
the biggest pores whereas the critical pressure to activate more
pores cannot be reached without destroying the respective
membrane. Improved membrane geometries significantly
increase the monodispersity of the generated droplets reaching
a variance of droplet size below 2% [90–92]. One of the
very few examples of an implementation of a two- or three-
dimensional membrane [93] into a microfluidic device for the
generation of small droplets or to fragment larger droplets was
fabricated in SU-8 resist, as introduced in [94].
Although methods which were originally developed in
bulk could successfully be transferred into a microfluidic
devices they are rather optimized for high yield than for the
controlled production of monodisperse droplets, and most
microfluidic ‘lab chip application’ relies on in situ drop by drop
production techniques for the sake of droplet homogeneity,
simplicity of device fabrication, and controllable operational
parameters. The most frequently applied techniques or
geometries are ‘T-junctions’, ‘flow focusing’, and ‘step
emulsification’ which will be explained in the subsequent
subsections followed by a discussion of the underlying physical
principles.
3.3. T-junction
The easily controllable production of a single stream of
monodisperse droplets in a microfluidic channel was first
demonstrated using a T-channel geometry. The breakup of
cont. phase
cont. phase
disp. phase
disp.
phase
cont. phase
disp. phase
 T
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press.
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Figure 4. Schematic of various T-junction geometries. (a) ‘regular
T-junction’ geometry where the dispersed phase is injected
perpendicular into a stream of continuous fluid. (b) ‘Head on’
geometry where the dispersed and the continuous phases are
injected from opposite sides. (c) ‘Active T-junction’ allowing
variations of the geometry by air pressure and temperature control
of the dispersed phase.
a continuous stream of one fluid is caused by shear from the
cross flow of a stream of a second immiscible fluid [95].
The generic geometry of a T-channel is shown in
figure 4(a) as it is frequently employed to generate bubbles and
droplets in microfluidic channels, e.g., [96]. The composition
of the generated droplets can be varied by merging several
streams of miscible liquid into one common channel before
dispensing [96, 118]. In recent years a large number of papers
were published that identified the physical parameters such as
flow rates and viscosities [97–99], channel wall wettability
[100], interfacial tension [101, 102], surfactants and their
concentrations [103–106], channel dimensions [102, 107], and
crossing angles of the microfluidic channels [109, 110] to
derive scaling laws for droplet breakup based on experimental
data [111, 112] and theoretical analysis [109, 113, 114]. In
addition to passive techniques such as optimized channel
geometries and operation conditions, the monodispersity of
the produced drops can be actively improved by a closed
loop system where the generated droplet sizes are optically
monitored and used as a feedback signal to fine adjust the flow
rates [117].
Several concepts have been developed to increase droplet
productions rates, a straightforward approach is parallelized
droplet production combining up to 32 [115] or 128 [116]
T-junction geometries in a circular microfluidic device
or by subsequently (multiple) splitting primary droplets,
cf section 6.6. Extremely high droplet production rates up to
7.4 kHz could be also realized by two subsequent T-junctions
where first air bubbles are injected into a continuous stream
prior to the second T-junction where the emulsion droplets are
generated in a tertiary system [483].
A variation of the above explained operation principle of a
T-junction is the so called head-on device which is displayed in
6
(b) 
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Figure 5.5 Proposed microfluidic design for the manual control of bridge formation. 
 
 Long chains of bridged droplets will likely be the first structure formed using this 
scheme. Future microfluidic designs may allow for the creation of rings, polyhedra, 
sheets, and hollow capsules (where the droplet would act as a “cell wall”). The profit of 
this study will be two-fold. Firstly, this scheme will allow us to examine the formation of 
individual bridges in real time at the microscopic level. Systematic studies using this 
framework will allow us to more fully extract the mechanism behind this unique 
phenomenon and determine what role the IL-particle interaction plays. Particularly, we 
will have the capability of viewing the trajectory of the particles as the droplets to be 
bridged approach one another. Secondly, colloidal particle interactions are emerging as 
excellent prototypes for studying chemical kinetics [374]. Dr. Granick’s group has shown 
that colloidal particles can be functionalized to interact much as molecular species do, 
with the advantage that their interactions can be observed in real time microscopy [374]. 
In this sense, droplet bridging is analogous to the formation of a chemical bond, where 
the droplets represent individual atoms. We anticipate that the effect of parameters such 
as particle concentration and flow rate on the kinetics of bridging could be easily 
   199 
visualized in a well-controlled microfluidic device. This framework may be particularly 
well-suited for approximating polymerization kinetics, where the occurrence of branching 
and crosslinking could be simulated. Clearly, these studies will require more advanced 
devices than the one proposed in Figure 5.5, but the results and accompanying 
visualizations are anticipated to provide unprecedented and exciting insight these 
colloidal (and, by extension, molecular) processes. 
Characterization of IL Mixing Properties using Differential Scanning Calorimetry 
 As a consequence of studying IL-based interfaces, the subject of IL-IL mixing has 
surfaced occasionally in conjunction with new phenomena. In section 3.3.1 we observed 
how EAN and [BMIM][PF6] maintained an interface for long periods of time despite 
being mutually miscible. MD simulations suggested that this was a result of positive 
excess entropy. In Appendix B, mixtures of [BMIM][PF6] and [P66614][Phos] 
spontaneously and reversible formed a viscoelastic gel in the presence of small amounts 
of water. We predict that thermodynamic understanding of these mixtures would provide 
significant insight into their unique behaviors. Currently, the study of mixing properties 
of ILs is just beginning to emerge. Arce et al. studied mixtures of [P66614][Cl] and 1-alkyl-
3-methylimidazoium chloride ILs using H NMR spectroscopy and found that a highly 
negative entropy of mixing caused them to be “mutually immiscible[215, 216].” Navia et 
al. investigated the excess enthalpy of mixing imidazolium ILs with a common cation 
[375] and Annat et al. recently investigated various mixtures of five of ILs in terms of 
molar conductivity, viscosity, and excess molar volume [376]. Most of these studies 
focus on small sets of ILs and fewer analyze the thermodynamic properties that 
determine miscibility, enthalpy and entropy of mixing. For this reason, we propose to 
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experimentally measure thermodynamic properties of mixing using the large array of ILs 
(See Table 3.1) discussed in this dissertation.  
 We propose a new technique for extracting the excess enthalpy of mixing. 
Differential scanning calorimetry measures the heat flow into a sample subject to 
manipulation in temperature. By measuring the heat flow during a ramp in temperature, 
the heat capacity of a sample can be determined via Equation 5.2 
 !! = !! (5.2) 
where CP is the heat capacity, Q is the heat flow, and ! is the temperature ramp rate. By 
measuring the heat capacity of two ILs as well as their mixture, the excess enthalpy of 
mixing can be determined in the following manner. Given that H is the enthalpy of the 
mixture and H1 and H2 are the respective enthalpies of the IL components, the enthalpy of 
mixing can be written as  
 ! = !! + !! + !! (5.3) 
where HE is the excess enthalpy of mixing. If the mixing were ideal, this quantity would 
be equal to zero. Taking the temperature (T) derivative of Equation 5.3 gives Equations 
5.4 and 5.5. 
 !"!" = !!!!" + !!!!" + !!!!"  (5.4) 
 !! = !!,! + !!,! + !!! (5.5) 
Using DSC, the CP, CP1, and CP2 can be experimentally measured over a range of 
temperatures. Rearranging Equation 5.5 gives an explicit expression for CPE (Equation 
5.6), which can be integrated over an arbitrary temperature range to give an expression 
for HE (Equation 5.7). 
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 !!! = !! − !!,! − !!,! (5.6) 
 !! = (!! − !!,! − !!,!)!"!!!!  (5.7) 
Therefore, using the heat capacity data and Equation 5.7, the excess enthalpy for a 
mixture of ILs may be calculated. This method is proposed as an alternative to another 
published method [377] with requires mixing to be performed in the DSC, which is 
inherently problematic. 
 It is suggested that a systematic study of the excess enthalpy of mixing be 
conducted for the ILs shown in Table 3.1. Efforts should be made to correlate these 
findings with molecular structure and behavior. Ideally, MD simulations would 
supplement these experimental measurements, but force field generation for all of the ILs 
in question may require large computational and time resources. In addition to the 
valuable data, this methodology represents a new technique for measuring 
thermodynamic mixing properties in general. We suggest a thorough investigation of the 
accuracy of this method as well as theoretical study as to how entropies of mixing may be 
also calculated from the data. 
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APPENDIX A 
HUMIDITY-INDUCED GELATION OF AN IONIC LIQUID MIXTURE 
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Introduction 
As discussed in Chapter 2, ILs are often called “designer solvents.” This high 
“designability” is due to the binary nature of ILs - the presence of two species instead of 
one provides more degrees of freedom over which optimize a solvent for the desired 
application. It follows, therefore, that their flexibility can be further enhanced by adding 
more ionic species, effectively creating mixtures of ILs. Already, many IL mixtures have 
been designed for reaction media [378-380], solar cells [381, 382], batteries [383], and 
the self-assembly of metal-organic frameworks [384]. Mixtures can even be used to 
integrate processing steps. For example, by mixing a solvating IL with a catalytic IL, 
cellulose can be dissolved and dehydrogenated in one step at mild conditions with 
extremely high conversions [385]. Further reading on IL mixtures can be found in an 
excellent review by Niedermeyer et al. [214] . In this letter, we will focus on a mixture of 
two ILs: 1-butyl-3-methylimidazolium hexafluorophosphate ([BMIM][PF6]) and 
trihexyltetradecylphosphonium bis(2,4,4-trimethylpentyl)phosphinate ([P66614][Phos]). 
Mixing behavior between ILs is usually close to ideal (i.e. negligible excess 
properties of mixing [214]), though there are some notable deviations. These include 
melting point depression and changes in packing configurations in some IL mixtures 
[376]. To our knowledge, immiscibility has only been reported in conjunction with large 
phosphonium-based ILs [215, 216, 376]. The unique mixing behavior we will discuss in 
this letter is the reversible gel formation in the mixture of the two ILs mentioned above. 
IL-based gels are valuable in that they can provide the attractive IL capabilities in 
applications where liquids are not well-suited (i.e. membranes) [279, 386-388]. Usually, 
gelation of an IL requires the addition of a gelator such as 12-hydroxystearic acid [201, 
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270] or a polymer [386]. However, the IL mixture discussed in this report only requires 
the addition of small amounts of water to form a gel. The advantage here is that water can 
be easily removed, due to the non-volatility of the ILs, thus allowing the gelling 
processes to be completely reversible.  
Methodology 
IL mixtures were prepared by placing specified masses of [BMIM][PF6] (Aldrich, 
97%) and [P66614][Phos] (Aldrich, 95%) in a single vial and agitating via sonication 
(Sonics VibraCell 500W). These mixtures were then allowed to absorb water from the 
atmosphere, which is when gelling ensued. Differential interface contrast (DIC) images 
of the gel samples on glass slides were taken using a laser scanning confocal microscope 
(Leica SP5). Images of gel growth were obtained by observing the IL mixture on an open 
slide (no coverslip) so as to allow for the absorption of atmospheric water. Rheological 
measurements were taken at a strain rate of 0.1% using a TA instruments AR-G2 
rheometer at ambient conditions. Differential scanning calorimetry measurements were 
taken using a TA DSC Q20, equilibrating the sample at 0oC followed by a scan from -
20oC to 50oC. All drying procedures were performed in a vacuum oven (Isotemp 281A) 
or water bath at 50oC. 
Results and Discussion 
Control experiments performed under vacuum experienced no observable 
gelation, highlighting the importance of this small addition of water. It should be noted 
that this effect is rather unusual since each of these ILs exhibits lowered viscosity with 
increased water content [127, 389]. Figure A.1 shows gel growth over time in a mixture 
of 0.9233 g of [BMIM][PF6] and 1.0767 g of [P66614][Phos]. It should be noted that 
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although the ILs were vigorously mixed, they did not immediately form a homogenous 
phase. These ILs exhibit somewhat transient miscibility, with [P66614][Phos] initially 
forming droplets in [BMIM][PF6] (See Section 3.3.5). For this reason, the mixture 
initially appears opaque. The droplets disappear within a few hours as the ILs diffuse into 
one another and in the absence of water the mixture assumes a clear appearance. Due to 
the highly viscous nature of this IL mixture, the growth rate was on the order of hours. 
Within two hours, the beginning of gel growth could be seen at the bottom of the vial, as 
indicated by the slightly lighter spot at the bottom of the vial. The top portion of the 
mixture also formed a gel (opaque region at the top of the vial) and both growths 
continued to expand until meeting at 25 hours. At this point, the entire mixture assumed 
an opaque appearance due to gelling. Differences in water content were likely responsible 
for the two-phase appearance at 25 hours (since the top layer was directly exposed to the 
atmosphere), but both layers were gels. The resulting materials appeared viscoelastic and 
formed peaks in response to manipulation with a spatula. 
  
Figure A.1 Time evolution of gel growth (opaque regions) in a mixture of [BMIM][PF6] 
and [P66614][Phos]. 
 
Microscopically, gel growth occurred via two steps. Figure A.2 shows differential 
interface contrast (DIC) images of the IL mixture over time. In the first few minutes, 
t	  =	  0	  hr t	  =	  2hr t	  =	  25	  hr t=	  7	  hr t	  =17	  hr	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small fractal structures grew outwards from central points until they made contact with 
other growths. These structures were very fine and appear as dark regions in Figure A.2. 
In later stages, these contact surfaces served as “grain boundaries” separating individual 
microstructures. After 1000s, we began to see the appearance of larger fibril structures, 
which are characteristic of gel morphology [273]. As these larger structures grew, the 
smaller fractal growths began to disappear, indicating that they may have been 
incorporated into the fibrils. It should be noted, however, that some of these smaller 
fractal structures were convectively transported away from the growing fibrils during 
observation. Thus, the two steps of growth are (1) the formation of small fractal 
structures and (2) their disappearance with the simultaneous growth of larger fibrils. The 
first structure grew much more quickly than the second. These self-assembled structures 
provided the gel with an opaque appearance and viscoelastic nature. 
 
Figure A.2 Differential interface contrast images of gel growth in the IL mixture over 
time. At t = 0, the gel growth is represented by the darker regions in the center and sides 
of the image. 
 
Phase behavior of this gelling system was quantified by measuring the water 
uptake of various mixtures of [BMIM][PF6] and [P66614][Phos] and observing whether or 
not a gel was formed in each mixture. These results are shown in Figure A.3. Here, only 
the mass/mole fractions of water and [BMIM][PF6] and shown with the implication that 
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the balance of each system was composed of [P66614][Phos]. Phosphonium-rich mixtures 
absorbed the most water from the atmosphere, but did not exhibit consistent gelation 
behavior. As the fraction of [BMIM][PF6] increased, water uptake decreased significantly 
and gel formation became consistently observable. Mixtures with [BMIM][PF6] mole 
fractions between 0.34 and 0.74 gelled upon absorbing water, as marked in the phase 
diagrams. Systems with mole fractions between 0.48 and 0.55 formed homogenous gels, 
whereas systems on the extremes of the gelling region often exhibited multiple gel 
phases, like the one seen in Figure A.1, likely due to premature phase separation in the IL 
mixture. Both mole and mass fractions of water decreased with [BMIM][PF6] content, 
suggesting that water primarily interacted with [P66614][Phos]. However, the mass of 
water was relatively low, indicating that the gel was primarily composed of ILs. It should 
also be noted that even at miximum water saturation, no gelation was observed in either 
of the pure ILs. 
 
Figure A.3 Water uptake of the IL mixture in terms of (a) mole fraction and (b) mass 
fraction with respect to [BMIM][PF6] content (balance is [P66614][Phos]). The gray region 
indicates mixtures in which gel formation occurred. 
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To demonstrate the difference between gelling and non-gelling mixtures of these 
ILs, we extracted rheological properties of four mixtures. Gelling mixtures contained 
[BMIM][PF6] at mole fractions of 0.6 and 0.7 and non-gelling mixtures contained 
[BMIM][PF6] at mole fractions of 0.1 and 0.2. Rheological measurements of 
storage/elastic modulus (G’) and loss/viscous modulus (G’’) and are plotted in Figure A.4 
with respect to angular frequency. Upon gelation, the loss and storage moduli both 
increased by several orders of magnitude due to increased resistance to flow. Also, both 
G’ and G’’ of the gelled mixtures had similar values for the frequency range used, 
indicating that the gel was a viscoelastic material. Thus, we were able to see that the 
microstructures seen in Figure A.2 had a significant effect on the rheological properties 
of this IL mixture. 
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Figure A.4 Measurements of storage modulus (G’, filled circles) and loss modulus (G’’, 
open circles) of [BMIM][PF6]/[P66614][Phos] mixtures with  [BMIM][PF6] mole fractions 
of (a) 0.6, (b) 0.7, (c) 0.1, and (d) 0.2. In accordance with Figure A.1, samples measured 
in (a) and (b) were gels whereas those in (c) and (d) were liquids. 
 
 
 Gelation is a macroscopic manifestation of a molecular self-assembly 
phenomenon [390-392]. It occurs when the gelator molecules self-assemble into large 
networks that “trap” the continuous phase. The driving forces behind this self-assembly 
process are non-covalent interactions such as hydrogen bonding, ! − ! interactions, and 
electrostatic interactions [266, 279, 392, 393]. The question was which species in our 
system served as gelators, self-assembling into large networks? Generally, gelator species 
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are large organic molecules with functional groups capable of forming large networks. 
Some examples include 12-Hydroxystearic acid [266, 267], fatty acid amides [392], and 
long (24-36 carbons) n-alkanes [394]. Generally, they gelator is only present in very 
small amounts (i.e. ≤ 5wt%) [390], so in terms of mass, water could be considered the 
gelator in this system. It is evident, however, that the water molecules would need to 
combine with other species in the system to form a sufficiently large self-assembled 
network. Since the molecular size and carbon chain length of [BMIM][PF6] were 
relatively small, it seemed unlikely that this IL played a primary role as a gelator. In fact, 
[BMIM][PF6] and similar ILs are often seen in the continuous phase of IL-based gels 
[201, 270, 395]. [P66614][Phos] was very much like an organogelator, with H-bond 
capable function groups in the midst of long carbon chains. In fact, other [P66614]-based 
ILs have been shown to form gels in the absence of additional gelator molecules [396, 
397]. FTIR spectra show that a distinct O-H stretch at 3681 cm-1 in a 
[P66614][Phos]/water mixture shifted down to 3650 cm-1 upon addition of [BMIM][PF6] 
(See Figure A.5). This suggests that hydrogen bonds in the [P66614][Phos]/water mixture 
(i.e. P-O-H) were weakened upon interacting with [BMIM][PF6] and perhaps forming 
new hydrogen bonds such as P-O-H-F or P-O-H-C. Furthermore, imidazolium-based ILs 
are known to increase ordering in Phosphonium-based ILs due to the formation of extra 
H-bonds, decreasing entropy [216]. For these reasons, we propose that [P66614][Phos] 
played the primary role in forming the self-assembled networks that gelled the system. 
This does not imply, however, that [BMIM][PF6] was absent from self-assembled gel 
structure. We prepared an array of IL mixtures like those of Figure 3 with [BMIM][PF6] 
replaced by [BMIM][BF4] and [BMIM] bis(trifluoromethylsulfonyl)imide and found that 
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no gels were formed. Therefore, [BMIM][PF6] was necessary for gel formation, which 
indicates that [P66614][Phos] was not the only species incorporated into the self-assembled 
network. [BMIM][PF6] possesses effective H-bond sites[235] and, along with water, 
provided the necessary interactions for the molecular self-assembly of the gelling 
network in this system.  
 
Figure A.5 FTIR spectra of [BMIM][PF6] (green), [P66614][Phos] (purple), and their 
gelled mixture (red). 
Given that gelation took place only when water was present, we hypothesized that 
if water was removed, the mixture would again assume a liquid state. Water was removed 
either by heating in a vacuum oven. In all cases, the mixture assumed a liquid state 
identical to that before gelation. This process (See Figure A.6) was repeated multiple 
times, indicating that the gelation of this IL mixture was highly reversible and could be 
controlled by simply changing the water content. Herein, the advantageous non-volatility 
of ILs is highlighted as it facilitates this process, allowing only water to be removed. 
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Furthermore, since most gels use polymers or small organic molecules as gelators, the 
fact that the gelator (water) can be removed is rather unique. This phenomenon opens up 
new potential applications for an environmentally (i.e. humidity) responsive gel. 
 
Figure A.6 Macroscopic views of the IL mixture (a) after initial mixing, (b) after 
gelation, and (c) after drying. 
 
 
It should be noted that while the visually observable properties of the gel and 
liquid were restored upon adding or removing water, reversibility was not perfect. Figure 
A.7 shows representative differential scanning calorimetry (DSC) scans from 0 oC to 50 
oC of (A) a gel formed directly from the IL mixture at room temperature, (B) a gel that 
had been dried to form a liquid state, then allowed to gel again, and (C) a gel formed 
directly from the IL mixture at -20oC. Gel A exhibited two valleys at approximately 22 
oC and 30 oC, which were integrated to give heats of melting of 1.5 kJ/mol and 2.0 
kJ/mol, respectively. Gel B gave a single valley at 31oC with a heat of melting of 1.1 
kJ/mol. Therefore, gel B melted at a higher temperature, but required less energy to do 
so. Since these heats of melting were in the range of physical bonds [398], the data 
(a) (b) (c) 
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suggest that gel B contained fewer physical bonds than gel A. Interestingly the valley of 
gel B exhibited high overlap with second valley of gel A. This suggests the two gels 
underwent similar transitions at approximately 31oC. Figure A.2 shows that there were 
two types of structures that formed during gel growth: small fractal structures and large 
fibrils. We hypothesized that the two valleys of the gel A corresponded to the melting of 
these two types of structures. To test this hypothesis, we prepared a mixture of the two 
ILs and immediately placed it in the freezer at -20oC (gel C). This caused the mixture to 
gel rapidly while forming only small fractal structures (left image of Figure A.7), in 
contrast to the large fibrils formed in Gel B (right image in Figure A.7). Figure A.7 
shows that the DSC scan of gel C yielded a single valley that showed strong overlap with 
the first valley of the gel A. These results support our hypothesis that the two valleys seen 
in gel A were due to the melting of the two different self-assembled structures seen in 
Figure A.2 and Figure A.7. These results also suggest that while the rheological and 
visual properties of the gel could be restored through various drying and humidifying 
cycles, the internal structure was not always the same, as emphasized in the microscopic 
images of Figure A.7. Particularly, the large fibril structures became dominant over time 
(and drying cycles), repressing the reoccurrence of the small fractal structures. This may 
be due do the very slow chemical reaction between [BMIM][PF6] and water [125], which 
would change the chemical composition of the gel and perhaps hinder self-assembly of 
the small fractal structures. Theoretical work on the molecular mechanisms behind this 
phenomenon is underway. 
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Figure A.7 DSC scans of an IL mixture allowed to gel at ambient conditions (black), and 
IL mixture that was gelled, dried, and re-gelled (green) and an IL mixture that was gelled 
at -20oC (red) to ensure that only the small-fractal structures were formed. DIC images of 
the self-assembled gel morphologies for the frozen gel and re-gelled gel are shown in the 
bottom left and bottom right images, respectively. Darker regions represent fibril 
formation. Scale bars represent 25 microns. 
This gelling behavior may have many useful applications. In metal-air batteries, 
phosphonium-based IL electrolytes can form a stabilizing gel passivation layer at the air 
contact [396, 397]. With respect to colloids, the area of microgels has received increasing 
attention due to excitement over applications such as drug delivery, enhanced oil 
recovery, biomaterials, and water treatment [399-402]. A particularly attractive feature of 
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many microgels is their environmental responsiveness (“smart” particles), in which the 
individual particles react to changes in temperature, pH, or ionic strength [399-402]. We 
endeavored to create microgels by dispersing the IL mixture in water. Given that the 
gelation process was rather slow, we hypothesized that the IL droplets would absorb 
water and form individual microgels with the added flexibility that the microgels could 
be collected again into a single entity upon heating, whereupon the microgels would 
become liquid droplets an coalesce. As an initial test, we found that in the presence of 
excess water, the gel did not break down until 38oC. Therefore, heating above this 
temperature was necessary. We added approximately 0.1 g of the IL mixture to 1 mL of 
water and agitated the system using sonication (Sonics VibraCell 500W). The resulting 
colloidal suspension is shown in Figure A.8a. Over a period of one month, this 
suspension did not settle and the liquid retained its opaque appearance. Microscopically, 
(inset of Figure A.8) the microgels ranged in size from 1-10 µm in diameter and usually, 
though not always, exhibited spherical shapes. Upon heating, the suspension quickly 
destabilized and Figure A.8b shows the two large gels that formed after cooling. These 
gels were removed and dried and thus forced back to a liquid state. Therefore, we have 
shown that this IL mixture can be used to create microgels and also that their formation is 
easily reversible. Such behavior may be useful in applications where microgels are used 
for removing species from a bulk phase [400, 403], because they can be collected and 
removed with relative ease. 
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Figure A.8 Macroscopic views of (a) a dispersion of microgels (shown microscopically 
in the inset as a DIC image) formed from the IL mixture and (b) its destabilization upon 
heating. 
 
 
Conclusion 
We have reported the unique gelation behavior of a mixture of [BMIM][PF6] and 
[P66614][Phos] which forms a gel upon contact with finite amounts water. Gelation 
occurred over a matter of minutes to hours (depending on water exposure) through the 
formation of microscopic fractal structures that matured into long fibrils. Gelation only 
occurred when mole fractions of [BMIM][PF6] were between 0.28 and 0.76, whereupon 
the elastic and storage moduli of the mixture increased by 1-2 orders of magnitude. 
Interestingly, the mixture resumed a liquid state upon drying, whereupon a gel could be 
formed again by addition of water. This reversibility was exploited in the creation of 
microgels that could be dispersed in water, then coalesced upon heating and drying. Gel 
formation was sensitive to the choice of anion, suggesting that hydrogen bond formation 
between the anion and water species played an important role in the gelation process.  
(a) (b) 
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APPENDIX B 
COMPARISON ON THE CAPILLARY WAVE METHOD AND PRESSURE TENSOR 
ROUTE FOR CALCULATION OF INTERFACIAL TENSION IN MOLECULAR 
DYNAMICS SIMULATIONS 
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Introduction 
 The importance of surface tension is ubiquitous in natural and industrial 
processes.  One simple example is that surface tension is responsible for the spherical 
shape of liquid droplets and bubbles. Thermodynamically, it is a measure of the free 
energy required to create a unit area of the specific surface or interface. Surface tension is 
of fundamental importance as it determines stability and capillary behavior biphasic 
systems such as emulsion, bubbles, and foams as well as microfluidic devices [186, 187], 
and self-assembly processes [23, 65]. Measuring surface tension quantity can be 
accomplished with goneometers, tensiometers, and spinning drop techniques [404-406]. 
These methods provide accurate determination of surface tension, which is imperative in 
applications where biphasic systems occur. Furthermore, surface tension plays a key role 
in describing unique capillary phenomena such as capillary waves, [407]  marangoni flow 
[177, 408], and wetting behavior [409]. Surface tension-dependent phenomena such as 
these can also be investigated computationally, where a molecular view of the interface 
can be obtained. 
Accurate and precise calculation of surface tension is becoming increasingly 
important in molecular models, particularly as they are used to examine nano-scale 
capillary phenomena. Molecular dynamics (MD) simulations provide a unique tool for 
such studies, allowing for a molecular-resolution view of the interface and its dynamics 
[128, 247, 248, 292, 293, 297, 298]. Surface tension is also a useful quantity for 
evaluating the adequacy of molecule-specific force fields [223] and the mechanisms 
behind particle-interface interactions [19, 27, 247, 248]. Theoretically, surface tension 
can be calculated at every time step of the simulation, but time-averaging is generally 
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necessary to obtain reliable results. However, these calculations can be problematic in 
some systems due to high fluctuation between time steps. In this report, we will discuss 
some of systems and how alternative methods can be used to calculate surface tension 
with reasonable precision. 
Multiple methods have been used to calculate surface tension in both molecular 
dynamics (MD) and Monte Carlo (MC) simulations. Some methods base their calculation 
on the change in surface free energy caused by a change in surface area [410, 411].  
Other methods are applied to MC simulations and base their calculations on density-
distribution or on pressures calculated from volume perturbations [412]. However, the 
primary method for calculating surface tension in MD and MC simulations remains the 
Kirkwood-Buff method (also known as the pressure tensor route), which is based on the 
difference between the pressures normal and tangent to the interface [413]. Common MD 
simulation packages offer the pressure tensor method as part of their internal analysis 
tools[319-321, 414, 415], and new computational methods for calculating interfacial 
tension are often evaluated by checking their results against the pressure tensor route. 
However, the pressure tensor route method has some limitations, as will be discussed 
below. 
The advantage of the pressure tensor route lies in its straightforward 
implementation, requiring extraction of the xx, yy, and zz components of the pressure 
tensor, which is often already calculated as part of the MD algorithm. In a standard MD 
simulation, the difference in pressure tensor components can be averaged over time to 
give surface tension values that often show good agreement with experimental values 
[223, 292, 298, 341, 416-418]. However, due to the necessarily small scale of MD 
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systems, pressure fluctuates widely during a simulation and there have been concerns 
about how the fluctuation affects the precision the surface tension calculation using the 
pressure tensor route [419, 420]. Indeed, surface tension calculations using this method 
have reported significant variation: 10% in ionic liquid [421] and Lennard-Jones fluid 
surface tensions [422], 17% in water surface tension [423], 57% in water/1,2-
dichloroethane interfacial tension [424], and 80% in water/benzene interfacial tension 
[425]. Furthermore, the accuracy of this method becomes questionable for systems of 
lower interfacial tension, where the assumption of a flat interface tends to break down 
[426-429]. Efforts to improve the reliability of these calculations have so far focused on 
accounting for the effects of long-range molecular interactions [430]. Since most 
simulations only evaluate interaction potentials within a certain cut-off distance, 
including a tail correction in the pressure tensor method may give interfacial tensions 
closer to experimental results [431, 432]. However, these corrections can only be used for 
systems in which both phases are made up of the same components (i.e. liquid-vapor 
interfaces), and do not lessen the magnitude of the fluctuations in pressure. 
In contrast, the capillary wave technique not only accounts for but also takes 
advantage of fluctuations in the interface.  This technique is based on the capillary wave 
theory proposed by Buff et al. in 1965 [433]. According to this theory, capillary waves 
that travel across an interface must do work against interfacial tension as they distort the 
surface.  Therefore, the magnitude of these fluctuations of the interface can be related to 
interfacial tension [433]. If surface fluctuations can be measured, then, they can be used 
to calculate interfacial tension [407, 434, 435]. In this way, interfacial tension can be 
calculated in MD simulations without direct use of the widely-varying pressure tensor.  
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Since the method relies simply on the position of molecules in the system rather than on 
any dynamic effects, it is reasonable to assume that the method would also work for MC 
simulations.  Indeed, capillary wave theory has been shown to agree with the results of 
MC simulations when the surface has been adequately defined [436]. Our hypothesis was 
that by using this method, calculation of surface tension and interfacial tension would 
yield higher-precision results compared to those obtained with the pressure tensor route. 
This paper compares the pressure tensor and capillary wave methods for systems 
involving water, hexane, and an ionic liquid (IL), 1-butyl-3-methylimidazolium 
hexafluorophosphate ([BMIM][PF6]).   The ionic liquid is examined because, unlike 
many force fields that are optimized for density, the [BMIM][PF6] force field has been 
specifically optimized for interfacial properties such as interfacial tension [223]. Both 
liquid-vapor and liquid-liquid interfaces are examined.   
Methodology 
 The pressure tensor method of calculating interfacial tension relates the tension to 
the difference between the pressure normal to and tangential to the surface.  In a planar 
interface, where the plane is normal to the z direction, this becomes 
! = − 1! (!! + !!2 − !!)!! (B.1) 
where γ is interfacial tension, px,  py, and pz are components of the pressure tensor, Lz is 
the height of the simulated box and n is the number of interfaces [413]. This method 
assumes a flat interface parallel to the xy plane.  In this study, the interfacial tension was 
calculated for each interface using GROMACS 4.5 analysis tools, which utilize the 
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pressure tensor method.  Interfacial tension was calculated at each 10 ps of the simulation 
run.  These values were then averaged over each nanosecond.   
 Much of the fluctuation of an interface is due to capillary waves at the interface, 
and the amplitude of this fluctuation is related to the interfacial tension.  Capillary wave 
method takes advantage of this fluctuation over time to calculate the interfacial tension.  
When the effects of gravity are neglected, as they are in most molecular simulations, this 
relationship is described by 
! = !!!2!!! ln  (!! ) (B.2) 
where kB is the Boltzmann constant, T is the absolute temperature, σ is the fluctuation of 
the interface from its equilibrium position, L is the length of the box in the x or y 
direction, and l is molecular diameter[419, 424]. In this study, l was taken as an average 
molecule diameter across all species in a particular system.   
 
Determination of Interface Fluctuation 
  A weakness of the capillary wave method is the need to define the interface in 
space in order to determine its fluctuation [419]. There is no general consensus on how to 
define the interface in a way that is consistent across different systems, so this process 
can be somewhat arbitrary [248, 292]. One way to define the interface is to fit the 
simulation results to a density profile such as the error function density profile [424]:  ! ! = !! !! + !! − !! !! − !! erf  (!!!!!√!! ) (B.3) 
where ρA and ρB are the bulk densities of each phase and <h>  is the average z position of 
the interface.  This profile can be fit to the simulation results using an iterative method, 
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and the resulting ! can then be used in Equation B.2.  Interfaces are often fit to a 
hyperbolic tangent profile.  However, profiles based on the error function give calculated 
interfacial tensions in better agreement with the pressure tensor method[427, 428]. In this 
study, each interface was analyzed using the error function profile.  This was done by 
taking the average density profile over one nanosecond of simulation time and fitting it to 
Equation B.3.   
 An interface can also be defined by the z coordinated of individual molecules 
[424]. In this method, the simulation box is divided into N columns parallel to the z  axis.    
The z position of the interface (h) is then calculated for each column using the equation ℎ = !! [max !! +min !! ]  (B.4) 
where max !!  is the largest z coordinate of any molecule in the A phase and min !!  is 
the smallest z coordinate of any molecule in the B phase.  The A phase is below the 
interface and the B phase is above it.  This h is instantaneous.  The standard deviation of 
h between the columns in then taken as !.  A weakness of this approach is that it cannot 
be used for single component liquid-vapor interfaces.  In this study, therefore, only the 
liquid-liquid interfaces were analyzed in this way.  This study split each simulation box 
into a 10x10 grid (N = 100).  Each box contained two interfaces at different z coordinates.  
To distinguish between them, zest, a rough estimate of the z position of each interface was 
chosen by observation.  Only molecules within a 2 nm of this position were considered 
part of the interface.  If a particular column did not include molecules of both phases that 
column was not considered in calculating !, and zest was adjusted to minimize these 
exclusions.  The instantaneous surface tension was then calculated for every 10 ps of the 
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simulation using Equation B.2 and the average taken over each nanosecond, as with the 
pressure tensor method.   
 
Computational Details 
 All MD simulations were performed using the GROMACS 4.5 package[319-321].  
The initial simulation box for each of the smaller systems was approximately 5.5 x 5.0 x 
11.0 nm3.  The initial simulation box for the larger IL/water system was approximately 
12.5 x 12.0 x 21.0 nm3.  Periodic boundary conditions (PBC) were applied in all three 
directions for each simulated box. 
 Water was described with the extended simple point charge (SPC/E) model [323] 
and hexane by the optimized intermolecular potentials for liquid simulations (OPLS) 
united atom force field[228]. The force field for the IL was an all-atom force field 
developed by Lopes, et al. [221, 222] and modified by Bhargava and Balasubramanian 
[223, 326] for more accurate interfacial behavior.  For this force field, all H-bonds were 
constrained by the LINCS algorithm [437, 438]. 
After the initial boxes were generated, 1,000 energy minimization steps were 
performed using the steepest descent method.   Initial atomic velocities were generated 
with a Maxwellian distribution at an absolute temperature of 300 K.  Newton’s equation 
of motion was integrated using the leap-frog algorithm with a time step of 0.002 ps.  All 
simulations were carried out under the NPT ensemble (except for liquid-vapor systems, 
which used the NVT ensemble) using the Berendsen-thermostat [231] to maintain 
temperature at 300K and pressure at 1 bar by coupling the system to an external bath.  
The Particle-Mesh Ewald (PME) method was used to account for long-range electrostatic 
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interactions.  The cut off distance for Lennard-Jones forces was chosen as r = 1.2 nm to 
match the cut-off used by the developers of the IL force field [223, 326]. 
   Liquid-liquid interfaces were created placing an equilibrated box of one liquid 
(water, hexane, or IL) next to an equilibrated box of another liquid.  These initial boxes 
were then simulated for four parallel runs of 20 ns each, except for the large IL/water 
system, which underwent four parallel runs of 15 ns.  After the simulations were 
complete, interfacial tensions were evaluated for each system using both the pressure 
tensor and the capillary wave methods. Details of each simulation are shown in Table 
B.1. 
Table B.1 Composition and parallel run details of the interfacial simulations examined in 
this study. 
System	   [BMIM]	   [PF6]	   Hexane	   Water	   Runs	  
A	  (Hexane)	   0	   0	   728	   0	   4	  
B	  (IL)	   400	   400	   0	   0	   4	  
C	  (Hexane/Water)	   0	   0	   541	   4491	   4	  
D	  (IL/Hexane)	   400	   400	   652	   0	   4	  
E	  (IL/Water)	   400	   400	   0	   4483	   4	  
F	  (IL/Water)	   3200	   3200	   0	   35375	   3	  
 
Results and Discussion 
 To illustrate the behavior of surface tension throughout a simulation using the 
pressure tensor route, we generated individuals charts of the calculated surface tension 
values. Individuals charts provide a statistical view of data recorded over time, indicating 
the time-average as well as the limits within which data falls under normal conditions. 
The upper and lower control limits (UCL and LCL, respectively) were calculated using 
Equations B.5 and B.6 and provided an idea of the degree of variation throughout the 
simulation. In these equations, !   represents the average value and !" represents the 
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average moving range of measurements. These charts plot surface tension calculations 
from the last 5 ns of representative simulations (by which time equilibration had been 
achieved). Figure B.1a plots pressure tensor route surface tension calculations for a 
hexane/vacuum system, and Figure B.1b reports the calculations for an IL/water system. 
For the hexane-vacuum system, an average interfacial tension of 17.2 mN/m was 
calculated, which agrees fairly well with the experimental value of 18.4 mN/m [327]. 
However, the IL/water system gave an average value of 2.7 mN/m, whereas the 
experimentally measured value is 10.06 mN/m [166]. Unfortunately, for both systems, 
the calculated interfacial tension varied wildly throughout the simulation.  The upper and 
lower control limits for the hexane simulation were 299.1 mN/m and -264.1 mN/m, 
respectively, indicating that that the calculated interfacial tension could vary more than 
two orders of magnitude above or below the average value, even into physically 
impossible negative values. Variation was even higher in the IL/water system, which 
gave upper and lower control limits of 529.5 mN/m and -524.0 mN/m, respectively. This 
high variation may have been caused by the inherently lower interfacial tension of this 
system as well as the use of pressure coupling. Regardless, the variation in both systems 
is quite high and demonstrates that the pressure tensor method of calculating interfacial 
tension lacks precision. A closer look at the liquid interfaces gives us an idea of how to 
improve this precision. 
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Figure B.1 Control charts for the interfacial tension of the (a) hexane liquid/vapor and 
(b) IL/water interfaces calculated using the pressure tensor method. 
 
 
 !"# = !  + 2.66!! (B.5) 
 !"! = !  − 2.66!! (B.6) 
 
 Figure B.2 shows the interfaces for the three liquid-liquid systems studied.  The 
interfaces are represented by snapshots of the MD simulation and by bicubic 
interpolations of the simulated liquid-liquid interfaces.  The interfaces are clearly not flat, 
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but instead exhibit peaks and valleys that change with time.  This may explain the lack of 
precision of the pressure tensor method, which assumes a flat surface.  In fact, the 
unevenness of the interface is directly connected to the interfacial tension.  Capillary 
wave theory predicts that interfaces with lower interfacial tension will be rougher than 
interfaces with higher interfacial tension [407, 434].  According to this theory, a lower 
interfacial tension means that less work is required to increase the area of the interface.  
This suggests that, the lower the interfacial tension, the greater the amplitude of the 
capillary waves that ripple across the interface.  The three simulations shown in Figure 
B.2 support capillary wave theory in this regard.  The interpolations of the interfaces 
show that the IL/water and IL/hexane interfaces are relatively rough compared to the 
hexane/water interface, with higher peaks and lower valleys.  This corresponds to the 
experimental interfacial tension of each system, which is many times higher for the 
hexane/water system than for the other two systems (IL/water: 10 mN/m [166]; 
IL/hexane: 13 mN/m [166]; water/hexane: 50 mN/m [439]).  If fluctuations of the 
interface account for the imprecision of the pressure tensor method, the capillary wave 
method might be expected to be more precise since it accounts for these fluctuations and 
in fact depends on them to calculate interfacial tension. 
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Figure B.2 MD snapshots (top) and bicubic interpolations (middle and bottom) of (a) 
water/hexane; (b), IL/water and (c) IL/hexane interfaces. 
 
 
As discussed previously, the interface must first be defined in space before the 
capillary wave method can be used to calculate interfacial tension.  In order to do this for 
each system studied, Equation B.3 was first fit to interfacial density profiles using 
nonlinear regression to determine values for <h>  and σ.  Two examples of this fit can be 
seen in Figure B.3.  These results seem promising because the error function density 
profile reasonably describes the density profiles of both liquid-vapor and liquid-liquid 
systems.  This density profile might then provide a consistent definition of different 
interfaces in different systems that can be used to calculate interfacial tension.   
 
(a) (b) (c) 
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Figure B.3 Sample density profile for a) hexane liquid-vapor and b) water/IL liquid-
liquid systems.  Simulation results are illustrated as points whereas the error function fits 
are illustrated as solid red lines. 
 
 
 Interfacial tensions were calculated for five interfaces: hexane/vacuum, 
IL/vacuum, IL/water, IL/hexane, and hexane/water.  For each interface, interfacial 
tension was calculated using both the pressure tensor method and the capillary wave 
method with the error function density profile used to find σ.  Again, the error function 
density profile was used in an attempt to define the interface in a way which is objective 
and consistent across any interface, whether liquid-vapor or liquid-liquid. Interfacial 
tension was calculated over the last 15 ns of each simulation run and averaged over each 
nanosecond as described in the methodology section.  Then, four parallel runs were 
combined to find an average value at each nanosecond.  These results are shown in 
Figure B.4.  The error bars at each nanosecond represent the standard deviation of the 
interfacial tension between the four parallel runs.   
 For three of the five systems, the capillary wave method clearly shows improved 
precision over the pressure tensor method.  The smaller error bars in Figure B.4 indicate 
that the method is more precise from run to run, while the tension values also remain 
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more consistent over time, indicating increased precision within any given run.  
However, Figure B.4 does not show the capillary wave method to be obviously more 
precise for the IL/hexane system, and for the hexane/water system the capillary wave 
method appears to be less precise than the pressure tensor method.  For those two 
systems, the capillary wave method also predicts a much higher interfacial tension than 
the pressure tensor method.  
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Figure B.4 Comparison of the pressure tensor route and the capillary wave method in the 
calculation of surface/interfacial tensions for (a) hexane/vacuum, (b) IL/vacuum, (c) 
IL/water, (d) IL/hexane and (e) hexane/water  interfaces.  Capillary wave method results 
are shown as blue diamonds with bold black error bars while pressure tensor route results 
are shown as red squares with thin red error bars. 
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However, in terms of percent deviation, the capillary wave method was superior. 
Figure B.5 shows how the variation in surface tension calculation as a percent of the 
calculated value for each simulation. Even with the high overestimation of the 
hexane/water system, the capillary wave method produced enhanced precision, reducing 
variation by an average of 66%. Benjamin has also reported increased precision using the 
capillary wave method in a water/1,2-dichloroethane system [424]. Even the 
hexane/vacuum system, where the pressure tensor route gave its lowest variation, the 
capillary wave method improved upon the precision significantly. Pressure tensor route 
variations ranged from 20% in the hexane/water system to 220% in the IL/hexane system. 
It should be noted that these variations were not a direct result of the large pressure 
fluctuations inherent in small systems (see Figure 1) since they were calculated from 
parallel run averages. 
 
 
Figure B.5 Comparison of average percent variation in surface tension calculations. 
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To evaluate the accuracy of these methods, the average interfacial tension 
calculated by each method was compared to experimental values.  This is shown in Table 
B.2, along with the average standard deviation of each method (the average of the error 
bars in Figure 4).  For the two liquid/vacuum systems, the pressure tensor method appears 
to be somewhat more accurate for hexane while the capillary wave method is somewhat 
more accurate for IL.  However, both methods agreed within error.   
Liquid-liquid interfacial tensions were more erratic and less accurate for both 
calculation methods.  This is understandable, since the liquid-liquid systems include 
many more molecular interactions at the interface.  This should exaggerate errors caused 
by cut-off effects.  The capillary wave method is still produces smaller standard deviation 
than the pressure tensor method for the IL/water and IL/hexane systems.  However, the 
capillary wave method is less accurate for all three systems.  While the two methods 
agree within error for the IL/water system, for the other two systems the capillary wave 
method drastically overstates the interfacial tension.  The method is particularly 
inaccurate for the hexane/water system, which also produces a large standard deviation 
compared to the pressure tensor method.  These results are curious since the two methods 
have been shown to be mathematically equivalent [440] and should not produce such 
wildly divergent answers.     
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Table B.2 Comparison of tensions calculated from the simulation with experiment. 
 
	   	   Pressure	  Tensor	  Method	   Capillary	  Wave	  Method	  
System	   Experimental	  
Interfacial	  
Tension	  (mN/m)	  
Interfacial	  
Tension	  
(mN/m)	  
%	  Difference	  
from	  
Experiment	  
	   Interfacial	  
Tension	  
(mN/m)	  
%	  Difference	  
from	  
Experiment	  
	  
Hexane/Vacuu
m	  
18.4[327]	   13.2	  ±	  5.98	  	   28.3%	   	   11.3  ±	  .959	   38.6%	   	  
IL/Vacuum	   42.3[330,	  331]	   39.3  ±  5.87	   7.1%	   	   41.3  ±	  5.78	   2.4%	   	  
IL/Water	   10.0[166]	   17.8  ±	  19.4	   78%	   	   20  ±	  8.05	   100%	   	  
IL/Hexane	   13.4[166]	  	   8.73  ±	  19.2	   34.8%	   	   32  ±	  10.2	   139%	   	  
Hexane/Water	   50.0[439]	   52.7  ±	  10.6	   5.4%	   	   191  ±	  20	   282%	   	  
 
The IL force field was optimized for surface tension using the pressure tensor 
route [223] while no such optimization was performed for the hexane force field.  This 
means the hexane force field might not adequately describe the intermolecular forces that 
affect capillary waves at the interface, which might explain why the capillary wave 
method produces better results with the IL systems than with the hexane systems.  
Weaknesses in molecular force fields could explain the poor accuracy of the capillary 
wave method in general.  Molecular force fields are optimized to successfully simulate 
experiment properties such as density or boiling point[228]. The pressure tensor method 
calculates interfacial tension directly from molecular interactions through calculation of 
the virial [413] while the capillary wave method is less direct, quantifying the effect of 
these interactions on fluctuations at the interface[407, 434].  It is possible that the 
molecular force fields used in this study generate realistic pressure tensors but not 
realistic capillary wave behavior at the interface.  However, we hypothesized that the 
problem comes instead from the definition of the interface through the error function 
density profile.     
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To test this hypothesis, the position of the interface was calculated using Equation 
B.4 and the actual position of molecules.  The standard deviation in the z-position of the 
interface, σ, was determined as described in the methodology section and used to 
calculate interfacial tension.   The results are shown in Figure B.6 and Table B.3.  These 
results show dramatic improvement for all three liquid-liquid systems.  Figure B.6 shows 
that the capillary wave method, with the interface defined by Equation B.4, is much more 
precise than either the pressure tensor method or the capillary wave method using 
Equation B.3 to define the interface.  Table B.3 shows that the capillary wave method 
agrees in accuracy with the pressure tensor method for all three systems.   
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Figure B.6 Comparison of the pressure tensor route and the capillary wave method in the 
calculation of surface/interfacial tensions for (a) IL/water, (b) IL/hexane and (d) 
hexane/water interfaces.  For the capillary wave method, Equation B.4 is used to define 
the interface rather than Equation B.1.  Pressure tensor method results are shown as red 
squares with thin red error bars.  Capillary wave method results are shown as blue 
diamonds with bold black error bars, though for many points the error bar is too small to 
see and can be assumed to be contained within the point marker. 
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Table B.3 Results of surface tension calculations employing the capillary wave method 
in conjunction with Equation B.4. 
 
	   	   Capillary	  Wave	  Method	  	  
System	   Experimental	  
Interfacial	  
Tension	  
(mN/m)	  
Interfacial	  
Tension	  
(mN/m)	  
%	  Difference	  
from	  
Experiment	  
	  
IL/Water	   10	   7.3  ±	  0.78	   27%	   	  
IL/Hexane	   13.39	   8.23	  ±	  1.6	   38.5%	   	  
Hexane/Water	   50	   49.5  ±	  0.9	   1.0%	   	  
These results support our hypothesis that fitting Equation B.3 to the density 
profile of the simulated box did not adequately define the interface for the purposes of the 
capillary wave method.  The results also support previous work that has argued that such 
methods (fitting the density profile) ignore the structural details of the interface and 
consequently provide limited information [441, 442].  Studies in which accurate capillary 
wave calculations of the hexane/water interfacial tension were reported have generally 
used more sophisticated methods [441]. This study reinforces the need to sufficiently 
define the interface before calculating interfacial tensions using the capillary wave 
method.   
In the final stage of this study, we set out to investigate how the precision and 
accuracy of these methods were affected by system size.  Given that calculated error 
decreases with O(1/n) in MD simulations [443], we expected both methods to improve 
with larger system sizes (n is the number of atoms).  A large water/IL interface was 
simulated and analyzed using both methods.  For the capillary wave method, the error 
function density profile was used to define the interface.  Figure B.7 shows the results of 
3 parallel runs of an IL/water system eight times larger than the previous systems (see 
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Table B.1).  We observed a similar trend to that of the smaller systems: the capillary 
wave method produced smaller variations and more time-stable results. The 8x increase 
in system size allowed for enhancements in precision for both methods: 38% for the 
pressure tensor route and 45% for the capillary wave method.  The average variations for 
the pressure tensor route and the capillary wave method were 12.0 mN/m and 4.4 mN/m, 
respectively.  Thus the capillary wave method still produced a 63% improvement in 
precision. The increase in precision was greater for the capillary wave method than for 
the pressure tensor route, which may indicate that the error function density profile 
describes the interface better as the system gets larger and various cut-off effects are 
reduced.  In terms of accuracy, both methods yielded values closer to the experimental 
measurements. The pressure tensor route yielded 12.8 mN/m and the capillary wave 
method yielded 13.4 mN/m. Therefore, larger system size not only decreased variation in 
the calculations, but also accuracy, and equally so for both methods. 
 
Figure B.7 Comparison of surface tension calculations on an IL/water system eight times 
larger than the previous simulations.  Capillary wave method results are shown as blue 
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diamonds with bold error bars while pressure tensor route results are shown as red 
squares with thin error bars. 
 
 
Conclusion 
 We have studied the calculation of surface and interfacial tension for a variety of 
liquid-vapor and liquid-liquid interfaces using MD simulations. Because of the inherently 
small scale of MD systems, large pressure fluctuations can cause calculations of surface 
tension using the pressure tensor route can be imprecise. The capillary wave method 
exhibited improved precision and stability throughout all of the simulated systems of this 
study. In implementing this method, the interface was defined by fitting an error function 
to the density profile. However, full mapping of the interface from coordinate files 
produced enhanced accuracy. Upon increasing the system size, both methods exhibited 
higher precision, although the capillary wave method was still more reliable. 
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APPENDIX C 
DATA ANALYSIS MACROS 
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ImageJ Macros 
This section consists of six macros entitled “Get DSD,” “Open File List,” 
Measure Deformities,” Measure Bridges,” “Continue,” “Test Fill Droplets” and three 
functions entitled “TraceDroplets,” “FillDroplets,” and “GetParticleArea.” In order to be 
functional, these must be placed in the StartupMacros.txt file in the “macros” folder of 
the ImageJ directory. Macros with a [#] notation in their name may be accessed via a 
hotkey (the # in the brackets). Within each macro, comments are preceded by the “//” 
notation. 
 To measure interfacial lifetimes as in Section 3.3.1, the “Measure Deformities” 
macro was used.  Upon invoking this macro (from the ImageJ menu: Plugins > Macros > 
Measure Deformities), the user was asked for a text file containing the directories of the 
images to be analyzed.  This file contained one directory per line and was contained in 
the same folder as the images. The macro then measured the area occupied by the lines of 
the lined paper in each of the images.  These areas were copied from the “Summary” box 
into MS Excel for analysis. The “Open File List” macro was an alternative method of 
measuring the deformations, allowing the user to manually measure the interface in each 
image. After the user completed a measurement, the hotkey “a” was pressed (invoking 
the “Continue” macro) to proceed to the next image. 
 Bridged structures were analyzed using the “Measure Bridges” macro followed by 
the “Get DSD” macro. The purpose of the first macro is to use the DIC and confocal 
images to isolate the bridged droplets in a binary image (droplets are black, background 
is white). These binary images were saved in a folder entitled “Binaries,” which was 
created within the directory by the macro. Again, the user was asked for a text file listing 
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the directories of the images to be analyzed. As with the “Measure Deformities” macro, 
this file resided the same folder as the images and contained only one directory per line. 
However, this macro read two images in each iteration - the confocal image followed by 
the DIC image. Therefore, the file with the list of image directories was organized 
accordingly. The user was allowed three pauses in which make any corrections that 
would interfere with droplet size distribution calculations. Each pause was terminated by 
pressing the “a” hotkey.  In the first pause, the user erased any non-bridging particles 
from the confocal image. In the second pause, the user adjusted the contrast of the image 
so that the particles fully appeared when the confocal image was converted to binary 
format. The third pause allowed the user to use the ImageJ drawing tools to be sure that 
all bridged droplets were outlined correctly. In this stage, the user could press the “2” 
hotkey (invoking the “Test Fill Droplets” macro) to briefly preview how the macro would 
fill the droplet outlines. Finally, the final binary image was saved to the binaries directory 
for analysis with “Get DSD.” 
 The “Get DSD” macro measured the areas of all of the droplets in all of the 
images to be analyzed, allowing for droplet size distributions to be generated. “Get DSD” 
read a list file where each line contained and image directory and the numerical zoom of 
that image as reported by the confocal microscope, separated by a space. This macro did 
not allow for any user input beyond the selection of the list file and output the areas 
measured for each droplet of each image into the “Summary” box. These data were 
copied to MS Excel for analysis. 
 
Begin Macros 
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macro "Get DSD" 
{ 
 var pathfile, filestring, i; 
 pathfile=File.openDialog("Choose the file with the list of images to process:"); 
 filestring=File.openAsString(pathfile); 
 imagefiles=split(filestring, "\n"); 
 
 var path=File.directory; 
 
 //generate a list of all droplets and their areas 
 for(i = 0; i < imagefiles.length; i++) 
 { 
  var imagedata = split(imagefiles[i]," "); //split into filename and zoom 
  var DICTitle = imagedata[0]; //File name 
  open(path + DICTitle); 
  run("Set Scale...", "distance=" + 2.08*imagedata[1] + " known=1 pixel=1 
unit=micron"); 
  run("Analyze Particles...", "size=25-Infinity circularity=0.00-1.00 
show=Nothing display"); 
  selectWindow(DICTitle); 
  close(); 
 } 
} 
 
macro "Open File List" 
{ 
 var pathfile, filestring, i; 
 pathfile=File.openDialog("Choose the file with the list of images to process:"); 
 filestring=File.openAsString(pathfile); 
 imagefiles=split(filestring, "\n"); 
 
 var path=File.directory; 
 
  
 for(i = 0; i < imagefiles.length; i++) 
 { 
  var Title = imagefiles[i]; //File name 
  open(path + Title); 
 
  bCont = 0;//Wait for user to take measurement 
  while(bCont == 0){ 
  } 
 
  close(); 
 } 
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} 
 
macro "Measure Deformities" 
{ 
  
 var pathfile, filestring, i; 
 pathfile=File.openDialog("Choose the file with the list of images to process:"); 
 filestring=File.openAsString(pathfile); 
 imagefiles=split(filestring, "\n"); 
 
 var path=File.directory; 
 
  
 for(i = 0; i < imagefiles.length; i++) 
 { 
   
  var Title = imagefiles[i]; //File name 
  open(path + Title); 
 
 
 runMacro("/Users/denzilfrost/Desktop/ImageJ/macros/LabThreshold.ijm");  
  run("Make Binary"); 
  run("Analyze Particles...", "size=0-Infinity circularity=0.00-1.00 
summarize"); 
 
  selectWindow(Title); 
  close(); 
 } 
} 
macro "Measure Bridges [1]" 
{ 
 var pathfile, filestring, i; 
 pathfile=File.openDialog("Choose the file with the list of images to process:"); 
 filestring=File.openAsString(pathfile); 
 imagefiles=split(filestring, "\n"); 
 
 var path=File.directory; 
 
 if (File.exists(path + "Binaries") == 0) 
 { 
  File.makeDirectory(path + "Binaries");//create folder for binary files 
 } 
 var savePath = path + "Binaries/"; 
  
 for(i = 0; i < imagefiles.length; i = i +2) 
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 { 
  var ConfTitle = imagefiles[i]; 
  var DICTitle = imagefiles[i+1]; 
  
  open(path + ConfTitle); 
  open(path + DICTitle); 
  selectWindow(ConfTitle); 
   
  brushWidth = 50; 
  bCont = 0;//Wait for user to edit confocal image 
  while(bCont == 0){ 
  } 
 
  run("Color Balance..."); 
 
  bCont = 0;//Wait for user to edit confocal image 
  while(bCont == 0){ 
  } 
  brushWidth = 5; 
 
  GetParticleArea(); 
 
  //Save Conf binary 
  selectWindow(ConfTitle); 
  saveAs("Tiff", savePath + ConfTitle); 
 
  selectWindow(DICTitle); 
  
  TraceDroplets(); 
 
  bCont = 0;//Wait for user to edit binary image 
  while(bCont == 0){ 
  } 
 
  //close overlay image 
  selectWindow(DICTitle + "-overlay"); 
  close(); 
  
  FillDroplets(); 
 
  //Isolate droplets by subtracting particles from confocal image 
  imageCalculator("Subtract", DICTitle, ConfTitle); 
  run("Watershed"); 
  run("Analyze Particles...", "size=100-Infinity circularity=0.00-1.00 
show=Masks summarize"); 
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  wait(2000); 
  close(); 
  
  //Save DIC binary files and close all windows 
  saveAs("Tiff", savePath + DICTitle); 
  close(); 
  selectWindow(ConfTitle); 
  close(); 
 } 
} 
 
macro "Continue [a]" {bCont=1;} 
 
function TraceDroplets() 
{ 
 //create a second image for the overlay 
 title = getTitle(); 
 x = getWidth; 
 y = getHeight; 
 overlay_title = title + "-overlay"; 
 run("Copy"); 
 newImage(overlay_title, "RGB White", x, y,1); 
 run("Paste"); 
 selectWindow(title); 
  
 //Trace Droplet edges 
 run("Find Edges"); 
 run("Make Binary"); 
 run("Despeckle"); 
 run("Close-"); 
 run("Dilate"); 
 run("Dilate"); 
 run("Dilate"); 
 run("Skeletonize"); 
 run("Dilate"); 
 
 //Add overlay of original image so any tracing mistakes can be manually 
corrected 
 run("Add Image...", "image=" + overlay_title + " x=0 y=0 opacity=75"); 
} 
 
macro "Test Fill Droplets [2]" 
{ 
 run("Fill Holes"); 
 wait(1000); 
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 run("Undo"); 
} 
 
function FillDroplets() 
{ 
 //remove overlay image 
 run("Remove Overlay"); 
 
 //Fill in droplets so their area can be measured 
 run("Fill Holes"); 
  
 //get rid of "hair" from misread edges 
 run("Erode"); 
 run("Erode"); 
 run("Dilate"); 
} 
 
function GetParticleArea() 
{ 
 run("Make Binary"); 
 run("Analyze Particles...", "size=0-Infinity circularity=0.00-1.00 show=Masks 
summarize"); 
 wait(1000); 
 close(); 
} 
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MD Simulation Data Analysis 
 These C++ algorithms were used to quickly analyze data from multiple parallel 
runs. These files were compiled using the command in the xTerm command line: g++ 
DataAnalSpecFile.cpp DensityDataFile.cpp DensityProfile.cpp EnergyDataFile.cpp -o 
DataAnalSpecFile. The program was then executed from xTerm using the command: 
./DataAnalSpecFile. This program guided the user through several stages of input, 
including the specification of files to be analyzed.  Two types of Gromacs output files 
could be analyzed: energy.xvg files from the g_energy command and density.xvg files 
from the g_density command. Multiple files of the same type could be entered and the 
program calculated corresponding averages and standard deviations of the data in these 
files. This feature was useful for compiling data from parallel runs. 
  “ColumnCalculator.cpp” was a stand-alone program that read many types of data 
files (.xvg suffix) from Gromacs and calculated the average and standard deviation of 
each column of data.  This program was compiled in the same way as the one in the 
previous paragraph. Its primary use was to quickly obtain time averages from Gromacs 
output files. 
 The last section of code in this section is the bicubic interpolator used to generate 
the plots of the interfaces shown in Appendix B. This code is a collection of VBA macros 
used in an MS Excel file. The .gro file of an interfacial run was copied directly to a sheet 
of this excel file and the atoms of each phase were ordered by their proximity to the 
interface via MS Excel’s sorting functions. For systems with two phases, the coordinates 
for each phases were separated by two empty rows, allowing the program to detect that 
where the coordinates for the second phase began. MS Excel generated the plots seen in 
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Appendix B using the surface plot function. This function, required a matrix input with 
the x and y dimensions on the top and right side, respectively. The coordinates from the 
gro file were copied to the Excel sheet starting at row 2 with the x, y, and z coordinates 
placed in columns E, F, and G, respectively. The x coordinates for the matrix were 
written from cell K3 onward to the right.  The y coordinates were written starting at cell 
J4 and down.  Upon executing the “FillMatrix” subroutine, the user was asked to specify 
how many coordinates to examine for each phase (effectively, how many atoms close to 
the interface). Values from 200-500 usually provided good results (i.e. no zero values in 
the matrix). “FillMatrix” then wrote a matrix of interfacial coordinates within the x and y 
values specified.  “Bicubic” could then be executed, which re-wrote the values of this 
matrix with 10 interpolated points in between.  This final matrix was written below the 
first and could be plotted to give figures like the ones seen in Appendix B. 
 
DataAnalSpecFile.cpp 
// Driver File for Data analysis 
 
#include <iostream> 
#include <string> 
#include <fstream> 
#include <cmath> 
#include <iomanip> 
#include "EnergyDataFile.h" 
#include "DensityDataFile.h" 
using namespace std; 
 
bool FileExists(string filename); 
void AddEnergyDataFile(string filename); 
void AddDensityDataFile(string filename); 
void StoreData(string label, double dataitem); 
void SelectAndStoreData(int idata); 
double calcStdev(vector<double> values, double avg); 
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vector<string> labels; 
vector<double> data; 
vector<double> stdevs; 
vector<EnergyDataFile> energies; 
vector<DensityDataFile> densities; 
 
int main() 
{ 
 int i, entry; 
 bool bcontinue(true); 
 ofstream results("Results.txt"); 
 
 //read energy and density files 
 //string energyfiles[] = {"energy.xvg", "P1energy.xvg", 
"P2energy.xvg", "P3energy.xvg"}; 
 //string densityfiles[] = {"density.xvg", 
"P1density.xvg", "P2density.xvg", "P3density.xvg"}; 
 string szEntry; 
  
 cout << "Enter a file name or 0 to continue" << endl; 
 while(bcontinue) 
 { 
  cin >> szEntry; 
  if(szEntry == "0") 
  { 
   bcontinue = false; 
  } 
  else 
  { 
   if(szEntry.find("energy") != string::npos && 
FileExists(szEntry))//energy file 
   { 
    AddEnergyDataFile(szEntry); 
    cout << "energy file read" << endl; 
   } 
   if(szEntry.find("density") != string::npos && 
FileExists(szEntry))//density file 
   { 
    AddDensityDataFile(szEntry); 
    cout << "density file read" << endl; 
   } 
  } 
 } 
 
 //orient the use on how to ask for data 
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 cout << "Enter the number indicating the data you wish 
to collect,or enter 0 to print and exit" << endl; 
 cout << "1 - Average Potential energy" << endl; 
 cout << "2 - Average Temperature" << endl; 
 cout << "3 - Average Pressure" << endl; 
 cout << "4 - Average Density" << endl; 
 cout << "5 - Average Surface Tension" << endl; 
 cout << "6 - Interfacial width by one solvent" << endl; 
 cout << "7 - Interfacial width by two solvents" << 
endl; 
 cout << "8 - Mole fraction of a solute in a bulk 
region" << endl; 
 cout << "9 - Mole fraction of a solute in an interface 
defined by one solvent" << endl; 
 cout << "10 - Mole fraction of a solute in an interface 
defined by two solvents" << endl; 
 
 bcontinue = true;  
 while(bcontinue) 
 { 
  cin >> entry; 
  if(entry == 0) 
   bcontinue = false; 
  else 
   SelectAndStoreData(entry); 
 } 
 
 //Print Data 
 results << left << setw(60) << "Data" << setw(15) << 
"Average" << setw(15) << "StDev" << endl; 
 for(i = 0; i < data.size(); i++) 
 { 
  results << left << setprecision(5) << setw(60) << 
labels[i] << setw(15)  << data[i] << setw(15) << stdevs[i] 
<< endl; 
 } 
 results.close(); 
 return 0; 
} 
 
bool FileExists(string filename) 
{ 
 ifstream file(filename.c_str()); 
 return file; 
} 
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void AddEnergyDataFile(string filename) 
{ 
 energies.resize(energies.size() + 1); 
 energies[energies.size()-1] = EnergyDataFile(filename); 
} 
 
void AddDensityDataFile(string filename) 
{ 
 densities.resize(densities.size() + 1); 
 densities[densities.size()-1] = 
DensityDataFile(filename); 
} 
 
void StoreData(string label, double dataitem, double stdev) 
{ 
 labels.resize(labels.size() + 1); 
 data.resize(data.size() + 1); 
 stdevs.resize(stdevs.size() + 1); 
 
 labels[labels.size() -1] = label; 
 data[data.size() -1] = dataitem; 
 stdevs[stdevs.size() -1] = stdev; 
} 
 
void SelectAndStoreData(int idata) 
{ 
 vector<double> values; 
 int i; 
 string label, szSolvent1, szSolvent2, szSolute; 
 double sum(0), avg, stdev; 
 label = szSolvent1 = szSolvent2 = szSolute = ""; 
  
 for(i = 0; i < densities.size(); i++) 
 { 
  values.resize(values.size() + 1); 
  switch(idata) 
  { 
   case 1: 
    label = "Average Potential Energy (kJ/mol)"; 
    values[i] = energies[i].getPotential(); 
    break; 
   case 2: 
    label = "Average Temperature (K)"; 
    values[i] = energies[i].getT(); 
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    break; 
   case 3: 
    label = "Average Pressure (bar)"; 
    values[i] = energies[i].getP(); 
    break; 
   case 4: 
    label = "Average Density (kg/m^3)"; 
    values[i] = energies[i].getrho(); 
    break; 
   case 5: 
    label = "Average Interfacial Tension 
(mN/m)"; 
    values[i] = energies[i].getgamma(); 
    break; 
   case 6: 
    if(label == "") 
    { 
     cout << "Enter the name of the species 
by which you wish to define the interface (90%-10% rule)" 
<< endl; 
     cout << "Options are:" << endl; 
     densities[0].PrintProfileNames(); 
     cin >> szSolvent1; 
     label = "Interfacial Width Defined by " 
+ szSolvent1 + "(nm)"; 
    } 
    values[i] = 
densities[i].getInterfacialWidth(szSolvent1); 
    break; 
   case 7: 
    if(label == "") 
    { 
     cout << "Enter the names of the 2 
species by which you wish to define the interface (90%-90% 
rule)" << endl; 
     cout << "Options are:" << endl; 
     densities[0].PrintProfileNames(); 
     cin >> szSolvent1 >> szSolvent2; 
     label = "Interfacial Width Defined by " 
+ szSolvent1 + " and " + szSolvent2 + "(nm)"; 
      
    } 
    values[i] = 
densities[i].getInterfacialWidth(szSolvent1, szSolvent2); 
    break; 
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   case 8: 
    if(label == "") 
    { 
     cout << "Enter the names of the bulk 
region and solute species to consider" << endl; 
     cin >> szSolvent1 >> szSolute; 
     label = "Mole fraction of " + szSolute 
+ " in " + szSolvent1 + " region"; 
    } 
    values[i] = 
densities[i].getBulkMoleFraction(szSolvent1, szSolute); 
    break; 
   case 9: 
    if(label == "") 
    { 
     cout << "Enter the names of the 
interface basis and solute species to consider" << endl; 
     cin >> szSolvent1 >> szSolute; 
     label = "Mole fraction of " + szSolute 
+ " in interface defined by " + szSolvent1; 
    } 
    values[i] = 
densities[i].getInterfaceMoleFraction(szSolute, 
szSolvent1); 
    break; 
   case 10: 
    if(label == "") 
    { 
     cout << "Enter the names of the 2 
solvents to define the interface and the solute to 
consider" << endl; 
     cin >> szSolvent1 >> szSolvent2 >> 
szSolute; 
     label = "Mole fraction of " + szSolute 
+ " in interface defined by " + szSolvent1 + " and " + 
szSolvent2; 
      
    } 
    values[i] = 
densities[i].getInterfaceMoleFraction(szSolute, szSolvent1, 
szSolvent2); 
    break; 
   default: 
    return; 
    break; 
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  } 
  sum += values[i]; 
 } 
 
 //calculate average and stdev 
 avg = sum/double(values.size()); 
 stdev = calcStdev(values, avg); 
 StoreData(label, avg, stdev); 
} 
 
double calcStdev(vector<double> values, double avg) 
{ 
 int i; 
 double stdev, sum(0); 
  
 for(i = 0; i < values.size(); i++) 
 { 
  sum += pow(values[i] - avg, 2); 
 } 
 sum = sum/double(values.size()); 
 stdev = sqrt(sum); 
 return stdev; 
} 
 
DensityDataFile.h 
/* Header file for DensityFileData class  
Represents data from density.xvg and allows easy access to 
important parameters 
Filename: DensityDataFile.h*/ 
 
#include <string> 
#include <vector> 
#include <iostream> 
#include "DensityProfile.h" 
using namespace std; 
 
class DensityDataFile 
{ 
 public: 
  //constructors 
  DensityDataFile(); 
  DensityDataFile(string FileName); 
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  //accessor methods 
  double getcount(); 
  double getmaxz(); 
  double getInterfacialWidth(string ProfileName); 
  double getInterfacialWidth(string Profile1Name, string 
Profile2Name); 
  double getBulkMoleFraction(string bulk, string 
solute);//for bulk 
  double getInterfaceMoleFraction(string solute, string 
InterfaceBasis);//for interface defined by one solvent 
  double getInterfaceMoleFraction(string solute, string 
solvent1, string solvent2);//for interface defined by two 
solvents (90%-90% rule) 
 
  //Helper Methods 
  void PrintProfile(string ProfileName); 
  void PrintProfileNames(); 
 private: 
  double count; 
  double maxz; 
  void ReadDataFile(string FileName); 
  void CombineProfiles(string Profile1, string Profile2, 
string NewProfileName); 
  vector<DensityProfile> Profiles; 
  vector<double> GetDoubleData(string row); 
  string ExtractNameFromLine(string line); 
  bool ProfileExists(string ProfileName); 
  DensityProfile GetProfile(string ProfileName); 
  double getMoleFraction(string solute, double zstart, 
double zend); 
}; 
 
DensityDataFile.cpp 
//Analyzes density.xvg and assigns species to individual 
density profiles 
//Filename: DensityDataFile.cpp 
 
#include "DensityDataFile.h" 
#include <fstream> 
 
DensityDataFile::DensityDataFile() 
{ 
   292 
 //ReadDataFile("density.xvg"); 
 count = 0; 
} 
 
DensityDataFile::DensityDataFile(string FileName) 
{ 
 ReadDataFile(FileName); 
 count = 0; 
} 
 
void DensityDataFile::ReadDataFile(string FileName) 
{ 
 //Open Data Files 
 ifstream densityfile(FileName.c_str()); 
  
 //locals 
 string line, first3; 
 vector<double> currData, z; 
 vector<string> names; 
 int i; 
 bool IsName = false; 
 if (densityfile.is_open()) 
 { 
  while (densityfile.good()) 
  { 
   //read a line of the file 
   getline (densityfile,line); 
    
   //collect names of profiles 
   if(line.length() > 3) 
   { 
    first3 = line.substr(0,3); 
    if(first3 == "@ s") 
    { 
     //add space for another name 
     Profiles.resize(Profiles.size() + 1); 
     Profiles[Profiles.size() -1] = 
DensityProfile(ExtractNameFromLine(line)); 
    } 
   } 
 
   //only get data rows 
   if (line[0] != '#' && line[0] != '@' && line != 
"") 
   { 
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    currData = GetDoubleData(line); 
    count++; 
     
    //add z points 
    for(i = 0; i < Profiles.size(); i++) 
    { 
     Profiles[i].Addz(currData[0]); 
     maxz = currData[0]; 
    } 
 
    //add rho points 
    for(i = 1; i < currData.size(); i++) 
    { 
     Profiles[i-1].Addrho(currData[i]); 
    } 
     
   } 
  } 
 } 
  
 CombineProfiles("BMI","PF6","BMIMPF6"); 
 CombineProfiles("ETA","NO3","EAN"); 
 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  Profiles[i].RunCalcs(); 
 } 
 
 //Close Data File 
 densityfile.close(); 
} 
 
void DensityDataFile::CombineProfiles(string Profile1, 
string Profile2, string NewProfileName) 
{ 
  
 if(ProfileExists(Profile1) && ProfileExists(Profile2)) 
 { 
  //add another profile 
  Profiles.resize(Profiles.size() + 1); 
  Profiles[Profiles.size()-1] = 
DensityProfile(NewProfileName, GetProfile(Profile1), 
GetProfile(Profile2)); 
  Profiles[Profiles.size()-1].RunCalcs(); 
 } 
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 else 
 { 
  if (!ProfileExists(Profile1)) 
  { 
   cout << "Could not find profile named " << 
Profile1 << endl; 
  } 
   
  if (!ProfileExists(Profile2)) 
  { 
   cout << "Could not find profile named " << 
Profile2 << endl; 
  } 
 } 
} 
 
vector<double> DensityDataFile::GetDoubleData(string row) 
{ 
 //takes a text line of data and returns a vector of 
doubles 
 vector<string> data; 
 vector<double> numdata; 
 int i; 
 bool IsNewEntry; 
 char currChar; 
 
 IsNewEntry = true; 
 //split the columns into vector elements 
 for (i = 0; i <= row.length(); i++) 
 { 
  currChar = row[i]; 
  if(currChar == ' ') 
  { 
   IsNewEntry = true; 
  } 
  else 
  { 
   if(IsNewEntry) 
   { 
    data.resize(data.size() + 1); 
   } 
   data[data.size() - 1] += currChar; 
   IsNewEntry = false; 
  } 
 } 
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 //resize the number data vector to hold everything it 
needs 
 numdata.resize(data.size()); 
 
 //convert to double 
 for (i = 0; i < data.size(); i++) 
 { 
  numdata[i] = atof(data[i].c_str());  
 } 
 
 return numdata; 
} 
 
string DensityDataFile::ExtractNameFromLine(string line) 
{ 
 int i; 
 string name = ""; 
 bool IsName = false; 
  
 //search for the text between the quotes 
 for(i = 3; i < line.length(); i++) 
 { 
  if(line[i] == '\"') 
  { 
   if(IsName) 
    IsName = false; 
   else 
    IsName = true; 
  } 
   
  if(IsName && line[i] != '\"') 
   name += line[i]; 
 } 
 return name; 
} 
 
void DensityDataFile::PrintProfile(string ProfileName) 
{ 
 vector<double> z, rho; 
 int i; 
 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  if(Profiles[i].getName() == ProfileName) 
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  { 
   z = Profiles[i].getz(); 
   rho = Profiles[i].getrho(); 
  } 
 } 
 cout << ProfileName << " density profile" << endl; 
 cout << "z          rho (kg/m^3)" << endl; 
 
 for(i = 0; i < z.size(); i++) 
 { 
  cout << z[i] << "     " << rho[i] << endl; 
 } 
} 
 
void DensityDataFile::PrintProfileNames() 
{ 
 int i; 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  cout << Profiles[i].getName() << endl; 
 } 
} 
 
bool DensityDataFile::ProfileExists(string ProfileName) 
{ 
 int i; 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  if(Profiles[i].getName() == ProfileName) 
   return true; 
 } 
 
 return false; 
} 
 
DensityProfile DensityDataFile::GetProfile(string 
ProfileName) 
{ 
 int i; 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  if(Profiles[i].getName() == ProfileName) 
   return Profiles[i]; 
 } 
} 
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double DensityDataFile::getInterfacialWidth(string 
ProfileName) 
{ 
 double z10a, z90a, z10d, z90d, width; 
 DensityProfile currProfile; 
 
 currProfile = GetProfile(ProfileName); 
 z10a = currProfile.getz10a(); 
 z90a = currProfile.getz90a(); 
 z10d = currProfile.getz10d(); 
 z90d = currProfile.getz90d(); 
 
 //take into account periodic boundary conditions 
 if(z90a < z10a) 
 { 
  z90a+= maxz + currProfile.getz()[1];//max plus 
interval for periodic conditions 
 } 
 if(z10d < z90d) 
 { 
  z10d+=maxz + currProfile.getz()[1];//pbc as above 
 } 
 //cout << "z90a: " << z90a << " z10a: " << z10a << 
endl; 
 //cout << "z10d: " << z10d << " z90d: " << z90d << 
endl; 
 width = (z90a - z10a + z10d - z90d)/2; 
 return width; 
} 
 
double DensityDataFile::getInterfacialWidth(string 
Profile1Name, string Profile2Name) 
{ 
 double z90a1, z90a2, z90d1, z90d2, width; 
 DensityProfile profile1, profile2; 
 
 profile1 = GetProfile(Profile1Name); 
 profile2 = GetProfile(Profile2Name); 
 z90d1 = profile1.getz90d(); 
 z90d2 = profile2.getz90d(); 
 z90a1 = profile1.getz90a(); 
 z90a2 = profile2.getz90a(); 
 
 //interfaces should be descending to ascending 
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 //so width = z90a - z90d 
 
 //take care of pbc 
 if(z90a1 < z90d2) 
 { 
  z90a1+= maxz + profile1.getz()[1]; 
 } 
 if(z90a2 < z90d1) 
 { 
  z90a2+= maxz + profile1.getz()[1]; 
 } 
 
 cout << "z90a1: " << z90a1 << " z90d2: " << z90d2 << 
endl; 
 cout << "z90a2: " << z90a2 << " z90d1: " << z90d1 << 
endl; 
 width = (z90a1-z90d2 + z90a2-z90d1)/2; 
 return width; 
} 
 
double DensityDataFile::getBulkMoleFraction(string bulk, 
string solute) 
{ 
 //finds the mole fraction of solute in a bulk region 
 DensityProfile bulkprofile; 
   
 bulkprofile = GetProfile(bulk); 
 return getMoleFraction(solute, bulkprofile.getz90a(), 
bulkprofile.getz90d()); 
} 
 
double DensityDataFile::getInterfaceMoleFraction(string 
solute, string InterfaceBasis) 
{ 
 //Finds the mole fraction of solute in the interfaces 
 DensityProfile InterfaceProfile; 
 double frac1, frac2, frac; 
 
 InterfaceProfile = GetProfile(InterfaceBasis); 
 frac1 = getMoleFraction(solute, 
InterfaceProfile.getz10a(), InterfaceProfile.getz90a()); 
 frac2 = getMoleFraction(solute, 
InterfaceProfile.getz90d(), InterfaceProfile.getz10d()); 
  
 frac = (frac1 + frac2)/2; 
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 return frac; 
} 
 
double DensityDataFile::getInterfaceMoleFraction(string 
solute, string solvent1, string solvent2) 
{ 
 DensityProfile solv1profile, solv2profile; 
 double frac1, frac2, frac; 
 
 solv1profile = GetProfile(solvent1); 
 solv2profile = GetProfile(solvent2); 
 
 frac1 = getMoleFraction(solute, solv1profile.getz90d(), 
solv2profile.getz90a()); 
 frac2 = getMoleFraction(solute, solv2profile.getz90d(), 
solv1profile.getz90a()); 
  
 frac = (frac1 + frac2)/2; 
 return frac; 
} 
 
double DensityDataFile::getMoleFraction(string solute, 
double zstart, double zend) 
{ 
 //finds the mole fraction of a solute within a 
specified region 
 double totalmoles(0), solutemoles, molefraction, 
currmoles; 
 int i; 
  
 //get total moles from all species 
 for(i = 0; i < Profiles.size(); i++) 
 { 
  currmoles = Profiles[i].getMoles(zstart, zend); 
  if(Profiles[i].getName() != "BMI" && 
Profiles[i].getName() != "PF6") 
   totalmoles+= currmoles; 
 
  if(Profiles[i].getName() == solute) 
  { 
   solutemoles = currmoles; 
  } 
 } 
 molefraction = solutemoles/totalmoles; 
 return molefraction; 
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} 
 
double DensityDataFile::getcount() 
{ 
 return count; 
} 
 
double DensityDataFile::getmaxz() 
{ 
 return maxz; 
} 
 
DensityProfile.h 
/* Header file for DensityProfile Class 
Represents a density profile of a single species with 
respect to z from density.xvg 
Filename: DensityProfile.h*/ 
 
#include <string> 
#include <vector> 
using namespace std; 
 
class DensityProfile 
{ 
 public: 
  //Constructors 
  DensityProfile(); 
  DensityProfile(string szName); 
  DensityProfile(string szName, DensityProfile profile1, 
DensityProfile profile2); 
 
  //mutator methods 
  void Addz(double iz); 
  void Addrho(double irho); 
   
  //accessor methods 
  double getbulkrho(); 
  double getrho90(); 
  double getrho10(); 
  string getName(); 
  double getz90a(); 
  double getz90d(); 
  double getz10a(); 
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  double getz10d(); 
  vector<double> getz(); 
  vector<double> getrho(); 
  double getMW(); 
  double getMass(double zstart, double zend); 
  double getMoles(double zstart, double zend); 
 
  //helper methods 
  void RunCalcs(); 
 private: 
  double bulkrho; 
  double rho90; 
  double rho10; 
  int astart;//index of z vector representing start of 
increase in density profile to bulk value 
  int aend;//"""" end of increase of density profile to 
bulk value 
  int dstart;//"""" start of decrease of density profile 
to zero 
  int dend;//"""" end of decrease of density profile to 
zero 
  string Name; 
  double z90a;//z location of 90% bulk density on 
ascending side 
  double z90d;// """" descending side 
  double z10a;// """" 10% bulk density of ascending side 
  double z10d;// """" descending side 
  double zinterp(int ileft, int iright, double refrho); 
  vector<double> z; 
  vector<double> rho; 
  void FindDensitySlopes(); 
  void rhocalcs(); 
  void zcalcs(); 
}; 
 
DensityProfile.cpp 
/*Represents the density profile of a single species 
Filename: DensityProfile.cpp*/ 
 
#include <iostream> 
#include "DensityProfile.h" 
 
DensityProfile::DensityProfile(string szName) 
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{ 
 Name = szName; 
} 
 
DensityProfile::DensityProfile() 
{ 
 Name = "No Name"; 
} 
 
DensityProfile::DensityProfile(string szName, 
DensityProfile profile1, DensityProfile profile2) 
{ 
 vector<double> rho2; 
 int i; 
 
 Name = szName; 
 z = profile1.getz(); 
 rho = profile1.getrho(); 
 rho2 = profile2.getrho(); 
 
 //add densities  
 for(i = 0; i < rho.size(); i++) 
 { 
  rho[i]+= rho2[i]; 
 } 
} 
 
void DensityProfile::RunCalcs() 
{ 
 //cout << Name << ": Slope Calc" << endl; 
 FindDensitySlopes(); 
 //cout << Name << ": rho Calc" << endl; 
 rhocalcs(); 
 //cout << Name << ": z Calc" << endl; 
 zcalcs(); 
} 
 
void DensityProfile::zcalcs() 
{ 
 //determines the values of z at which the density 
reaches 90% or 10% of its bulk value (assigns values to z90 
a and d, z10 a and d) 
  
 int i, ileft(-1), iright(-1); 
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 //initialize values 
 z90a = z90d = z10a = z10d = 0; 
  
 //determine ascending values 
 for(i = astart; i != aend; i++) 
 { 
  if(z10a == 0) 
  { 
   if(rho[i] < rho10) 
   { 
    ileft = i; 
   } 
   else if(rho[i] > rho10 && ileft !=-1) 
   { 
    iright = i; 
     
    //calculate z10a 
    z10a = zinterp(ileft, iright, rho10); 
    iright = ileft = -1; 
   } 
  } 
  else if(z90a == 0) 
  { 
   if(rho[i] < rho90) 
   { 
    ileft = i; 
   } 
   else if(rho[i] > rho90 && ileft != -1) 
   { 
    iright = i; 
 
    z90a = zinterp(ileft, iright, rho90); 
    iright = ileft = -1; 
   } 
  } 
  //account for pbc 
  if(i == z.size() -1) 
   i = -1;//restart loop 
 } 
 
 //determine descending values 
 for(i = dstart; i != dend; i++) 
 { 
  if(z90d == 0) 
  { 
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   if(rho[i] > rho90) 
   { 
    ileft = i; 
   } 
   else if(rho[i] < rho90 && ileft !=-1) 
   { 
    iright = i; 
     
    //calculate z90d 
    z90d = zinterp(ileft, iright, rho90); 
    iright = ileft = -1; 
   } 
  } 
  else if(z10d == 0) 
  { 
   if(rho[i] > rho10) 
   { 
    ileft = i; 
   } 
   else if(rho[i] < rho10 && ileft != -1) 
   { 
    iright = i; 
 
    z10d = zinterp(ileft, iright, rho10); 
    iright = ileft = -1; 
   } 
  } 
 
  if(i == rho.size() -1) 
   i = -1;//reset to zero when loop starts again 
 } 
} 
 
double DensityProfile::zinterp(int ileft, int iright, 
double refrho) 
{ 
 double ztemp; 
 ztemp = (z[iright]-z[ileft])/(rho[iright]-
rho[ileft])*(refrho-rho[ileft]) + z[ileft]; 
 return ztemp; 
} 
 
void DensityProfile::rhocalcs() 
{ 
 //determines the bulk density value and uses it to 
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determine rho10 and rho 90 (10% and 90% of bulk rho) 
 int i, count(0); 
 double sum(0); 
 for(i = aend + 1; i != dstart; i++) 
 { 
  sum+= rho[i]; 
  if(i >= rho.size() -1) 
   i = -1;//reset to zero when loop starts again 
  count++; 
 } 
 
 bulkrho = sum/double(count); 
 rho90 = bulkrho*0.9; 
 rho10 = bulkrho*0.1; 
} 
 
void DensityProfile::FindDensitySlopes() 
{ 
 //Determines values of astart, aend, dstart, dend 
 //locals 
 vector<double> drho; 
 int i, imax(0), imin(0); 
 double h(z[1]-z[0]); 
 
 //create a vector of derivatives of rho 
 drho.resize(rho.size()); 
 for(i = 0; i < rho.size(); i++) 
 { 
 
  //use CFD with 5-point span to calculate drho 
  if(i < 2) 
  { 
   drho[i] = (rho[i+2]-rho[rho.size()-3 + i])/(4*h); 
  } 
  else if(i > rho.size()-3) 
  { 
   drho[i] = (rho[i + 2 - rho.size()] - 
rho[i])/(4*h); 
  } 
  else 
  { 
   drho[i] = (rho[i+2]-rho[i-2])/(4*h); 
  } 
 
  //determine index of max drho 
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  if(drho[i] > drho[imax]) 
   imax = i; 
 
  if(drho[i] < drho[imin]) 
   imin = i; 
 } 
  
 //find astart 
 i = imax; 
 do 
 { 
  astart = i; 
  i--; 
  if(i < 0) 
   i += drho.size(); //reset for periodicity 
 }while (drho[i] > 0); 
  
 //find aend 
 i = imax; 
 do 
 { 
  aend = i; 
  i++; 
  if(i == drho.size()) 
   i = 0; //reset for periodicity 
 }while (drho[i] > 0); 
 
 //find dstart 
 i = imin; 
 do 
 { 
  dstart = i; 
  i--; 
  if(i < 0) 
   i += drho.size();  
 }while (drho[i] < 0); 
 
 //find dend 
 i = imin; 
 do 
 { 
  dend = i; 
  i++; 
  if(i == drho.size()) 
   i = 0;  
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 }while (drho[i] < 0); 
} 
 
double DensityProfile::getMass(double zstart, double zend) 
{ 
 //returns the mass/m^3 within region specified 
 //this should only be used to calculate mole and mass 
fractions 
 //since this will cancel out the m^3 included 
 
 int i; 
 double mass(0);  
  
 //loop through density profile to sum pertinent masses 
 for(i = 0; i < rho.size(); i++) 
 { 
  if(zstart < zend)//don't need to worry about pbc 
  { 
   if(z[i] > zstart && z[i] < zend) 
   { 
    mass+= rho[i]; 
   } 
  } 
  else //need to take into account pbc 
  { 
   if(z[i] < zend || (i < z.size()-1 && z[i] > 
zstart)) 
   { 
    mass+= rho[i]; 
   } 
  } 
   
  //take care of boundaries  
  if(i != 0 && i != rho.size()-1) 
  { 
   if(z[i] < zstart && z[i+1] > zstart) 
   { 
    mass+= rho[i]*(z[i+1]-zstart)/(z[i+1]-z[i]); 
   } 
   if(z[i] > zend && z[i-1] < zend) 
   { 
    mass+= rho[i]*(zend-z[i-1])/(z[i]-z[i-1]); 
   } 
  } 
 } 
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 return mass; 
} 
 
double DensityProfile::getMoles(double zstart, double zend) 
{ 
 double moles; 
 moles = getMass(zstart, zend)/getMW(); 
 return moles; 
} 
 
double DensityProfile::getMW() 
{ 
 if(Name == "BMI") 
  return 0.1422451; 
 else if(Name == "PF6") 
  return 0.1449642; 
 else if(Name == "SOL" || Name == "Water") 
  return 0.01802; 
 else if(Name == "HEX") 
  return 0.0861754; 
 else if(Name == "NA") 
  return 0.02298977; 
 else if(Name == "CL" || Name == "CL-") 
  return 0.035453; 
 else if(Name ==  "DNP") 
  return 0.01201;//just carbon 
 else if(Name ==  "BMIMPF6") 
  return 0.2872093; 
 else if(Name ==  "ETA") 
  return 0.04611; 
 else if(Name ==  "NO3") 
  return 0.06201; 
 else if(Name ==  "EAN") 
  return 0.10812; 
 else 
  return 0; 
 
} 
 
void DensityProfile::Addz(double iz) 
{ 
 z.resize(z.size() + 1); 
 z[z.size() - 1] = iz; 
} 
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void DensityProfile::Addrho(double irho) 
{ 
 rho.resize(rho.size() + 1); 
 rho[rho.size() - 1] = irho; 
} 
 
double DensityProfile::getbulkrho() 
{ 
 return bulkrho; 
} 
 
double DensityProfile::getrho90() 
{ 
 return rho90; 
} 
 
double DensityProfile::getrho10() 
{ 
 return rho10; 
} 
 
string DensityProfile::getName() 
{ 
 return Name; 
} 
 
double DensityProfile::getz90a() 
{ 
 return z90a; 
} 
 
double DensityProfile::getz90d() 
{ 
 return z90d; 
} 
 
double DensityProfile::getz10a() 
{ 
 return z10a; 
} 
 
double DensityProfile::getz10d() 
{ 
 return z10d; 
} 
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vector<double> DensityProfile::getz() 
{ 
 return z; 
} 
 
vector<double> DensityProfile::getrho() 
{ 
 return rho; 
} 
 
EnergyDataFile.h 
/* Header file for EnergyFileData class  
Filename: EnergyDataFile.h*/ 
 
#include <string> 
#include <vector> 
using namespace std; 
 
class EnergyDataFile 
{ 
 public: 
  //constructors 
  EnergyDataFile(); 
  EnergyDataFile(string FileName); 
   
  //accessor methods 
  double getPotential() const; 
  double getT() const; 
  double getP() const; 
  double getrho() const; 
  double getgamma() const; 
  double getcount() const; 
 private: 
  double count; 
  double Potential; 
  double T; 
  double P; 
  double rho; 
  double gamma; 
  void ReadDataFile(string FileName); 
  vector<double> GetDoubleData(string row); 
}; 
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EnergyDataFile.cpp 
//Analyzes energy.xvg.   Finds the average Potential 
energy, T, P, and surface tension from the energy.xvg file. 
//Filename: EnergyFileData.cpp 
 
#include "EnergyDataFile.h" 
#include <fstream> 
#include <iostream> 
 
EnergyDataFile::EnergyDataFile() 
{ 
 ReadDataFile("energy.xvg"); 
} 
 
EnergyDataFile::EnergyDataFile(string FileName) 
{ 
 ReadDataFile(FileName); 
} 
 
void EnergyDataFile::ReadDataFile(string FileName) 
{ 
 //Open Data Files 
 ifstream energyfile(FileName.c_str()); 
  
 //locals 
 string line; 
 vector<double> currData, avg; 
 int i; 
  
 if (energyfile.is_open()) 
 { 
  while (energyfile.good()) 
  { 
   //read a line of the file 
   getline (energyfile,line); 
    
   //only get data files 
   if (line[0] != '#' && line[0] != '@' && line != 
"") 
   { 
    currData = GetDoubleData(line); 
    if (avg.size() == 0) 
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     avg.resize(currData.size(),0); 
 
    //store count in first element, don't need 
time 
    avg[0] = avg[0] + 1; 
 
    //add values to total sum for averaging 
later 
    for (i = 1; i < currData.size(); i++) 
    { 
     avg[i] = avg[i] + currData[i]; 
    } 
   } 
  } 
  //average out total sums  
  for (i = 1; i < avg.size(); i++) 
  { 
   avg[i] = avg[i]/avg[0];  //avg[0] contains the 
count 
  } 
  
  //convert surface tension from bar*nm to mN/m 
  avg[5] = avg[5]/20.0; 
  
  count = avg[0]; 
  Potential = avg[1]; 
  T = avg[2]; 
  P = avg[3]; 
  rho = avg[4]; 
  gamma = avg[5]; 
  
  //Close Data Files 
  energyfile.close(); 
 } 
 else 
 { 
  cout << "Unable to open " << FileName << endl; 
 } 
} 
 
double EnergyDataFile::getcount() const 
{ 
 return count; 
} 
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double EnergyDataFile::getPotential() const 
{ 
 return Potential; 
} 
 
double EnergyDataFile::getT() const 
{ 
 return T; 
} 
 
double EnergyDataFile::getP() const 
{ 
 return P; 
} 
 
double EnergyDataFile::getrho() const 
{ 
 return rho; 
} 
 
double EnergyDataFile::getgamma() const 
{ 
 return gamma; 
} 
 
vector<double> EnergyDataFile::GetDoubleData(string row) 
{ 
 //takes a text line of data and returns a vector of 
doubles 
 vector<string> data; 
 vector<double> numdata; 
 int i; 
 bool IsNewEntry; 
 char currChar; 
 
 IsNewEntry = true; 
 //split the colums into vector elements 
 for (i = 0; i <= row.length(); i++) 
 { 
  currChar = row[i]; 
  if(currChar == ' ') 
  { 
   IsNewEntry = true; 
  } 
  else 
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  { 
   if(IsNewEntry) 
   { 
    data.resize(data.size() + 1); 
   } 
   data[data.size() - 1] += currChar; 
   IsNewEntry = false; 
  } 
 } 
 
 //resize the number data vector to hold everything it 
needs 
 numdata.resize(data.size()); 
 
 //conver to double 
 for (i = 0; i < data.size(); i++) 
 { 
  numdata[i] = atof(data[i].c_str());  
 } 
 
 return numdata; 
} 
 
ColumnCalculator.cpp 
//Reads a data file and calculates the average and standard 
deviation for each column of data 
 
#include <iostream> 
#include <string> 
#include <fstream> 
#include <cmath> 
#include <vector> 
using namespace std; 
 
void ReadFile(string szFileName); 
void DoCalculations(); 
void PrintResults(bool printnames); 
bool IsLegendEntry(string line); 
bool IsDoubleEntry(string line); 
void AddColumnName(string line); 
void AddDoubleData(string line); 
vector< vector<double> > data; 
vector<string> colnames; 
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vector<double> avgs; 
vector<double> stdevs; 
 
int main() 
{ 
 string szFileName, printresults; 
 bool bprint(false); 
 cin >> szFileName; 
 //cin >> printresults; 
 
 //if(printresults == "y") 
 bprint = true;//just always print the names 
 
 ReadFile(szFileName); 
 DoCalculations(); 
 PrintResults(bprint); 
 return 0; 
} 
 
void ReadFile(string szFileName) 
{ 
 string line; 
 vector<double> currData; 
 ifstream datafile(szFileName.c_str()); 
 if(datafile.is_open()) 
 { 
  while(datafile.good()) 
  { 
   getline(datafile,line); 
 
   //add column name if this is a legend row 
   if(IsLegendEntry(line)) 
    AddColumnName(line); 
   else if(IsDoubleEntry(line)) 
    AddDoubleData(line); //read and add double 
data 
     
  }   
 } 
} 
 
void DoCalculations() 
{  
 int i, j; 
 vector<double> sums, sumsqs; 
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 //initialize global vectors 
 avgs.resize(data[0].size()); 
 stdevs.resize(data[0].size()); 
  
 //initialize local vectors 
 sums.resize(data[0].size()); 
 sumsqs.resize(data[0].size()); 
 for(j = 0; j < data[0].size(); j++) 
 { 
  sums[j] = 0; 
  sumsqs[j] = 0; 
 } 
 
 //calc averages 
 for(i = 0; i < data.size(); i++)//i is for rows 
 { 
  for(j = 0; j < data[0].size(); j++)//j is for columns 
  { 
   sums[j] += data[i][j];  
  } 
 } 
  
 for(j = 0; j < data[0].size(); j++) 
  avgs[j] = sums[j]/double(data.size()); 
 
 //calc stdevs 
 for(i = 0; i < data.size(); i++)//i is for rows 
 { 
  for(j = 0; j < data[0].size(); j++)//j is for columns 
  { 
   sumsqs[j] += pow(data[i][j]-avgs[j],2);  
  } 
 } 
  
 for(j = 0; j < data[0].size(); j++) 
  stdevs[j] = sqrt(sumsqs[j]/double(data.size())); 
} 
 
void PrintResults(bool printnames) 
{ 
 int j; 
 if(printnames) 
 { 
  for(j = 0; j < data[0].size(); j++) 
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  { 
   cout << colnames[j] << " = " << avgs[j] << " +/- 
" << stdevs[j] << endl; 
  } 
  //cout << endl; 
 } 
 //for(j = 0; j < data[0].size(); j++) 
 //{ 
 // cout << avgs[j] << " " << stdevs[j] << " "; 
 //} 
 //cout << endl; 
} 
 
bool IsLegendEntry(string line) 
{ 
 string first3; 
 if(line.length() > 3) 
 { 
  first3 = line.substr(0,3); 
  if(first3 == "@ s") 
   return true; 
 } 
 return false; 
} 
 
bool IsDoubleEntry(string line) 
{ 
 if (line[0] == '#' || line[0] == '@' || line == "") 
  return false; 
 return true; 
} 
 
void AddColumnName(string line) 
{ 
 int i; 
 string name = ""; 
 bool IsName = false; 
  
 //make first column the x axis (t or z) 
 if(colnames.size() == 0) 
 { 
  colnames.resize(colnames.size() + 1); 
  colnames[0] = "xtz"; 
 } 
 
   318 
 //search for the text between the quotes 
 for(i = 3; i < line.length(); i++) 
 { 
  if(line[i] == '\"') 
  { 
   if(IsName) 
    IsName = false;//this is an end quotation 
   else 
    IsName = true;//this is a start quotation 
  } 
  if(IsName && line[i] != '\"') 
   name += line[i]; 
 } 
 colnames.resize(colnames.size() + 1); 
 colnames[colnames.size()-1] = name; 
} 
 
void AddDoubleData(string line) 
{ 
 vector<string> szItems; 
 vector<double> Items; 
 int i; 
 bool IsNewEntry; 
 char currChar; 
 IsNewEntry = true; 
 //split the columns into vector elements 
 for(i = 0; i <= line.length(); i++) 
 { 
  currChar = line[i]; 
  if(currChar == ' '  || currChar == '\t') 
  { 
   IsNewEntry = true; 
  } 
  else 
  { 
   if(IsNewEntry) 
    szItems.resize(szItems.size() + 1); 
   szItems[szItems.size()-1] += currChar; 
   IsNewEntry = false; 
  }  
 } 
 
 //resize the Items vector to hold everything the 
szItems vector has 
 Items.resize(szItems.size()); 
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 //convert szitems to doubles 
 for(i = 0; i < szItems.size(); i++) 
 { 
  Items[i] = atof(szItems[i].c_str()); 
 } 
  
 //add row to data vector 
 data.resize(data.size() + 1); 
 data[data.size()-1] = Items; 
} 
 
Bicubic Interpolation VBA Macros 
Sub FillMatrix() 
Dim StartRow1 As Integer, StartCol As Integer, xCol As Integer, yCol As Integer, zCol 
As Integer, ScanLimit As Integer 
Dim i As Long, j As Integer, x As Double, y As Double, k As Integer, dist1 As Double, 
dist2 As Double 
Dim currX1 As Double, currY1 As Double, z1 As Double, z2 As Double, currDist1 As 
Double, StarRow2 As Integer, currDist2 As Double 
Dim currX2 As Double, currY2 As Double, yinterval As Double, xinterval As Double, 
iz1 As Integer, iz2 As Integer 
 
'Initiate Variables 
StartRow1 = 3 'first row of matrix and 1st phase 
StartCol = 10 
xCol = 5 
yCol = 6 
zCol = 7 
ScanLimit = InputBox("Please enter the total number of entries to scan") 
xinterval = Cells(StartRow1 + 2, StartCol) - Cells(StartRow1 + 1, StartCol) / 2 
yinterval = Cells(StartRow1, StartCol + 2) - Cells(StartRow1, StartCol + 1) / 2 
 
'Determine StarRow for phase 2 
i = 0 
Do Until Cells(StartRow1 + i, zCol) = "" 
    i = i + 1 
Loop 
StartRow2 = StartRow1 + i + 2 
 
'fill in z values 
i = 1 
Do Until Cells(StartRow1 + i, StartCol) = "" 
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    j = 1 
    Do Until Cells(StartRow1, StartCol + j) = "" 
               x = Cells(StartRow1 + i, StartCol) 
               y = Cells(StartRow1, StartCol + j) 
               iz1 = 0 
               iz2 = 0 
               'dist1 = 1 
               'dist2 = 1 
               z1 = 0 
               z2 = 0 
               For k = 0 To ScanLimit 
                    'Phase 1 
                    currX1 = Cells(StartRow1 + k, xCol) 
                    currY1 = Cells(StartRow1 + k, yCol) 
                    'currDist1 = Sqr((currX1 - x) ^ 2 + (currY1 - y) ^ 2) 
                    If Abs(currX1 - x) <= xinterval And Abs(currY1 - y) <= yinterval Then 
                        'dist1 = currDist1 
                        z1 = z1 + Cells(StartRow1 + k, zCol) 
                        iz1 = iz1 + 1 
                    End If 
                     
                    'Phase 2 
                    currX2 = Cells(StartRow2 + k, xCol) 
                    currY2 = Cells(StartRow2 + k, yCol) 
                    'currDist2 = Sqr((currX2 - x) ^ 2 + (currY2 - y) ^ 2) 
                    'If currDist2 < dist2 Then 
                    If Abs(currX2 - x) <= xinterval And Abs(currY2 - y) <= yinterval Then 
                        'dist2 = currDist2 
                        z2 = z2 + Cells(StartRow2 + k, zCol) 
                        iz2 = iz2 + 1 
                    End If 
               Next k 
                
               'Average out z's 
               z1 = z1 / iz1 
               z2 = z2 / iz2 
                
               If iz1 = 0 Then 'could not find a molecule in phase one close enough 
                    Cells(StartRow1 + i, StartCol + j) = z2 
               ElseIf iz2 = 0 Then 'could not find a molecule in phase two close enough 
                    Cells(StartRow1 + i, StartCol + j) = z1 
               Else 
                    Cells(StartRow1 + i, StartCol + j) = (z1 + z2) / 2 'average of adjacent 
interfacial atoms' z coordinates 
               End If 
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        j = j + 1 
    Loop 
    i = i + 1 
Loop 
End Sub 
Sub Bicubic() 
Dim nPoints As Integer, i As Integer, j As Integer, BaseCol As Integer, BaseRow As 
Integer, StartRow As Integer 
Dim k As Integer, DataPoint As Double, InterpInterval As Double, l As Integer, m As 
Integer 
Dim P(1, 1) As Variant, Px(1, 1) As Variant, Py(1, 1) As Variant, Pxy(1, 1) As Variant, 
a(3, 3) As Variant 
Dim iInterp As Integer, jinterp As Integer 
 
 
'Specify base column and row (where the actual data starts) 
BaseCol = 10 
BaseRow = 3 
 
'ask the user for the number of interpolated points desired 
'nPoints = InputBox("Please enter the desired number of interpolated points") 
nPoints = 10 'this gives a pretty smooth graph 
 
'determine start row 
i = 1 
Do Until Cells(BaseRow + i, BaseCol) = "" 
    i = i + 1 
Loop 
StartRow = BaseRow + i + 1 'row where we will being writing the interpolated value 
matrix 
 
Call WriteInterpolatedCoordinates(BaseRow, BaseCol, StartRow, nPoints) 
 
'Write interpolated data out by quadrants 
i = BaseRow + 1 '1st quadrant P00 
j = BaseCol + 1 '1st quadrant P00 
'reading and writing from left to right while progressing downward 
Do Until Cells(i + 1, j) = "" 
    Do Until Cells(i, j + 1) = "" 
        'Assign function data points 
        P(0, 0) = Cells(i, j) 
        P(0, 1) = Cells(i, j + 1) 
        P(1, 0) = Cells(i + 1, j) 
        P(1, 1) = Cells(i + 1, j + 1) 
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        'quadrant ref point should be the top left corner of the quadrant 
        'Assign derivatives 
        Call QuadrantxDerivatives(i, j, BaseCol, BaseRow, Px) 
        Call QuadrantyDerivatives(i, j, BaseCol, BaseRow, Py) 
        Call QuadrantxyDerivatives(i, j, BaseCol, BaseRow, Pxy) 
         
        'calculate a coefficients 
        Call CalculateCoefficients(P, Px, Py, Pxy, a) 
        'Call PrintPandCoef(P, Px, Py, Pxy, a) 
         
        'write out interpolated matrix for this quadrant 
        InterpInterval = 1 / (nPoints + 1) 
        For k = 0 To nPoints + 1 
            For l = 0 To nPoints + 1 
                iInterp = (StartRow) + (i - BaseRow) + nPoints * (i - BaseRow - 1) + k 
                jinterp = (BaseCol) + (j - BaseCol) + nPoints * (j - BaseCol - 1) + l 
                Cells(iInterp, jinterp) = f(k * InterpInterval, l * InterpInterval, a) 
            Next l 
        Next k 
        j = j + 1 
    Loop 
    i = i + 1 
    j = BaseCol + 1 '1st quadrant P00 
Loop 
End Sub 
Function f(xnorm As Double, ynorm As Double, a As Variant) As Double 
Dim i As Integer, j As Integer 
f = 0 
For i = 0 To 3 
    For j = 0 To 3 
        f = f + a(i, j) * xnorm ^ i * ynorm ^ j 
    Next j 
Next i 
End Function 
Sub PrintPandCoef(P As Variant, Px As Variant, Py As Variant, Pxy As Variant, a As 
Variant) 
'P values 
    Cells(17, 10) = "P00" 
    Cells(18, 10) = "P01" 
    Cells(19, 10) = "P10" 
    Cells(20, 10) = "P11" 
    Cells(21, 10) = "Px00" 
    Cells(22, 10) = "Px01" 
    Cells(23, 10) = "Px10" 
    Cells(24, 10) = "Px11" 
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    Cells(25, 10) = "Py00" 
    Cells(26, 10) = "Py01" 
    Cells(27, 10) = "Py10" 
    Cells(28, 10) = "Py11" 
    Cells(29, 10) = "Pxy00" 
    Cells(30, 10) = "Pxy01" 
    Cells(31, 10) = "Pxy10" 
    Cells(32, 10) = "Pxy11" 
    Cells(17, 11) = P(0, 0) 
    Cells(18, 11) = P(0, 1) 
    Cells(19, 11) = P(1, 0) 
    Cells(20, 11) = P(1, 1) 
    Cells(21, 11) = Px(0, 0) 
    Cells(22, 11) = Px(0, 1) 
    Cells(23, 11) = Px(1, 0) 
    Cells(24, 11) = Px(1, 1) 
    Cells(25, 11) = Py(0, 0) 
    Cells(26, 11) = Py(0, 1) 
    Cells(27, 11) = Py(1, 0) 
    Cells(28, 11) = Py(1, 1) 
    Cells(29, 11) = Pxy(0, 0) 
    Cells(30, 11) = Pxy(0, 1) 
    Cells(31, 11) = Pxy(1, 0) 
    Cells(32, 11) = Pxy(1, 1) 
     
'coefficient values ("a") 
    Cells(17, 12) = "a00" 
    Cells(18, 12) = "a01" 
    Cells(19, 12) = "a02" 
    Cells(20, 12) = "a03" 
    Cells(21, 12) = "a10" 
    Cells(22, 12) = "a11" 
    Cells(23, 12) = "a12" 
    Cells(24, 12) = "a13" 
    Cells(25, 12) = "a20" 
    Cells(26, 12) = "a21" 
    Cells(27, 12) = "a22" 
    Cells(28, 12) = "a23" 
    Cells(29, 12) = "a30" 
    Cells(30, 12) = "a31" 
    Cells(31, 12) = "a32" 
    Cells(32, 12) = "a33" 
    Cells(17, 13) = a(0, 0) 
    Cells(18, 13) = a(0, 1) 
    Cells(19, 13) = a(0, 2) 
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    Cells(20, 13) = a(0, 3) 
    Cells(21, 13) = a(1, 0) 
    Cells(22, 13) = a(1, 1) 
    Cells(23, 13) = a(1, 2) 
    Cells(24, 13) = a(1, 3) 
    Cells(25, 13) = a(2, 0) 
    Cells(26, 13) = a(2, 1) 
    Cells(27, 13) = a(2, 2) 
    Cells(28, 13) = a(2, 3) 
    Cells(29, 13) = a(3, 0) 
    Cells(30, 13) = a(3, 1) 
    Cells(31, 13) = a(3, 2) 
    Cells(32, 13) = a(3, 3) 
End Sub 
Sub QuadrantxDerivatives(quadi As Integer, quadj As Integer, BaseCol As Integer, 
BaseRow As Integer, ByRef Px As Variant) 
Dim i As Integer, j As Integer, h As Double, quadRow As Integer, quadCol As Integer 
 
For quadRow = 0 To 1 
    For quadCol = 0 To 1 
        i = quadi + quadRow 
        j = quadj + quadCol 
        'Find out which finite difference formula to use 
        If Cells(i + 1, BaseCol) = "" Then 
            'use backwards difference 
            h = Cells(i, BaseCol) - Cells(i - 1, BaseCol) 
            Px(quadRow, quadCol) = (Cells(i, j) - Cells(i - 1, j)) / h 
        ElseIf i - 1 = BaseRow Then 
            'use forward difference 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            Px(quadRow, quadCol) = (Cells(i + 1, j) - Cells(i, j)) / h 
        Else 
            'use central difference 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            Px(quadRow, quadCol) = (Cells(i + 1, j) - Cells(i - 1, j)) / (2 * h) 
        End If 
    Next quadCol 
Next quadRow 
 
End Sub 
Sub QuadrantyDerivatives(quadi As Integer, quadj As Integer, BaseCol As Integer, 
BaseRow As Integer, ByRef Py As Variant) 
Dim i As Integer, j As Integer, h As Double, quadRow As Integer, quadCol As Integer 
 
For quadRow = 0 To 1 
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    For quadCol = 0 To 1 
        i = quadi + quadRow 
        j = quadj + quadCol 
        'Find out which finite difference formula to use 
        If Cells(BaseRow, j + 1) = "" Then 
            'use backwards difference 
            h = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Py(quadRow, quadCol) = (Cells(i, j) - Cells(i, j - 1)) / h 
        ElseIf j - 1 = BaseCol Then 
            'use forward difference 
            h = Cells(BaseRow, j + 1) - Cells(BaseRow, j) 
            Py(quadRow, quadCol) = (Cells(i, j + 1) - Cells(i, j)) / h 
        Else 
            'use central difference 
            h = Cells(BaseRow, j + 1) - Cells(BaseRow, j) 
            Py(quadRow, quadCol) = (Cells(i, j + 1) - Cells(i, j - 1)) / (2 * h) 
        End If 
    Next quadCol 
Next quadRow 
 
End Sub 
Sub QuadrantxyDerivatives(quadi As Integer, quadj As Integer, BaseCol As Integer, 
BaseRow As Integer, ByRef Pxy As Variant) 
Dim i As Integer, j As Integer, h As Double, k As Double, quadRow As Integer, quadCol 
As Integer 
 
For quadRow = 0 To 1 
    For quadCol = 0 To 1 
        i = quadi + quadRow 
        j = quadj + quadCol 
        'Find out which finite difference formula to use 
        If i - 1 = BaseRow And j - 1 = BaseCol Then 'top left corner 
            'use xForwardDiff and yForwardDiff 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            k = Cells(BaseRow, j + 1) - Cells(BaseRow, j) 
            Pxy(quadRow, quadCol) = (Cells(i + 1, j + 1) - Cells(i, j + 1) - Cells(i + 1, j) + 
Cells(i, j)) / (h * k) 
        ElseIf i - 1 = BaseRow And Cells(BaseRow, j + 1) = "" Then 'top right corner 
           'use xFFD and y BFD 
           h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
           k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
           Pxy(quadRow, quadCol) = (Cells(i + 1, j) - Cells(i, j) - Cells(i + 1, j - 1) + Cells(i, 
j - 1)) / (h * k) 
        ElseIf Cells(i + 1, BaseCol) = "" And j - 1 = BaseCol Then  'bottom left corner 
            'use xBFD and y FFD 
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            h = Cells(i, BaseCol) - Cells(i - 1, BaseCol) 
            k = Cells(BaseRow, j + 1) - Cells(BaseRow, j) 
            Pxy(quadRow, quadCol) = (Cells(i, j + 1) - Cells(i - 1, j + 1) - Cells(i, j) + Cells(i 
- 1, j)) / (h * k) 
        ElseIf Cells(i + 1, BaseCol) = "" And Cells(BaseRow, j + 1) = "" Then 'bottom right 
corner 
            'use xBFD and yBFD 
            h = Cells(i, BaseCol) - Cells(i - 1, BaseCol) 
            k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Pxy(quadRow, quadCol) = (Cells(i, j) - Cells(i - 1, j) - Cells(i, j - 1) + Cells(i - 1, j 
- 1)) / (h * k) 
        ElseIf i - 1 = BaseRow Then 'top side, not a corner 
            'use xFFD and yCFD 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Pxy(quadRow, quadCol) = (Cells(i + 1, j + 1) - Cells(i, j + 1) - Cells(i + 1, j - 1) + 
Cells(i, j - 1)) / (2 * h * k) 
        ElseIf j - 1 = BaseCol Then 'left side 
            'use xCFD and yFFD 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            k = Cells(BaseRow, j + 1) - Cells(BaseRow, j) 
            Pxy(quadRow, quadCol) = (Cells(i + 1, j + 1) - Cells(i - 1, j + 1) - Cells(i + 1, j) + 
Cells(i - 1, j)) / (2 * h * k) 
        ElseIf Cells(BaseRow, j + 1) = "" Then 'right side 
            'use xCFD and yBFD 
            h = Cells(i + 1, BaseCol) - Cells(i, BaseCol) 
            k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Pxy(quadRow, quadCol) = (Cells(i + 1, j) - Cells(i - 1, j) - Cells(i + 1, j - 1) + 
Cells(i - 1, j - 1)) / (2 * h * k) 
        ElseIf Cells(i + 1, BaseCol) = "" Then 'bottom side 
            'use xBFD and yCFD 
            h = Cells(i, BaseCol) - Cells(i - 1, BaseCol) 
            k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Pxy(quadRow, quadCol) = (Cells(i, j + 1) - Cells(i - 1, j + 1) - Cells(i, j - 1) + 
Cells(i - 1, j - 1)) / (2 * h * k) 
        Else 
            'use xCFD and yCFD 
            h = Cells(i, BaseCol) - Cells(i - 1, BaseCol) 
            k = Cells(BaseRow, j) - Cells(BaseRow, j - 1) 
            Pxy(quadRow, quadCol) = (Cells(i + 1, j + 1) - Cells(i - 1, j + 1) - Cells(i + 1, j - 
1) + Cells(i - 1, j - 1)) / (4 * h * k) 
        End If 
    Next quadCol 
Next quadRow 
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End Sub 
Sub CalculateCoefficients(P As Variant, Px As Variant, Py As Variant, Pxy As Variant, 
ByRef a As Variant) 
'solution to the system of 16 unknowns and 16 equations 
a(0, 0) = P(0, 0) 
a(0, 1) = Py(0, 0) 
a(1, 0) = Px(0, 0) 
a(1, 1) = Pxy(0, 0) 
a(0, 2) = 3 * P(0, 1) - Py(0, 1) - 2 * a(0, 1) - 3 * a(0, 0) 
a(0, 3) = -2 * P(0, 1) + Py(0, 1) + a(0, 1) + 2 * a(0, 0) 
a(2, 0) = 3 * P(1, 0) - Px(1, 0) - 2 * a(1, 0) - 3 * a(0, 0) 
a(3, 0) = -2 * P(1, 0) + Px(1, 0) + a(1, 0) + 2 * a(0, 0) 
a(1, 2) = 3 * Px(0, 1) - Pxy(0, 1) - 3 * a(1, 0) - 2 * a(1, 1) 
a(1, 3) = -2 * Px(0, 1) + Pxy(0, 1) + 2 * a(1, 0) + a(1, 1) 
a(2, 1) = 3 * Py(1, 0) - Pxy(1, 0) - 3 * a(0, 1) - 2 * a(1, 1) 
a(3, 1) = -2 * Py(1, 0) + Pxy(1, 0) + 2 * a(0, 1) + a(1, 1) 
a(3, 2) = -6 * P(1, 1) + 3 * Px(1, 1) + 2 * Py(1, 1) - Pxy(1, 1) + 6 * a(0, 0) + 4 * a(0, 1) + 
2 * a(0, 2) + 3 * a(1, 0) + 2 * a(1, 1) + a(1, 2) - 3 * a(3, 0) - 2 * a(3, 1) 
a(3, 3) = 4 * P(1, 1) - 2 * Px(1, 1) - 2 * Py(1, 1) + Pxy(1, 1) - 4 * a(0, 0) - 2 * a(0, 1) + 2 * 
a(0, 3) - 2 * a(1, 0) - a(1, 1) + a(1, 3) + 2 * a(3, 0) + a(3, 1) 
a(2, 3) = -2 * P(1, 1) + Py(1, 1) + 2 * a(0, 0) + a(0, 1) - a(0, 3) + 2 * a(1, 0) + a(1, 1) - 
a(1, 3) + 2 * a(2, 0) + a(2, 1) + 2 * a(3, 0) + a(3, 1) - a(3, 3) 
a(2, 2) = 3 * P(1, 1) - Py(1, 1) - 3 * a(0, 0) - 2 * a(0, 1) - a(0, 2) - 3 * a(1, 0) - 2 * a(1, 1) - 
a(1, 2) - 3 * a(2, 0) - 2 * a(2, 1) - 3 * a(3, 0) - 2 * a(3, 1) - a(3, 2) 
End Sub 
Sub WriteInterpolatedCoordinates(BaseRow As Integer, BaseCol As Integer, StartRow 
As Integer, nPoints As Integer) 
Dim i As Integer, j As Integer, k As Integer, DataCoordinate As Double, InterpInterval 
As Double 
 
'Write out x and y values based on the number of interpolated points 
'write x points 
i = 1 
j = 1 
Do Until Cells(BaseRow + i + 1, BaseCol) = "" 
    'Determine data point and interpolation interval 
    DataCoordinate = Cells(BaseRow + i, BaseCol) 
    InterpInterval = (Cells(BaseRow + i + 1, BaseCol) - DataCoordinate) / (nPoints + 1) 
     
    'write data point 
    Cells(StartRow + j, BaseCol) = DataCoordinate 
    j = j + 1 
     
    'write interpolated point 
    For k = 1 To nPoints 
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        Cells(StartRow + j, BaseCol) = DataCoordinate + InterpInterval * k 
        j = j + 1 
    Next k 
    i = i + 1 
Loop 
Cells(StartRow + j, BaseCol) = Cells(BaseRow + i, BaseCol) 'get last data point 
 
'write y points 
i = 1 
j = 1 
Do Until Cells(BaseRow, BaseCol + i + 1) = "" 
    'Determine data point and interpolation interval 
    DataPoint = Cells(BaseRow, BaseCol + i) 
    InterpInterval = (Cells(BaseRow, BaseCol + i + 1) - DataPoint) / (nPoints + 1) 
     
    'write data point 
    Cells(StartRow, BaseCol + j) = DataPoint 
    j = j + 1 
     
    'write interpolated point 
    For k = 1 To nPoints 
        Cells(StartRow, BaseCol + j) = DataPoint + InterpInterval * k 
        j = j + 1 
    Next k 
    i = i + 1 
Loop 
Cells(StartRow, BaseCol + j) = Cells(BaseRow, BaseCol + i) 'get last data point 
End Sub  
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MD Simulation Scripts 
 BASH scripts were often used to save time and eliminate human error in the 
preparation of MD run files. These were particularly useful when combining simulation 
boxes to form an interface or managing 26 and more run files for a PMF calculation. 
Scripts for the latter application mostly dealt with file naming and compilation of run 
files. Combining simulation boxes was more complicated, however, and the script is 
included here.  To execute this script, the notation used was ./CombineBoxes Box1.gro 
Box2.gro 0.5.  Intuitively, Box1.gro and Box2.gro were the boxes to be combined and the 
number denoted the width by which these boxes would be separated. Sometimes a few 
repetitions were needed to avoid overlap between the molecules of the two boxes.  
 
Combine Boxes 
FirstBox=$1 
SecondBox=$2 
dist=$3 
LenFirst=`tail -n 1 $FirstBox|awk '{print $3}'` 
LenSecond=`tail -n 1 $SecondBox|awk '{print $3}'` 
FirstZ=`echo "scale=4; $LenFirst/2+$dist/2"|bc` 
SecondZ=`echo "scale=4; $LenSecond/2 + $dist/2"|bc` 
FirstAtoms=`head -n 2 $FirstBox|tail -n 1` 
SecondAtoms=`head -n 2 $SecondBox|tail -n 1` 
TotalLen=`echo "scale=4; $dist + $LenFirst + $LenSecond + $dist"|bc` 
TotalAtoms=`echo "$FirstAtoms + $SecondAtoms"|bc` 
FirstHeadLines=`echo "$FirstAtoms + 2"|bc` 
SecondHeadLines=`echo "$SecondAtoms + 2"|bc` 
x=`tail -n 1 $FirstBox|cut -d' ' -f4` 
y=`tail -n 1 $FirstBox|cut -d' ' -f7` 
 
use gromacs-4.5.3 
editconf_mpi -f $FirstBox -o upperbox.gro -center 0 0 $FirstZ 
editconf_mpi -f $SecondBox -o lowerbox.gro -center 0 0 "-$SecondZ" 
echo "Whole Box for Interface" > wholebox.gro 
echo "$TotalAtoms" >> wholebox.gro 
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head -n $FirstHeadLines upperbox.gro >temp 
tail -n $FirstAtoms temp >> wholebox.gro 
head -n $SecondHeadLines lowerbox.gro > temp 
tail -n $SecondAtoms temp >> wholebox.gro 
echo "   $x   $y   $TotalLen" >> wholebox.gro 
genconf_mpi -f wholebox.gro -o wholebox.gro -renumber 
editconf_mpi -f wholebox.gro -o wholebox.gro -c 
rm temp 
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