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ABSTRACT 
The completion problems for M-matrices and inverse M-matrices are discussed. 
The former has a simple solution, but is not at all analogous to the positive definite 
completion problem. The latter is more subtle and is analogous to the positive definite 
problem. A graph-theoretic completion result, as well as a determinant maximizing 
completion that is characterized by having a zero entry in the inverse in every position 
in which the partial matrix has an unspecified entry', is given tbr the inverse M-matrix 
problem. These mirror, to some extent, tile positive definite case, but the methodol- 
o~, is necessarily different. 
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1. INTRODUCTION 
An n-by-n matrix is called an M-matrix if it has nonpositive off-diagonal 
entries and an inverse all of whose entries are nonnegative. Correspondingly, 
an inverse M-matrix is one with nonnegative entries and an inverse with 
nonpositive off-diagonal entries. A partial matrix is an array with some 
entries specified and the other, unspecified entries free to be chosen. A 
completion of a partial matrix is the conventional matrix resulting from a 
particular choice of values for the unspecified entries. Our interest here is in 
the M-matrix and, to a greater extent, the inverse M-matrix completion 
problems, i.e., we are interested in determining which (square) partial 
matrices have an M-matrix completion and which have an inverse M-matrix 
completion. Some early results relevant to the M-matrix completion problem 
may be found in [1]. Both properties (that of being an M-matrix and of being 
an inverse M-matrix) are invariant under permutation similarity and are 
inherited by principal submatrices [7]. Thus, in order that a partial matrix 
have an M-matrix (inverse M-matrix) completion it is necessary that it be a 
partial M-matrix ( partial inverse M-matrix), i.e., one whose principal subma- 
trices consisting entirely of specified entries are M-matrices (inverse M- 
matrices). We make the assumption throughout that all diagonal entries are 
specified (positive numbers), which, as both classes of interest are invariant 
under left and/or right positive diagonal multiplication [7], we may take to be 
I'S. 
The M-matrix completion problem is, in one sense, trivial. Because of 
diagonal dominance characterizations of M-matrices, a partial M-matrix has 
an M-matrix completion if and only if the completion in which all unspecified 
entries are chosen to be 0 is an M-matrix. If this "zero completion" is an 
M-matrix, it will also be an M-matrix completion that achieves the maximum 
determinant. (If it is irreducible or if a change in any one of the 0 entries 
would result in an irreducible matrix, then it is the unique determinant 
maximizing M-matrix completion.) We note that, according to an observation 
of [9], for any pattern of specified entries in a partial M-matrix there is a 
finite list (which depends upon the pattern) of polynomial inequalities in the 
specified entries whose satisfaction characterizes the existence of an M-ma- 
trix completion. It is interesting that the case of M-matrices is the only 
known one in which this observation is easily made effective. The leading 
principal minors of the zero completion (regarded as polynomials in the 
specified entries), together with the required nonpositivity of the specified 
off-diagonal entries, constitute a characterizing list of polynomial inequalities. 
However, in another sense, as we shall note later, the M-matrix completion 
problem is more subtle. 
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There are many analogies between the positive definite matrices and the 
M-matrices and inverse M-matrices. The positive definite completion prob- 
lem has been well studied [8], and it is natural to use results there as 
guidance for the completion problems we study'. In the positive definite 
completion problem, the case in which just one pair of symmetrically placed 
off-diagonal entries is unspecified in a partial Hermitian matrix has a nice 
solution. If the matrix is partial positive definite (again an obvious necessary 
condition), there is always a solution. This leads to a general result for chordal 
patterns for the specified entries [2]. 
It is easy to construct partial M-matrices (inverse M-matrices) with just 
one unspecified entry that have no M-matrix (inverse M-matrix) completion. 
Thus the simplest possible analogy does not carry over to our cases from the 
positive definite case. This suggests considering the case of symmetrically 
placed pairs of independent unspecified entries in a not necessarily symmet- 
ric partial M-matrix or partial inverse M-matrLx. In general we call a square 
partial matrix with specified iagonal positionally symmetric if the i, j entry 
is specified if and only if the j, i entry is. Unfortunately, the M-matrix 
completion problem is not analogous, even in the positionally symmetric case, 
to the positive definite completion problem. Tile partial M-matrix 
I 1 -0.9 ? ] 
- 0.9 1 - 0.9 
? -0 .9  1 
has no M-matrix completion, as 
1 - 0.9 0 ] 
- 0.9 1 - 0.9 
0 -0 .9 1 
is not an M-matrix. This suggests a more subtle version of the M-matrix 
completion problem, which we do not address here. That is, what else would 
we have to know about a positionally symmetric partial M-matrix (even in the 
case of one pair of unspecified entries) in order to insure the existence of an 
M-mat~x completion (without checking the zero completion)? 
2. PRELIMINARIES 
We will denote by G = (V, E) a finite undirected graph. That is, the set 
V of vertices is finite, and the set E of edges is a subset of the set 
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{{x, y} : x, y ~ V}. We allow that E may contain loops, i.e., that x may 
equal y for an edge {x, y} ~ E. We assume V = {1, 2 . . . . .  n}. 
Define a G-partial matrix as a set of complex numbers, denoted [aq] c or 
A(G), where aij is defined if and only if {i, j} ~ E (so aq is defined if and 
only if aji is). 
A completion of A(G) = [aij] c is an n-by-n matrix M = [m~j] which 
satisfies mq = aij for all {i, j} ~ E. We say that M is an inverse M-matrix 
completion of A(G) if and only if M is a completion of A(G) and M is an 
inverse M-matrix. 
A clique is a subset C of V having the property that {x, y} E E for all 
x ,y  ~ C. If C =V,  the graph G is the complete graph on n vertices, 
denoted by K,,. A cycle in G is a sequence of pairwise distinct vertices 
y = (% . . . . .  v s) having the property that {vl, v2}, {%, %} . . . . .  {vs-l, 
vs}, {v,, %} ~ E, and s is referred to as the length of the cycle. A chord of 
the cycle 3' is an edge {v~, vj} ~ E in which 1 <~ i < j  <,K s, {i,j} -4= {1, s}, and 
li - j l  >/2. The cycle 3' is minimal if any other cycle in G has a vertex not in 
y, or equivalently, 3' has no chord. A graph G is chordal if there are no 
minimal cycles of length > 4, or equivalently, every cycle of length >~ 4 has 
a chord. 
For an undirected graph G = (V, E), the nonnegative n-by-n matrix 
A = A(G) is a partial inverse M-matrix if, for any clique C of G, the 
principal submatrix A(C) = [aij : i, j ~ C] of A(G) is an inverse M-matrix. 
3. THE INVERSE M-MATRIX CASE 
For an n-by-n positionally symmetric partial matrix A with specified 
diagonal it is natural to describe the pattern of specified off-diagonal entries 
with an undirected graph G in which {i, j} is an edge if and only if the i, j 
(and, thus, j ,  i) entry of A is specified. As often happens, the inverse 
M-matrix case provides a better analogy (than the M-matrix case) to the 
positive definite case. For instance, not all patterns for the specified entries of 
a partial inverse M-matrix insure an inverse M-matrix completion, as seen by 
the next two examples. 
EXAMPLE 1. Consider the partial inverse M-matrix 
i ? o 1 1 ? A= 0 1 1 
? 0 1 
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with an unspecified entry in the (1, 3), (3, 1), (2, 4), and (4, 2) positions (so 
that the graph of A is the simple cycle {1, 2}, {2, 3}, {3, 4}, and {4, 1}). Then 
A has no inverse M-matrix completion, because such a completion would be 
irreducible but have 0 entries [7]. 
EXAMPLE 2. Consider the partial inverse M-matrix 
A = 
I 1 0.10 0.40 x 1 
0.40 1 0.40 0.65 
0.10 0.20 1 0.60| 
l J  y 0.30 0.60 
with an unspecified entry in the 1, 4 and 4, 1 positions. The sign-pattern 
constraints resulting from requiring the off-diagonal entries of the border of 
229 - 14 3 29  the inverse to be nonpositive yields the rectangle ~ ~ x ~< 4-g, ~ ~< Y ~< ~.  
On the other hand, requiring the "2, 3 entry of the inverse to be nonpositive 
results in the hyperbolic onstraint (0.4x - 0.26)(0.4y - 0.24) ~< 0.0096. It 
is easily checked that (~, l~g), the upper right corner of the rectangle, lies 
below the lower branch of the hyperbola nd hence the two regions have no 
intersection. Thus, no inverse M-matrix completion exists. Observe that the 
graph of A is K 4 less an edge. We shall call this graph the double triangle. 
A generalization of the first example shows that we nmst require chordal- 
it,/, while the second illustrates that the graph must not contain a double 
triangle. So the question is: what graphs are chordal, but with no double 
triangle? A little study shows that these graphs are precisely the chordal 
graphs in which any subgraph induced by the vertices of a simple cycle is a 
clique or, equivalently, the chordal graphs whose minimal vertex separators 
are always vertices. Thus, they are treelike, except hat edges are replaced 
with cliques. We will refer to these graphs as block-clique (BC) graphs. These 
graphs have been called "Husimi trees" by others (see [4] and [3]). 
EXAMPLE 3. Consider the BC graph shown in Figure 1. We can desig- 
nate a clique to be the root clique and define the level nundger of a given 
clique to be the number of cliques, including the clique itself, in a clique path 
joining the clique with the root clique (the root clique is assiglmd level 0). We 
define the cliques with highest level number to be maximal. In the example 
above, suppose we designate the edge {1, 2} to be the root clique. In the 
Husimi tree, the clique {2, 3, 4, 5} has level number 1, as does the clique 
{2, 7}, while the cliques {7, 8, 9} and {5, 6} have level number 2. The remain- 
ing clique, {9, 10}, has level number 3 and is thus maximal. 
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It is the purpose of this section to show that a partial inverse M-matrix 
with BC pattern always has an inverse M-matrix completion and that this is 
true for no other patterns. This is analogous to the positive definite case, in 
which each partial positive definite matrix with chordal pattern has a positive 
definite completion (and this is true for no other patterns). 
We first prove that if A is a positionally symmetric partial inverse 
M-matrix whose graph G consists of two cliques intersecting at a vertex, then 
A is completable to an inverse M-matrix. 
THEOREM 1. Suppose 
A = 
All  A12 X 
A;1 1 A2a 
A3e A33 
is an n-by-n positionally symmetric partial inverse M-matrix in which All is a 
(k - 1)-by-(k - 1) principal submatrix of A, 2 <<. k <~ n - 1, and X, Y con- 
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sist entirely of (the only) unspecified entries of A. Then 
A 1 
An A12 A12 A2a 
A21 1 A,z3 
Aa2A21 Aa2 Aaa 
is the unique inverse M-matrix completion of A whose inverse has zeros in the 
entries that correspond to the entries of X and Y. Further, A 1 maximizes the 
determinant among all inverse M-matrix completions of A. 
Proof. Observe that 
and 
1 A2,3] 
C = Aa z Aa,3 ] 
are inverse M-matrices, and thus 
B-1  = 
(an  -a12A~l)  -1 
_A,21( An _ AlzA2~ ) 1 
- (  A I1-  A12A21)-l A12 1 
1 +A,zl (A n-A12A21 ) - lA l  2 
1 + A2a(Aaa -AaeAza)-tAa2 -Aza(Aaa - Aa2Aza ) ' ]  
C - I  = 
- (aaa - aa2 Aza)-l Aae (aaa - Aa2Aza ) ' 
and their principal submatriees are all M-matrices (and hence are in Z). Now 
A 1 is permutationally similar to 
1 Azl A,23 
A 2 = (a i j )  = A12 Alt AleAea 
I_Aae A32 A21 Aaa 
Therefore, the Schur complement of a H in A z is 
A2/an = Az/ l  = [ An - A12 A21 0 ] 
0 Aaa - Aa2 A23 ' 
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and 
1 + r r (A J l ) - i  ] s - r r (A J l )  -1 
A~ 1 = _ (A2 /1) - i  s (A2/1)  -1 " 
That (A2//1) -1 is an M-matrix, 
rV(A2/l)  -1 = [A21 (A,1 -A12A21) -1 A23 (All  -A32A23) -1] ~> 0, 
and 
 a Jl, ls I AllZl a l'lA12] 
= >10 
Aaa Aa2 A23)- a A32 
all follow from the partitioned forms of B -1 and C -l.  Thus, A 1 is an inverse 
M-matrix [6]. Further, from the partitioned form of (A2/1) 1 and A~ 1, we 
see that A11 has zeros in the entries of X and Y; that A 1 is the only inverse 
M-matrix completion of A with this property easily follows from the regular- 
ity of the specified principal submatrices of A and was noted in [10, Theorem 
4.31. 
For an inverse M-matrix completion 
I Au A12 Ala ] A a = (bij) = |A,21 1 A2a/ 
[ Aal A32 A33 J 
of A, 
All - A12 A21 Ala - A12Az3] 
Aa/bkk = Aa/1 = [ A31 A32 Ae:3 A33 - A32 A.za 1 
is also an inverse M-matrix. Thus, det A a = det(A3/1)~< det(A n - 
A12 A21)det(Aaz -Aaz  A2a) by Schur's theorem [5] and Fischer's inequality 
for inverse M-matrices [6]. Therefore, A 1 is a determinant maximizer of A, 
since its determinant equals the right-hand side of the previous inequality. • 
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REMARK. Contrary to the positive definite completion problem, the 
completion in Theorem 1 is not a unique determinant maximizing comple- 
tion. In fact, it is easy to construct 3-by-3 determinant maximizing comple- 
tions such that the inverse has a nonzero entry, in a position corresponding to
an unspecified entry of the partial matrix. 
Our main result shows that the graphs for which all positionally symmetric 
partial inverse M-matrices are eompletable to inverse M-matrices are pre- 
cisely the BC graphs. 
THEOREM 2 (Main result). Let C be an undirected graph on n vertices. 
Every n-by-n positionally symmetric partial inverse M-matrix the graph of 
whose entries is G has an inverse M-matrix completion if and only if G is 
block-clique. Moreover, there is a unique completion which has a zero entry 
in the inverse in every position in which the partial inverse M-matrix has an 
unspecified entry; this completion is an inverse M-matrix completion with 
r~mximum determinant. 
Pro{~. First, to show the necessity of chordality, consider the following 
class of examples for k >~ 4: 
A k 
1 1 
0 1 
0 
1 
1 1 
0 
1 
1 () 1 
0- 
Each Ak, k >~ 4, is a partial inverse M-matrix but has no inverse M-matrix 
completion, because the completion would be irreducible but have 0 entries 
(see [7]). For an arbitrary nonchordal graph with a chordless k-cycle, k >/4, 
let A k be the principal submatrLx in the position of the cycle, choose all other 
diagonal entries to be 1, and make all other off-diagonal specified entries 0. 
The resulting partial inverse M-matrix has no inverse M-nmtrLx completion. 
Second, to show that it is also necessary for the chordal graph to be 
block-clique, consider a chordal graph with a k-cycle whose vertices do not 
induce a clique. Then k >/- 4, and the k-cycle must contain a double triangle. 
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Let the matrix of Example 2 be the principal submatrix in the position of this 
cycle, choose all other diagonal entries to be 1, and choose all other 
off-diagonal entries to be 0. Again, the resulting partial inverse M-matrix has 
no inverse M-matrix completion. 
To show that the graph being block-clique is sufficient to insure an 
inverse M-matrix completion, we proceed in the following algorithmic man- 
ner. Let the root clique be the clique containing vertex 1. In the Husimi tree, 
order the maximal cliques (say by the lowest vertex number in the clique, 
excluding the vertex that connects the clique with its adjacent clique) to 
obtain the set of maximal cliques C 1, C2 , . . . ,  C k. Apply Theorem 1 to 
complete C 1 and its adjacent clique, obtaining a new clique D x. Observe that 
D 1 may now be the (new) adjacent clique for one or more of the cliques 
C 2 . . . . .  Ck; so update the set of adjacent cliques for C2, . . . ,  C k, accordingly. 
Continue this process on C2, . . . ,  C k sequentially, each time completing Cj 
and its adjacent clique to obtain a new clique Dj, then updating the set of 
adjacent cliques for Cj+ 1 . . . . .  C k. The maximal cliques in the resulting 
Husimi tree will have level number one less than the maximal cliques of the 
original Husimi tree, Repeat his process until you obtain the complete graph 
(and complete A). 
Since we apply Theorem 1 at each stage, we will maximize the determi- 
nant of the submatrix completed at that stage, and the resulting completion of 
A will be maximize the determinant among all inverse M-matrix completions 
of A. 
The inverse of the submatrix completed at each stage will possess zeros in 
entries which correspond to the unspecified entries completed at this stage. 
So the question is whether the inverse of the completion at the final stage (a 
completion of the matrix itself) will also possess zeros in the entries which 
correspond to originally unspecified entries which were completed at some 
prior stage. An affirmative answer to this can be seen as follows. Assume that 
at the last stage of completion 
A = 
- All A12 X~ X 2 
A21 1 A23 A24 
Y1 A32 A33 A34 
Y2 A42 A43 1 
Y3 w~ w~ A~4 
X 3 
Z1 
Z~ , 
A45 
A55 
in which Xi, Yi, i = 1, 2, 3, consist of (the only) unspecified entries of A to 
be determined at the last stage, and W~, Z~, i = 1, 2, consist of entries that 
were originally unspecified, but were specified at some prior stage. Here, we 
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are assuming the three cliques in question are joined at different vertices. 
Then Z 1 = A24 A45, Z 2 = Aa4 A4.5, W 1 = A54 A4e , and W e = A54 A4a. Com- 
pleting A, we have 
A 1 
An A12 A12 A2a A12 A24 A12 A24 A45 
A91 1 A2a A24 A24 A45 
Aa2 A21 Aa2 Aaa A34 A34 A4.5 
A42 A21 A42 A43 1 A4. 5 
A~4 A42 A2~ A54 A42 A54 A4a A54 A55 
We just need to show the entries of the inverse which correspond to the 
entries of W i, Zi, i = 1, 2, are all zero. Assuming the orders of All and Aa3 
are r and s, respectively, 
A1/a~+s+2. r+,+2 = A l /1  = 
7 * * * 0 /  
J * * * 0 * * * 0 " 0 0 0 * 
Since the blocks corresponding to W i, Z i, i=  1,2, are zero blocks and 
(A/ /1)  1 is a principal submatrix of A~ -l, we are done. 
In case the three cliques are joined at the same vertex, A has the 
partitioned form 
A = 
All 
Al2 X1 Xe 1 
A21 1 A2:3 A24 
Yl A32 A33 Z " 
Y2 A42 W A44 
A similar analysis again shows that the completion of A obtained by our 
algorithm has a zero in every position for which A has an unspecified entry. 
That this completion is the unique one with zeros in the inverse in entries 
which correspond to unspecified entries of A follows by the same reasoning 
as in the proof of Theorem 1. • 
COROLLARY. l f  A is a partial inverse M-matrix whose tridiagonal portion 
is specified while all other entries are unspecified, then A is completable to an 
inverse M-matrix. Moreover, there is a unique completion whose inverse is 
tridiagonal; this completion maximizes the determinant among all inverse 
M-matrix completions of A. 
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Proof. The graph of A is Hock-clique. We can then proceed as in 
Theorem 2, filling in the leading principal submatrices sequentially starting 
with A[1, 2, 3], • 
In the following example we illustrate the algorithm given in the proof of 
Theorem 2, utilizing Theorem 1 at each step. 
EXAMPLE 3. 
1 
0.8 
? 
? 
? 
A= ? 
? 
? 
? 
Consider the partial inverse M-matrix 
0.2 ? ? ? ? ? ? ? ? 
1 0.8 0.5 0.3 ? 0.5 ? ? ? 
0.5 1 0.5 0.3 ? ? ? ? ? 
0.4 0.6 1 0.4 ? ? ? ? ? 
0.4 0.6 0.8 1 0.8 ? ? ? ? 
? ? ? 0.2 1 ? ? ? ? 
0.4 ? ? ? ? 1 0.9 0.8 ? 
? ? ? ? ? 0.6 1 0.5 ? 
? ? ? ? ? 0.5 0.6 1 0.8 
? ? ? ? ? ? ? 0.5 1 
Its graph is the BC graph given in Example 3. We shall designate the edge 
{1, 2} as the root clique. Using the proof of Theorem 2, we complete the 
maximal clique sequentially as follows: 
(1) A[7, 8, 9, 10] using A[7, 8, 9] and A[9, 10], 
(2) A[2, 3, 4, 5, 6] using A[2, 3, 4, 5] and A[5, 6], 
(3) A[2, 7, 8, 9, 10] using A[2, 7] and A[7, 8, 9, 10], 
(4) A[1, 2, 3, 4, 5, 6] using All, 2] and A[2, 3, 4, 5, 6], and finally, 
(5) A using A[1, 2, 3, 4, 5, 6] and A[2, 7, 8, 9, 10]. 
The completed matrix is 
-1 
0.8 
0.4 
0.32 
o.32 
A I= 
0.064 
0.32 
0.192 
0.16 
0.08 
0.2 0.16 0.1 0.06 0.048 0.1 0.09 0.08 0.064 
1 0.8 0.5 0.3 0.24 0.5 0.45 0.4 0.32 
0.5 1 0.5 0.3 0.24 0.25 0.225 0.2 0.16 
0.4 0.6 1 0.4 0.32 0.2 0.18 0.16 0.128 
0.4 0.6 0.8 1 0.8 0.2 0.18 0.16 0.128 
0.08 0.12 0.16 0.2 1 0.04 0.036 0.032 0.0256 
0.4 0.32 0.2 0.12 0.096 1 0.9 0.8 0.64 
0.24 0.192 0.12 0.072 0.0576 0.6 1 0.5 0.40 
0.2 0.16 0.1 0.06 0.048 0.5 0.6 1 0.8 
0.1 0.08 0.05 0.03 0.024 0.25 0.30 0.5 1 
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It is easily verified that A l is indeed inverse M (with zeros in the inverse in 
the entries corresponding to unspecified entries of A). 
The authors wish to thank Professors' Hans Schneider and Harm Bart and 
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