Machine recognition of mathematical expressions is not trivial even when all the individual characters and symbols in an expression can be recognized correctly. In this paper, we propose to use de"nite clause grammar (DCG) as a formalism to de"ne a set of replacement rules for parsing mathematical expressions. With DCG, we are not only able to de"ne the replacement rules concisely, but their de"nitions are also in a readily executable form. However, a DCG parser is potentially ine$cient due to its frequent use of backtracking. Thus, we propose some methods here to increase the e$ciency of the parsing process. Experiments done on some commonly seen mathematical expressions show that our proposed methods can achieve quite satisfactory speedup, making mathematical expression recognition more feasible for real-world applications.
Introduction
Many documents in scienti"c and engineering disciplines contain mathematical expressions. The input of mathematical expressions into computers is often more di$cult than the input of plain text, because mathematical expressions typically consist of special symbols and Greek letters in addition to English letters and digits. With such a large number of characters and symbols, the commonly used type of keyboard has to be specially modi"ed in order to accommodate all the keys needed, as done in Ref. [1] . Another method is to de"ne a set of keywords to represent special characters, as in LATEX [2] . However, working with specially designed keyboards or keywords requires intensive training. Alternatively, by taking advantage of pen-based computing technologies, one can simply write mathematical expressions on an electronic tablet for the computer to recognize them.
Mathematical expression recognition consists of two major stages: symbol recognition and structural analysis. Character recognition, as the most common type of symbol recognition problems, has been an active research area for more than three decades [3] . Structural analysis of two-dimensional patterns also has a long history [4] . However, as emphasized in Refs.
[5}7], very few papers have addressed speci"c problems related to mathematical expression recognition.
In a mathematical expression, characters and symbols are typically arranged as a complex two-dimensional structure, possibly of di!erent character and symbol sizes. This makes the recognition process more complicated even when all the individual characters and symbols can be recognized correctly. Moreover, to ensure that a mathematical expression recognition system is useful in practice, its recognition speed is also an important factor to consider.
It is well known that parsing can be done in polynomial time with Earley's algorithm [8] while most of the other types of parsers take exponential time. However, as Covington [9] tried to argue, exponential parsers can be fast when the length of the sentence to parse is short. Also, a long sentence can usually be broken up into shorter sentences that can be parsed separately.
In this paper, we will mainly focus on the structural analysis aspect of mathematical expression recognition. First of all, we will review some related work. Then, we will discuss some problems that have to be overcome during the structural analysis stage. Afterwards, we will propose to use de"nite clause grammar (DCG) as a formalism to de"ne a set of replacement rules for parsing mathematical expressions. Unlike some parsers which may take quite a long time to construct even when all the grammar rules are available, DCG rules are already in a readily executable form. However, a DCG parser is potentially ine$cient due to its frequent use of backtracking. Thus, we will propose some methods for increasing the e$ciency of the parsing process. In addition, we will explain how our proposed approach works through use of an illustrative example. Finally, we will present and discuss some experimental results which are then followed by some concluding remarks.
Related work
One of the earliest papers on mathematical expression recognition was presented by Anderson [10] in 1968. He used a purely top-down approach for parsing mathematical expressions. The algorithm starts with one ultimate syntactic goal and tries to partition the problem (i.e. goal) into sub-goals, until either all sub-goals have been satis-"ed or all possibilities have been exhausted in vain. The algorithm is syntax-directed since it is guided by some grammar rules. However, experiments showed that the algorithm is not very e$cient due to the partitioning strategy used for the rules which involve two nonterminal symbols on the right-hand side. As a result, up to n!1 partitions can be generated by a set of n characters, and each of these partitions may further generate more partitions.
In 1970, Chang [4] proposed a method for the structural analysis of two-dimensional mathematical expressions. The algorithm mainly makes use of the ideas of operator precedence and operator dominance. It consists of two major steps, grouping operator sequences and building a structure tree. E$ciency was taken into consideration in the proposed algorithm. However, the methods described are quite tedious. It is not straight forward to understand how they actually work in practical examples.
In 1971, Martin [11] discussed some issues relating to both computer input and output of mathematical expressions. For the input case, however, not enough technical details about the replacement rules used were provided in the paper, but it raised the question of ambiguities found in mathematical expressions though with no solutions provided. In addition, it also proposed some methods to make the parsing process more e$cient, but again without real implementation.
Some papers related to this topic only dealt with some speci"c parts of the recognition process. For example, Wang and Faure [12] applied a statistical approach for determining some relationships among symbols in mathematical expressions, such as on the same line, exponent and subscript. Pfei!er [13] designed a parser for contextfree languages in order to parse two-dimensional structures like mathematical expressions. However, all the discussions in that paper are limited to parsing in a theoretical sense with no real examples shown. Grbavec and Blostein [14] used a graph rewriting approach for the understanding of mathematical expressions. Their system made use of knowledge about notational conventions to avoid the need for backtracking.
Other papers in the 1980s and 1990s investigated both the character recognition and structural analysis stages with emphasis on some speci"c themes. BelaH id and Haton [5] worked on some simple mathematical expressions and elaborated more on solving the ambiguity problem by taking advantage of contextual information. Lee and Lee [7, 15] proposed a method for recognizing symbols in mathematical expressions. Their aim was to translate the expressions from two-dimensional structures into one-dimensional character strings. Dimitriadis and Coronado [6] , instead, put emphasis on the detection and correction of errors.
Chou [16] proposed to use a two-dimensional stochastic context-free grammar for the recognition of printed mathematical expressions. His approach was designed for handling noise and random variations. In the grammar, each production rule has an associated probability. The main task of the process is to "nd the most probable parse tree for the input expression. The overall probability of a parse tree is computed by multiplying together the probabilities for all production rules used in a successful parse. As a result, the process is computationally quite expensive.
Okamoto and Miao [17] took advantage of some speci"c knowledge of notational conventions of mathematics. Their method can "nd the structures of expressions without the need for parsing. Twaakyondo and Okamoto [18] extended the work of Okamoto and Miao [17] and Okamoto and Miyazawa [19] by using two strategies, namely, top-down and bottom-up structure processing methods. Again, with their approach, structures can be obtained without parsing. On the other hand, Lee and Wang [20] built a symbol relation tree for an expression and used some heuristics to correct recognition errors. Like the previous two, this method also does not require parsing.
Ha et al. [21] de"ned an expression tree as an abstraction of a mathematical expression. The construction of such an expression tree can be done through top-down ("nding all the primitive objects) and bottom-up (resolving spatial relationships among objects) processes.
Recently, an approach based on hidden Markov models for character recognition was proposed [22] . The resulting mathematical expressions are recognized using a soft-decision approach [23] . Such an approach can ensure that alternative solutions are generated and explored under ambiguous cases.
Problems in structural analysis of mathematical expressions
Mathematical expressions are two-dimensional structures. This nature and some other properties make their recognition non-trivial in many ways. Here are two examples:
1. The relationships among symbols in a mathematical expression sometimes depend on their relative positions. For example, in the expression`aa, 2 is the superscript of a representing the square of a. However, in`a a, 2 is the subscript of a denoting only a variable name. Although it is somewhat unusual, a2a may be used to represent the multiplication of a by 2. 2. The same group of characters can have di!erent meanings under di!erent contexts. For example,`dxa has di!erent meanings in`x dxa and in`cy#dxa.
In the "rst expression,`dxa is part of the integral. However, in the second one, the same two letters become the multiplication of two variables.
These problems have to be taken into consideration when we process mathematical expressions in the following steps.
Grouping symbols
Before we can interpret the symbols, we must "rst group them properly into units. This can be done by using as heuristics some conventions in writing mathematical expressions. Some of these conventions are as follows:
1. Digits which together form a unit should be of the same size and be written on the same horizontal line. For example, 210 is only one unit but 2 consists of two units, i.e., 2 and 10. 2. Some letters together may form a unit, like some trigonometric functions such as tan, sin and cos. Before considering a group of letters as a concatenation of variables, we have to "rst check whether they are in fact some prede"ned function names. 3. Symbols other than letters and digits should be considered as separate units.
Determining relationships among symbols
Determining the relationships among symbols, to some extent, can be viewed as grouping several smaller units into one larger unit. Again, some conventions can be used as heuristics:
1. Some fence symbols, such as parentheses, group the enclosed units into one single unit. For example, (a#b) is a unit which holds the sum of a and b. 2. Some binding symbols, like fraction line, ( and , dominate their neighboring expressions. For example, in G i, three units, i.e., 10, i"1, and i are bound to the symbol which together give meaning to the expression as the sum of 1, 2, 2 , 10. 3. The ideas of operator precedence and operator dominance [4] can also be used for grouping units. For example, in a#b/c, the meaning becomes a#(b/c) due to the fact that`/a has higher precedence thaǹ #a. The operator`#a is said to dominate`/a. However, in (a#b)/c, the meaning becomes (a#b)/c since`/a dominates`#a in this case.
Parsing with binding symbol preprocessing and hierarchical decomposition
Most previous works in mathematical expression recognition did not put much emphasis on explaining how the replacement rules are used for structural analysis, or the explanations are too tedious and sometimes too ad hoc [4, 10, 13] . To remedy such weaknesses, we propose to use de"nite clause grammar (DCG) [24] as a formalism to concisely and precisely describe our set of replacement rules for parsing mathematical expressions. Note that a grammar expressed in DCG is highly declarative and can be directly executed by a Prolog interpreter.
However, DCG parsers are known to be potentially ine$cient due to backtracking. In this section, we will propose some methods for increasing the e$ciency of the parsing process.
Basic notations for DCG
DCG is similar to BNF, with some minor notational di!erences summarized as follows:
1.`::"a is replaced by`--'a. 2. Non-terminals are not put inside brackets any more.
Instead, terminals are now in square brackets. 3. Symbols are separated by commas and each rule is terminated by a full stop.
There are some major di!erences between DCG and BNF though. In DCG, some Prolog predicates (enclosed inside + ,) can be put in the body of any rule so that the semantics of a rule can be incorporated into its syntax. In addition, arguments can be added to non-terminal symbols of the grammars.
Conventional backtracking parsing in DCG
The simplest way of parsing a two-dimensional expression is to "rst translate it into its equivalent one-dimensional representation and then parse it with an existing parser. Since there already exist many compilers or interpreters for parsing string-based mathematical expressions, some extra work can be saved by taking this approach. Fig. 1 shows an example of such translation. Now, suppose that the parser we are going to use is a DCG parser and we need to create it from scratch. How many rules do we need?
In general, the simplest expressions are the ones that involve arithmetic operations. As we know, all the binary arithmetic operators are left-associative. However, topdown parsers, such as a DCG parser, cannot handle left-recursive grammars. This problem can be solved easily by transforming those left-recursive grammars to right-recursive ones. However, although the strings generated by any left-recursive grammar and its corresponding right-recursive grammar can be the same, their internal structures may be di!erent. Hence, some "xing e!orts may be required subsequently.
Anyhow, the grammar rules for arithmetic operations are extremely simple. They are as follows: 
expr(B). expr(A) --' term(A). term([Op, A, B]) --' factor(A), [Op], +is } mul } div(Op),, term(B). term(A) --' factor(A).
Note that multiplication and division have higher precedence than addition and subtraction. Such precedence relationships can be implemented easily by having multiple levels in the grammar rules. In general, the operators at a level always have higher precedence than the ones above them.
Similar techniques can also be applied to the unary operator, as well as spatial operators like implicit multiplication, subscr ipt, exponent and parentheses. Here are the grammar rules:
In order to handle functions, inde"nite integral, fraction and square root, the following rules are needed:
Notice that it usually takes comparatively longer time for a DCG parser with the above grammar rules to return the tree structure of an expression, because some sub-structures may be re-generated again and again during the backtracking steps. Therefore, the bigger the Fig. 2 . Tree structure of the mathematical expression in Fig. 1. structure is, the longer the time it takes. Fig. 2 depicts the tree structure for the expression shown before in Fig. 1. 
Parsing with left-factored rules
Although the grammar rules in the previous section are highly comprehensible, they are not very e$cient from the implementation point of view. For example, in the following two grammar rules, we must "rst "nd term(A). If the next symbol Op is neither an addition operator nor a subtraction operator, we then backtrack to the second rule. However, in the second rule, the same step of "nding term(A) is repeated again. To tackle this problem, we can perform left factoring on the same rule to give the following result:
In the above left-factored grammar rule, the result of term(A) is passed into the next sub-goal more } term (A, B) . If the respective operator is found, we then continue to process more terms. Otherwise, the input structure is returned as output.
The main idea of left factoring is to rewrite some grammar rules so that decisions can be deferred until enough input tokens have been seen in order to make the right choice [25] . The following is the set of grammar rules corresponding to the rule set in the previous section, with some of the rules replaced by left-factored ones as shown below:
Parsing with binding symbol preprocessing
As mentioned in Section 2, binding symbols always dominate their neighbors. For example, in the expression shown in Fig. 1 , the fraction line in (6x#4y)/2 dominates the sub-expressions 6x#4y and 2. Instead of putting them in a one-dimensional form for further parsing, we can directly parse the two expressions "rst and then construct the "nal structure of the fraction from the intermediate results. The resulting structure will be stored in memory, with a name introduced to denote the fraction that the structure represents. There is no need to generate the structure for this fraction again during the subsequent processing.
The resulting tree structures are shown in Fig. 3 . As shown, the original tree structure is now partitioned into two sub-structures. This eliminates some repeated generation steps, and therefore can lead to signi"cant speedup.
The grammar rules corresponding to binding symbol preprocessing are as follows:
Parsing with hierarchical decomposition
The above idea can be extended to further partition the sub-structures into even smaller structures. Instead of parsing the entire expression, we will parse all the subexpressions "rst and then parse the resulting expression. This idea is similar to hierarchical decomposition in AI planning [26] .
Sub-expressions are detected using the following rules:
1. Parentheses have higher precedence than the other operators. Whatever enclosed inside a pair of parentheses should form an expression. 2. Some symbols in an expression, for example, and dx in an inde"nite integral expression, enclose a sub-expression in between.
With these, we can perform some preprocessing steps for "nding sub-expressions. Each sub-expression is then parsed separately. Afterwards, we can compose the "nal tree structure from a set of sub-structures.
Here is the list of relevant DCG rules for parsing with hierarchical decomposition:
As mentioned before, although the strings generated can be the same, the internal structures may be di!erent if we rewrite some left-associative grammar rules into right-associative ones. Hence, we need a procedure for "xing the resulting structure to re#ect the correct associativity between operators and their operands. The following is such procedure written in Prolog, which is self-explanatory:
Experimental results and discussions
In this experiment, we perform tests on a number of di!erent expressions which were extracted from Ref. [27] . Expressions are grouped into four domains, namely, elementary algebra, trigonometric functions, geometry and inde"nite integrals. In each domain, there are three sizes of expressions, i.e, small, medium and large. Each size consists of "ve di!erent expressions. Totally, there are 60 expressions.
Initially, the input is simply a sequence of points. After some segmentation steps, we then use the character recognition method proposed in Ref. [28] . Due to the high accuracy achieved by the method and the fact that those 0 expressions are neatly written, all the characters and symbols in the expressions can be recognized without errors. The recognized characters and symbols are then converted to objects with associated attributes, including location, size, and identity. Note that the objects can be put in an arbitrary order for our subsequent processing. The next step is to group the objects. Here we use a method similar to the one used in Ref. [19] . Afterwards, we perform parsing using di!erent techniques as described above and then compare their e$ciency. Note that time may not be a very good measure of e$ciency since it may di!er from machines to machines. Hence, instead we use the number of logical inferences as a machine-independent performance measure. Table 1 shows the di!erences between conventional backtracking parsers with and without the use of left factoring.
The result shows that the set of grammar rules we used plays an important role in terms of e$ciency. Parsing with rules which are not left-factored gives us an exponential running time with respect to the size of the expressions. However, with the left-factored version, the time taken is greatly reduced since all the intermediate results are fully utilized and there is much less repetitive construction of intermediate structures.
For binding symbol preprocessing, saving is possible only when such symbols appear in the expressions. Table 2 shows the di!erences between hierarchical decomposition parsing that uses left factoring only and that uses binding and fence symbol preprocessing as well.
Our results show that speedup can be achieved for those expressions that contain some binding and fence symbols.
In order to show the potential for practical use with hierarchical decomposition parsing, we also tabulate the time taken for parsing di!erent sizes of expressions in di!erent domains. Our recognition system implemented in Prolog runs on a Sun SPARC 10 workstation. The timer starts when the list of objects is passed to the parsing procedure and ends when the "nal structure is returned. Table 3 summarizes the result.
Notice that the time required for recognizing the structures of some mathematical expressions of typical sizes Table 2 Di!erences between hierarchical decomposition parsing with and without the use of binding and fence symbol preprocessing ranges from 0.02 to 0.25 s. Nevertheless, the parser used is relatively simple. In fact, the whole parser has been listed in the previous section.
Conclusion
Pen-based computing o!ers us a natural human-computer interface, such as an on-line mathematical expression editor. Such an editor, however, cannot be put into practical use without a sophisticated mathematical expression recognition subsystem.
In this paper, we have proposed and demonstrated some methods for de"ning replacement rules in a clear and concise manner for parsing mathematical expressions. More importantly, it manages to o!er the much needed speed for practical use. In addition, the replacement rules are already in their executable form so that no exact programming is needed for implementing the rules.
Since our methods do not make use of stroke order information, they may also be used for o!-line mathematical expression recognition. However, some problems in mathematical expression recognition have not been addressed in this paper, including ambiguity resolution, error detection, and error correction. With a clear and concise formalism in the parsing phase, these issues will be relatively easy to tackle, using, for example, some error-correcting parsing techniques. Detail investigation of these issues will be provided in a separate paper.
Summary
In this paper, we propose to use de"nite clause grammar (DCG) as a formalism to de"ne a set of replacement rules for parsing mathematical expressions. With DCG, we are not only able to de"ne the replacement rules concisely, but their de"nitions are also in a readily executable form. However, a DCG parser is potentially ine$cient due to its frequent use of backtracking. Thus we propose some methods here to increase the e$ciency of the parsing process.
Some experiments are done on 60 commonly seen mathematical expressions that are in four domains, namely, elementary algebra, trigonometric functions, geometry and inde"nite integrals. The results show that the set of grammar rules we used plays an important role in terms of e$ciency. Parsing with rules which are not left-factored gives us an exponential running time with respect to the size of the expressions. However, with the left-factored version, the time taken is greatly reduced since all the intermediate results are fully utilized and there is much less repetitive construction of intermediate structures. In addition, we also show that our proposed methods can achieve quite satisfactory speedup, making mathematical expression recognition more feasible for real-world applications.
Since our methods do not make use of stroke order information, they may also be used for o!-line mathematical expression recognition. However, some problems in mathematical expression recognition have not been addressed in this paper, including ambiguity resolution, error detection, and error correction. With a clear and concise formalism in the parsing phase, these issues will be relatively easy to tackle and will be addressed in our future research.
