We investigate centrality properties and the existence of a finite confidence set for the root node in growing random tree models. We show that a continuous time branching processes called the Crump-Mode-Jagers (CMJ) branching process is well-suited to analyze such random trees, and establish centrality and root inference properties of sublinear preferential attachment trees. We show that with probability 1, there exists a persistent tree centroid; i.e., a vertex that remains the tree centroid after a finite amount of time. Furthermore, we show that the same centrality criterion produces a finite-sized 1 − ǫ confidence set for the root node, for any ǫ > 0.
Introduction
Recent years have seen an explosion of data sets possessing some form of underlying network structure [13, 5, 18, 28] . Various mathematical models have consequently been derived to imitate the behavior of real-world networks; desirable properties include degree distributions, connectivity, and clustering, to name a few. One popular probabilistic model is the Barabási-Albert model, also known as the (linear) preferential attachment model [4] . Nodes are added to the network one at a time, and each new node connects to a fixed number of existing nodes with probability proportional to degree. In addition to modeling a "rich get richer" phenomenon, the Barabási-Albert model gives rise to a scale-free graph, in which the degree distribution in the graph decays as an inverse polynomial power of the degree and the maximum degree scales as the square root of the size of the network. Such a property is readily observed in many network data sets [1] .
However, networks also exist in which the disparity between high-and low-degree nodes is not as severe. In the sublinear preferential attachment model, nodes are added sequentially with probability of attachment proportional to a fractional power of the degree. This leads to a stretched exponential degree distribution and a maximum degree that scales as a power of the logarithm of the number of nodes [24, 3] . Networks exhibiting such behavior include certain citation networks, Wikipedia edit networks, rating networks, and the Digg network [25] . The case when the probability of attachment is uniform over existing vertices is known as uniform attachment, and is used to model networks in which the preference given to older nodes is attributed only to birth order and not degree.
The iterative nature of the preferential attachment model generates interesting questions concerning phenomena that arise (and potentially vanish) as the network expands. Dereich and Mörters [11] established the emergence of a persistent hub-a vertex that remains the highestdegree node in the network after a finite amount of time-in a certain preferential attachment model where edges are added independently. Such a result was also shown to hold for the Barabási-Albert preferential attachment model in Galashin [16] . Motivated by the fact that persistent hubs do not exist in uniform attachment models, however, Jog and Loh [21] studied the problem of persistent centroids and established that the K most central nodes according to a notion of "balancedness centrality" always persist in preferential and uniform attachment trees.
Another related problem concerns identifying the oldest node(s) in a network. Shah and Zaman [30] first studied this problem in the context of a random growing tree formed by a diffusion spreading over a regular tree, and showed that the centroid of the diffusion tree agrees with the root node of the diffusion with strictly positive probability. Bubeck et al. [8] devised confidence set estimators for the first node in preferential and uniform attachment trees, in which the goal is to identify a set of nodes containing the oldest node with probability at least 1 − ǫ. They showed that when nodes are selected according to an appropriate measure of centrality, the required size of the confidence set is a function of ǫ that does not grow with the overall size of the network. These results were later extended to diffusions spreading over regular trees in Khim and Loh [23] . In addition to having obvious practical implications involving pinpointing the origin of a network based on observing a large graph, identifying and removing the oldest nodes may have desirable deleterious effects from the point of view of network robustness [14] .
The analysis of providing a finite confidence set [8, 23] , as well as establishing the persistence of a unique tree centroid [21] , crucially depended on the following property satisfied by linear preferential attachment, uniform attachment, and diffusions over regular trees: the "attraction function" relating the degree of a vertex to its probability of connection on each time step is linear. Bubeck et al. [8] posed an open question concerning the existence of finite-sized confidence sets in the case of sublinear or superlinear preferential attachment; Jog and Loh [21] likewise conjectured that a unique centroid should persist for a more general class of nonlinear attraction functions. However, the techniques in those papers do not readily extend to nonlinear settings. An approach to dealing with more complicated tree models in the context of diffusions was presented in Shah and Zaman [31], using a continuous time branching process known as the Bellman-Harris branching process. In this paper, we show that preferential attachment trees with nonlinear attraction functions may also be analyzed via continuous time branching processes. Our results rely on properties of the Crump-Mode-Jagers (CMJ) branching process [9, 10, 19] . Continuous time branching processes were previously leveraged by Bhamidi [6] and Rudas et al. [29] to establish properties regarding the degree distribution, maximum degree, height, and local structure of a large class of preferential attachment trees.
The main contributions of our paper are twofold: First, we derive the property of persistent centrality for sublinear preferential attachment trees, thereby addressing the conjecture of Jog and Loh [21] . Second, we affirmatively answer the open question of Bubeck et al. [8] by devising finite-sized confidence sets for the root node in sublinear preferential attachment trees. Since the theory of Pólya urns no longer applies, the proof details in our paper differ significantly from the analysis employed in previous works. The literature concerning CMJ branching processes is vast and unconsolidated, and another important technical contribution of our paper is to gather relevant results and show that they may be applied to study sublinear preferential attachment trees.
The remainder of the paper is organized as follows: In Section 2, we review CMJ branching processes and show how to embed a preferential attachment tree in a CMJ process. We also verify that the CMJ processes corresponding to certain sublinear preferential attachment trees enjoy useful convergence properties. In Section 3, we establish the persistence property of a unique centroid in sublinear preferential attachment trees. In Section 4, we prove that the confidence set construction via the same centrality measure leads to finite-sized confidence sets for the root node. Finally, we conclude the paper with a discussion of open problems in Section 5. Detailed technical proofs are contained in the supplementary appendices.
Notation: We use V (T ) to denote the set of vertices of a tree T , and use Max-Deg(T ) to denote the maximum degree of the vertices in T . For u ∈ V (T ), we write (T, u) to denote the corresponding rooted tree, which is a tree with directed edges emanating from u. We write (T, u) v↓ to denote the (directed) subtree starting from v. Finally, we write Out-Deg(v) to denote the number of children of vertex v in the rooted tree.
Preliminaries
In this section, we review properties of the CMJ branching process and use the properties to derive results concerning sublinear preferential attachment trees. The CMJ branching process is a general age-dependent continuous time branching process model introduced by Crump, Mode, and Jagers [9, 10, 19] . It begins with a single individual, known as the ancestor, at time t = 0. An individual x may give birth multiple times throughout its lifetime, and the times at which it produces offspring are given by a point process ξ on R + . The defining property of branching processes is that individuals behave in an i.i.d. manner; i.e., every individual starts its own independent point process of births from the moment it is born until the time it dies. The resulting branching process is said to be driven by ξ. Many common branching processes are special cases of a CMJ process with an appropriate point process and lifetime random variable: If individuals have random lifetimes and give birth to a random number of children at the moment of their death, the resulting branching process is the Bellman-Harris process. If the lifetimes of individuals are also constant (usually taken to be 1), the resulting process is known as the Galton-Watson process [2, 17] .
Definition 1 (Random preferential attachment tree with attraction function f ). A sequence of random trees {T n } is generated as follows: At time n = 1, the tree T 1 consists of a single vertex v 1 . At time n + 1, a new vertex v n+1 is added to T n via a directed edge from a vertex v i to v n+1 , where v i is chosen with probability proportional to f (Out-Deg(v i )) and Out-Deg(v i ) is computed with respect to the tree T n .
Thus, the linear preferential attachment tree corresponds to the attraction function f (i) = i+1, 1 and the uniform attachment tree corresponds to the constant function f ≡ 1. If f (i) = (i + 1) α , for some 0 < α < 1, we call the random growing tree a sublinear preferential attachment tree.
We now define the point process ξ associated with the attraction function f :
Definition 2 (Point process associated to f ). Given an attraction function f , the associated point process ξ on R + is a pure-birth Markov process with f as its rate function:
with the initial condition ξ(0) = 0.
Note that we do not need to normalize the rate of this Markov process: Consider a CMJ process driven by the point process ξ as above, in which individuals never die. Suppose that at some time t 0 , the branching process consists of n individuals {v 1 , . . . , v n }, where the number of children of node v i is denoted by d i . In the discrete time tree-evolution, the next vertex v n+1 attaches to vertex v i with probability
In the continuous time process, the new vertex "attaches to v i " if and only if node i has a child before any of the other nodes. This child is then v n+1 . Using properties of the exponential distribution, we may check that this happens with probability
, which is exactly that same as that in the discrete time tree-evolution. Thus, if we look at the CMJ branching process at the stopping times {t n } when successive vertices are born, the resulting trees evolve in the same way as in the discrete time model described in Definition 1.
Definition 3 (Malthusian parameter). For a point process ξ on R + , let µ(t) = E[ξ(0, t]] denote the mean intensity measure. The point process ξ is a Malthusian process if there exists a parameter θ > 0 such that
The constant θ is called the Malthusian parameter of the point process ξ. (a) ξ(0) = 0, and
The mean intensity measure for the Yule process µ(t) = e t − 1, and the Malthusian parameter is equal to 2.
Example 2. For the uniform attachment tree with f ≡ 1, the associated point process ξ is the Poisson point process with rate 1. The mean intensity measure is µ(t) = t, and the Malthusian parameter is equal to 1.
The Malthusian parameter of a point process plays a critical role in the theory of branching processes. It accurately characterizes the growth rate of the population generated by the CMJ branching process driven by the point process, as follows: If the population at time t is given by Z t , the random variable e −θt Z t converges to a nondegenerate random variable W . Various assumptions on the point process lead to different types of convergence results, such as convergence in distribution, in probability, almost surely, in L 1 , or in L 2 [9, 10, 12, 27] . As derived in Lemma 8 in Appendix A, the Malthusian parameter for a sublinear preferential attachment process always exists and lies between the values corresponding to linear preferential attachment and uniform attachment trees described in Examples 1 and 2.
Our results will rely heavily on the following theorem: Theorem 1. Let ξ be the point process corresponding to a sublinear attraction function f . The CMJ branching process Z t driven by ξ describing the growing random tree satisfies
where W is an absolutely or singular continuous random variable supported on all of R + , satisfying W > 0, almost surely.
The proof of Theorem 1, which is contained in Appendix A, is established by showing that the technical conditions required for certain theorems about CMJ processes [27, 20, 7] are satisfied by the point process ξ.
Persistence of centrality
We now turn to our first main result, which establishes the existence of a single persistent centroid in sublinear preferential attachment trees. We begin by introducing some notation and basic terminology.
Consider the function ψ T : V (T ) → N defined by
Thus, ψ T (u) is the size of the largest subtree of the rooted tree (T, u), and measures the level of "balancedness" of the tree with respect to vertex u. We make the following definition:
Note that although we have defined the centroid with respect to the criterion ψ T , numerous equivalent characterizations of tree centroids exist [22, 18, 35, 32, 33, 26] . Furthermore, a tree may have more than one centroid (although by Lemma 10 in Appendix B, there can be at most one more, in which case the two centroids are neighbors). For any two nodes u and v, if ψ T (u) ≤ ψ T (v), we say that u is at least as central as v. Finally, we define the notion of persistence:
is a persistent centroid for the sequence of growing trees {T n } n≥1 if there exists N such that v * is a centroid of T n for all n ≥ N .
We have the following theorem: Theorem 2 extends the persistence of centroid results obtained in Jog and Loh [21] , where persistence was established for the special cases α = 0 and α = 1. For a subtree T , define the attractiveness of T as the sum of the attraction functions evaluated at each vertex of T . In the case of uniform attachment, the attractiveness of T is simply |T |, whereas for linear preferential attachment, it is the sum of the degrees of the vertices, which is 2|T | − 1. The linearity of attractiveness in |T | was a key ingredient used by Jog and Loh [21] to obtain sharp bounds on the diagonal crossing probability of certain random walks. When α ∈ (0, 1), however, the attractiveness of T is no longer a function of |T | alone, and the methods employed in Jog and Loh [21] no longer apply. In the present paper, we leverage a continuous time embedding and results on convergence of CMJ processes to prove the desired results.
Proof of Theorem 2. The key steps are as follows:
(i) Show that the number of vertices that ever become the tree centroid is finite.
(ii) Show that among this finite set of vertices, a unique persistent centroid emerges.
We begin with some notation. For a tree T n on n vertices, let C(T n ) denote the set of centroids of T n , and define
. Hence, C tot consists of vertices that are centroids at any point in time. The following lemma furnishes the result in step (i):
Lemma 1 (Proof in Appendix C.2). Let {T n } be a sequence of random trees growing according to a sublinear preferential attachment process. Then |C tot | < ∞, with probability 1. We provide a high-level description of the proof. If the centroid of T n is v * (n), we establish that v * (n) always remains more central than v n+1 with probability at least 1− C n 2 , so P(v n+1 ∈ C tot ) ≤ C n 2 , allowing us to apply the Borel-Cantelli lemma to ensure the finiteness of C tot . Using the proof strategy in Jog and Loh [21] , the vertex v * (n) remains more central than v n+1 if and only if for all times u ≥ n + 1, the subtree A u := (T u , v * (n)) v n+1 ↓ is always smaller than the subtree B u := (T u , v n+1 ) v * (n)↓ . At time u = n + 1, we have |B u | ≥ n 2 and |A u | = 1. Transitioning to continuous time, we observe that |B t | dominates a sum of n 2 i.i.d. CMJ processes initiated from a single vertex, whereas |A t | is simply a CMJ process initiated from a single vertex. Thus, the probability of |A t | ever being equal to |B t | is upper-bounded by the probability that S(t) := n/2 i=1 X i (t) equals Y (t) at some time t ≥ 0, where X 1 , . . . , X n/2 , Y (t) are i.i.d. CMJ processes. By Theorem 1, there exist i.i.d. random variables W 0 , . . . , W n/2 such that X i (t) ≈ e θt W i and Y (t) ≈ e θt W 0 . The positivity of W i and finiteness of second moments then allow us to apply a Hoeffding argument to obtain P
n 2 . However, we need to upper-bound the probability that Y (t) ever becomes as large as S(t). Although we relegate the details to Appendix C.1, we establish a similar bound by following a neat approach in Wallstrom [34] used to find the exact probability of ever getting an equal number of white and black balls in a Pólya urn.
For step (ii), we show that the elements in C tot cannot keep replacing each another as centroids, implying the existence of a unique persistent centroid. For any two vertices u and v, let
We then have the following result:
Lemma 2 (Proof in Appendix C.3). For any two distinct vertices u and v, we have |D ψ (u, v)| < ∞, with probability 1.
We provide a brief proof sketch. It is enough to show that almost surely, the sizes of the trees (T n , u) v↓ and (T n , v) u↓ do not become equal infinitely often. Transitioning into continuous time and using Theorem 1, there exist random variables W 1 and W 2 such that |(T t , u) v↓ | ≈ e θt W 1 and |(T t , v) u↓ | ≈ e θt W 2 . The continuity of W 1 and W 2 may then be used to show that W 1 = W 2 with probability 0, so either W 1 > W 2 or W 1 < W 2 . In both cases, one of the trees becomes larger and stays larger than the other tree after some finite time. This establishes that either u or v becomes more central than the other after a finite amount of time.
Combining Lemmas 1 and 2 produces the desired result.
In fact, Theorem 2 may be extended to show that the set of top K most central vertices also persists, with probability 1. This is summarized in the following theorem:
denote the K nodes of T n with smallest values of ψ Tn (with ties broken arbitrarily). With probability 1, there exists N K and a set of K distinct vertices
Proof. The argument closely parallels that of proof of Theorem 2 Jog and Loh [21] . We refer the reader to our earlier paper, noting that the argument only requires properties of absolute or singular continuity of the appropriately normalized subtree sizes, which are provided by Theorem 1.
Finite confidence set for the root
The problem of finding a confidence set for the root node in the case of linear preferential and uniform attachment trees was studied by Bubeck et al. [8] . One proposed method for constructing a confidence set that contains the root node with probability 1 − ǫ is as follows:
1. Given a sequence of random trees {T n }, order the vertices according to the balancedness function ψ Tn .
2. Select the K vertices with the smallest values of ψ Tn , for a proper value of K = K(ǫ).
The above method was shown to produce finite-sized confidence sets in Bubeck et al. [8] , and the analysis was later extended to diffusions over regular trees [23] . In fact, the continuous time analysis of sublinear preferential attachment trees also furnishes a method for bounding the required size of a confidence set for the root node. Following the notation of Bubeck et al. [8] , we use H K ψ (T n ) to denote the set of K vertices chosen according to the method described above, and drop the argument T n when the context is unambiguous. Our main result shows that the same estimator produces finite-sized confidence sets for sublinear preferential attachment trees:
Proof of Theorem 4. We follow the approach of Bubeck et al. [8] . For 1 ≤ i ≤ k, let T n i,k denote the tree containing vertex v i in the forest obtained from T n by removing all edges between nodes {v 1 , . . . , v k }. Observe that
for δ > 0 to be chosen later.
Lemma 3 (Proof in Appendix D.1). There exists δ 0 > 0 such that
The proof of the above lemma is simple and follows by an argument similar to that in Bubeck et al. [8] . The analysis of the second term in inequality (2) is more technical:
A brief proof sketch is as follows. For any i > K, note that ψ(v i ) ≥ min 1≤k≤K K j=1,j =k |T n j,K |. Hence, the desired expression may be bounded by
This final term may be bounded from above by observing that (i) the growth rate of |T n k,K | is larger for a large degree of v k in T K ; and (ii) the maximum degree of T K is roughly (log K) 1/(1−α) , which is not sufficient to increase the growth of |T n k,K | so as to compete with the sum of K − 1 trees given by K j=1,j =k |T n j,K |, when K is sufficiently large.
Combining the bounds of Lemmas 3 and Lemma 4 and substituting back into inequality (2) completes the proof.
Note that the result of Theorem 3, combined with Theorem 4, shows that the confidence sets constructed for the root node according to ψ will stabilize, almost surely, after a finite amount of time. This is useful for practical purposes, although our proof technique does not provide bounds on the amount of time required for a confidence set of size K(ǫ) to persist.
Discussion
Although we have concentrated on a specific class of preferential attachment growth models, it is likely that the tools explored in this paper are applicable to a broader class of attraction functions. A natural next step would be to explore centrality in preferential attachment trees with arbitrary concave attraction functions-we suspect that such an extension should not be too difficult. Further note that the results in this paper are weaker than those obtained for linear preferential and uniform attachment trees in Bubeck et al. [8] and Jog and Loh [21] , since we have not provided bounds on the size of a confidence set for the root node, or the size of the hub around v 1 that will ensure its persistent centrality. The main hurdle in establishing such bounds is the lack of concrete information about the limiting random variable W in a CMJ process. Although obtaining the exact distribution of W seems too optimistic, it may be possible to obtain bounds on moments or tail probabilities, which could be used to obtain bounds on hub sizes or confidence sets. Our results in this paper also strengthen the belief that the age of a node and its centrality are strongly related in growing random trees, implying that it is extremely difficult for a vertex to hide its age. Fanti et al. [15] explored the problem of how to create a diffusion process over a regular tree in order to obfuscate the oldest node, and it would be very interesting to see if classes of attraction functions exist that cause the tree to grow in such a way that the best confidence set for the root node does not remain finite as the tree grows.
[25] J. Kunegis 
A Results on CMJ processes
In this Appendix, we review properties of CMJ processes and verify that the CMJ process corresponding to a sublinear preferential attachment tree enjoys certain convergence properties.
A.1 Preliminary results
We begin by stating several results that will be crucial for our purposes. For a more detailed discussion of such results, see the survey paper by Jager and Nerman [20] . 
If the condition Var(ξ(θ)) < ∞ (⋆)
is satisfied, then we have the convergence Although not much is known about the exact distribution of W in the case of a general CMJ process, the following useful properties have been established: Lemma 7 (Theorem 1 from Biggins and Grey [7] 
A.2 Sublinear preferential attachment
We now specialize our discussion to sublinear preferential attachment processes.
Lemma 8. The Malthusian parameter θ for a sublinear preferential process always exists and satisfies 1 < θ < 2.
Proof. A stronger version of this lemma may be found in Lemma 44 of Bhamidi [6] . Let ξ be the point process associated with a sublinear preferential attachment function f with mean intensity µ(t). Let µ U A (t) and µ P A (t) be the mean intensities of the standard Yule process and the Poisson process with rate 1, respectively. Clearly, the mean intensity functions satisfy
Let X θ be an exponential random variable with rate θ, independent of ξ. Note that the integral
is monotonically decreasing in θ. At θ = 1, using the fact that µ U A (t) < µ(t), we have 1 < E[ξ(X 1 )]. Similarly, at θ = 2, we may use the fact that µ(t) < µ P A (t) to obtain E[ξ(X 2 )] < 1. By monotonicity, the value of E[ξ(X θ )] must therefore equal 1 at some 1 < θ < 2.
Lemma 9. The point process ξ corresponding to a sublinear attraction function f satisfies conditions (⋆) and (⋆⋆).
Proof. We first show that condition (⋆) is satisfied by following an approach used in Bhamidi [6] . For 0 < α < 1, let f (i) = i α be a sublinear attraction function and let ξ be the associated point process with Malthusian parameter θ, existing by Lemma 8. Let X θ be an exponential random variable with rate θ, independent of ξ. Defining the random function
we have by Fubini's theorem that
where inequality (a) follows from Jensen's inequality. Thus, it is enough to derive the bound E ξ(0, X θ ] 2 < ∞. Note that it is possible to find the exact distribution of the random variable ξ(0, X θ ], as follows: The time of the k th arrival in the point process ξ may be written as − 1) ) and the Y i 's are independent. Hence,
The probability mass function of ξ(0, X θ ] is thus given by
It is now easy to check that E ξ(0, X θ ] 2 < ∞. Finally, we show that condition (⋆⋆) holds. Letθ be such that 1 <θ < θ. Note that such aθ exists by Lemma 8. Let µ P A be the mean intensity measure associated with the linear preferential attachment process. Then
where equality (a) holds because µ P A (t) = e t − 1.
A.3 Proof of Theorem 1
Having verified the conditions (⋆) and (⋆⋆) via Lemma 9, we obtain the L 2 and almost sure convergence by applying Lemmas 5 and 6, respectively. The absolute or singular continuity of the limit random variable follows from Lemma 7.
B Useful results on trees
In this Appendix, we collect three key lemmas concerning trees and tree centroids that we use in our proofs.
Lemma 10 (Lemma 2.1 from Jog and Loh [21] ). For a tree T on n vertices, the following statements hold:
(ii) T can have at most two centroids.
(iii) If u * and v * are two centroids, then u * and v * are adjacent vertices. Furthermore,
Lemma 11 (Lemma 2.2 from Jog and Loh [21] ). Consider a sequence of growing trees {T n } n≥1 , with vertices labeled in order of appearance, so V (T n ) = {v 1 , v 2 , . . . , v n }. Let v * (n) be a centroid of T n , and let n > 2. If at some time N > n, the node v n+1 becomes at least as central as v * (n); i.e., if
then for some n + 1 ≤ M ≤ N , we must have
and
Lemma 12 (Lemma 2.3 from Jog and Loh [21] ). Let {T n } n≥1 be a sequence of growing trees, with V (T n ) = {v 1 , . . . , v n }. At time n + 1, we have the inequality
C Supporting proofs for Theorem 2
In this Appendix, we provide proofs of the lemmas used to derive Theorem 2.
C.1 Key technical lemmas
We begin by deriving several technical lemmas, allowing us to compare the evolution of independent sublinear preferential attachment processes.
for some constant C depending only on the distribution of Z.
Proof.
for suitable constants C 1 and C 2 , where the last inequality follows from Hoeffding's inequality. Let
Note that by Markov's inequality, we have the bound
for a suitable constant C 3 . Since P(E 1 ) decays exponentially in n by inequality (5), we may find another constant C 4 such that
as claimed.
The following lemma compares the evolution of a sublinear preferential attachment process initiated from a tree with n vertices, as described in the remark following Lemma 7, with the evolution of 2n decoupled sublinear preferential attachment processes seeded from single vertices. In particular, the aggregate population of the latter process stochastically dominates the former. 
Proof. We first consider the process Z(t). Let H i (t) denote the number of vertices born by time t that have v i as the nearest ancestor in V (T ). Thus, H i (t) consists v i and all descendants of v i , and it is easy to see that
We will show that for each i and each t > 0, the random variable H i (t) is stochastically dominated by To simplify notation, we consider a generic vertex v with Out-Deg(v) = d, and a tree H(t). We compare its growth with the sum of d + 1 i.i.d. CMJ processes starting from the isolated vertices {u 1 , . . . , u d+1 }. Let C v (t) denote the number of children of v at time t, and let C i (t) denote the number of children of u i at time t. Let C u (t) = d+1 i=1 C i (t). Note that C v (t) is simply a Markov process, given by
Unlike C v , the process C u is not Markov. However, for any (r 1 , . . . , r d+1 ) such that d+1 i=1 r i = k, we may write
α .
Since α < 1, we see that no matter what the r i 's are, we must have
Thus, the process C 2 (t) stochastically dominates C 1 (t). Since the children in each process behave identically; i.e., they reproduce according to ξ, and so do their descendants, we can couple the processes in a straightforward way to conclude that the sum of d + 1 independent CMJ processes stochastically dominates H(t).
Finally, we have a lemma showing that the probability that one sublinear preferential attachment process ever catches up with the total population of n independent copies of the process decays quadratically in n. 
for some constant C depending only on ξ.
Proof. Let τ be the random time when the population of Y (t) becomes equal to that of n i=1 X i (t). We will show that P(τ < ∞) < C n 2 . Using the almost sure convergence result in Theorem 1, we have
where {W i } n i=1 and W Y are the limiting random variables satisfying the properties of continuity and support from Lemma 7. Then the random variable U also has no atoms, and the two events {U < 1} and {U > 1} partition the probability space. We break the event {τ < ∞} into two parts: {τ < ∞} ∩ {U < 1} and {τ < ∞} ∩ {U > 1}.
Since
the following inclusion clearly holds:
implying that {τ < ∞} ∩ {U > 1} = {U > 1}. Furthermore, by Lemma 13, we have
for some constant C depending on the distribution of the W i 's. We will show that
for some constant C 1 , which implies the desired result. Note that this is the same as proving that
for some constant 0 < C 2 < 1, since the statement (6) is equivalent to
which is in turn equivalent to
Hence, if inequality (7) holds, taking
− 1 yields the desired result. Define the random variable S as
so S is the size of the population when the two processes first equalize. The value of S is taken to be infinity on the event {τ = ∞}. On the event {τ < ∞}, we also have {S < ∞} almost surely. Thus, we may choose a large enough constant M such that
In particular, this implies that
Now consider the probability
On the event {S ≤ M }, at time τ , we have a sublinear preferential attachment tree T Y with at most M nodes associated with the process Y , whereas the union of the preferential attachment trees T i corresponding to the processes X i leads to a forest with total number of nodes equal to |T Y |.
We now replace n i=1 T i by 2M i.i.d. CMJ processes starting from a single node. We also replace T Y by a single vertex, and start the process after time τ in the new states. Note that by Lemma 14, the combined population of the 2M i.i.d. CMJ processes stochastically dominates n i=1 X i (t) for all times t > τ . Similarly, the population of Y (t) for t > τ stochastically dominates that of a CMJ process initiated from a single vertex. If W 1 , . . . , W 2M , and W Y are i.i.d. random variables corresponding to the limit random variables for a sublinear preferential attachment process starting from a single vertex, we may conclude that
where we may choose
is an absolutely or singular continuous random variable supported on all of R, so it takes positive values with a strictly nonzero probability. Then
where we have used inequality (8) in the last inequality. This completes the proof.
C.2 Proof of Lemma 1
We show that any node joining the tree sufficiently late has a very small chance of ever becoming a centroid. Consider the node v n+1 which joins the tree at time n + 1, and let F n denote the event that v n+1 ever becomes a centroid. Using the notation of Lemma 11, let E n denote the event that v n+1 becomes at least as central as a centroid v * (n) of T n at some future point. Clearly, F n ⊆ E n . We will show that only a finite number of the events E n occur, almost surely, ensuring that only a finite number of the events F n occur, as well. By Lemma 11, the event E n occurs if and only if there exists M ≥ n + 1 such that
To simplify notation, we define A u := (T u , v * (n)) v n+1 ↓ and B u := (T u , v n+1 ) v * (n)↓ , for u ≥ n + 1. Lemma 12 implies that at time u = n + 1, the number of vertices in B u is at least n 2 . Thus, B u has a large lead over A u , which has only one vertex. At time n + 1, we pause the process in discrete time and restart it in continuous time with state at t = 0 being the state at the (discrete) time n + 1. Observe that if at time M ≥ n + 1, the discrete time trees satisfy |A M | = |B M |, then there must also be a time τ > 0 when the continuous time trees satisfy |A τ | = |B τ |.
Note that the population |A t | is simply a sublinear preferential attachment process started from a single vertex, which we denote by Y (t). The population |B t | stochastically dominates the sum of n 2 independent sublinear preferential attachment processes starting from a single vertex, which we subsequently denote by X 1 (t), . . . , X n/2 (t). Thus, the probability of {τ < ∞} is upper-bounded by the probability that Y (t) becomes at least as large as n/2 i=1 X i (t), for some t > 0. Using Lemma 15, we conclude that the probability of {τ < ∞} is upper-bounded by C n 2 , for some constant C. Since 1 n 2 is a convergent sequence, the Borel-Cantelli lemma implies that with probability 1, only finitely many events E n may occur. This concludes the proof.
C.3 Proof of Lemma 2
By Lemma 11, it suffices to show that with probability 1, the equality
can happen for only finitely many n. Observe that we have the a.s. convergence result
for absolutely or singular continuous random variables W u and W v . Note that if for a particular ω ∈ Ω describing the tree evolution, if
Wv(ω) = c = 1, then the almost sure convergence implies that the ratio |(Tn,v) u↓ | |(Tn,u) v↓ | can equal 1 only finitely often, since it tends to c = 1. Thus, the only case to consider is c = 1. However, since W u − W v cannot have point masses, we have
concluding the proof.
D Supporting proofs for Theorem 4
In this Appendix, we provide proofs of the lemmas used to derive Theorem 4.
D.1 Proof of Lemma 3
First note that we clearly have ψ(v 1 ) ≤ max |T n 1,2 |, |T n 2,2 | and n = |T n 1,2 | + |T n 2,2 |. Thus,
where the last equality follows because |T n 1,2 | and |T n 2,2 | are clearly i.i.d. Consider the continuous time versions of the growing tree processes, and let θ be the Malthusian parameter of the point process associated with T t 1,2 . Then Substituting back into inequality (9), we obtain the desired bound.
D.2 Proof of Lemma 4
For any i > K, note that
Hence,
We can break up the right-hand expression as follows. From Theorem 22 in Bhamidi [6] , the maximum degree of a sublinear preferential attachment model with attraction function f (i) = (i + 1) α scales as (log n) Therefore, we may choose N large enough such that P Max-Deg(T n ) > (log n)
, for all n ≥ N.
We now pick a value K > N , and define the event
The right-hand side of inequality (10) may be bounded by
Now fix k = 1, and consider the probability
Since the degree of v 1 is at most (log K) 1 1−α M , we may bound the above probability via stochastic domination, as follows: At time n = K, replace v 1 by ⌈(log K) 
where U i andŨ are i.i.d. distributed according to
i . Using Lemma 13, this probability is bounded by
Note that C 1 is a constant that depends on ǫ, δ 0 , M , and the distribution of W i . Since such an inequality holds for all values 1 ≤ k ≤ K, substituting back into inequality (10) and applying a union bound yields lim sup
We now choose K sufficiently large so that
, establishing the desired inequality.
