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Abstract
In recent years a remarkable progress was made in the construc-
tion of spatial cloaks using the methods of transformation optics and
metamaterials.
The temporal cloaking, i.e. the cloaking of an event in spacetime,
was also widely studied by using transformations on spacetime do-
mains.
We propose a simple and general method for the construction of
temporal cloaking using the change of time variable only.
1 Introduction
The transformation optics approach, combined with the use of metamaterials,
leads to a remarkable progress in the construction of spatial cloaking devices
and other problems (cf. J.B. Pendry et al [15], U. Leonhardt [12] and others,
see also [1], [16]). The mathematical analysis of the spatial cloaking was done
by A. Greenleaf, Y. Kurylev, M. Lassas, and G. Uhlmann [4], [5], [6], [7] (see
also [13]).
The temporal cloaking uses the transformation of variables in spacetime.
The important works on the temporal cloaking were done by physicists (cf.
McCall, Kinsler et al [8], [10], [11], [14], M. Fridman [3] and others).
In the above works mostly the cloaking in one direction was studied, i.e.
no complete cloaking in n ≥ 2 dimensions was achieved.
Our approach to the temporal cloaking is based on a completely new idea
consisting of the change of the time variable only. This way we get a perfect
cloaking region.
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To preserve the hyperbolicity of the wave equation after the change of
time variable one needs to restrict the size of the cloaked region depending
on the wave speed: The size of the cloaking region is decreasing when the
speed is increasing. Thus our approach is better when the speed is not too
large as in the case of the acoustic equations and the equations of linear
elasticity but for the optics problems the cloaked region is too small.
Now we shall briefly describe the content of the paper.
In §2 we apply our method to the initial boundary value problem for the
classical wave equation.
In §3 we give a physical interpretation of the results of §2.
Then in §4 we extend the results of §2 to the cases of more general equa-
tions.
2 The main result
Let D be a bounded domain in Rn. Consider the initial-boundary value
problem:
Lu(x0, x)
def
=
∂2u(x0, x)
∂x20
− a2
n∑
k=1
∂2u(x0, x)
∂x2k
= 0, (x0, x) ∈ R×D,(2.1)
u = 0 for x0 ≪ 0, x ∈ D,(2.2)
u
∣∣
R×∂D
= f,(2.3)
where x = (x1, ..., , xn), a is a wave speed, f has a compact support in R×∂D.
Make a change of variables in R×D
(2.4) y0 = ϕ0(x0, x), y = x.
Let L˜v(y0, y) = 0 be the equation (2.1) in (y0, y)-coordinates, where
v(y0, y) = u(x0, x), (y0, y) and (x0, x) are related by (2.4). In particular
case when
ϕ0(x0, x) = x0 + c(x),
we have
∂u
∂xj
=
∂v
∂yj
+ cyj (y)
∂v(y0, y)
∂y0
,
∂u
∂x0
=
∂v
∂y0
2
and the equation L˜v(y0, y) = 0 has the following form
(2.5)
∂2v
∂y20
− a2
n∑
j=1
( ∂
∂yj
+ cyj(y)
∂
∂y0
)( ∂
∂yj
+ cyj (y)
∂
∂y0
)
v = 0.
The symbol of (2.5) is
p(y, η) = η20 − a
2
n∑
j=1
(ηj + cyj(y)η0)
2
or
p(y, η) =
(
1− a2
n∑
j=1
c2yj
)
η20 − 2a
2
n∑
j=1
a2cyjη0ηj − a
2
n∑
j=1
η2j .
It is strictly hyperbolic with respect to y0 (cf. [9], §23.2, or [2], §48) if
(2.6) 1− a2
n∑
j=1
c2yj > 0.
Indeed, p(y, η0, η) = 0 has two distinct real roots
(2.7) η0 =
a2 cy · η ±
√
a4(cy · η)2 + (1− a2|cy|2)a2|η|2
1− a2|cy|2
,
when (2.6) holds. Here cy · η =
∑n
j=1 cyjηj . Note that when n ≥ 2 and
cy · η = 0, the roots in (2.7) will be not real when 1 − a
2|cy|
2 < 0, i.e. (2.5)
is not strictly hyperbolic when (2.6) is not satisfied.
Thus the initial boundary value problems are well-posed when (2.6) holds.
We specify that
ϕ0(x0, x) = x0 + c(x) for x0 ≥ 0,(2.8)
ϕ0(x0, x) = x0 for x0 < 0,(2.9)
where
(2.10) c(x) = c0χ(x), c0 > 0,
χ(x) ∈ C∞0 (R
n), χ(x) = 0 for |x| > c1, χ(x) = 1 for |x| <
c1
2
, 0 < χ(x) < 1
for c1
2
< |x| < c1, the ball |x| ≤ c1 is inside D. Therefore y0 = ϕ0(x0, x) is
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strictly increasing in x0 ∈ R and has a jump ϕ0(+0, x)−ϕ0(−0, x) = c(x) at
x0 = 0.
Denote by Y + and Y − the sets {y0 ≥ c(y), y ∈ R
n} and {y0 < 0, y ∈ R
n},
respectively.
Let
(2.11) Y0 = {(y0, y) : 0 < y0 < c(y), |y| < c1}.
Note that
(2.12) Y + ∪ Y
−
= Rn+1 \ Y0,
and y0 = ϕ(x0, x), y = x maps R× R
n onto Y − ∪ Y +.
Consider the equation
(2.13) L˜−v−(y0, y) = 0 in Y
− ∩ (R×D),
whereL˜− = L, y0 = x0 < 0 with the initial condition
(2.14) v− = 0 for y0 ≪ 0, y ∈ D,
and the boundary condition
(2.15) v− = f on (R× ∂D) ∩ Y −.
This problem is well-posed and has a unique smooth solution v−(y0, y). Now
consider the initial-boundary value problem for
(2.16) L˜+v+(y0, y) = 0 in Y
+ ∩ (R×D),
corresponding to the change of variable y0 = ϕ0(x0, x) = x0 + c(x), x0 > 0,
with the boundary condition
(2.17) v+ = f on (R× ∂D) ∩ Y +,
and the initial conditions
(2.18) v+
∣∣∣
∂Y +∩(R×D)
= v−
∣∣∣
∂Y −∩(R×D)
,
∂v+
∂y0
∣∣∣
∂Y +∩(R×D)
=
∂v−
∂y0
∣∣∣
∂Y −∩(R×D)
.
Note that we assume that v−
∣∣
∂Y −∩D
and ∂v
−
∂y0
∣∣
∂Y −∩D
are already known.
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This initial-boundary value problem also has a unique smooth solution
when (2.6) holds. Therefore we can determine a function v(y0, y) such that
v = v+ in Y + ∩ (R×D), v = v− in Y − ∩ (R×D), L˜+v+ = 0 in Y + ∩ R×
D, L˜−v− = 0 in Y − ∩ (R×D), v = v− = 0 for y0 ≪ 0, y ∈ D, v
∣∣∣
R×∂D
= f
and v+ and v− satisfy the conditions (2.18).
Once v(y0, y) is given we determine u
+(x0, x) for x0 > 0, such that
u+(x0, x) = v
+(y0, y), where x0 = y0 − c(y), x = y, (y0, y) ∈ Y
+. Analo-
gously, u−(x0, x) = v
−(y0, y), where x0 = y0, x = y, (y0, y) ∈ Y
−.
Then u+(x0, x) and u
−(x0, x) satisfy the wave equation (2.1) for x0 > 0
and x0 < 0, respectively. Since the conditions (2.18) are satisfied, we have
that
lim
x→0
x0<0
u−(x0, x) = lim
x0→0
x0>0
u+(x0, x)(2.19)
lim
x→0
x0<0
∂u−(x0, x)
∂x0
= lim
x→0
x0>0
∂u+
∂x0
(x0, x)
Therefore u(x0, x) = u
+(x0, x) for x0 > 0 and u(x0, x) = u
−(x0, x) for x0 < 0
satisfied (2.1) in R×D and also satisfies the initial and boundary conditions
(2.2), (2.3).
Since c(x) = 0 in D \ B, where B = {x : |x| < c1} we have that x0 =
y0, x = y in R× (D \B). Thus
(2.20) u(x0, x) = v(x0, x) in R× (D \B).
Therefore the boundary data of u(x0, x) and v(y0, y) on R × ∂D are the
same. This implies that one can not distinguish between u(x0, x) in R× D
and v(y0, y) in (R×D)∩(Y
+∪Y −) using the boundary measurements. Since
the domain Y0 is outside of Y
+ ∪ Y
−
, Y0 is a temporal cloaking domain and
the observer on R× ∂D does not suspect its existence.
Remark 2.1 Note that the change of variables (2.6) is not singular as it
happens in the case of a spatial cloaking domain.
Summarizing the results of this section we get the following theorem:
Theorem 2.1. Let domains Y0, Y
+, Y − be the same as in (2.11), (2.12)
and let operators L˜− and L˜+ be the same as in (2.13) and (2.16). Let the
condition (2.6) holds. Consider the solution v−(y0, y) of the initial-boundary
value problem (2.13), (2.14), (2.15) in Y − ∩ (R×D).
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Let v+(y0, y) be the solution in Y
+∩ (R×D) of the initial-boundary value
problem (2.16), (2.17), (2.18).
Let v(y0, y) = v
−(y0, y) for y0 ≤ 0, v(y0, y) = v
+(y0, y) for y0 ≥ c(y), i.e.
v(y0, y) is the solution in Y
+
∪ Y − = (Rn ×D) \ Y0.
Let u+(x0, x) = v
+(y0, y) for x0 > 0, where x = y, x0 = y0 − c(y) and let
u−(x0, x) = v
−(y0, y) for x0 < 0 where x = y, x0 = y0. It follows from (2.18)
that u(x0, x) = u
+(x0, x) for x0 > 0, u(x0, x) = u
−(x0, x) for x0 < 0 extends
to a smooth function in R×D that satisfies (2.1), (2.2), (2.3). The boundary
measurements of v(y0, y) defined in (R×D)\Y0 and u(x0, x) defined in R×D
are equal.
Thus Y0 is a perfect temporal cloak.
Y0
Y +
Y −
y0
y
Fig. 1. Domain Y0 is a temporal cloaked region.
3 Physical interpretation of Theorem 2.1
Assume, for the definiteness, that (2.1) describes the vibration of a membrane
where a =
√
T
ρ
is the speed, T is the tension and ρ is the density. Let
v−(y0, y) be the solution of (2.1), (2.2), (2.3) for y0 ≤ 0. We shall call
V −(y0, y) the physical solution of (2.1) (to distinguish from the numerical
solution v−(y0, y)), i.e. V
−(y0, y) is the actual vibrating membrane where
V −(y0, y) is the position of the membrane at point y and at time y0 ≤ 0.
Consider now the equation L˜+v+(y0, y) = 0 in Y
+ with the boundary
condition (2.3) and the initial conditions (2.18). Denote by w(x0, x1) the
function v+(y0 − c(y), y) where x0 = y0 − c(y) ≥ 0, y = x. Function w(x0, x)
is the solution of (2.1) for x0 ∈ [0,+∞) with the boundary condition (2.3)
and the initial conditions
(3.1) w(0, x) = v−(0, x),
∂w(0, x)
∂x0
=
∂v−(0, x)
∂x0
,
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(cf. (2.18)). Knowing w(x0, x) we can recover v
+(y0, y) by the formula
(3.2) v+(y0, y) = w(y0 − c(y), y), (y0, y) ∈ Y
+.
Let W (x0, x) be the physical solution of (2.1) for x0 > 0, i.e. the actual
membrane vibrationg on (0,+∞).
It follows from (3.2) that V +(y0, y) = W (y0 − c(y), y) is the physical
solution of (2.5) on Y +, i.e. V +(y0, y) is the actual vibrating membrane
shifted in time.
It follows from (2.1) that the physical initial data of V +(y0, y) on y0 −
c(y) = 0 are equal to the physical final data of V −(y0, y) on y0 = 0, i.e.
(3.3) V +(y0, y)
∣∣∣
y0−c(y)=0
= V −(0, y),
∂V +
∂y0
∣∣∣
y0−c(y)=0
=
∂V −(0, y)
∂y0
,
since W (0, y) = V −(0, y), ∂W (0,y)
∂y0
= ∂V
−(0,y)
∂y0
.
Summarizing, we have a physical solution V −(y0, y) (membrane) on Y
−
satisfying initial condition (2.2) and boundary condition (2.3), and we have
another physical solution V +(y0, y) on Y
+ satisfying the boundary condition
(2.3). The initial physical condition of V +(y0, y) are equal to the final phys-
ical condition of V −(y0, y). Note that the cloaking region Y0 is outside of
domains Y − and Y + of these two physical solutions V − and V +. If one takes
the physical measurement of the force T ∂V
+
∂n
on the boundary one will get
the same result as when we measure the force on the boundary for the initial
boundary value problem (2.1), (2.2), (2.3), i.e. it is impossible to find out
whether the cloaking region exists. Here ∂
∂n
is the normal derivative to ∂D.
4 More general equations
Results of §2 can be easily extended to the case of more general equations.
Consider a strictly hyperbolic equation in R×D of the form
(4.1)
Lu
def
=
n∑
j,k=0
1√
(−1)ng(x0, x)
∂
∂xj
(√
(−1)ng(x0, x) g
jk(x0, x)
∂u(x0, x)
∂xk
)
= 0,
where g−1(x0, x) = det[g
jk(x0, x)]
n
j,k=0, g
00(x, t) > 0, det[gjk(x0, x)]
n
j,k=1 6= 0.
We assume that the initial and boundary conditions (2.2), (2.3) are sat-
isfied. Note that we allow the metric to be time-dependent.
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We assume also that the boundary R× ∂D is time-like, i.e.
(4.2)
n∑
j,k=0
gjk(x0, x)νjνk < 0 on R× ∂D,
where (ν0, ν1, ..., νn) is the normal to R × ∂D. Then the initial-boundary
value problem (4.1), (2.2), (2.3) is well-posed (cf. [9], §23.2).
Consider the change of variables
(4.3) y0 = ϕ0(x0, x), yk = xk, 1 ≤ k ≤ n.
The equation (4.1) has the following form in (y0, yn) coordinates (cf.
(2.5)):
(4.4)
Lˆv
def
=
n∑
j,k=0
1√
(−1)ngˆ(y0, y)
∂
∂yj
(√
(−1)ngˆ(y0, y) gˆ
jk(y0, y)
∂v(y0, y)
∂yk
)
= 0,
where
gˆjk(y0, y) = g
jk(x0, x), 1 ≤ j, k ≤ n,(4.5)
gˆ00(y0, y) =
n∑
p,r=0
gpr(x0, x)
∂ϕ0
∂xp
∂ϕ0
∂xr
,(4.6)
gˆ0j(y0, y) =
n∑
p=0
gpj(x0, x)
∂ϕ0
∂xp
.(4.7)
We consider the case when ϕ0(x0, x) is arbitrary strictly increasing in x0
piece-wise smooth function having a jump at x0 = 0.
We get from u(x0, x) = v(y0, y) as in §2
(4.8) uxj = vyj + ϕ0xjvy0 , 1 ≤ j ≤ n, ux0 = ϕ0x0vy0 .
Therefore equation (4.4) can be written in the form similar to (2.5).
Let x0 = ψ(y0, y) be the inverse to ϕ0(x0, y), i.e. ϕ0(ψ(y0, y), y) =
y0. As in (2.6) the equation (4.4) will be hyperbolic with respect to y0 if
(cf. [9], §23.2)
(4.9) g˜00(y0, y0) =
n∑
p,r=0
gpr
∂ϕ0
∂xr
∂ϕ0
∂xp
> 0.
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Note that (4.9) coincides with (2.6) when (4.1) has the form (2.1).
To simplify the condition (4.9) consider a particular case when g00 >
0, g0j = gj0 = 0, 1 ≤ j ≤ n, and
(4.10)
n∑
j,k=1
gjkξjξk ≤ −C0(ξ
2
1 + ξ
2
2 + ξ
2
n),
i.e. the case when the spatial part of the equation (4.1) is elliptic. Let
ϕ0 = yo − c(y) as in §2. Then the inequality (4.9) has the form
(4.11) g00 +
n∑
j,k=0
gjkcyjcyk > 0.
Thus we get from (4.10) and (4.11) that |cy|
2 ≤ 1
C0
g00.
For the well-posedness of the initial-boundary value problem the bound-
ary R× ∂D must be time-like, i.e.
(4.12)
n∑
j,k=0
gˆjk(y)νjνk < 0 on R× ∂D.
Note that (4.12) follows from (4.2) since ν0 = 0 and gˆ
jk = gjk for 1 ≤ j, k ≤ n.
Therefore Theorem 2.1 holds also for the equation (4.1), assuming that (4.9)
holds.
Similar results hold for the hyperbolic systems, for example, for the elas-
ticity equations.
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