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Hodge metric completion of the moduli space
of Calabi–Yau manifolds
Kefeng Liu and Yang Shen
Abstract
In this paper, it is proved that the Hodge metric completion of
the moduli space of polarized and marked Calabi–Yau manifolds, i.e.
the Torelli space, is a complex affine manifold. As applications we
prove that the period map from the Torelli space and the extended
period map from its completion space, both are injective into the
period domain, and that the completion space is a bounded domain of
holomorphy with a complete Ka¨hler-Einstein metric. As a corollary we
show that the period map from the moduli space of polarized Calabi–
Yau manifolds with level m structure is also injective.
0 Introduction
A compact projective manifold M of complex dimension n with n ≥ 3 is
called Calabi–Yau in this paper, if it has a trivial canonical bundle and
satisfies H i(M,OM ) = 0 for 0 < i < n. We fix a lattice Λ with an pairing
Q0, where Λ is isomorphic to H
n(M0,Z)/Tor for some fixed Calabi–Yau
manifold M0, and Q0 is the intersection pairing. A polarized and marked
Calabi–Yau manifold is a triple consisting of a Calabi–Yau manifold M , an
ample line bundle L over M , and a marking γ defined as an isometry of the
lattices
γ : (Λ, Q0)→ (Hn(M,Z)/Tor, Q).
Let Zm be a smooth irreducible component of the moduli space of po-
larized Calabi–Yau manifolds with level m structure with m ≥ 3, which is
constructed by Popp, Viehweg, and Szendro¨i. For example, see Section 2
1
of [42]. We define the Teichmu¨ller space of Calabi–Yau manifolds to be the
universal cover of Zm, which will be proved to be independent of the choice
of m. We will denote by T the Teichmu¨ller space of Calabi–Yau manifolds.
Let T ′ be a smooth irreducible component of the moduli space of equiv-
alence classes of marked and polarized Calabi–Yau manifolds. We call T ′
the Torelli space of Calabi–Yau manifolds in this paper. We will assume
that both Zm and T ′ contain the polarized Calabi–Yau manifold that we
start with. We will see that both the Teichmu¨ller space T and the Torelli
space T ′ are covering spaces of Zm, therefore T is also the universal cover of
T ′. See Section 1 for details. The Torelli space T ′ is also called the framed
moduli as discussed in [1]. We will see that the Torelli space T ′ is the most
natural space to consider the period map and to study the Torelli problem.
We summarize the relations of these spaces in the following commutative
diagram
T
pi
!!❉
❉❉
❉❉
❉❉
❉
pim

T ′,
pi′m}}④④
④④
④④
④④
Zm
(1)
with πm, π
′
m and π the corresponding covering maps. Therefore both the Te-
ichmu¨ller space T and the Torelli space T ′ are connected complex manifolds
with
dimC T = dimC T ′ = hn−1,1(M) = N,
where hn−1,1(M) = dimCH
n−1,1(M). There exist universal families U → T
and U ′ → T ′ over the corresponding spaces as the pull-backs of the universal
family XZm → Zm as introduced in [42]. The markings give canonical iden-
tifications of the n-th cohomology groups of fibers of the universal family.
We refer the reader to Section 1 for details of the discussions about moduli,
Torelli and Teichmu¨ller spaces, as well as the period maps for Calabi–Yau
manifolds.
Let D be the period domain of polarized Hodge structures of the n-th
primitive cohomology of M . Let us denote the period map on the smooth
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moduli space Zm by
ΦZm : Zm → D/Γ,
where Γ denotes the global monodromy group which acts properly and dis-
continuously on D. Then we can lift the period map ΦZm to the period
map Φ : T → D from the universal cover T of Zm, such that the following
diagram commutes
T Φ //
pim

D
piD

Zm ΦZm // D/Γ.
Similarly we define the period map
Φ′ : T ′ → D
on the Torelli space T ′ by the definition of marking, such that the above
diagram and diagram (1) fit into the following commutative diagram
T
pi
!!❈
❈❈
❈❈
❈❈
❈
Φ //
pim

D
piD

T ′
Φ′
;;①①①①①①①①①
pi′m
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Zm ΦZm // D/Γ.
(2)
There is a natural metric, called Hodge metric h, on D, which is a com-
plete homogeneous metric induced from the Killing form as studied in detail
in [15]. By local Torelli theorem of Calabi–Yau manifolds, both ΦZm and Φ
are nondegenerate, and it is shown in [25] that the pull-backs of h on Zm and
T are both well-defined Ka¨hler metrics. Clearly Φ′ is also nondegenerate,
and the pull-back of the Hodge metric to T ′ by Φ′ also defines a Ka¨hler met-
ric on the Torelli space T ′. These Ka¨hler metrics are still called the Hodge
metrics in this paper.
One of our crucial constructions is the global holomorphic affine structures
on the Teichmu¨ller space and the Hodge metric completion space of the
Torelli space. Here we first outline the construction of affine structure on
the Teichmu¨ller space to give the reader some basic ideas of our method.
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See Section 3.1 for details. We first fix a base point p ∈ T with its Hodge
structure {Hk,n−kp }nk=0 as the reference Hodge structure. With this fixed base
point Φ(p) = o ∈ D, we identify the unipotent subgroup N+ = exp(n+) with
its orbit in Dˇ and define
Tˇ = Φ−1(N+ ∩D) ⊆ T .
We then prove that T \Tˇ is an analytic subvariety of T , and the image of Tˇ
under the period map Φ is bounded in N+ which is identified to n+ ≃ T1,0o D
as a complex Euclidean space with induced metric from the Hodge metric on
D.
The proof of the boundedness combines an argument of Harish-Chandra
in proving that Hermitian symmetric spaces are bounded domains in complex
Euclidean spaces, and several fundamental properties of variation of Hodge
structure from geometry and the geometry of period maps. By applying the
Riemann extension theorem, we conclude that
Φ(T ) ⊆ N+ ∩D
is a bounded subset in N+. In this case we will simply say that the period
map Φ is bounded. Here the Euclidean structure on n+ and N+ are induced
from the Hodge metric on D by the identification of n+ to the holomorphic
tangent space T 1,0o D of D at the base point o. We also consider N+ as a
complex Euclidean space such that the exponential map
exp : n+ → N+
is an isometry.
We then consider the abelian subalgebra a ⊂ n+, which is defined by the
image of the differential of the period map at the base point p ∈ T , and
A = exp(a) ⊂ N+
the corresponding abelian Lie group. We consider a and A as an Euclidean
subspace of n+ of N+ respectively. Denote the projection map by
P : N+ ∩D → A ∩D
and define Ψ = P ◦ Φ.
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With local Torelli theorem for Calabi–Yau manifolds we then show that
the holomorphic map
Ψ : T → A ∩D ⊂ A ≃ CN
is nondegenerate on T . Thus Ψ : T → A ∩D induces a holomorphic affine
structure on T by pulling back the affine structure on CN .
To proceed further, we must consider the Hodge metric completions of
moduli spaces. More precisely, consider a smooth projective compactification
Zm such that Zm is Zariski open in Zm and the complement Zm\Zm is a
divisor of normal crossings. Let ZHm be the Hodge metric completion of the
smooth moduli space Zm inside Zm, and let T Hm be the universal cover of
ZHm with the universal covering map
πHm : T Hm → ZHm .
We will show that ZHm can be identified to the Griffiths completion space
of finite monodromy as introduced in Theorem 9.6 in [14]. In this paper, the
space T Hm will be called the Hodge metric completion space. In fact, we will
prove that T Hm is the completion space of the Torelli space with respect to the
Hodge metric on it. Sometimes we simply call T Hm the completion space for
convenience. Lemma 1.7 shows that ZHm is a connected and complete com-
plex manifold, and thus T Hm is a connected and simply connected complete
complex manifold.
By using level structure and Serre’s lemma, we can show that ZHm \ Zm
consists of the points around which the so-called Picard-Lefschetz transfor-
mations are trivial for m ≥ 3. Therefore we also have the following commu-
tative diagram by choosing a lifting map im,
T im //
pim

T Hm
piHm

ΦHm // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ,
(3)
where ΦHZm is the continuous extension of the period map
ΦZm : Zm → D/Γ
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and i is the inclusion map. Also im is a lifting of i ◦ πm, ΦHm is a lifting of
ΦHZm ◦ πHm . We prove in Lemma A.1 that there is a suitable choice of im and
ΦHm such that Φ = Φ
H
m ◦ im.
As a corollary of the boundedness of the period map Φ, we know that ΦHm
is actually a bounded holomorphic map from T Hm to N+∩D. Our first result
is the following theorem.
Theorem 0.1. For anym ≥ 3, the complete complex manifold T Hm ≃ A∩D is
a complex affine manifold, which is a bounded domain in A ≃ CN . Moreover,
the holomorphic map
ΦHm : T Hm → N+ ∩D
is an injection. As a consequence, the complex manifolds T Hm and T Hm′ are
biholomorphic to each other for any m,m′ ≥ 3.
This theorem allows us to get rid of the subscript m, and define the
complete complex manifold T H with respect to the Hodge metric by T H =
T Hm , the holomorphic map iT : T → T H by iT = im, and the extended
period map
ΦH : T H → D
by ΦH = ΦHm for any m ≥ 3. Then diagram (3) becomes
T iT //
pim

T H
piHm

ΦH // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ.
(4)
By these definitions, Theorem 0.1 implies that T H is a complex affine mani-
fold and that
ΦH : T H → N+ ∩D
is a holomorphic injection.
It is easy to show that the map iT = im is a covering map onto its
image. Then we prove that the Torelli space T ′ is biholomorphic to the
image T0 = iT (T ) of iT in T H . From this we define an injective map
π0 : T ′ → T H
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such that diagram (4) together with diagram (2) gives the following commu-
tative diagram
T
pi
!!❈
❈❈
❈❈
❈❈
❈
iT //
pim

T H
piHm

ΦH // D
piD

T ′
pi0
==④④④④④④④④
pi′m
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Φ′
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Zm i // ZHm
ΦH
Zm // D/Γ.
(5)
With the injectivity of ΦH and π0, we have the global Torelli theorem on
the Torelli space of Calabi–Yau manifolds.
Theorem 0.2. The global Torelli theorem holds on the Torelli space of
Calabi–Yau manifolds, i.e. the period map
Φ′ : T ′ → D
is injective. Moreover, the complete complex affine manifold T H is the com-
pletion space of T ′ with respect to the Hodge metric, and it is a bounded
domain in A ≃ CN .
For the above two theorems, we remark that one technical difficulty of
our arguments is to prove that T Hm is independent of m, and that the image
T0 = iT (T ) of iT is biholomorphic to the Torelli space T ′. For this purpose
we introduce the smooth complete manifold T Hm equipped with the Hodge
metric. Moreover we prove the existence of an affine structure on T Hm , which
is given by pulling back the affine structure on CN through the holomorphic
map
ΨHm : T Hm → A ∩D ⊂ A ≃ CN ,
where ΨHm = P ◦ΦHm is shown to be nondegenerate by using affine structures
on T Hm and A, and the local Torelli theorem for Calabi–Yau manifolds.
Then by using the completeness of T Hm with the Hodge metric and Corol-
lary 2 of Griffiths and Wolf in [16], we show that ΨHm is a covering map.
Finally, we prove that ΨHm is injective by giving two proofs. The first proof
is to directly prove that A ∩ D is simply connected. In fact we show that
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A ∩ D is diffeomorphic to a Euclidean space as explicitly described at the
beginning of the proof of Lemma 2.9 following Harish-Chandra’s proof. The
second proof is to use the affine structure and the completeness of T Hm with
the Hodge metric, as well as the fact that ΨHm is an affine map, which is
reduced to proving that the straight line segment in T Hm connecting the base
point to any other point must be mapped to the straight line segment con-
necting two different points in the Euclidean space A ≃ CN . From this we
deduce that for m ≥ 3, T Hm is biholomorphic to A ∩D.
To show that iT (T ) is biholomorphic to T ′, we first note that
T0 := iT (T ) = im(T ),
for any m ≥ 3, is a Zariski open submanifold of T Hm = T H . It is not hard
to show that iT : T → T0 is a covering map. Moreover, we prove that
T0 is also the covering space of the Torelli space T ′ with the covering map
π0 : T0 → T ′, which fits into the commutative diagram
T0
pi0

ΦH |T0 // D
T ′
Φ′
88qqqqqqqqqqqqq
.
Here the markings and level structures of the Calabi–Yau manifolds come
into play substantially. Since ΦH is injective, so is the restricted map ΦH |T0 .
Therefore the covering map π0 is also injective from the commutative diagram
above, and π0 : T0 → T ′ is a biholomoprhic map, which implies that Φ′ is
injective.
As a direct corollary, we have the global Torelli theorem on the moduli
space Zm of polarized Calabi–Yau manifolds with level m structure for any
m ≥ 3.
Corollary 0.3. The global Torelli theorem holds on the moduli space Zm of
polarized Calabi–Yau manifolds with level m structure, i.e. the period map
ΦZm : Zm → D/Γ
is injective.
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Moreover, we prove the following result about the geometry of the Hodge
metric completion space T H .
Theorem 0.4. The completion space T H is a bounded domain of holomorphy
in CN ; thus there exists a complete Ka¨hler–Einstein metric on T H .
To prove this theorem, we construct a plurisubharmonic exhaustion func-
tion on T H by using Theorem 4.8, the completeness of T H , and the injectivity
of ΦH . This shows that T H is a bounded domain of holomorphy in CN . The
existence of the Ka¨hler-Einstein metric follows directly from a theorem in
Mok–Yau in [32].
This paper is organized as follows. In Section 1, we review the definition
of the period domain of polarized Hodge structures and briefly describe the
constructions of the moduli space Zm, the Teichmu¨ller space T and the
Torelli space T ′ of Calabi–Yau manifolds, as well as the definitions of the
period maps and the Hodge metrics on the moduli space and the Teichmu¨ller
space respectively. We also introduce the Hodge metric completion space T Hm
and study the extended map ΦHm on T Hm . In Section 2, we show that the image
of the period map
Φ : T → D
lies in N+∩D as a bounded subset in the Euclidean space N+ with Euclidean
metric induced from the Hodge metric.
In Section 3, we prove that there exists a global holomorphic affine struc-
ture on T , as well as an affine structure on T Hm . Then we show that the
extended period map
ΦHm : T Hm → D
is injective. In Section 4, we define the completion space T H and the extended
period map ΦH . We then show that T H is the Hodge metric completion space
of the Torelli space T ′, which is also a complex affine manifold, and that ΦH
is a holomorphic injection, which extends the period map
Φ′ : T ′ → D.
From this the global Torelli theorems for polarized Calabi–Yau manifolds
on the Torelli space and the moduli spaces with level m structures for any
m ≥ 3 follow directly. Finally, we prove that T H is a bounded domain of
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holomorphy in CN , and thus it admits a complete Ka¨hler–Einstein metric.
In Appendix A, we include two elementary topological lemmas. One lemma
shows the existence of the choices of ΦHm and im satisfying Φ = Φ
H
m ◦ im, and
the other lemma relates the fundamental group of the moduli space Zm to
that of its completion space ZHm .
In previous versions of this paper, we erroneously identified the Teichmu¨ller
space with the Torelli space by quoting a wrong lemma, which gives a wrong
proof that the Torelli space is simply connected. We corrected this error, and
will show that the Torelli space T ′ and its Hodge metric completion space
T Hm are the most natural moduli spaces to understand period maps and the
global Torelli problems.
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1 Moduli, Teichmu¨ller, Torelli spaces and the
period map
In Section 1.1, we recall the definition and some basic properties of the period
domain. In Section 1.2, we discuss the constructions of the Teichmu¨lller space
and the Torelli space of Calabi–Yau manifolds based on the works of Popp
[34], Viehweg [45] and Szendro¨i [42] on the moduli spaces of Calabi–Yau
manifolds. In Section 1.3, we define the period maps from the Teichmu¨ller
space and the Torelli space to the period domain. In Section 1.4, we define
the Hodge metric completion spaces of Calabi–Yau manifolds and study the
extended period map over the completion space. We remark that most of
the results in this section are standard and can be found from the literature
we refer in the subjects.
10
1.1 Period domain of polarized Hodge structures
We first review the construction of the period domain of polarized Hodge
structures. We refer the reader to §3 in [35] for more details.
A pair (M,L) consisting of a Calabi–Yau manifold M of complex dimen-
sion n with n ≥ 3 and an ample line bundle L over M is called a polarized
Calabi–Yau manifold. By abusing notation, the Chern class of L will also be
denoted by L and thus L ∈ H2(M,Z). We fix a lattice Λ with a pairing Q0,
where Λ is isomorphic to Hn(M0,Z)/Tor for some Calabi–Yau manifold M0
and Q0 is defined by the cup-product. For a polarized Calabi–Yau manifold
(M,L), we define a marking γ as an isometry of the lattices
γ : (Λ, Q0)→ (Hn(M,Z)/Tor, Q). (6)
Definition 1.1. Let the pair (M,L) be a polarized Calabi–Yau manifold, then
we call the triple (M,L, γ) a polarized and marked Calabi–Yau manifold.
For a polarized and marked Calabi–Yau manifold M with background
smooth manifold X , the marking identifies Hn(M,Z)/Tor isometrically to
the fixed lattice Λ. This gives us a canonical identification of the middle
dimensional de Rham cohomology of M to that of the background manifold
X , that is,
Hn(M,F) ∼= Hn(X,F),
where the coefficient ring F can be Q, R or C. Since the polarization L is an
integer class, it defines a map
L : Hn(X,Q)→ Hn+2(X,Q), A 7→ L ∧ A.
We denote by Hnpr(X) = ker(L) the primitive cohomology groups, where the
coefficient ring can also be Q, R or C. We let
Hk,n−kpr (M) = H
k,n−k(M) ∩Hnpr(X,C)
and denote its dimension by hk,n−k. We have the Hodge decomposition
Hnpr(X,C) = H
n,0
pr (M)⊕ · · · ⊕H0,npr (M), (7)
such that Hn−k,kpr (M) = H
k,n−k
pr (M). It is easy to see that for a polarized
Calabi–Yau manifold, since H2(M,OM ) = 0, we have
Hn,0pr (M) = H
n,0(M), Hn−1,1pr (M) = H
n−1,1(M).
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The Poincare´ bilinear form Q on Hnpr(X,Q) is defined by
Q(u, v) = (−1)n(n−1)2
∫
X
u ∧ v
for any d-closed n-forms u, v on X . Furthermore, Q is nondegenerate and can
be extended to Hnpr(X,C) bilinearly. Moreover, it also satisfies the Hodge-
Riemann bilinear relations
Q
(
Hk,n−kpr (M), H
l,n−l
pr (M)
)
= 0 unless k + l = n, (8)(√−1)2k−nQ (v, v) > 0 for v ∈ Hk,n−kpr (M) \ {0}. (9)
Let fk =
∑n
i=k h
i,n−i, denote f 0 = m, and
F k = F k(M) = Hn,0pr (M)⊕ · · · ⊕Hk,n−kpr (M),
from which we have the decreasing filtration
Hnpr(X,C) = F
0 ⊃ · · · ⊃ F n.
We know that
dimC F
k = fk, (10)
Hnpr(X,C) = F
k ⊕ F n−k+1, and Hk,n−kpr (M) = F k ∩ F n−k. (11)
In terms of the Hodge filtration, the Hodge-Riemann relations (8) and (9)
are
Q
(
F k, F n−k+1
)
= 0, and (12)
Q (Cv, v) > 0 if v 6= 0, (13)
where C is the Weil operator given by Cv =
(√−1)2k−n v for v ∈ Hk,n−kpr (M).
The period domain D for polarized Hodge structures with data (10) is the
space of all such Hodge filtrations
D =
{
F n ⊂ · · · ⊂ F 0 = Hnpr(X,C) | (10), (12) and (13) hold
}
.
The compact dual Dˇ of D is
Dˇ =
{
F n ⊂ · · · ⊂ F 0 = Hnpr(X,C) | (10) and (12) hold
}
.
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The period domain D ⊆ Dˇ is an open subset. From the definition of period
domain we naturally get the Hodge bundles on Dˇ by associating to each
point in Dˇ the vector spaces {F k}nk=0 in the Hodge filtration of that point.
Without confusion we will also denote by F k the bundle with F k as the fiber
for each 0 ≤ k ≤ n.
Remark 1.2. Here we would like to remark the notation change for the prim-
itive cohomology groups. As mentioned above, for a polarized Calabi–Yau
manifold we have
Hn,0pr (M) = H
n,0(M), Hn−1,1pr (M) = H
n−1,1(M).
For simplicity, we will also use Hn(M,C) and Hk,n−k(M) to denote the prim-
itive cohomology groups Hnpr(M,C) and H
k,n−k
pr (M) respectively. Moreover,
cohomology will mean primitive cohomology in the rest of the paper.
1.2 Moduli, Teichmu¨ller and Torelli spaces
We first recall the concept of universal family of compact complex manifolds
in deformation theory. We refer to page 8-10 in [38] and page 94 in [34] for
equivalent definitions and more details.
A family of compact complex manifolds π : W → B is called versal at a
point p ∈ B if it satisfies the following conditions:
1. If given a complex analytic family ι : V → S of compact complex
manifolds with a point s ∈ S and a biholomorphic map
f0 : V = ι
−1(s)→ U = π−1(p),
then there exists a holomorphic map g from a neighbourhood N ⊆ S
of the point s to B and a holomorphic map f : ι−1(N ) → W with
ι−1(N ) ⊆ V such that they satisfy that g(s) = p and f |ι−1(s) = f0 with
the following commutative diagram
ι−1(N ) f //
ι

W
pi

N g // B.
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2. For all g satisfying the above condition, the tangent map (dg)s is
uniquely determined.
The family π : W → B is called universal at a point p ∈ B if (1) is satisfied
and (2) is replaced by
(2’) The map g is uniquely determined.
If a family π : W → B is versal (universal resp.) at every point p ∈ B, then
it is called a versal family (universal family resp.) on B.
Let (M,L) be a polarized Calabi–Yau manifold. Recall that a marking
of (M,L) is defined as an isometry
γ : (Λ, Q0)→ (Hn(M,Z)/Tor, Q).
For any integer m ≥ 3, we follow the definition of Szendro¨i [42] to define an
m-equivalent relation of two markings on (M,L) by
γ ∼m γ′ if and only if γ′ ◦ γ−1 − Id ∈ m · End(Hn(M,Z)/Tor),
and denote [γ]m to be the set of all the equivalent classes of such γ. Then
we call [γ]m a level m structure on the polarized Calabi–Yau manifold.
Two triples (M,L, [γ]m) and (M
′, L′, [γ′]m) are equivalent if there exists
a biholomorphic map f : M →M ′ such that
f ∗L′ = L,
f ∗γ′ ∼m γ,
where f ∗γ′ is given by
γ′ : (Λ, Q0)→ (Hn(M ′,Z)/Tor, Q)
composed with
f ∗ : (Hn(M ′,Z)/Tor, Q)→ (Hn(M,Z)/Tor, Q).
We denote by [M,L, [γ]m] the equivalent class of the polarized Calabi–Yau
manifolds with level m structure (M,L, [γ]m).
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For deformation of polarized Calabi–Yau manifold with level m structure,
we reformulate Theorem 2.2 in [42] as the following theorem, in which we
only put the statements we need in this paper. One can also look at [34] and
[45] for more details about the construction of moduli spaces of Calabi–Yau
manifolds.
Theorem 1.3. Let [M,L, [γ]m] be a polarized Calabi–Yau manifold with level
m structure [γ]m for m ≥ 3. Then there exists a connected quasi-projective
complex manifold Zm with a universal family of Calabi–Yau manifolds,
fm : XZm → Zm, (14)
which contains [M,L, [γ]m] as a fiber and is polarized by an ample line bundle
LZm on XZm.
As discussed in [42], Zm is a smooth irreducible component of the moduli
space of polarized Calabi–Yau manifolds with level m structure. For m ≥ 3,
we denote by T m the universal covering space of Zm, with the covering map
πm : T m → Zm. Then we can pull-back the universal family fm : XZm → Zm
to get an analytic family ϕm : Um → T m via the covering map πm, which is
also universal since universal family is a local property.
We claim that T m is independent of the choice of m. In fact, let m1, m2
be two different integers ≥ 3, and let T m1 and T m2 be the corresponding
universal covering spaces with the universal families
ϕm1 : Um1 → T m1 and ϕm2 : Um2 → T m2
respectively. Then for any point p ∈ T m1 and the fiber Mp = (ϕm1)−1(p)
over p, there exists q ∈ T m2 such that Nq = (ϕm2)−1(q) is biholomorphic to
Mp.
By the definition of universal family, we can find a local neighborhood Up
of p and a holomorphic map
hp : Up → T m2 ,
p 7→ q such that the map hp is uniquely determined. Since T m1 is simply-
connected, all the local holomorphic maps
{hp : Up → T m2 , p ∈ T m1}
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patches together to give a global holomorphic map h : T m1 → T m2 which is
well-defined. Moreover h is unique since it is unique on each local neighbor-
hood of T m1 . Similarly we have a holomorphic map h′ : T m2 → T m1 which
is also unique. Then h and h′ are inverse to each other by the uniqueness of
h and h′. Therefore T m1 and T m2 are biholomorphic.
From now on we denote by T the universal covering space of Zm for any
m ≥ 3, as it is independent of m. We call T the Teichmu¨ller space of Calabi–
Yau manifolds. We also denote by ϕ : U → T the pull-back family of the
family (14) via the covering πm : T → Zm. In summary, we have proved the
following proposition.
Proposition 1.4. The Teichmu¨ller space T of Calabi–Yau manifolds is a
connected and simply connected complex manifold, and the family
ϕ : U → T (15)
which contains M as a fiber, is a universal family.
We remark that the family ϕ : U → T being universal at each point
is essentially due to the local Torelli theorem for Calabi–Yau manifolds. In
fact, the Kodaira-Spencer map of the family U → T
κ : T 1,0p T → H0,1(Mp, T 1,0Mp),
is an isomorphism for each p ∈ T . Then by theorems in page 9 of [38], we
conclude that U → T is versal at each p ∈ T . Since
H0(M,ΘM) = H
0(M,Ωn−1M ) = H
n−1,0(M) = 0,
we conclude from Theorem 1.6 of [38] that U → T is universal at each
p ∈ T . Moreover, the well-known Bogomolov-Tian-Todorov result ([43] and
[44]) implies that
dimC(T ) = N = hn−1,1.
We refer the reader to Chapter 4 in [23] for more details about deformation
of complex structures and the Kodaira-Spencer map.
Recall that a polarized and marked Calabi–Yau manifold is a triple (M,L, γ),
where M is a Calabi–Yau manifold, L is a polarization on M , and γ is a
marking
γ : (Λ, Q0)→ (Hn(M,Z)/Tor, Q).
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Two triples (M,L, γ) and (M ′, L′, γ′) are equivalent if there exists a biholo-
morphic map f : M →M ′ with
f ∗L′ = L,
f ∗γ′ = γ,
where f ∗γ′ is given by
γ′ : (Λ, Q0)→ (Hn(M ′,Z)/Tor, Q)
composed with
f ∗ : (Hn(M ′,Z)/Tor, Q)→ (Hn(M,Z)/Tor, Q).
We denote by [M,L, γ] the equivalent class of the polarized and marked
Calabi–Yau manifold (M,L, γ).
In this paper, we define the Torelli space as follows.
Definition 1.5. The Torelli space T ′ of Calabi–Yau manifolds is the irre-
ducible smooth component of the moduli space of the equivalent classes of
polarized and marked Calabi–Yau manifolds, which contains [M,L, γ].
By mapping [M,L, γ] to [M,L, [γ]m], we have a natural covering map
π′m : T ′ → Zm.
From this we see easily that T ′ is a smooth and connected complex manifold.
We also get a pull-back universal family ϕ′ : U ′ → T ′ on the Torelli space
T ′ via the covering map π′m.
Recall that we have defined the Teichmu¨ller space T to be the universal
covering space of Zm with covering map πm : Tm → Zm. Therefore we can lift
πm via the covering map π
′
m : T ′ → Zm to get a covering map π : T → T ′,
such that the following diagram commutes.
T
pi
!!❈
❈❈
❈❈
❈❈
❈
pim

T ′
pi′m}}④④
④④
④④
④④
Zm .
(16)
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1.3 The period maps
For the family fm : XZm → Zm, we denote each fiber by
[Ms, Ls, [γs]m] = f
−1
m (s)
and F ks = F
k(Ms) for any s ∈ Zm. With some fixed point s0 ∈ Zm, the
period map is defined as a morphism ΦZm : Zm → D/Γ by
s 7→ τ [γs](F ns ⊆ · · · ⊆ F 0s ) ∈ D, (17)
where τ [γs] is an isomorphism between the complex vector spaces
τ [γs] : Hn(Ms,C)→ Hn(Ms0,C),
which depends only on the homotopy class [γs] of the curve γs between s
and s0. Then the period map is well-defined with respect to the monodromy
representation
ρ : π1(Zm)→ Γ ⊆ Aut(HZ, Q).
It is well-known that the period map has the following properties:
1. locally liftable;
2. holomorphic, i.e. ∂F iz/∂z ⊂ F iz , 0 ≤ i ≤ n;
3. Griffiths transversality: ∂F iz/∂z ⊂ F i−1z , 1 ≤ i ≤ n.
From (1) and the fact that T is the universal cover of Zm, we can lift the
period map to Φ : T → D such that the diagram
T Φ //
pim

D
pi

Zm ΦZm // D/Γ
is commutative.
From the definition of marking in (6), we also have a well-defined period
map Φ′ : T ′ → D from the Torelli space T ′ by defining
p 7→ γ−1p (F np ⊆ · · · ⊆ F 0p ) ∈ D, (18)
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where the triple [Mp, Lp, γp] is the fiber over p ∈ T ′ of the analytic fam-
ily U ′ → T ′, and the marking γp is an isometry from a fixed lattice Λ to
Hn(Mp,Z)/Tor, which extends C-linearly to an isometry from H = Λ ⊗Z C
to Hn(Mp,C). Here
γ−1p (F
n
p ⊆ · · · ⊆ F 0p ) = γ−1p (F np ) ⊆ · · · ⊆ γ−1p (F 0p ) = H
denotes a Hodge filtration of H .
Then we have the following commutative diagram
T
pi
!!❈
❈❈
❈❈
❈❈
❈
Φ //
pim

D
piD

T ′
Φ′
;;①①①①①①①①①
pi′m
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Zm ΦZm // D/Γ,
(19)
where the maps πm, π
′
m and π are all natural covering maps between the
corresponding spaces as in (16).
Before closing this section, we prove a lemma concerning the monodromy
group Γ.
Lemma 1.6. Let γ be the image of some element of π1(Zm) in Γ under
the monodromy representation. Suppose that γ is finite, then γ is trivial.
Therefore form ≥ 3, we can assume that Γ is torsion-free andD/Γ is smooth.
Proof. Let us look at the period map locally as ΦZm : ∆
∗ → D/Γ. Assume
that γ is the monodromy action corresponding to the generator of the fun-
damental group of ∆∗. We lift the period map to Φ : H → D, where H is
the upper half plane and the covering map from H to ∆∗ is
z 7→ exp(2π√−1z).
Then Φ(z + 1) = γΦ(z) for any z ∈ H. Since Φ(z + 1) and Φ(z) correspond
to the same point in Zm, by the definition of Zm we have
γ ≡ I mod (m).
But γ is also in Aut(HZ), applying Serre’s lemma [37] or Lemma 2.4 in [42],
we have γ = I.
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1.4 Hodge metric completion and extended period maps
By the work of Viehweg in [45], we know that Zm is quasi-projective and
consequently we can find a smooth projective compactification Zm such that
Zm is Zariski open in Zm and the complement Zm\Zm is a divisor of nor-
mal crossings. Therefore, Zm is dense and open in Zm with the complex
codimension of the complement Zm\Zm at least one.
In [15], Griffiths and Schmid studied the Hodge metric on the period
domain D. We denote it by h. In particular, this Hodge metric is a complete
homogeneous metric induced by the Killing form. By local Torelli theorem
for Calabi–Yau manifolds, we know that the period maps ΦZm ,Φ both have
nondegenerate differentials everywhere. Thus it follows from [15] that the
pull-backs of h by ΦZm and Φ to Zm and T respectively are both well-
defined Ka¨hler metrics. By abuse of notation, we still call these pull-back
metrics the Hodge metrics. Let us denote ZHm to be the completion of Zm
with respect to the Hodge metric. By definition ZHm is the smallest complete
space with respect to the Hodge metric that contains Zm. Then ZHm ⊆ Zm
and the complex codimension of the complement ZHm\Zm is at least one.
Now we recall some basic properties about metric completion space we will
use in this paper. We know that the metric completion space of a connected
space is still connected. Therefore, ZHm is connected.
Suppose (X, d) is a metric space with metric d. Then the metric com-
pletion space of (X, d) is unique in the following sense: if X1 and X2 are
complete metric spaces that both contain X as a dense subset, then there
exists an isometry
f : X1 → X2
such that f |X is the identity map on X . Moreover, the metric completion
space X of X is the smallest complete metric space containing X in the
sense that any other complete space that contains X as a subspace must also
contains X as a subspace. Hence the Hodge metric completion space ZHm is
unique up to isometry, although the compact space Zm may not be unique.
This means that our definition of ZHm is intrinsic.
Moreover, suppose X is the metric completion space of the metric space
(X, d). If there is a continuous map f : X → Y which is a local isometry with
Y a complete space, then there exists a continuous extension f : X → Y
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such that f |X = f . Since D/Γ together with the Hodge metric h is complete,
we can extend the period map to a continuous map
ΦHZm : ZHm → D/Γ.
In order to understand ZHm and the extended period map ΦHZm well, we
introduce another two extensions of Zm, which will be proved to be biholo-
morphic to ZHm .
Let Z ′m ⊇ Zm be the maximal subset of Zm to which the period map
ΦZm : Zm → D/Γ extends continuously and let ΦZ′m : Z ′m → D/Γ be the
extended map. Then one has the commutative diagram
Zm
ΦZm

i // Z ′m
Φ
Z′m // D/Γ.
with i : Zm → Z ′m the inclusion map.
Since Zm \Zm is a divisor with simple normal crossings, for any point in
Zm \ Zm we can find a neighborhood U of that point, which is isomorphic
to a polycylinder ∆n, such that
U ∩ Zm ≃ (∆∗)k ×∆N−k.
Let Ti, 1 ≤ i ≤ k be the image of the i-th fundamental group of (∆∗)k
under the monodromy representation, then the Ti’s are called the Picard-
Lefschetz transformations. Let us define the subspace Z ′′m ⊂ Zm which
contains Zm and the points in Zm \ Zm around which the Picard-Lefschetz
transformations are of finite order, hence trivial by Lemma 1.6.
With the above preparations, we are ready to prove the following lemma.
Lemma 1.7. We have Z ′m = Z ′′m = ZHm which is an open complex sub-
manifold of Zm with codimC(Zm \ ZHm ) ≥ 1. The subset ZHm \ Zm consists
of the points around which the Picard-Lefschetz transformations are trivial.
Moreover the extended period map
ΦHZm : ZHm → D/Γ
is proper and holomorphic.
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Proof. From Theorem 9.6 in [14] and its proof, or Corollary 13.4.6 in [3], we
know that Z ′′m is open and dense in Zm and the period map ΦZm extends to
a holomorphic map
ΦZ′′m : Z ′′m → D/Γ
which is proper. In fact, as proved in Theorem 3.1 of [42], which follows
directly from Propositions 9.10 and 9.11 of [14], Zm\Z ′′m consists of the com-
ponents of divisors in Zm whose Picard-Lefschetz transformations are of in-
finite order, and therefore Z ′′m is a Zariski open submanifold in Zm. Hence
by the definition of Z ′m, we know that Z ′′m ⊆ Z ′m.
Conversely, for any point q ∈ Z ′m with image u = ΦZ′m(q) ∈ D/Γ, we
can choose the points qk ∈ Zm, k = 1, 2, · · · such that qk −→ q with images
uk = ΦZm(qk) −→ u as k −→ ∞. Since ΦZ′′m : Z ′′m → D/Γ is proper, the
sequence
{qk}∞k=1 ⊂ (ΦZ′′m)−1({uk}∞k=1)
has a limit point q in Z ′′m, that is to say q ∈ Z ′′m and Z ′m ⊆ Z ′′m.
Therefore we have proved that Z ′m = Z ′′m and Z ′m \ Zm consists of the
points around which the Picard-Lefschetz transformations are trivial. From
Theorem (9.5) in [14], we get that the extended period map
ΦZ′m : Z ′m → D/Γ
is a proper holomorphic mapping, which is called Griffiths extension of ΦZm
by Sommese in [39]. Now we only need to prove that Z ′m = ZHm .
Since we already have the extension
ΦHZm : ZHm → D/Γ,
we see that ZHm ⊆ Z ′m by the definition of Z ′m. Conversely the points in
Z ′m \ Zm are mapped into D/Γ, hence have finite distance from some fixed
point in Zm with respect to the Hodge metric. Therefore Z ′m ⊆ ZHm .
Let T Hm be the universal cover of ZHm with the universal covering map
πHm : T Hm → ZHm .
Thus T Hm is a connected and simply connected complete complex manifold
with respect to the Hodge metric. We will call T Hm the Hodge metric com-
pletion space with level m structure. Recall that the Teichmu¨ller space T is
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the universal cover of the moduli space Zm with the universal covering map
denoted by πm : T → Zm. Thus we have the following commutative diagram
T im //
pim

T Hm
piHm

ΦHm // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ,
(20)
where i is the inclusion map, im is a lifting map of i ◦ πm, πD is the covering
map and ΦHm is a lifting map of Φ
H
Zm ◦ πHm . In particular, ΦHm is a continuous
map from T Hm to D.
We notice that the lifting maps iT and Φ
H
m are not unique, but Lemma
A.1 in the appendix of this paper implies that there exist suitable choices of
im and Φ
H
m such that Φ = Φ
H
m ◦ im. We will fix the choices of im and ΦHm such
that Φ = ΦHm ◦ im in the rest of the paper. Without confusion of notations,
we denote Tm := im(T ) and the restriction map Φm = ΦHm|Tm . Then we also
have Φ = Φm ◦ im.
Proposition 1.8. The image Tm equals to the preimage (πHm)−1(Zm), and
im : T → Tm is a covering map.
Proof. From diagram (20), we have that πHm(im(T )) = i(πm(T )) = Zm.
Therefore, Tm = im(T ) ⊆ (πHm)−1(Zm). For the other direction, we need to
show that for any point q ∈ (πHm)−1(Zm) ⊆ T Hm , we have
q ∈ im(T ) = Tm.
Let p = πHm(q) ∈ Zm, Let x1 ∈ π−1m (p) ⊆ T be an arbitrary point, then
πHm(im(x1)) = i(πm(x1)) = p and hence im(x1) ∈ (πHm)−1(p) ⊆ T Hm .
As T Hm is a connected complex manifold, T Hm is path connected. There-
fore, for im(x1), q ∈ T Hm , there exists a curve γ : [0, 1] → T Hm with γ(0) =
im(x1) and γ(1) = q. Then the composition π
H
m ◦ γ gives a loop on ZHm with
πHm ◦ γ(0) = πHm ◦ γ(1) = p. Lemma A.2 in the appendix implies that there is
a loop Γ on Zm with Γ(0) = Γ(1) = p such that
[i ◦ Γ] = [πHm ◦ γ] ∈ π1(ZHm ),
where π1(ZHm ) denotes the fundamental group of ZHm .
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Because T is the universal cover of Zm, there is a unique lifting map
Γ˜ : [0, 1]→ T with Γ˜(0) = x1 and πm ◦ Γ˜ = Γ. Again since πHm ◦ im = i ◦ πm,
we have
πHm ◦ im ◦ Γ˜ = i ◦ πm ◦ Γ˜ = i ◦ Γ : [0, 1]→ Zm.
Therefore [πHm ◦ im ◦ Γ˜] = [i ◦ Γ] ∈ π1(Zm), and the two curves im ◦ Γ˜ and γ
have the same starting points im ◦ Γ˜(0) = γ(0) = im(x1). Then the homotopy
lifting property of the covering map πHm implies that im ◦ Γ˜(1) = γ(1) = q.
Therefore, q ∈ im(T ), as needed.
To show that im is a covering map, note that for any small enough open
neighborhood U in Tm, the restricted map
πHm |U : U → V = πHm(U) ⊂ Zm
is biholomorphic, and there exists a disjoint union ∪iVi of open subsets in T
such that ∪iVi = (πm)−1(V ) and πm|Vi : Vi → V is biholomorphic. From the
commutativity of the diagram (20), we have that ∪iVi = (im)−1(U) and
im|Vi : Vi → U
is biholomorphic. Therefore im : T → Tm is also a covering map.
We remark that as the lifts of the holomorphic maps i and ΦHZm to univer-
sal covers, both im and Φ
H
m are easily seen to be holomorphic maps. This fact
can also be proved by using Theorem 9.6 in [14] and the Riemann extension
theorem.
Actually we have proved that im is a covering map, so it is holomorphic.
Another proof to show im is holomorphic is to use the geometric structures
of ZHm which we briefly describe as follows.
Proposition 1.8 implies that Tm is an open complex submanifold of T Hm
and codimC(T Hm \ Tm) ≥ 1. Since Φ = ΦHm ◦ im is holomorphic,
Φm = Φ
H
m|Tm : Tm → D
is also holomorphic. Since Φm has a continuous extension Φ
H
m, we apply the
Riemann extension theorem, for which we only need to show that T Hm \ Tm
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is an analytic subvariety of T Hm . In fact, since Zm \ Zm is a union of simple
normal crossing divisors, from Lemma 1.6, we see that the subset ZHm \ Zm
consists of normal crossing divisors in ZHm around which the monodromy
group is trivial. Therefore ZHm \ Zm is an analytic subvariety of ZHm . On the
other hand, from Proposition 1.8, we know that T Hm \Tm is the inverse image
of ZHm \ Zm under the covering map
πHm : T Hm → ZHm ,
this implies that T Hm \ Tm is an analytic subvariety of T Hm .
Note that the fact that ZHm \Zm, therefore T Hm \Tm, is analytic subvariety
is contained in Theorem 9.6 in [14]. We refer the readers to Page 156 of [14]
for the related discussions.
We will call ΦHm : T Hm → D the extended period map.
Lemma 1.9. The extended period map ΦHm : T Hm → D satisfies the Griffiths
transversality.
Proof. Let T1,0h D be the horizontal subbundle. Since Φ
H
m : T Hm → D is a
holomorphic map, the tangent map
dΦHm : T
1,0T Hm → T1,0D
is at least continuous. We only need to show that the image of (dΦHm) is
contained in the horizontal tangent bundle T1,0h D.
Since T1,0h D is closed in T
1,0D, (dΦHm)
−1(T1,0h D) is closed in T
1,0T Hm . But
ΦHm|Tm satisfies the Griffiths transversality, i.e. (dΦHm)−1(T1,0h D) contains
T1,0Tm, which is open in T1,0T Hm . Hence (dΦHm)−1(T1,0h D) contains the closure
of T1,0Tm, which is T1,0T Hm .
2 Boundedness of the period maps
In Section 2.1, we review some basic properties of the period domain from Lie
group and Lie algebra point of view. We fix a base point p ∈ T and introduce
the unipotent group N+ ⊆ Dˇ, which is biholomorphic to complex Euclidean
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space Cd. In Section 2.2, we define Tˇ = Φ−1(N+∩D), and consider, in terms
of the notations of Lie algebras in Section 2.1,
p+ = p/(p ∩ b) = p ∩ n+ ⊆ n+
and exp(p+) ⊆ N+ as complex Euclidean subspaces.
Let
P+ : N+ ∩D → exp(p+) ∩D
be the induced projection map and Φ+ = P+ ◦ Φ|Tˇ . We first prove that the
image of
Φ+ : Tˇ → exp(p+) ∩D
is bounded in exp(p+) with respect to the Euclidean metric on exp(p+) ⊆ N+.
In fact we actually prove that exp(p+) ∩D is bounded in exp(p+). Then we
prove the boundedness of the image of
Φ : Tˇ → N+ ∩D
in N+ by proving the finiteness of the map P+|Φ(Tˇ ). Finally we prove that
T \ Tˇ is an analytic subvariety of T with codimC(T \ Tˇ ) ≥ 1, and apply the
Riemann extension theorem to get the boundedness of the image of
Φ : T → N+ ∩D
in N+.
As mentioned in the introduction, when the images of these maps are
bounded sets in the corresponding complex Euclidean spaces, we will simply
say that these maps are bounded.
2.1 Period domain from Lie algebras and Lie groups
Let us briefly recall some properties of the period domain from Lie group
and Lie algebra point of view. All of the results in this section is well-known
to the experts in the subject. The purpose to give details is to fix notations.
One may either skip this section or refer to [15] and [35] for most of the
details.
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The orthogonal group of the bilinear form Q in the definition of Hodge
structure is a linear algebraic group, defined over Q. Let us simply denote
HC = H
n
pr(M,C) and HR = H
n
pr(M,R). The group over C is
GC = {g ∈ GL(HC)| Q(gu, gv) = Q(u, v) for all u, v ∈ HC},
which acts on Dˇ transitively. The group of real points in GC is
GR = {g ∈ GL(HR)| Q(gu, gv) = Q(u, v) for all u, v ∈ HR},
which acts transitively on D as well.
Consider the period map Φ : T → D. Fix a point p ∈ T with the image
o := Φ(p) = {F np ⊂ · · · ⊂ F 0p } ∈ D.
The points p ∈ T and o ∈ D will be referred as the base points or the
reference points. A linear transformation g ∈ GC preserves the base point if
and only if gF kp = F
k
p for each k. Thus it gives the identification
Dˇ ≃ GC/B with B = {g ∈ GC| gF kp = F kp , for any k}.
Similarly, one obtains an analogous identification
D ≃ GR/V →֒ Dˇ with V = GR ∩ B,
where the embedding corresponds to the inclusion
GR/V = GR/GR ∩B ⊆ GC/B.
The Lie algebra g of the complex Lie group GC can be described as
g = {X ∈ End(HC)| Q(Xu, v) +Q(u,Xv) = 0, for all u, v ∈ HC}.
It is a simple complex Lie algebra, which contains g0 = {X ∈ g| XHR ⊆ HR}
as a real form, i.e. g = g0 ⊕ ig0. With the inclusion GR ⊆ GC, g0 becomes
the Lie algebra of GR. One observes that the reference Hodge structure
{Hk,n−kp }nk=0 of Hn(M,C) induces a Hodge structure of weight zero on g,
namely,
g =
⊕
k∈Z
gk,−k with gk,−k = {X ∈ g|XHr,n−rp ⊆ Hr+k,n−r−kp }.
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Since the Lie algebra b of B consists of those X ∈ g that preserves the
reference Hodge filtration {F np ⊂ · · · ⊂ F 0p }, one thus has
b =
⊕
k≥0
gk,−k.
The Lie algebra v0 of V is
v0 = g0 ∩ b = g0 ∩ b ∩ b = g0 ∩ g0,0.
With the above isomorphisms, the holomorphic tangent space of Dˇ at the
base point is naturally isomorphic to g/b.
Let us consider the nilpotent Lie subalgebra
n+ := ⊕k≥1g−k,k.
Then one gets the holomorphic isomorphism g/b ∼= n+. We take the unipo-
tent group
N+ = exp(n+).
As Ad(g)(gk,−k) is in
⊕
i≥k g
i,−i for each g ∈ B, the subspace b ⊕
g−1,1/b ⊆ g/b defines an Ad(B)-invariant subspace. By left translation via
GC, b ⊕ g−1,1/b gives rise to a GC-invariant holomorphic subbundle of the
holomorphic tangent bundle. It will be denoted by T1,0h Dˇ, and will be referred
to as the horizontal tangent subbundle. One can check that this construction
does not depend on the choice of the base point. The horizontal tangent sub-
bundle, restricted to D, determines a subbundle T1,0h D of the holomorphic
tangent bundle T1,0D of D.
The GC-invariance of T
1,0
h Dˇ implies the GR-invariance of T
1,0
h D. Note
that the horizontal tangent subbundle T1,0h D can also be constructed as the
associated bundle of the principle bundle V → GR → D with the adjoint
representation of V on the space b⊕ g−1,1/b.
As another interpretation of the horizontal bundle in terms of the Hodge
bundles F k → Dˇ, 0 ≤ k ≤ n, one has
T1,0h Dˇ ≃ T1,0Dˇ ∩
n⊕
k=1
Hom(F k/F k+1, F k−1/F k). (21)
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A holomorphic mapp Ψ : M → Dˇ of a complex manifold M into Dˇ is
called horizontal, if the tangent map
dΨ : T1,0M → T1,0Dˇ
takes values in T1,0h Dˇ. The period map Φ : T → D is horizontal due to
Griffiths transversality.
Let us introduce the notion of an adapted basis for the given Hodge
decomposition or the Hodge filtration. For any p ∈ T and fk = dimF kp for
any 0 ≤ k ≤ n, we call a basis
ξ =
{
ξ0, ξ1, . . . , ξN , . . . , ξfk+1, . . . , ξfk−1, . . . , ξf2, . . . , ξf1−1, ξf0−1
}
of Hn(Mp,C) an adapted basis for the given Hodge decomposition
Hn(Mp,C) = H
n,0
p ⊕Hn−1,1p ⊕ · · · ⊕H1,n−1p ⊕H0,np ,
if it satisfies Hk,n−kp = SpanC
{
ξfk+1, . . . , ξfk−1
}
with dimHk,n−kp = f
k −
fk+1.
We call a basis
ζ = {ζ0, ζ1, . . . , ζN , . . . , ζfk+1, . . . , ζfk−1, . . . , ζf2, . . . , ζf1−0, ζf0−1}
of Hn(Mp,C) an adapted basis for the given Hodge filtration
F n ⊆ F n−1 ⊆ · · · ⊆ F 0
if it satisfies
F k = SpanC{ζ0, . . . , ζfk−1}
with dimCF
k = fk. Moreover, unless otherwise pointed out, the matrices in
this paper are m × m matrices, where m = f 0. The blocks of the m × m
matrix T is set as follows: for each 0 ≤ α, β ≤ n, the (α, β)-th block T α,β is
T α,β = [Tij(τ)]f−α+n+1≤i≤f−α+n−1, f−β+n+1≤j≤f−β+n−1 , (22)
where Tij is the entries of the matrix T , and f
n+1 is defined to be zero. In
particular, T = [T α,β] is called a block lower triangular matrix if T α,β = 0
whenever α < β.
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Remark 2.1. We remark that by fixing a base point, we can identify the above
quotient Lie groups or Lie algebras with their orbits in the corresponding
quotient Lie algebras or Lie groups. For example, n+ ∼= g/b,
g−1,1 ∼= b⊕ g−1,1/b,
and N+ ∼= N+B/B ⊆ Dˇ, since N+ ∩B = {Id}. We can also identify a point
Φ(p) = {F np ⊆ F n−1p ⊆ · · · ⊆ F 0p } ∈ D
with its Hodge decomposition
⊕n
k=0H
k,n−k
p .
With any fixed adapted basis of the corresponding Hodge decomposition
for the base point, we have matrix representations of the elements in the
above Lie groups and Lie algebras. For example, the elements in N+ can be
realized as nonsingular block lower triangular matrices with identity blocks
in the diagonal; elements in B can be realized as nonsingular block upper
triangular matrices.
We shall review and collect some facts about the structure of simple Lie
algebra g in our case. Again one may refer to [15] and [35] for more details.
Let θ : g→ g be the Weil operator, which is defined by
θ(X) = (−1)pX for X ∈ gp,−p.
Then θ is an involutive automorphism of g, and is defined over R. The (+1)
and (−1) eigenspaces of θ will be denoted by k and p respectively. Moreover,
set
k0 = k ∩ g0, p0 = p ∩ g0.
The fact that θ is an involutive automorphism implies
g = k⊕ p, g0 = k0 ⊕ p0, [k, k] ⊆ k, [p, p] ⊆ k, [k, p] ⊆ p.
Let us consider gc = k0⊕
√−1p0. Then gc is a real form for g. Recall that
the killing form B(·, ·) on g is defined by
B(X, Y ) = Trace(ad(X) ◦ ad(Y )) for X, Y ∈ g.
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A semisimple Lie algebra is compact if and only if its Killing form is negative
definite. Thus it is not hard to check that gc is actually a compact real form of
g, while g0 is a noncompact real form. Recall that GR ⊆ GC is the subgroup
which correpsonds to the subalgebra g0 ⊆ g. Let us denote the connected
subgroup Gc ⊆ GC which corresponds to the subalgebra gc ⊆ g. Let us
denote the complex conjugation of g with respect to the compact real form
gc by τc, and the complex conjugation of g with respect to the noncompact
real form g0 by τ0.
The intersection K = Gc ∩GR is then a compact subgroup of GR, whose
Lie algebra is k0 = gR ∩ gc. With the above notations, Schmid showed in [35]
that K is a maximal compact subgroup of GR, and it meets every connected
component of GR. Moreover, V = GR ∩ B ⊆ K.
We know that in our cases, GC is a connected simple Lie group, B is a
parabolic subgroup in GC with b as its Lie subalgebra. The Lie algebra b
has a unique maximal nilpotent ideal n−. It is not hard to see that
gc ∩ n− = n− ∩ τc(n−) = 0.
By using Bruhat’s lemma, one concludes g is spanned by the parabolic sub-
algebras b and τc(b). Moreover v = b ∩ τc(b), b = v⊕ n−. In particular, we
also have
n+ = τc(n−).
As remarked in §1 in [15] of Griffiths and Schmid, one gets that v must
have the same rank as g, as v is the intersection of the two parabolic subal-
gebras b and τc(b). Moreover, g0 and v0 are also of equal rank, since they
are real forms of g and v respectively. Therefore, we can choose a Cartan
subalgebra h0 of g0 such that h0 ⊆ v0 is also a Cartan subalgebra of v0. Since
v0 ⊆ k0, we also have h0 ⊆ k0. A Cartan subalgebra of a real Lie algebra
is a maximal abelian subalgebra. Therefore h0 is also a maximal abelian
subalgebra of k0, hence h0 is a Cartan subalgebra of k0.
Summarizing the above discussion, we get the following proposition.
Proposition 2.2. There exists a Cartan subalgebra h0 of g0 such that h0 ⊆
v0 ⊆ k0, and h0 is also a Cartan subalgebra of k0.
Remark 2.3. As an alternate proof of Proposition 2.2, to show that k0 and
g0 have equal rank, one only needs to notice that g0 in our case is one of
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the following real simple Lie algebras: sp(2l,R), so(p, q) with p + q odd, or
so(p, q) with p and q both even. One may refer to [12] and [38] for more
details.
Proposition 2.2 implies that the simple Lie algebra g0 in our case is a
simple Lie algebra of first category as defined in [40, §4]. In the following, we
will briefly derive the result of a simple Lie algebra of first category in [41,
Lemma 3]. One may also refer to [47, Lemma 2.2.12, page 141–142] for the
same result.
Let us still use the above notations of the Lie algebras we consider. By
Proposition 4, we can take h0 to be a Cartan subalgebra of g such that
h0 ⊆ v0 ⊆ k0
and h0 is also a Cartan subalgebra of k0. Let us denote h to be the complex-
ification of h0. Then h is a Cartan subalgebra of g such that h ⊆ v ⊆ k.
Write h∗0 = Hom(h0,R) and h
∗
R =
√−1h∗0. Then h∗R can be identified with
hR :=
√−1h0 by the duality with respect to the restriction of the Killing
form B of g to hR. Let ρ ∈ h∗R ≃ hR, one can define the following subspace
of g
gρ = {x ∈ g | [h, x] = ρ(h)x for all h ∈ h}.
An element ϕ ∈ h∗R ≃ hR is called a root of g with respect to h if gϕ 6= {0}.
Let ∆ ⊆ h∗R ≃ hR denote the space of nonzero h-roots. Then each root
space
gϕ = {x ∈ g | [h, x] = ϕ(h)x for all h ∈ h}
belongs to some ϕ ∈ ∆ is one-dimensional over C, generated by a root
vector eϕ.
Since the involution θ is a Lie-algebra automorphism fixing k, we have
[h, θ(eϕ)] = ϕ(h)θ(eϕ)
for any h ∈ h and ϕ ∈ ∆. Thus θ(eϕ) is also a root vector belonging to
the root ϕ, so eϕ must be an eigenvector of θ. It follows that there is a
decomposition of the roots ∆ into ∆k∪∆p of compact roots and noncompact
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roots with root spaces Ceϕ ⊆ k and p respectively. The adjoint representation
of h on g determins a decomposition
g = h⊕
∑
ϕ∈∆
gϕ.
There also exists a Weyl base {hi, 1 ≤ i ≤ l; eϕ, for any ϕ ∈ ∆} with
l = rank(g) such that SpanC{h1, . . . , hl} = h, SpanC{eϕ} = gϕ for each
ϕ ∈ ∆, and
τc(hi) = τ0(hi) = −hi, for any 1 ≤ i ≤ l;
τc(eϕ) = τ0(eϕ) = −e−ϕ, for any ϕ ∈ ∆k; (23)
τ0(eϕ) = −τc(eϕ) = e−ϕ, for any ϕ ∈ ∆p,
and
k0 = h0 +
∑
ϕ∈∆k
R(eϕ − e−ϕ) +
∑
ϕ∈∆k
R
√−1(eϕ + e−ϕ); (24)
p0 =
∑
ϕ∈∆p
R(eϕ + e−ϕ) +
∑
ϕ∈∆p
R
√−1(eϕ − e−ϕ). (25)
First we have the following lemma.
Lemma 2.4. Let ∆ be the set of h-roots as above. Then for each root ϕ ∈ ∆,
there is an integer −n ≤ k ≤ n such that eϕ ∈ gk,−k. In particular, if
eϕ ∈ gk,−k, then τ0(eϕ) ∈ g−k,k for any −n ≤ k ≤ n.
Proof. Let ϕ be a root, and eϕ be the generator of the root space g
ϕ, then
eϕ =
∑n
k=−n e
−k,k, where e−k,k ∈ g−k,k. Because h ⊆ v ⊆ g0,0, the Lie bracket
[e−k,k, h] ∈ g−k,k for each k. Then the condition [eϕ, h] = ϕ(h)eϕ implies that
n∑
k=−n
[e−k,k, h] =
n∑
k=−n
ϕ(h)e−k,k for each h ∈ h.
By comparing the type, we get
[e−k,k, h] = ϕ(h)e−k,k for each h ∈ h.
Therefore e−k,k ∈ gϕ for each k. As {e−k,k, }nk=−n forms a linear independent
set, but gϕ is one dimensional, thus there is only one k with −n ≤ k ≤ n
and e−k,k 6= 0.
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Let us now introduce a lexicographic order ([47, page 41] or [40, page
416]) in the real vector space hR as follows: we fix an ordered basis e1, . . . , el
for hR. Then for any h =
∑l
i=1 λiei ∈ hR, we call h > 0 if the first nonzero
coefficient is positive, that is, if
λ1 = · · · = λk = 0, λk+1 > 0
for some 1 ≤ k < l. For any h, h′ ∈ hR, we say h > h′ if h − h′ > 0, h < h′
if h− h′ < 0 and h = h′ if h− h′ = 0. In particular, let us identify the dual
spaces h∗R and hR, thus ∆ ⊆ hR.
Let us first choose a maximal linearly independent subset {e1, . . . , es} of
∆p, then a maximal linearly independent subset {es+1, . . . , el} of ∆k. Then
{e1, . . . , es, es+1, . . . , el} forms a basis for h∗R since SpanR∆ = h∗R. We de-
fine the above lexicographic order in h∗R ≃ hR by using the ordered basis
{e1, . . . , el}. In this way, we also define
∆+ = {ϕ > 0 : ϕ ∈ ∆}; ∆+p = ∆+ ∩∆p.
Similarly we define ∆−, ∆−p , ∆
+
k , and ∆
−
k . Then one can conclude the fol-
lowing lemma from Lemma 2.2.10 and Lemma 2.2.11 at pp.141 in [47],
Lemma 2.5. Using the above notation, we have
(∆k +∆
±
p ) ∩∆ ⊆ ∆±p ; (∆±p +∆±p ) ∩∆ = ∅.
If one defines
p± =
∑
ϕ∈∆±p
gϕ ⊆ p,
then p = p+ ⊕ p− and [p±, p±] = 0, [p+, p−] ⊆ k, [k, p±] ⊆ p±.
Definition 2.6. Two different roots ϕ, ψ ∈ ∆ are said to be strongly orthog-
onal if and only if ϕ± ψ /∈ ∆ ∪ {0}, which is denoted by ϕ ⊥ ψ.
For the real simple Lie algebra g0 = k0⊕p0 which has a Cartan subalgebra
h0 in k0, the maximal abelian subspace of p0 can be described as in the
following lemma, which is a slight extension of a lemma of Harish-Chandra
in [17]. One may refer to [41, Lemma 3] or [47, Lemma 2.2.12, page 141–142]
for more details. For reader’s convenience we give the detailed proof.
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Lemma 2.7. There exists a set of strongly orthogonal noncompact positive
roots Λ = {ϕ1, . . . , ϕr} ⊆ ∆+p such that
A0 =
r∑
i=1
R (eϕi + e−ϕi)
is a maximal abelian subspace in p0.
Proof. Let ϕ1 be the minimum in ∆
+
p , and ϕ2 be the minimal element in
{ϕ ∈ ∆+p : ϕ ⊥ ϕ1}, then we obtain inductively an maximal ordered set of
roots Λ = {ϕ1, . . . , ϕr} ⊆ ∆+p , such that for each 1 ≤ k ≤ r
ϕk = min{ϕ ∈ ∆+p : ϕ ⊥ ϕj for 1 ≤ j ≤ k − 1}.
Because ϕi ⊥ ϕj for any 1 ≤ i < j ≤ r, we have [e±ϕi , e±ϕj ] = 0. Therefore
A0 =
r∑
i=1
R (eϕi + e−ϕi)
is an abelian subspace of p0. Also because a root can not be strongly orthog-
onal to itself, the ordered set Λ contains distinct roots. Thus dimRA0 = r.
Now we prove that A0 is a maximal abelian subspace of p0. Suppose
towards a contradiction that there was a nonzero vector X ∈ p0 as follows
X =
∑
α∈∆+p \Λ
λα (eα + e−α) +
∑
α∈∆+p \Λ
µα
√−1 (eα − e−α) , where λα, µα ∈ R,
such that [X, eϕi+e−ϕi] = 0 for each 1≤ i≤ r. We denote cα= λα+
√−1µα.
Because X 6= 0, there exists ψ ∈ ∆+p \Λ with cψ 6= 0. Also ψ is not strongly
orthogonal to ϕi for some 1 ≤ i ≤ r. Thus we may first define kψ for each ψ
with cψ 6= 0 as the following:
kψ = min
1≤i≤r
{i : ψ is not strongly orthogonal to ϕi}.
Then we know that 1 ≤ kψ ≤ r for each ψ with cψ 6= 0. We define k to be
the following,
k = min
ψ∈∆+p \Λ with cψ 6=0
{kψ}. (26)
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Here, we are taking the minimum over a finite set in (26) and 1 ≤ k ≤ r.
Moreover, we get the following non-empty set,
Sk = {ψ ∈ ∆+p \ Λ : cψ 6= 0 and kψ = k} 6= ∅. (27)
Recall the notation Nβ,γ for any β, γ ∈ ∆ is defined as follows: if β + γ ∈
∆ ∪ {0}, Nβ,γ is defined such that [eβ, eγ ] = Nβ,γeβ+γ; if β + γ /∈ ∆ ∪ {0}
then one defines Nβ,γ = 0. Now let us take k as defined in (26) and consider
the Lie bracket
0 = [X, eϕk + e−ϕk ]
=
∑
ψ∈∆+p \Λ
(
cψ(Nψ,ϕkeψ+ϕk +Nψ,−ϕkeψ−ϕk)
+ cψ(N−ψ,ϕke−ψ+ϕk +N−ψ,−ϕke−ψ−ϕk)
)
.
As [p±, p±] = 0, we have ψ + ϕk /∈ ∆ and −ψ − ϕk /∈ ∆ for each ψ ∈ ∆+p .
Hence, Nψ,ϕk = N−ψ,−ϕk = 0 for each ψ ∈ ∆+p . Then we have the simplified
expression
0 = [X, eϕk + e−ϕk ] =
∑
ψ∈∆+p \Λ
(cψNψ,−ϕkeψ−ϕk + cψN−ψ,ϕke−ψ+ϕk) . (28)
Now let us take ψ0 ∈ Sk 6= ∅. Then cψ0 6= 0. By the definition of k, we
have ψ0 is not strongly orthogonal to ϕk while ψ0 + ϕk /∈ ∆ ∪ {0}. Thus
we have ψ0 − ϕk ∈ ∆ ∪ {0}. Therefore cψ0Nψ0,−ϕkeψ0−ϕk 6= 0. Since 0 =
[X, eϕk + e−ϕk ], there must exist one element ψ
′
0 6= ψ0 ∈ ∆+p \ Λ such that
ϕk−ψ0 = ψ′0−ϕk and cψ′0 6= 0. This implies 2ϕk = ψ0+ψ′0, and consequently
one of ψ0 and ψ
′
0 is smaller then ϕk. Then we have the following two cases:
(i) If ψ0 < ϕk, then we find ψ0 < ϕk with ψ0 ⊥ ϕi for all 1 ≤ i ≤ k − 1,
and this contradicts to the definition of ϕk as the following
ϕk = min{ϕ ∈ ∆+p : ϕ ⊥ ϕj for 1 ≤ j ≤ k − 1}.
(ii) If ψ′0 < ϕk, since we have cψ′0 6= 0, we have
kψ′0 = min1≤i≤r
{i : ψ′0 is not strongly orthogonal to ϕi}.
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Then by the definition of k in (26), we have kψ′0 ≥ k. Therefore we found
ψ′0 < ϕk such that ψ
′
0 < ϕi for any 1 ≤ i ≤ k − 1 < kψ′0, and this contradicts
with the definition of ϕk.
Therefore in both cases, we found contradictions. Thus we conclude that
A0 is a maximal abelian subspace of p0.
For further use, we also state a proposition about the maximal abelian
subspaces of p0 according to [18, Ch. V],
Proposition 2.8. Let A′0 be an arbitrary maximal abelian subspaces of p0,
then there exists an element k ∈ K such that Ad(k) ·A0 = A′0. Moreover, we
have
p0 =
⋃
k∈K
Ad(k) · A0,
where Ad denotes the adjoint action of K on A0.
2.2 Boundedness of the period maps
Now let us fix the base point p ∈ T with Φ(p) = o ∈ D. Then according
to Remark 2.1, N+ can be viewed as a subset in Dˇ by identifying it with its
orbit in Dˇ with the base point Φ(p) = o. Let us also fix an adapted basis
(η0, . . . , ηm−1) for the Hodge decomposition of the base point Φ(p) ∈ D. Then
we identify elements in N+ with nonsingular block lower triangular matrices
whose diagonal blocks are all identity submatrix. We define
Tˇ = Φ−1(N+ ∩D).
At the base point Φ(p) = o ∈ N+ ∩ D, we have identifications of the
tangent spaces
T1,0o N+ = T
1,0
o D ≃ n+ ≃ N+.
Then the Hodge metric on T1,0o D induces an Euclidean metric on N+. In
the proof of the following lemma, we require all the root vectors to be unit
vectors with respect to this Euclidean metric.
Let
p+ = p/(p ∩ b) = p ∩ n+ ⊆ n+
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denote a subspace of T1,0o D ≃ n+, and p+ can be viewed as an Euclidean
subspace of n+. Similarly exp(p+) can be viewed as an Euclidean subspace
of N+ with the induced metric from N+. Define the projection map
P+ : N+ ∩D → exp(p+) ∩D
by
P+ = exp ◦ p+ ◦ exp−1 (29)
where exp−1 : N+ → n+ is the inverse of the isometry exp : n+ → N+, and
p+ : n+ → p+
is the projection map from the complex Euclidean space n+ to its Euclidean
subspace p+.
The restricted period map Φ : Tˇ → N+∩D, composed with the projection
map P+, gives a holomorphic map
Φ+ : Tˇ → exp(p+) ∩D, (30)
where Φ+ = P+ ◦ Φ|Tˇ .
Because the period map is a horizontal map, and the geometry in the
horizontal direction of the period domain D is similar to Hermitian symmet-
ric space as discussed in detail in [15], the proof of the following lemma is
basically an analogue of the proof of the Harish-Chandra embedding theorem
for Hermitian symmetric spaces, see for example [31].
Lemma 2.9. The image of the holomorphic map
Φ+ : Tˇ → exp(p+) ∩D
is bounded in exp(p+) with respect to the Euclidean metric on exp(p+) ⊆ N+.
Proof. We need to show that there exists 0 ≤ C <∞ such that for any q ∈ Tˇ ,
dE(Φ+(p),Φ+(q)) ≤ C, where dE is the Euclidean distance on exp(p+). In
fact the proof shows that
exp(p+) ∩D ⊂ exp(p+)
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is a bounded subset in the complex Euclidean space exp(p+).
By the definition of exp(p+), for any t ∈ exp(p+) there is a unique Y ∈ p+
such that the left translation exp(Y )o = t, where o = P+(o) is the base point
in exp(p+)∩D. On the other hand, for any s ∈ exp(p+)∩D, there also exists
an X ∈ p0 such that exp(X)o = s.
Next we analyze the point exp(X)o considered in exp(p+) by using the
method of Harish-Chandra’s proof of his famous embedding theorem for Her-
mitian symmetric spaces. See pages 94–97 in [31].
Let Λ = {ϕ1, . . . , ϕr} ⊆ ∆+p be a set of strongly orthogonal roots given in
Lemma 2.7. We denote xϕi = eϕi + e−ϕi and yϕi =
√−1(eϕi − e−ϕi) for any
ϕi ∈ Λ. Then
a0 = Rxϕ1 ⊕ · · · ⊕ Rxϕr , and ac = Ryϕ1 ⊕ · · · ⊕ Ryϕr ,
are maximal abelian spaces in p0 and
√−1p0 respectively.
Since X ∈ p0, by Proposition 2.8, there exists k ∈ K such that X ∈
Ad(k) · A0. As the adjoint action of K on p0 is unitary action and we are
considering the length in this proof, we may simply assume that X ∈ A0 up
to a unitary transformation. With this assumption, there exists λi ∈ R for
1 ≤ i ≤ r such that
X = λ1xϕ1 + λ2xϕ2 + · · ·+ λrxϕr
Since A0 is commutative, we have
exp(tX) =
r∏
i=1
exp(tλixϕi).
Now for each ϕi ∈ Λ, we have SpanC{eϕi, e−ϕi , hϕi} ≃ sl2(C) with
hϕi 7→
[
1 0
0 −1
]
, eϕi 7→
[
0 1
0 0
]
, e−ϕi 7→
[
0 0
1 0
]
;
and SpanR{xϕi , yϕi,
√−1hϕi} ≃ sl2(R) with
√−1hϕi 7→
[ √−1 0
0 −√−1
]
, xϕi 7→
[
0 1
1 0
]
,
yϕi 7→
[
0
√−1
−√−1 0
]
.
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Since Λ = {ϕ1, . . . , ϕr} is a set of strongly orthogonal roots, we have that
gC(Λ) = SpanC{eϕi , e−ϕi, hϕi}ri=1 ≃ (sl2(C))r,
and gR(Λ) = SpanR{xϕi , yϕi,
√−1hϕi}ri=1 ≃ (sl2(R))r.
In fact, we know that for any ϕ, ψ ∈ Λ with ϕ 6= ψ, [e±ϕ, e±ψ] = 0 since ϕ is
strongly orthogonal to ψ; [hϕ, hψ] = 0, since h is abelian; and
[hϕ, e±ψ] = [[eϕ, e−ϕ], e±ψ] = −[[e−ϕ, e±ψ], eϕ]− [[e±ψ, eϕ], e−ϕ] = 0.
Let us denote GC(Λ) = exp(gC(Λ)) ≃ (SL2(C))r and GR(Λ) =
exp(gR(Λ)) = (SL2(R))
r, which are subgroups of GC and GR respectively.
With the fixed reference point o = Φ(p), we denote D(Λ) = GR(Λ)(o) and
S(Λ) = GC(Λ)(o) to be the corresponding orbits of these two subgroups,
respectively. Then we have the following isomorphisms,
D(Λ) = GR(Λ) · B/B ≃ GR(Λ)/GR(Λ) ∩ V, (31)
S(Λ) ∩ (N+B/B) = (GC(Λ) ∩N+) · B/B ≃ GC(Λ) ∩N+. (32)
With the above notations, we will show that
(i) D(Λ) ⊆ S(Λ) ∩ (N+B/B) ⊆ Dˇ;
(ii) D(Λ) is bounded inside S(Λ) ∩ (N+B/B).
By Lemma 2.4, we know that for each pair of roots {eϕi, e−ϕi}, there
exists a positive integer k such that either eϕi ∈ g−k,k ⊆ n+ and e−ϕi ∈ gk,−k,
or eϕi ∈ gk,−k and e−ϕi ∈ g−k,k ⊆ n+. For the simplicity of notations, for
each pair of root vectors {eϕi , e−ϕi}, we may assume the one in g−k,k ⊆
n+ to be eϕi and denote the one in g
k,−k by e−ϕi . In this way, one can
check that {ϕ1, . . . , ϕr} may not be a set in ∆+p , but it is a set of strongly
orthogonal roots in ∆p. In this case, for any two different vectors eϕi, eϕj in
{eϕ1 , eϕ2, . . . , eϕr}, the Hermitian inner product
−B(θ(eϕi), eϕj ) = −B(−eϕi , e−ϕj)
= B(1/2[hϕi, eϕi], e−ϕj )
= −B(1/2eϕi , [hϕi, e−ϕj ]) = 0.
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Hence the basis {eϕ1 , eϕ2 , . . . , eϕr} can be chosen as an orthonormal basis.
Therefore, we have the following description of the above groups,
GR(Λ) = exp(gR(Λ))
= exp(SpanR{xϕ1 , yϕ1,
√−1hϕ1, . . . , xϕr , yϕr ,
√−1hϕr})
GR(Λ) ∩ V = exp(gR(Λ) ∩ v0) = exp(SpanR{
√−1hϕ1 , ·,
√−1hϕr})
GC(Λ) ∩N+ = exp(gC(Λ) ∩ n+) = exp(SpanC{eϕ1 , eϕ2, . . . , eϕr}).
Thus by the isomorphisms in (31) and (32), we have
D(Λ) ≃
r∏
i=1
exp(SpanR{xϕi , yϕi,
√−1hϕi})/ exp(SpanR{
√−1hϕi},
S(Λ) ∩ (N+B/B) ≃
r∏
i=1
exp(SpanC{eϕi}).
Let us denote GC(ϕi) = exp(SpanC{eϕi , e−ϕi, hϕi) ≃ SL2(C), S(ϕi) =
GC(ϕi)(o), and GR(ϕi) = exp(SpanR{xϕi, yϕi,
√−1hϕi})≃ SL2(R), D(ϕi) =
GR(ϕi)(o).
Now each point in S(ϕi) ∩ (N+B/B) can be represented by
exp(zeϕi) =
[
1 z
0 1
]
for some z ∈ C.
Thus S(ϕi)∩ (N+B/B) ≃ C. In order to see D(ϕi) in GC/B, we decompose
41
each point in D(ϕi) as follows. Let z = a+ bi for some a, b ∈ R, then
exp(axϕi + byϕi) =
[
cosh |z| z
|z|
sinh |z|
z
|z|
sinh |z| cosh |z|
]
(33)
=
[
1 z
|z|
tanh |z|
0 1
] [
(cosh |z|)−1 0
0 cosh |z|
]
[
1 0
z
|z|
tanh |z| 1
]
= exp
[
(
z
|z| tanh |z|)eϕi
]
exp [− log(cosh |z|)hϕi]
exp
[
(
z
|z| tanh |z|)e−ϕi
]
≡ exp
[
(
z
|z| tanh |z|)eϕi
]
(mod B).
So the elements ofD(ϕi) inGC/B can be represented by exp[(z/|z|)(tanh |z|)eϕi ],
i.e. [
1 z
|z|
tanh |z|
0 1
]
,
in which z
|z|
tanh |z| is a point in the unit disc D of the complex plane. There-
fore D(ϕi) is a unit disc D in the complex plane S(ϕi)∩(N+B/B). Therefore
D(Λ) ≃ Dr and S(Λ) ∩N+ ≃ Cr.
So we have obtained both (i) and (ii). As a consequence, we get that for any
q ∈ Tˇ , Φ+(q) ∈ D(Λ). This implies
dE(Φ+(p),Φ+(q)) ≤
√
r
where dE is the Eulidean distance on S(Λ) ∩ (N+B/B).
To complete the proof, we only need to show that S(Λ) ∩ (N+B/B) is
totally geodesic in N+B/B. In fact, the tangent space of N+ at the base
point is n+ and the tangent space of S(Λ) ∩ (N+B/B) at the base point is
SpanC{eϕ1 , eϕ2 , . . . , eϕr}. Since SpanC{eϕ1 , eϕ2, . . . , eϕr} is a Lie subalgebra
of n+, the corresponding orbit S(Λ)∩(N+B/B) is totally geodesic inN+B/B.
Here recall that the basis {eϕ1 , eϕ2 , . . . , eϕr} is an orthonormal basis.
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Although not needed in the proof of the above theorem, we also show
that the above inclusion of D(ϕi) in D is totally geodesic in D with respect
to the Hodge metric. In fact, the tangent space of D(ϕi) at the base point
is SpanR{xϕi , yϕi} which satisfies
[xϕi , [xϕi , yϕi]] = 4yϕi,
[yϕi, [yϕi, xϕi ]] = 4xϕi .
So the tangent space of D(ϕi) forms a Lie triple system, and consequently
D(ϕi) gives a totally geodesic submanifold of D.
The fact that the exponential map of a Lie triple system gives a totally
geodesic submanifold of D is from (cf. [18, Ch4, §7]), and we note that
this result still holds true for locally homogeneous spaces instead of only for
symmetric spaces. The pull-back of the Hodge metric on D(ϕi) is G(ϕi)
invariant metric, therefore must be the Poincare metric on the unit disc. In
fact, more generally, we have
Lemma 2.10. If G˜ is a subgroup of GR, then the orbit D˜ = G˜(o) is a totally
geodesic submanifold of D, and the induced metric on D˜ is G˜ invariant.
Proof. Firstly, D˜ ≃ G˜/(G˜ ∩ V ) is a quotient space. The induced metric of
the Hodge metric from D is GR-invariant, and therefore G˜-invariant. Now let
γ : [0, 1]→ D˜ be any geodesic, then there is a local one parameter subgroup
S : [0, 1] → G˜ such that, γ(t) = S(t) · γ(0). On the other hand, because G˜
is a subgroup of GR, we have that S(t) is also a one parameter subgroup of
GR, therefore the curve γ(t) = S(t) · γ(0) also gives a geodesic in D. Since
geodesics on D˜ are also geodesics on D, we have proved D˜ is totally geodesic
in D.
The following corollary is important to us.
Corollary 2.11. The underlying real manifold of exp(p+)∩D is diffeomor-
phic to GR/K ≃ exp(p0).
Proof. As discussed at the beginning of the proof of Lemma 2.9, for any
s ∈ exp(p+)∩D, there is an X ∈ p0 such that exp(X)o = s, where o = P+(o).
From equation (33), one sees that there exists Y ∈ p+, satisfying
X = T0(Y + τ0(Y ))
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for a unique real number T0, such that exp(X)o = exp(Y )baro. Hence we
have a diffeomorphism
exp(p+) ∩D → exp(p0) ≃ GR/K,
by mapping exp(Y )o to exp(X)o with the relation that X = T0(Y + τ0(Y )).
For a more detailed description of the above explicit correspondence from p0
to p+ in proving the Harish-Chandra embedding, please see Lemma 7.11 in
pages 390–391 in [18], pages 94–97 of [31], or the discussion in pages 463–466
in [47].
As proved in Proposition 3 of Chapter 2 in [36], for the extended period
map ΦHm : T Hm → D, there is a Whitney stratification
T Hm = ∪iTi
such that if Φi = Φ
H
m|Ti, the rank of the tangent map dΦi is constant on
Ti. Note that the stratification is narrow in the sense that for any open
neighborhood U of any point in T Hm , it induces a Whitney stratification of
U . We will define the image ΦHm(U) ⊂ D of a small open neighborhood U
of T Hm under the period map ΦHm as a horizontal slice, which is given by the
union of the image of each Ti restricted to the neighborhood U .
Note that we can always take U arbitrarily small as needed. Clearly we
have
ΦHm(U) = ∪iLi
where each Li = Φ
H
m(Ti ∩ U) is a smooth manifold when U is small enough,
and they induce a Whitney stratification of ΦHm(U) by the continuity of the
tangent map of ΦHm. We remark that locally there are only finitely many
strata Ti, since T Hm is finite dimensional and each Li is an integral submanifold
of the horizontal distribution induced by the period map. See for example,
page 36 in [33] about details related to the Whitney stratifications.
In fact here we can also directly use the Whitney stratification of ΦHm(U)
for the proof of the following Lemma, while using the Whitney stratification
for T Hm makes the geometric picture of the period map more transparent.
As local Torelli theorem holds for Calabi–Yau manifolds, the extended
period map ΦHm is nondegenerate on Tm ⊂ T Hm . Since im : T → Tm is a
44
covering, im(U) is a neighborhood of im(q) in Tm ⊂ T Hm if U is taken as a
small enough neighborhood of a point q in T . Therefore we also call the
image Φ(U) = ΦHm(im(U)) a horizontal slice.
Note that, at any point t ∈ Li, by the Griffiths transversality, we know
that the corresponding real tangent spaces satisfy
TtLi ⊂ Th,tD ⊂ TtGR/K ≃ p0
where t = π(t). Here the inclusion Th,tD ⊂ TtGR/K is induced by the
tangent map of π at t. Therefore the tangent map of π|Li : Li → GR/K at
t ∈ Li is injective, and π is injective in a small neighborhood of t in Li. From
this one can see that the following lemma is a straightforward corollary of
the Griffiths transversality.
Lemma 2.12. The projection map π : D → GR/K is injective on horizontal
slices. That is to say that for any horizontal slice ΦHm(U) around any point
s = ΦHm(q) with Φ
H
m(U) = ∪iLi, we can take the open neighborhood U of
q ∈ T small enough such that π is injective on each Li.
Proof. First from the above discussion, we see that the lemma is an obvious
corollary from the Griffiths transversality, if ΦHm(U) is smooth. The proof for
general case is essentially the same, except that we need to use the Whitney
stratification of ΦHm(U) and apply the Griffiths transversality on each stra-
tum. This should be standard in stratified spaces as discussed, for example,
in Section 3.8 of Chapter 1 in [33]. We give the detailed argument for reader’s
convenience.
Let s = ΦHm(q) ∈ D and U be a small open neighborhood of q. As
described above, we have the Whitney stratification ΦHm(U) = ∪iLi and each
Li can be identified to the image Φ
H
m(Ti ∩ U) of the stratum Ti.
From Theorem 2.1.2 of [33], we know that the tangent bundle TΦHm(U)
is a stratified space with a smooth structure, such that the projection
TΦHm(U) → ΦHm(U) is smooth and a morphism of stratified spaces. For any
sequence of points {sk} in a horizontal slice Li converging to s, the limit of
the tangent spaces,
lim
k→∞
TskLi = TsLi
exists by the Whitney conditions, and is defined as the generalized tangent
space at s in page 44 of [8]. Also see the discussion in page 64 of [33]. Denote
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s = π(s). With these notations understood, and by the Griffiths transversal-
ity, we get the following relations for the corresponding real tangent spaces,
TsΦ
H
m(U) = ∪iTsLi ≃ (dΦHm)q(TqT ) ⊂ (g−1,1 ⊕ g1,−1) ∩ g0
⊂ TsGR/K ≃ p0.
This implies that the tangent map of
π|ΦHm(U) : ΦHm(U)→ GR/K
at s is injective in the sense of stratified space, or equivalently it is injective
on each TsLi considered as generalized tangent space.
Therefore we can find a small open neighborhood V of s in D, such that
the restriction of π to ΦHm(U) ∩ V ,
π|ΦHm(U)∩V : ΦHm(U) ∩ V → GR/K,
is an immersion in the sense of stratified spaces, or equivalently injective on
each stratum Li ∩ U . Now we take U in T containing q small enough such
that ΦHm(U) ⊂ V . With such a choice of U , π is injective on the horizontal
slice ΦHm(U) in the sense of stratified spaces, and hence injective on each
stratum Li.
Lemma 2.13. For any z ∈ Φ+(Tˇ ) ⊂ exp(p+) ∩D, we have
P−1+ (z) ∩ Φ(Tˇ ) = π−1(z′) ∩ Φ(Tˇ ),
where z′ = π(z) ∈ GR/K.
Proof. From Corollary 2.11, the underlying real manifold of exp(p+) ∩D is
diffeomorphic to GR/K ≃ exp(p0). As described there, this diffeomorphism
is given explicitly by identifying the point
exp(Y )o ∈ exp(p+) ∩D
with the point exp(X) ∈ exp(p0), where the vectors X ∈ p0 and Y ∈ p+
satisfy the relation that X = T0(Y + τ0(Y )) for certain real number T0.
On the other hand, from the definition of the Hodge metric on D in
page 297 of [15], we know that the natural projection π : D → GR/K is
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a Riemannian submersion with the natural homogeneous metrics on D and
GR/K. For more details about this, see also Section 2 of [20].
Then the real geodesic
c(t) = exp(tX)
in exp(p+) ∩ D with X ∈ p0 connecting the based point o and any point
z ∈ exp(p+) ∩ D is the horizontal lift of the geodesic π(c(t)) in GR/K.
This is a basic fact in Riemannian submersion as given in, for example,
Corollary 26.12 in page 339 of [29].
Hence the natural projection π : D → GR/K maps c(t) isometrically to
π(c(t)). From this one sees that the projection map π, when restricted to
the underlying real manifold of exp(p+)∩D, is given by the diffeomorphism
π+ : exp(p+) ∩D −→ exp(p0) ≃−→ GR/K,
and the diagram
N+ ∩D pi //
P+

GR/K
exp(p+) ∩D
pi+
88♣♣♣♣♣♣♣♣♣♣♣
,
is commutative. Therefore one concludes that any two points in N+ ∩D are
mapped to the same point in exp(p+)∩D via P+, if and only if they are are
mapped to the same point in GR/K via π. Hence for any
z ∈ Φ+(Tˇ ) ⊂ exp(p+) ∩D,
the projection map P+ maps the fiber π
−1(z′) ∩ Φ(Tˇ ) onto the point z ∈
exp(p+) ∩D, where z′ = π(z) ∈ GR/K.
Theorem 2.14. The image of the restriction of the period map
Φ : Tˇ → N+ ∩D
is bounded in N+ with respect to the Euclidean metric on N+.
Proof. In Lemma 2.9, we have already proved that the image of Φ+ = P+ ◦Φ
is bounded with respect to the Euclidean metric on exp(p+) ⊆ N+. Now
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together with the Griffiths transversality, we will deduce the boundedness of
the image of Φ : Tˇ → N+ ∩D from the boundedness of the image of Φ+.
Our proof can be divided into two steps. It is an elementary argument
to apply the Griffiths transversality on T Hm .
(i) We claim that there are only finite points in the inverse image
(P+|Φ(Tˇ ))−1(z)
for any z ∈ Φ+(Tˇ ). Here P+|Φ(Tˇ ) denotes the restriction of P+ to Φ(Tˇ ).
Otherwise, by Lemma 2.13, we have {qi}∞i=1 ⊆ Tˇ and
{yi = Φ(qi)}∞i=1 ⊆ (P+|Φ(Tˇ ))−1(z)
with limiting point y∞ ∈ π−1(z′) ≃ K/V , since K/V is compact. We project
the points qi to q
′
i ∈ Zm via the universal covering map πm : T → Zm. There
must be infinite many q′i’s. Otherwise, we have a subsequence {qjk} of {qj}
such that πm(qjk) = q
′
i0
for some i0 and
yjk = Φ(qjk) = γkΦ(qj0) = γkyj0,
where γk ∈ Γ is the monodromy action. Since Γ is discrete, the subsequence
{yjk} is not convergent, which is a contradiction.
Now we project the points qi on Zm via the universal covering map πm :
T → Zm and still denote them by qi without confusion. Then the sequence
{qi}∞i=1 ⊆ Zm has a limiting point q∞ in Zm, where Zm is the compactification
of Zm. By continuity the period map Φ : Zm → D/Γ can be extended over
q∞ with
Φ(q∞) = πD(y∞) ∈ D/Γ,
where πD : D → D/Γ is the projection map. Thus q∞ lies ZHm .
Now we regard the sequence {qi}∞i=1 as a convergent sequence in ZHm with
limiting point q∞ ∈ ZHm . Let V be a small open neighborhood of q∞, and q˜∞
be its lifting to T Hm . Let U be a small open neighborhood of q˜∞ such that
πHm : U → V is a diffeomorphism.
We can choose a sequence {q˜i}∞i=1 ⊆ T Hm with limiting point q˜∞ ∈ T Hm
such that q˜i ∈ U maps to qi ∈ V for i large via the universal covering map
πHm : T Hm → ZHm and
ΦHm(q˜i) = yi ∈ D,
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for i ≥ 1 and i =∞. Since the extended period map
ΦHm : T Hm → D
still satisfies the Griffiths transversality by Lemma 1.9, we can choose the
neighborhood U of q˜∞ small enough such that Φ
H
m(U) = ∪iLi is a disjoint
union of Whitney stratifications in Lemma 2.12 and π is injective on each
Li. By passing to a subsequence, we may assume that the points q˜i for i
sufficiently large are mapped into some stratum Li, which is a contradiction.
Denote P+|ΦHm(T Hm ) to be the restricted map
P+|ΦHm(T Hm ) : N+ ∩ ΦHm(T Hm )→ exp(p+) ∩D.
In fact, a similar argument also proves that there are only finite points in
(P+|ΦHm(T Hm ))−1(z), for any z ∈ Φ+(Tˇ ). Furthermore, we have the following
conclusion.
(ii) The restricted map
P+|ΦHm(T Hm ) : N+ ∩ ΦHm(T Hm )→ exp(p+) ∩D
is a finite holomorphic ramified covering map onto its image. The proof is a
direct application of some basic results in the book of Grauert–Remmert [9].
From (i) and the definition of finite map in analytic geometry as given in
page 47 of [9], we only need to show that P+|ΦHm(T Hm ) is closed. In fact, we
know that
ΦZHm : ZHm → D/Γ
is a proper map by the result of Griffiths, and hence ΦZHm (ZHm ) is closed in
D/Γ. So
ΦHm(T Hm ) = π−1D (ΦZHm (ZHm ))
is also closed in D, where πD : D → D/Γ is the projection map. Hence any
closed subset E of ΦHm(T Hm ) is also a closed subset of D. Since the natural
projection map
π : D → GR/K
is a proper map, one sees that π is a closed map, which implies that π(E)
is closed in GR/K. Moreover, from the proof of Lemma 2.13, one sees that
P+(E) is diffeomorphic to π(E) through the diffeomorphism
exp(p+) ∩D ≃ p0 ≃ GR/K,
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which implies that P+(E) is closed in exp(p+)∩D. Therefore we have proved
that P+|ΦHm(T Hm ) is a closed map.
As proved in page 171 of [9], the image of an irreducible complex variety
under holomorphic map is still irreducible. Since T Hm is irreducible, we know
that ΦHm(T Hm ) is an irreducible analytic subvariety of Dˇ. The intersection
N+ ∩ ΦHm(T Hm ) is equal to ΦHm(T Hm ) minus the proper analytic subvariety
ΦHm(T Hm ) ∩ (Dˇ \N+). Hence, from the results in page 171 of [9], we get that
N+ ∩ ΦHm(T Hm ) and P+(N+ ∩ ΦHm(T Hm )) are both irreducible.
By the result in page 179 of [9], the projection map
P+|ΦHm(T Hm ) : N+ ∩ ΦHm(T Hm )→ P+(N+ ∩ ΦHm(T Hm ))
is a finite holomorphic map, or equivalently, finite ramified covering map.
Let r(z) be the cardinality of the fiber (P+|ΦHm(T Hm ))−1(z) for any
z ∈ P+(N+ ∩ ΦHm(T Hm ))
outside the ramification locus. From the result in page 135 in [9], we know
that r(z) = r is constant on P+(N+ ∩ ΦHm(T Hm )) outside the ramified locus
which is an analytic subset. From the above proof of (i), we also know that r
is finite. Hence P+|ΦHm(T Hm ) is an r-sheeted ramified covering, which together
with Lemma 2.9, implies that the image Φ(Tˇ ) ⊆ N+ ∩D is bounded.
In early versions of this paper we wrote a more elementary proof of (ii),
which only used the Griffiths transversality and a simple limiting argument
similar to the proof of (i). The new proof we give here is more illuminating,
since it has the advantage of involving more geometric structures of the image
of period map and period domain.
Lemma 2.15. Let p ∈ T be the base point with Φ(p) = {F np ⊆ F n−1p ⊆ · · · ⊆
F 0p }. Let q ∈ T be any point with Φ(q) = {F nq ⊆ F n−1q ⊆ · · · ⊆ F 0q }, then
Φ(q) ∈ N+ if and only if F kq is isomorphic to F kp for all 0 ≤ k ≤ n.
Proof. For any q ∈ T , we choose an arbitrary adapted basis {ζ0, . . . , ζm−1}
for the given Hodge filtration {F nq ⊆ F n−1q ⊆ · · · ⊆ F 0q }. Recall that {η0, . . . ,
ηm−1} is the adapted basis for the Hodge filtration {F np ⊆ F n−1p ⊆ · · · ⊆ F 0p }
for the base point p. Let [Ai,j(q)]0≤i,j≤n be the transition matrix between the
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basis {η0, . . . , ηm−1} and {ζ0, . . . , ζm−1} for the same vector space Hn(M,C),
where Ai,j(q) are the corresponding blocks.
Recall that elements in N+ and B have matrix representations with the
fixed adapted basis at the base point: elements in N+ can be realized as non-
singular block lower triangular matrices with identity blocks in the diagonal;
elements in B can be realized as nonsingular block upper triangular matrices.
Therefore
Φ(q) ∈ N+ = N+B/B ⊆ Dˇ
if and only if its matrix representation [Ai,j(q)]0≤i,j≤n can be decomposed
as L(q) · U(q), where L(q) is a nonsingular block lower triangular matrix
with identities in the diagonal blocks, and U(q) is a nonsingular block upper
triangular matrix.
By basic linear algebra, we know that [Ai,j(q)] has such decomposition if
and only if det[Ai,j(q)]0≤i,j≤k 6= 0 for any 0 ≤ k ≤ n. In particular, we know
that [A(q)i,j]0≤i,j≤k is the transition map between the bases of F
k
p and F
k
q .
Therefore, det([A(q)i,j]0≤i,j≤k) 6= 0 if and only if F kq is isomorphic to F kp .
Lemma 2.16. The subset Tˇ is an open dense submanifold in T , and T \Tˇ
is an analytic subvariety of T with codimC(T \Tˇ ) ≥ 1.
Proof. From Lemma 2.15, one can see that Dˇ \ N+ ⊆ Dˇ is defined as an
analytic subvariety by equation
Π0≤k≤n det[A
i,j(q)]0≤i,j≤k = 0.
Therefore N+ is dense in Dˇ, and that Dˇ \ N+ is an analytic subvariety,
which is closed in Dˇ and codimC(Dˇ\N+) ≥ 1. We consider the period map
Φ : T → Dˇ as a holomorphic map to Dˇ, then
T \ Tˇ = Φ−1(Dˇ \N+)
is the preimage of Dˇ \ N+ of the holomorphic map Φ. Therefore T \ Tˇ is
also an analytic subvariety and a closed set in T . Because T is smooth and
connected, T is irreducible. If dim(T \ Tˇ ) = dim T , then T \ Tˇ = T and
Tˇ = ∅, but this contradicts to the fact that the reference point p is in Tˇ . Thus
we conclude that dim(T\Tˇ )<dim T , and consequently codimC(T \Tˇ )≥1.
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Remark 2.17. We can also prove this lemma in a more direct manner. By
using notation in the proof of Lemma 2.15, for any q ∈ T , let Uq be a
neighborhood of q such that all Hodge bundles {F k}0≤k≤n are trivial over Uq.
For any r ∈ Uq, let {ζ(r) = {ζ0(r), . . . , ζm−1(r)}}r∈Uq be a holomorphic family
of adapted bases for the Hodge filtrations over Uq, where ζ(r) is an adapted
basis for the Hodge filtration at r ∈ Uq. Let {A(r)}r∈Uq be the holomorphic
family of transition matrices, where A(r) is the transition matrix between
the adapted basis η to the Hodge filtration at the reference point p and the
adapted basis ζ(r) to the Hodge filtration at any point r ∈ Uq.
From the definition of Tˇ , we get that r ∈ Uq \ (Uq ∩ Tˇ ) if and only if r
satisfies the following local holomorphic equation,
Π0≤k≤n det[A
i,j(r)]0≤i,j≤k = 0.
Since T is irreducible and Tˇ 6= ∅, we have that T \ Tˇ is a divisor on T .
Therefore the complex codimension of T \ Tˇ in T is greater than or equal to
1.
Corollary 2.18. The image of
Φ : T → D
lies in N+ ∩D and is bounded with respect to the Euclidean metric on N+.
Proof. According to Lemma 2.16, T \Tˇ is an analytic subvariety of T and
the complex codimension of T \Tˇ is at least one. By Theorem 2.14, the
holomorphic map Φ : Tˇ → N+ ∩ D is bounded in N+ with respect to the
Euclidean metric. Thus by the Riemann extension theorem, there exists a
holomorphic map Φ′ : T → N+ ∩D such that
Φ′|Tˇ = Φ|Tˇ .
Since as holomorphic maps, Φ′ and Φ agree on the open subset Tˇ , they must
be the same on the entire T . Therefore, the image of Φ is in N+ ∩ D, and
the image is bounded with respect to the Euclidean metric on N+. As a
consequence, we also get T = Tˇ = Φ−1(N+).
Recall that in Section 1.4, we have proved that Φm : Tm → D is holo-
morphic with
Φm(Tm) = ΦHm(im(T )) = Φ(T )
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and codimC(T Hm \ Tm) ≥ 1. Corollary 2.18 implies that the image of
Φm : Tm → N+ ∩D
is bounded in N+.
Corollary 2.19. The image of
ΦHm : T Hm →D
lies in N+∩D and is bounded with respect to the Euclidean metric on N+.
Proof. This follows directly from boundedness of Φ, and that ΦHm is a con-
tinuous extension of Φ to T Hm . Indeed let q ∈ T Hm and {qn} be a sequence of
points in T with limit q. Then we have
ΦHm(q) = lim
n→∞
Φ(qn).
Therefore the boundedness of Φ gives the boundedness of ΦHm.
3 Affine structures and injectivity of extended
period map
In Section 3.1, we introduce the abelian subalgebra a, the abelian Lie group
A = exp(a), and the projection map P : N+ ∩D → A∩D. Then from local
Torelli for Calabi–Yau manifolds, we show that the holomorphic map
Ψ : T → A ∩D ⊂ A ≃ CN
defines a global affine structure on T .
In Section 3.2, we consider the extended period map
ΨHm : T Hm → A ∩D,
where ΨHm = P ◦ ΦHm. Then by using the affine structure, local Torelli for
Calabi–Yau manifolds and extension of Hodge bundles we show that ΨHm is
nondegenerate and hence defines a global affine structure on T Hm . A lemma
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of Griffiths-Wolf in [16] tells us that the completeness of T Hm with Hodge
metric implies that
ΨHm : T Hm → A ∩D
is a covering map. In Section 3.3, we prove that ΨHm is an injection by using
the Hodge metric completeness of T Hm , and the global holomorphic affine
structure on T Hm . As a corollary, we show that the holomorphic map ΦHm is
an injection.
3.1 Affine structure on the Teichmu¨ller space
Let us consider
a = dΦp(T
1,0
p T ) ⊆ T1,0o D ≃ n+
where p is the base point in T with Φ(p) = o. Then by Griffiths transversality,
a ⊆ g−1,1 is an abelian subalgebra of n+ determined by the tangent map of
the period map
dΦ : T1,0T → T1,0D.
Consider the corresponding Lie group
A , exp(a) ⊆ N+.
Then A can be considered as a complex Euclidean subspace of N+ with the
induced Euclidean metric from N+.
Define the projection map P : N+ ∩D → A ∩D by
P = exp ◦ p ◦ exp−1
where exp−1 : N+ → n+ is the inverse of the isometry exp : n+ → N+, and
p : n+ → a is the projection map from the complex Euclidean space n+ to
its Euclidean subspace a.
The period map Φ : T → N+ ∩D composed with the projection map P
gives a holomorphic map
Ψ : T → A ∩D (34)
where Ψ = P ◦ Φ. Similarly we define ΨHm : T Hm → A ∩ D by ΨHm =
P ◦ ΦHm. We will prove that the map in (34) defines a global affine structure
on the Teichmu¨ller space T . First we review the definition of complex affine
structure on a complex manifold.
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Definition 3.1. Let M be a complex manifold of complex dimension n. If
there is a coordinate cover {(Ui, ϕi); i ∈ I} of M such that ϕik = ϕi ◦ ϕ−1k is
a holomorphic affine transformation on Cn whenever Ui ∩ Uk is not empty,
then {(Ui, ϕi); i ∈ I} is called a complex affine coordinate cover on M and
it defines a holomorphic affine structure on M .
Now we are ready to prove the following theorem which is the main result
of this subsection.
Theorem 3.2. The holomorphic map Ψ : T → A ∩D ⊂ A ≃ CN defines a
global holomorphic affine structure on T .
Proof. Let H denote the Hodge subbundle Hom(F n, F n−1/F n). Recall that
we have used the same notations for Hodge bundles on D and T . Then by
local Torelli theorem for Calabi–Yau manifolds, we have the isomorphism
dΦ : T1,0T ∼−→ H. (35)
Let HA be the restriction of H to A∩D. Since HA is a Hodge subbundle,
we have the natural commutative diagram
HA|o d exp(X)≃ //
≃

HA|s

T1,0o (A ∩D)
d exp(X)
≃
// T1,0s (A ∩D)
at any point s = exp(X) in A ∩ D with X ∈ a. Here d exp(X) denote the
tangent map of the left translation by exp(X). Here we have used the fact
that the Hodge subbundle HA is a homogeneous subbundle of the tangent
bundle T1,0D which is also homogeneous. See [11] for the basic properties of
homogeneous vector bundles.
Hence we have the isomorphism of tangent spaces T1,0s (A ∩ D) ≃ HA|s
for any s ∈ A ∩D, which implies that
T1,0(A ∩D) ≃ HA
as holomorphic bundles on A∩D. Note that the tangent map of the projec-
tion map P : N+ ∩D → A ∩D maps the tangent bundle of D,
T1,0D ≃
n⊕
k=1
k⊕
l=1
Hom(F k/F k+1, F k−l/F k−l+1)
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onto its subbundle T1,0(A ∩D) ≃ HA. Therefore the tangent map
dΨ = dP ◦ dΦ : T1,0T → T1,0(A ∩D)
at any point q ∈ T is explicitly given by
dΨq : T
1,0
q T → ⊕nk=1Hom(F kq /F k+1q , F k−1q /F kq )→HA|Ψ(q) ≃ T1,0Ψ(q)(A ∩D)
which is an isomorphism by the local Torelli theorem for Calabi–Yau mani-
folds as in (35). Therefore we have proved that the holomorphic map
Ψ : T → A ∩D
is nondegenerate which induces an affine structure on T from A.
Here recall that by pulling back the affine structure on A∩D, we mean to
pull back the affine coordinates of A ≃ CN by the nondegenerate holomorphic
map Ψ, and this defines an affine structure on T . We remark that this affine
structure on T depends on the choice of the base point p. Affine structures on
T defined in this ways by fixing different base point may not be compatible
with each other.
3.2 Affine structure on the Hodge metric completion
space
First recall the diagram (20):
T im //
pim

T Hm
piHm

ΦHm // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ.
(36)
By Corollary 2.19, we define the holomorphic map
ΨHm : T Hm → A ∩D
by composing the extended period map ΦHm : T Hm → N+ ∩ D with the
projection map P : N+ ∩D → A ∩D. We also define the holomorphic map
Ψm : Tm → A ∩D
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by restricting Ψm = Ψ
H
m|Tm, which is given by Ψm = P ◦ Φm.
Next, recall that Tm ⊂ T Hm is an open complex submanifold of T Hm with
codimC(T Hm \ Tm) ≥ 1, im is a covering map onto Tm, and
Tm = im(T ) = (πHm)−1(Zm).
We can choose a small neighborhood U of any point in Tm such that
πHm : U → V = πHm(U) ⊂ Zm,
is a biholomorphic map. We can shrink U and V simultaneously such that
π−1m (V ) = ∪αWα and πm : Wα → V is also biholomorphic. Choose any Wα
and denote it by W = Wα. Then im : W → U is a biholomorphic map.
Since
Ψ = ΨHm ◦ im = Ψm ◦ im,
we have Ψ|W = Ψm|U ◦im|W . Theorem 3.2 implies that Ψ|W is biholomorphic
onto its image, if we shrink W , V and U again. Therefore
Ψm|U : U → A ∩D
is biholomorphic onto its image. By pulling back the affine coordinate chart
in A ≃ CN , we get an induced affine structure on Tm such that Ψm is an
affine map.
In conclusion, we have proved the following lemma.
Lemma 3.3. The holomorphic map
Ψm : Tm → A ∩D
is a local embedding. In particular, Ψm defines a global holomorphic affine
structure on Tm.
Next we will prove that the affine structure induced by Ψm : Tm → A∩D
can be extended to a global affine structure on T Hm , which is precisely induced
by the extended period map ΨHm : T Hm → A ∩D.
Definition 3.4. Let M be a complex manifold and N ⊂ M a cloesd subset.
Let E0 → M \ N be a holomorphic vector bundle. Then E0 is called holo-
morphically trivial along N , if for any point x ∈ N , there exists an open
neighborhood U of x in M such that E0|U\N is holomorphically trivial.
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We need to following elementary lemma, which is Proposition 4.4 from
[28], to proceed.
Lemma 3.5. The holomorphic vector bundle E0 → M \N can be extended
to a unique holomorphic vector bundle E → M such that E|M\N = E0, if
and only if E0 is holomorphically trivial along N .
Proof. The proof is taken from Proposition 4.4 of [28]. We include it here
for convenience of the reader.
If such an extension E → M exists uniquely, then we can take a neigh-
borhood U of x such that E|U is trivial, and hence E0|U\N is trivial.
Conversely, suppose that for any point x ∈ N , there exists an open neigh-
borhood Ux of x in M such that E0|Ux\N is trivial. We cover N by the open
sets {Ux : x ∈ N}. For any y ∈M \N , we can choose an open neighborhood
Vy of y such that Vy ∩N = ∅.
We cover M by the open sets in
C = {Ux : x ∈ N} ∪ {Vy : y ∈M \N},
and denote ψUV to be the transition function of E0 on U ∩ V if U ∩ V 6= ∅,
where U, V are open subsets of M \N and E0 is trivial on U and V .
If Vy ∩ Vy′ 6= ∅, then ψVyVy′ is well-defined, since Vy ∩ Vy′ ⊂M \N . We can
define the transition function ϕ
Vy
Vy′
= ψ
Vy
Vy′
. For the case of Ux and Vy, we use
the same argument to get the transition functions ϕUxVy = ψ
Ux
Vy
and ϕ
Vy
Ux
= ψ
Vy
Ux
.
The remaining case is when Ux ∩ Ux′ 6= ∅, where x, x′ ∈ N . Then the
transition function ψ
Ux\N
Ux′\N
is well-defined and we define the transition function
ϕUxUx′ = ψ
Ux\N
Ux′\N
. Clearly the newly defined transition functions ϕUV with U, V ∈
C satisfy that
ϕUV ◦ ϕVU = id, and ϕUV ◦ ϕVW ◦ ϕWU = id.
Therefore these transition functions determine a unique holomorphic vector
bundle E → M such that E|M\N = E0.
On the period domainD we have the Hodge bundle which is the horizontal
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subbundle of the tangent bundle of D,
n⊕
k=1
Hom(F k/F k+1, F k−1/F k), (37)
in which the differentials of the period maps Φ, ΦHm and Φm take values.
From local Torelli for Calabi–Yau manifolds, we know that the image of
the differential of the period map at each point is the Hodge subbundle
Hom(F n, F n−1/F n). On the other hand, as the variation of Hodge structure
from geometry, the Hodge bundles naturally exist on T and Tm.
Let us denote the restriction to A ∩ D of the Hodge subbundle H =
Hom(F n, F n−1/F n) on D by
HA = Hom(F n, F n−1/F n)|A.
By the definition of A, the holomorphic tangent bundle of A∩D is naturally
isomorphic to HA as proved in Theorem 3.2. Theorem 3.2 and Lemma 3.3
give the natural isomorphisms of the holomorphic vector bundles over T and
Tm respectively
dΨ : T1,0T ≃ Ψ∗HA,
dΨm : T
1,0Tm ≃ Ψ∗mHA.
We remark that the period map ΦHZm : ZHm → D/Γ can be lifted to
the universal cover to get ΦHm : T Hm → D due to the fact that around any
point in ZHm \ Zm, the Picard-Lefschetz transformation, or equivalently, the
monodromy is trivial, which is proved in Lemma 1.7. Hence the Hodge
bundle (ΨHm)
∗HA is the natural extension of Ψ∗mHA over T Hm . More precisely
we have the following lemma.
Lemma 3.6. The isomorphism T1,0Tm ≃ Ψ∗mHA of holomorphic vector bun-
dles over Tm has a unique extension to an isomorphism of holomorphic vector
bundles over T Hm with
T1,0T Hm ≃ (ΨHm)∗HA.
Proof. We give another proof by using the extension of the period map.
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For any p ∈ T Hm \ Tm, we can choose an open neighborhood Up ⊂ T Hm
such that ΨHm(Up) is contained in an open neighborhood W ⊂ A ∩ D along
which HA is trivial. Let
o = ΨHm(p) ∈ W and HA = HA|o.
Then we have
HA|W ≃W ×HA
and
(ΨHm)
∗HA|Up ≃ (ΨHm)∗(HA|W )|Up ≃ (ΨHm)∗(W ×HA)|Up ≃ Up ×HA.
Let U = Up ∩ Tm. Then the restriction to U of the pull-back Hodge bundle
is
Ψ∗mHA|U = ((ΨHm)∗HA|Up)|U ≃ U ×HA,
which means that Ψ∗mHA is holomorphically trivial along T Hm \ Tm.
Therefore by Lemma 3.5, the Hodge bundle Ψ∗mHA over Tm has a unique
extension over T Hm , which is (ΨHm)∗HA by continuity. Then we apply Lemma
3.5 again to conclude that the holomorphic tangent bundle T1,0Tm, which is
isomorphic to Ψ∗mHA, is holomorphically trivial along T Hm \Tm. Hence T1,0Tm
has a unique extension which is obviously T1,0T Hm . By the uniqueness of such
extension we conclude that
T1,0T Hm ≃ (ΨHm)∗HA.
With the same notation H = Hom(F n, F n−1/F n) to denote the corre-
sponding Hodge bundles on Tm and T Hm , the above lemma simply tells us
that the isomorphism of bundles T1,0Tm ≃ H on Tm extends to isomorphism
on T Hm , T1,0T Hm ≃ H due to the trivial monodromy around around ZHm \Zm.
With the above preparations, we are ready to prove the following theorem,
which is crucial to the proofs of our main theorems.
Theorem 3.7. The holomorphic map
ΨHm : T Hm → A ∩D
is nondegenerate. Hence ΨHm defines a global affine structure on T Hm .
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Proof. Without confusion we will use HA to denote the tangent bundle of
A ∩D, since they are naturally isomorphic.
For any point q ∈ T Hm \ Tm, we can choose a neighborhood Uq of q in T Hm
such that
T1,0T Hm ≃ (ΨHm)∗HA
is trivial on Uq. Moreover, we can shrink Uq so that Ψ
H
m(Uq) ⊆ V , where
V ⊂ A ∩D on which HA is trivial. We choose a basis
{Λ1, · · · ,ΛN}
of HA|V , which is parallel with respect to the natural affine structure on
A ∩D. Let
µi = ((Ψ
H
m)
∗Λi)|Uq , 1 ≤ i ≤ N.
Then {µ1, · · · , µn} is a basis of
T1,0T Hm |Uq ≃ (ΨHm)∗HA|Uq .
Let U = Uq ∩ Tm and qk ∈ U such that qk −→ q as k −→∞. Since
Ψm : Tm → A ∩D
defines a global affine structure on Tm, for any k ≥ 1 we have
(dΨm)(µi|qk) =
∑
j
Aij(qk)Λj|ok ,
for some nonsingular matrix (Aij(qk))1≤i,j≤N , where ok = Ψm(qk).
Since the affine structure on Tm is induced from that of A ∩D, both the
bases
{µ1|U , · · · , µN |U} and {Λ1, · · · ,ΛN}
are parallel with respect to the affine structures on Tm and A ∩ D respec-
tively. Hence we have that the matrix (Aij(qk)) = (Aij) is constant matrix.
Therefore
(dΨHm)(µi|q) = lim
k→∞
(dΨHm)(µi|qk)
= lim
k→∞
(dΨm)(µi|qk)
= lim
k→∞
∑
j
AijΛj |ok
=
∑
j
AijΛj|o∞ ,
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where o∞ = Ψ
H
m(q). Since the matrix (Aij)1≤i,j≤N is nonsingular, the tangent
map dΨHm is nondegenerate.
Note that in the proof of Theorem 3.7, we have used substantially the
identification
dΨm : T
1,0Tm ≃ Ψ∗mHA
on Tm, which is explicitly given by the contraction map κ(v)y at a point
(q, v) ∈ TqTm. Here recall that
κ : T 1,0q Tm → H0,1(Mq, T 1,0Mq)
is the Kodaira-Spencer map for any q ∈ Tm. From the explicit expression,
one can see that this identification of bundles
T1,0Tm ≃ Ψ∗mHA ≃ H
on Tm only depends on the tangent vector v.
Moreover, since Ψ∗mHA extends trivially to (ΨHm)∗HA on T Hm due to the
trivial monodromy along ZHm \ Zm, it gives the identification of the tangent
bundle T1,0T Hm with the Hodge subbundle
(ΨHm)
∗HA ≃ H
on T Hm by Lemma 3.6. From this special feature of the period map, one can
see that the identification of the tangent bundle of the Torelli space with the
Hodge subbundle is compatible with both the affine structures on Tm and A,
as well as the affine map Ψm.
Now we recall a lemma due to Griffiths and Wolf, which is proved as
Corollary 2 in [16].
Lemma 3.8. Let f : X → Y be a local diffeomorphism of connected Rieman-
nian manifolds. Assume that X is complete for the induced metric. Then
f(X) = Y , f is a covering map and Y is complete.
This lemma, together with Theorem 3.7 proved above, gives the following
corollary.
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Corollary 3.9. The holomorphic map
ΨHm : T Hm → A ∩D
is a universal covering map, and the image ΨHm(T Hm ) = A ∩ D is complete
with respect to the Hodge metric.
It is important to note that the flat connections which correspond to the
global holomorphic affine structures on T , on Tm or on T Hm are in general
not compatible with the corresponding Hodge metrics on them.
3.3 Injectivity of the period map on the Hodge metric
completion space
The main purpose of this section is to prove Theorem 3.10 stated below. We
will give two proofs of this theorem. The first proof is to show directly that
A ∩ D is simply connected, which together with Corollary 3.9 implies the
theorem.
The second proof uses the affine structures on T Hm and A ∩D in a more
substantial way. Each proof reflects different geometric structures of the
period domain and the period map which will be useful for further study, so
we include both proofs in this section.
Theorem 3.10. For any m ≥ 3, the holomorphic map
ΨHm : T Hm → A ∩D
is an injection and hence a biholomorphic map.
Proof. As explicitly described in the proof of Lemma 2.13, the natural pro-
jection π : D → GR/K, when restricted to the underlying real manifold of
exp(p+) ∩D, is given by the diffeomorphism
π+ : exp(p+) ∩D −→ exp(p0) ≃−→ GR/K, (38)
which is defined by mapping exp(Y )o to exp(X)o for Y ∈ p+ and X ∈ p0
with the relation that
X = T0(Y + τ0(Y ))
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for some real number T0. Here o is the base point in exp(p+) ∩D.
By Griffiths transversality, one has
a ⊂ g−1,1 ⊂ p+ and a0 = a+ τ0(a) ⊂ p0.
Then A ∩ D is a submanifold of exp(p+) ∩ D, and the diffeomorphism π+
maps A ∩ D ⊆ exp(p+) ∩ D diffeomorphically to its image exp(a0) inside
GR/K, from which one has the diffeomorphism
A ∩D ≃ exp(a0)
induced by π+. Since exp(a0) is simply connected, one concludes that A∩D
is also simply connected.
Now since T Hm is simply connected and ΨHm : T Hm → A ∩D is a covering
map, we conclude that ΨHm must be a biholomorphic map.
For the second proof, we will first prove the following elementary lemma,
in which we mainly use the completeness with the Hodge metric on T Hm , the
boundedness of the image of the extended period map
ΦHm : T Hm → N+ ∩D
which is also an isometry in the Hodge metric, the holomorphic affine struc-
ture on T Hm , and the affineness of ΨHm. We remark that as T Hm is a complex
affine manifold, we have the notion of straight lines in it with respect to the
affine structure.
Lemma 3.11. For any point in T Hm , there is a straight line segment in T Hm
connecting it to the base point p.
Proof. The proof uses crucially the facts that the map ΨHm : T Hm → A∩D is
local isometry with the Hodge metrics on T Hm and A∩D, and that it is also
an affine map with the induced affine structure on T Hm .
Let q be any point in T Hm . As T Hm is connected and complete with the
Hodge metric, by Hopf-Rinow theorem, there exists a geodesic γ in T Hm con-
necting the base point p to q. Since ΨH is a local isometry with the Hodge
metric, γ˜ = ΨH(γ) is also a geodesic in A ∩D.
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By Griffiths transversality, we have that a ⊂ g−1,1 ⊂ p+ and a0 = a +
τ0(a) ⊂ p0. On the other hand, from equation (38), we know that any
geodesic starting from the base point p˜ = ΨH(p) in A ∩ D is of the form
exp(tX)p˜ with X ∈ a0 and t ∈ R. Also from the explicit computation in
Lemma 2.9 we have the relation
exp(tX)p˜ = exp(T (t)Y )p˜
with Y ∈ a satisfying X = T0(Y +τ0(Y )) for some T0 ∈ R, and T (t) a smooth
real valued monotone function of t.
Note that the affine structure on A∩D is induced from the affine structure
on a by the exponential map
exp : a→ A,
therefore γ˜ = exp(T (t)Y )p˜ corresponds to a straight line with respect to the
affine structure on A∩D. Hence γ is also a straight line in T H with respect
to the induced affine structure, since ΨH is an affine map.
We remark that the above proof uses substantially the fact that the
straight line segment connects the base point to any other point in T Hm .
Second Proof of Theorem 3.10. We will prove by contradiction. Let q1, q2 ∈
T Hm be two different points. Suppose that ΨHm(q1) = ΨHm(q2).
If one of q1, q2, say q1, happens to be the base point p, then Lemma 3.11
implies that there is a straight line segment l ⊆ T Hm connecting p and q2.
Since ΨHm is an affine map and is locally biholomorphic by local Torelli for
Calabi–Yau manifolds, the straight line segment l is mapped to a straight
line segment l˜ = ΨHm(l) in
A ∩D ⊂ A ≃ CN .
But ΨHm(p) = Ψ
H(q2), l˜ is also a cycle in A ≃ CN , which is a contradiction.
Now if both q1 and q2 are different from the base point p, then by Lemma
3.11, there exist two different straight line segments l1, l2 ⊆ T Hm connecting
p to q1 and q2 respectively. Since
ΨHm(q1) = Ψ
H
m(q2),
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the two straight line segments l˜i = Ψ
H
m(li), i = 1, 2 in A ∩D must coincide,
since they have the same end points. This contradicts to the fact that ΨHm is
locally biholomorphic at the base point p.
Since ΨHm = P ◦ ΦHm, we also have the following corollary.
Corollary 3.12. The extended period map ΦHm : T Hm → N+ ∩D is an injec-
tion.
To conclude this section we give another description of the affine structure
induced by the map Ψ : T Hm → A ∩D. With the adapted basis at the base
point p ∈ T , we consider
(dΦ)p(T
1,0
p T ) = a ⊂ n+
as a block lower triangle matrix whose diagonal elements are zero. Moreover
by the local Torelli theorem for Calabi–Yau manifolds, the differential map
(dΦ)p : T
1,0
p T → Hom(F np , F n−1p /F np )
is an isomorphism. Hence we get that a is isomorphic to its (1, 0)-block as
vector spaces, see (22) for the definition.
Let (τ1, · · · , τN)T be the (1, 0)-block of a. Since the affine structure on
A is induced by exp : a → A which is an isomorphism, (τ1, · · · , τN)T also
defines a global affine structure on A, and hence a global affine structure on
T Hm , and we denote it by
τHm : T Hm → CN , q 7→ (τ1(q), · · · , τN(q)). (39)
Note that from linear algebra, it is easy to see that the (1, 0)-block of A =
exp(a) is still (τ1, · · · , τN)T . Hence the affine map (39) can be constructed as
the (1, 0)-block of the image of the period map, which are realized as matrices
in N+. To be precise, let
P 1,0 : N+ → CN
be the projection of the matrices in N+ onto their (1, 0)-blocks. Then the
affine map (39) is
τHm = P
1,0 ◦ ΦHm : T Hm → CN ≃ Hn−1,1(Mp).
From Theorem 3.10, we know that τHm is injective, and hence it also defines
an embedding of T Hm into CN .
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4 Global Torelli and Domain of holomorphy
In this section, we first show that T Hm does not depend on the choice of the
level m, so that we denote the Hodge metric completion space T H by T H =
T Hm , and the extended period map ΦH by ΦH = ΦHm for any m ≥ 3. Therefore
T H is a complex affine manifold and that ΦH is a holomorphic injection. We
then prove Theorem 4.2, which asserts that T H is the completion space of
the Torelli space T ′ with respect to the Hodge metric and it is a bounded
domain of holomorphy in CN .
As a direct corollary, we derive the global Torelli theorem for the injec-
tivity of the period maps from the Torelli space T ′ and from its completion
space T H to the period domain. Another corollary we will prove is the global
Torelli theorem on the moduli space of polarized Calabi–Yau manifolds with
level m structure for any m ≥ 3.
For any two integers m,m′ ≥ 3, let Zm and Zm′ be the smooth quasi-
projective manifolds as in Theorem 1.3 and let ZHm and ZHm′ be their com-
pletions with respect to the Hodge metric. Let T Hm and T Hm′ be the universal
cover spaces of ZHm and ZHm′ respectively. From Theorem 3.10, we know that
both T Hm and T Hm′ are biholomorphic to A ∩D. Hence we have the following
proposition.
Proposition 4.1. For any m ≥ 3, the complex manifold THm is complete
equipped with the Hodge metric, and is biholomorphic to A ∩D. So for any
integers m, m′ ≥ 3, the complex manifolds T Hm and T Hm′ are biholomorphic to
each other.
Proposition 4.1 shows that T Hm is independent of the choice of the level
m structure, and it allows us to introduce the following notations.
We define the complex manifold T H = T Hm , the holomorphic map
iT : T → T H
by iT = im, and the extended period map Φ
H : T H → D by ΦH = ΦHm for any
m ≥ 3. In particular, with these new notations, we have the commutative
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diagram
T iT //
pim

T H
piHm

ΦH // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ.
(40)
The main result of this section is the following,
Theorem 4.2. The complex manifold T H is a complex affine manifold which
can be embedded into A ≃ CN and it is the completion space of the Torelli
space T ′ with respect to the Hodge metric. Moreover, the extended period
map
ΦH : T H → N+ ∩D
is a holomorphic injection.
Proof. By the definition of T H and Theorem 3.10, it is easy to see that T H
is a complex affine manifold, which can be embedded into A ≃ CN . It is also
not hard to see that the injectivity of ΦH follows directly from Corollary 3.12
by the definition of ΦH . Now we only need to show that T H is the Hodge
metric completion space of T ′, which follows from the following lemma.
Lemma 4.3. Let T0 ⊂ T H be defined by T0 := iT (T ). Then T0 is biholo-
morphic to the Torelli space T ′.
Proof. Level structures will play a crucial role in the proof. First note that
diagram (40) together with diagram (19) in Section 1.3 implies the following
commutative diagram
T
pi
!!❈
❈❈
❈❈
❈❈
❈
iT //
pim

T0
piHm|T0

ΦH |T0 // D
piD

T ′
pi′m
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Φ′
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Zm i // ZHm
ΦH
Zm // D/Γ.
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Now we construct a map π0 : T0 → T ′. For any point o in T0, we can
choose p ∈ T such that iT (p) = o. We define π0 : T0 → T ′ such that
π0(o) = π(p). Then clearly π0 fits in the following commutative diagram
T
pi
!!❈
❈❈
❈❈
❈❈
❈
iT //
pim

T0
pi0
}}④④
④④
④④
④④
piHm|T0

ΦH |T0 // D
piD

T ′
pi′m
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Φ′
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Zm i // ZHm
ΦH
Zm // D/Γ.
We first show that the map π0 : T0 → T ′ defined this way is well-defined
and satisfies ΦH |T0 = Φ′ ◦ π0.
Let p 6= q ∈ T be two points such that iT (p) = iT (q) ∈ T0. We choose
some m ≥ 3 such that T H ≃ T Hm . Then
im(p) = im(q) ∈ Tm ⊂ T Hm .
Let [Mp, Lp, γp] and [Mq, Lq, γq] denote the fibers over the points p and q
of the analytic family ϕ′ : U ′ → T ′ respectively, where γp and γq are two
markings identifying the fixed lattice Λ isometrically with Hn(Mp,Z)/Tor
and Hn(Mq,Z)/Tor respectively.
Since im(p) = im(q) and i ◦ πm = πHm ◦ im, we have
i ◦ πm(p) = i ◦ πm(q) ∈ Zm,
i.e. πm(p) = πm(q) ∈ Zm. By the definition of Zm, there exists a biholomor-
phic map f : Mp → Mq such that f ∗Lq = Lp and
f ∗γq = γp · A,
where A ∈ Aut(Hn(Mp,Z)/Tor, Q)) satisfies
A = (Aij) ≡ Id (mod m), for m ≥ 3.
Let m0 be an integer such that m0 > |Aij | for any i, j. Proposition 4.1
implies that T H ≃ T Hm ≃ T Hm0 . The same argument as above implies that
πm0(p) = πm0(q) ∈ Zm0 and hence
A = (Aij) ≡ Id (mod m0).
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Since each m0 > |Aij|, we have A = Id.
Therefore, we have found a biholomorphic map f : Mp → Mq such that
f ∗Lq = Lp and f
∗γq = γp. This implies that p and q in T actually correspond
to the same point in the Torelli space T ′, i.e. π(p) = π(q) in T ′. Therefore
we have proved that the map
π0 : T0 → T ′
is well-defined. From the definitions of the period map and that of the Torelli
space, we deduce that the map π0 : T0 → T ′ satisfies that
ΦH |T0 = Φ′ ◦ π0.
Clearly π0 is surjective, because π : T → T ′ is surjective. Since ΦH :
T H → D is injective, so is the restriction map ΦH |T0 : T0 → D, which implies
the injectivity of the map π0 : T0 → T ′. Hence π0 : T0 → T ′ is in fact a
biholomorphic map. This completes the proof of the lemma.
We remark that there is another approach to Lemma 4.3, by using the
level structures and fundamental groups. Since
T0 ≃ Tm = (πHm)−1(Zm)
for anym ≥ 3, πHm : T0 → Zm is a covering map. Thus the fundamental group
of T0 is a subgroup of the fundamental group of Zm, that is, π1(T0) ⊆ π1(Zm)
for any m ≥ 3. Moreover, the universal property of the universal covering
map πm : T → Zm with the identity
im ◦ πm = πHm |T0 ◦ iT
implies that iT : T → T0 is also a covering map, as proved in Proposition
1.8.
On the other hand, let {mk}∞k=1 be a sequence of positive integers such
that mk < mk+1 and mk|mk+1 for each k ≥ 1. From the discussion of Lecture
10 of [34], or Page 5 of [42], there is a natural covering map from Zmk+1 to
Zmk for each k. Thus the fundamental group π1(Zmk+1) is a subgroup of
π1(Zmk) for each k. Hence, the inverse system of fundamental groups
π1(Zm1) π1(Zm2)oo · · · · · ·oo π1(Zmk)oo · · ·oo
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has an inverse limit, which is the fundamental group of the Torelli space T ′.
Since π1(T0) ⊆ π1(Zmk) for any k, we have the inclusion
π1(T0) ⊆ π1(T ′).
This implies that T0 is a covering of T ′. Let π0 : T0 → T ′ be the covering
map. The injectivity of π0 follows as in the last step of the proof of Lemma
4.3, from which we also get that π0 : T0 → T ′ is biholomorphic.
Define the injective map
π0 : T ′ → T H with π0 = (π0)−1,
we then have the relation that
Φ′ = ΦH ◦ π0 : T ′ → D.
From the injectivity of ΦH and π0, we deduce the global Torelli theorem on
the Torelli space of Calabi–Yau manifolds as follows.
Corollary 4.4 (Global Torelli theorem). The period map
Φ′ : T ′ → D
is injective.
As a corollary, we have the global Torelli theorem on the moduli space
Zm of polarized Calabi–Yau manifolds with level m structure for any m ≥ 3.
Corollary 4.5. The period map
ΦZm : Zm → D/Γ
is injective.
Proof. Let p1 and p2 be two points in Zm such that ΦZm(p1) = ΦZm(p2) in
D/Γ. Let
[Mi, Li, [γi]m], i = 1, 2
be the fibers over p1 and p2 of the analytic family fm : Um → Zm respectively.
From Lemma 4.3 we know that
π0 : T ′ → T H
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identifies T ′ to the Zariski open submanifold
T0 = iT (T ) ≃ im(T ) ⊆ T Hm
of T Hm , and that T0 is a cover of Zm by Proposition 1.8. In the following
discussion we will use freely the identification
T0 ≃ T ′.
There exist two points q1 and q2 in T ′ over which are the fibers
[Mi, Li, γi], i = 1, 2
of the analytic family ϕ′ : U ′ → T ′ respectively, such that
π′m(qi) = pi, i = 1, 2
under the covering map π′m : T ′ → Zm.
The condition ΦZm(p1) = ΦZm(p2) implies that there exists γ ∈ Γ such
that
Φ′(q1) = γΦ
′(q2).
Let q′1 ∈ T ′ correspond to the triple [M1, L1, γ1γ]. Then by the definition of
the period map Φ′ in (18), we have
Φ′(q′1) = (γ1γ)
−1(F n(M1) ⊆ · · · ⊆ F 0(M1))
= γ−1γ−11 (F
n(M1) ⊆ · · · ⊆ F 0(M1))
= γ−1Φ′(q1)
= Φ′(q2).
By Corollary 4.4, we see that q′1 = q2 in T ′.
Now we have the inclusion π0 : T ′ → T H and the inclusion i : Zm → ZHm ,
therefore we can view the points p1 and p2 as points in ZHm and the points
q1, q
′
1 and q2 as points in T H .
Since γ lies in the image of the monodromy representation ρ : π1(ZHm )→
Γ, there exists a γ˜ ∈ π1(ZHm ) such that
ρ(γ˜) = γ and q′1 = q1γ˜,
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where q1γ˜ is defined by the action of π1(ZHm ) on the universal cover T H , and
the action of γ˜ on the fiber [M1, L1, γ1] over q1 is defined by
[M1, L1, γ1]γ˜ = [M1, L1, γ1γ].
So we have
p1 = π
H
m(q1) = π
H
m(q
′
1) = π
H
m(q2) = p2,
which proves the injectivity of ΦZm .
As another important consequence, we prove the following property of
T H .
Theorem 4.6. The completion space T H is a bounded domain of holomorphy
in CN ; thus there exists a complete Ka¨hler–Einstein metric on T H .
We recall that a C2 function ρ : Ω→ R on a domain Ω ⊆ Cn is plurisub-
harmornic if and only if its Levi form is positive definite at each point in Ω.
Given a domain Ω ⊆ Cn, a function
f : Ω→ R
is called an exhaustion function if for any c ∈ R, the set
{z ∈ Ω | f(z) < c}
is relatively compact in Ω. The following well-known theorem provides a
definition for domains of holomorphy. For example, one may refer to [19] for
details.
Proposition 4.7. An open set Ω ⊂ Cn is a domain of holomorphy if and
only if there exists a continuous plurisubharmonic function f : Ω→ R such
that f is also an exhaustion function.
The following theorem in [15, Section 3.1] gives us the basic ingredients
to construct a plurisubharmoic exhaustion function on T H .
Theorem 4.8. On every manifold D, which is dual to a Ka¨hler C-space,
there exists an exhaustion function f : D → R, whose Levi form, restricted
to T 1,0h (D), is positive definite at every point of D.
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We remark that in this proposition, in order to show f is an exhaus-
tion function on D, Griffiths and Schmid showed that the set f−1(−∞, c] is
compact in D for any c ∈ R.
Proof of Theorem 4.6. By Theorem 4.2, we see that T H is a bounded domain
in CN . Therefore, once we show T H is domain of holomorphy, the existence
of Ka¨hler-Einstein metric on it follows directly from the well-known theorem
by Mok–Yau in [32].
In order to show that T H is a domain of holomorphy in CN , it is enough
to construct a plurisubharmonic exhaustion function on T H .
Let f be the exhaustion function on D constructed in Theorem 4.8, whose
Levi form, when restricted to the horizontal tangent bundle T 1,0h D of D, is
positive definite at each point of D. We claim that the composition function
f ◦ ΦH is the demanded plurisubharmonic exhaustion function on T H .
By the Griffiths transversality of ΦH , the composition function
f ◦ ΦH : T H → R
is a plurisubharmonic function on T H . Thus it suffices to show that the
function f ◦ ΦH is an exhaustion function on T H , which is enough to show
that for any constant c ∈ R,
(f ◦ ΦH)−1(−∞, c] = (ΦH)−1 (f−1(−∞, c])
is a compact set in T H . Indeed, it has already been shown in [15] that the
set f−1(−∞, c] is a compact set in D. Now for any sequence
{pk}∞k=1 ⊆ (f ◦ ΦH)−1(−∞, c],
we have
{ΦH(pk)}∞k=1 ⊆ f−1(−∞, c].
Since f−1(−∞, c] is compact in D, the sequence {ΦH(pk)}∞k=1 has a conver-
gent subsequence. We denote this convergent subsequence by
{ΦH(pkn)}∞n=1 ⊆ {ΦH(pk)}∞k=1
with kn < kn+1, and denote
lim
k→∞
ΦH(pk) = o∞ ∈ D.
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On the other hand, since the map ΦH is injective and the Hodge metric
on T H is induced from the Hodge metric on D, the extended period map ΦH
is actually a global isometry onto its image. Therefore the sequence {pkn}∞n=1
is also a Cauchy sequence that converges to (ΦH)−1(o∞) with respect to the
Hodge metric in
(f ◦ ΦH)−1(−∞, c] ⊆ T H .
In this way, we have proved that any sequence in (f ◦ ΦH)−1(−∞, c] has a
convergent subsequence. Therefore (f ◦ ΦH)−1(−∞, c] is compact in T H , as
was needed to show.
A Two topological lemmas
In this appendix we first prove the existence of the choice of im and Φ
H
m in
diagram (20) such that Φ = ΦHm ◦ im. Then we show a lemma that relates the
fundamental group of the moduli space of Calabi–Yau manifolds to that of
completion space with respect to the Hodge metric on Zm. The arguments
only use elementary topology and the results may be well-known. We include
their proofs here for the sake of completeness.
Lemma A.1. There exists a suitable choice of im and Φ
H
m such that Φ
H
m ◦
im = Φ.
Proof. Recall the following commutative diagram:
T im //
pim

T Hm
piHm

ΦHm // D
piD

Zm i // ZHm
ΦH
Zm // D/Γ.
Fix a reference point p ∈ T . The relations i ◦ πm = πHm ◦ im and
ΦHZm ◦ πHm = πD ◦ ΦHm
imply that
πD ◦ ΦHm ◦ im = ΦHZm ◦ i ◦ πm = ΦZm ◦ πm.
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Therefore ΦHm ◦ im is a lifting map of ΦZm . On the other hand Φ : T → D is
also a lifting of ΦZm . In order to make
ΦHm ◦ im = Φ,
one only needs to choose the suitable im and Φ
H
m such that these two maps
agree on the reference point, i.e. ΦHm ◦ im(p) = Φ(p).
For an arbitrary choice of im, we have im(p) ∈ T Hm and
πHm(im(p)) = i(πm(p)).
Considering the point im(p) as a reference point in T Hm , we can choose
ΦHm(im(p)) to be any point from
π−1D (Φ
H
Zm(i(πm(p)))) = π
−1
D (ΦZm(πm(p))).
Moreover the relation πD(Φ(p)) = ΦZm(πm(p)) implies that
Φ(p) ∈ π−1D (ΦZm(πm(p))).
Therefore we can choose ΦHm such that Φ
H
m(im(p)) = Φ(p). With this choice,
we have ΦHm ◦ im = Φ.
Lemma A.2. Let π1(Zm) and π1(ZHm ) be the fundamental groups of Zm and
ZHm respectively, and suppose the group morphism
i∗ : π1(Zm)→ π1(ZHm )
is induced by the inclusion i : Zm → ZHm . Then i∗ is surjective.
Proof. First notice that Zm and ZHm are both smooth manifolds, and Zm ⊆
ZHm is open. Thus for each point q ∈ ZHm \ Zm there is a disc Dq ⊆ ZHm with
q ∈ Dq. Then the union of these discs⋃
q∈ZHm\Zm
Dq
forms a manifold with open cover {Dq : q ∈ ∪qDq}. Because both Zm
and ZHm are second countable spaces, there is a countable subcover {Di}∞i=1
76
such that ZHm = Zm ∪
∞⋃
i=1
Di, where the Di are open discs in ZHm for each i.
Therefore, we have π1(Di) = 0 for all i ≥ 1. Letting Zm,k = Zm ∪
k⋃
i=1
Di, we
get
π1(Zm,k) ∗ π1(Dk+1) = π1(Zm,k) = π1(Zm,k−1 ∪Dk), for any k.
We know that codimC(ZHm\Zm) ≥ 1. Therefore, since
Dk+1\Zm,k ⊆ Dk+1\Zm,
we have codimC(Dk+1\Zm,k) ≥ 1 for any k. As a consequence we conclude
that Dk+1 ∩Zm,k is path-connected. Hence we apply the Van Kampen The-
orem on Xk = Dk+1 ∪Zm,k to conclude that for every k, the following group
homomorphism is surjective:
π1(Zm,k) = π1(Zm,k) ∗ π1(Dk+1) // // π1(Zm,k ∪Dk+1) = π1(Zm,k+1).
Thus we get the directed system:
π1(Zm) // // π1(Zm,1) // // · · · · · · // // π1(Zm,k) // // · · · · · ·
By taking the direct limit of this directed system, we get the surjectivity of
the group homomorphism π1(Zm)→ π1(ZHm ).
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