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Mit dieser Dokumentation werden die an der TU Chemnitz entwickelten Grakrouti-
nen vorgestellt, mit deren Hilfe eine schnelle Visualisierung (on-line) von 2D-Netzen
und Ergebnissen vom Parallelrechner aus erm

oglicht wird. Grundlage f

ur die Reali-
sierung sind die in [3] dokumentierten Routinen zur Nutzung der X11-Bibliothek ([1])







ur PC-Grak von A. Meyer, C. Israel und
S. Meinel entwickelt.
Die bisher verwendeten Routinen gebgraf (f






omungssimulationen) sind unter einer einheitlichen Benutzer-
ober

ache vereinigt worden, deren Handhabung im folgenden beschrieben wird.
2 Programmschnittstellen
Die entsprechende Grakroutine (gebgraf, gebmgraf oder firegraf) kann im we-
sentlichen als Black-Box betrachtet werden; die Auswahl von Darstellungsformen und
-parametern erfolgt nach dem Aufruf des Unterprogramms interaktiv unter Verwen-
dung von Maus und Tastatur.
Voraussetzung ist, da zuvor ein Grakfenster initialisiert wurde. Hierzu wird das
Unterprogramm ginitx empfohlen, das nur auf Prozessor 0 aufzurufen ist:
call ginitx ( mode, ier )
Parameter:
mode : Initialisierungsparameter f

ur die Farbpalette
0 = autodetect, passend zum verwendeten Bildschirm;
1 = 16 colors, entspricht etwa der EGA-Palette eines PC
2 = 70 colors, Regenbogenpalette blau-gr

un-gelb-rot
3 = 99 colors, Regenbogenpalette violett-blau-gr

un-gelb-rot-wei
4 = B & W, schwarz-wei
5 = Grayscale, 14 Graustufen
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mode kann um den Wert 10 h

oher angegeben werden, um f

ur dieses
Fenster eine eigene Farbpalette anlegen zu lassen und damit von
den Farben in anderen Fenstern unabh

angig zu sein. (s. u.)








ublichen Voraussetzungen zu schaen:
xhost +parhost auf dem lokalen Rechner myhost,
setenv DISPLAY myhost:0 auf dem Host des Parallelrechners parhost.
Das Setzen der DISPLAY-Variablen kann auch durch das Anwenderprogramm selbst
realisiert werden, indem das Unterprogramm
call gsetdisplay ('myhost:0')
vor ginitx aufgerufen wird, bzw. als Reaktion auf ier6= 0 mit nochmaligem Aufruf
von ginitx.
Wird beim Starten des parallelen Programms eine vollst

andige (!) geometry-Spezi-
kation angegeben, z. B. (unter PARIX):
run ... myprogram.px -geometry 500x500+20-20
so wird diese von ginitx f

ur das Grakfenster verwendet, anderenfalls gilt als Stan-
dard: 400x320-100+100. Die Fenstergr

oe gilt im weiteren Programmablauf als Min-
destgr















achst existiert eine Standard-





uchtigkeit des X-Servers) i. a. bis zu 256 verschiedene Farben eingetragen wer-
den, denen jeweils ein Farbindex (0: : : 255) zugeordnet wird. Fordert ein Programm






unschte Farbe an, so wird bei Be-





nahe\ an einer schon (von anderen Programmen) denierten
Farbe liegt. Ist beides nicht m

oglich, liefert X11 keinen g

ultigen Farbindex, was sich
in unserem Fall dadurch






Hinweis dazu erscheint durch das von ginitx benutzte Unterprogramm setxcolors
jeweils in der Standardausgabe.
Als Ausweg bietet X11 die M

oglichkeit, einem Fenster eine individuelle Farbpalette
zuzuordnen, die dann nicht mehr durch fremde Anwendungsprogramme beeinut
wird. Der X-Server schaltet dann stets zwischen den jeweiligen Farbpaletten um,
wenn das betreende Fenster aktiviert bzw. deaktiviert wird. Im jeweils anderen
Bereich des Bildschirms treten somit Falschfarben auf. Beim Aufruf von ginitx kann
diese individuelle Palette durch Angabe von (mode+10) anstelle von mode angefordert
werden.






ur ein bestimmtes Programm stehen, verwenden wir eine nochmalige In-
dizierung f

ur die Zuordnung zwischen Programm- und X11-Farbnummern. Darin be-
deuten:
0,1 : Text-/Hintergrund (wei/schwarz, vertauschbar)
2,3,4 : Grundfarben rot, gr

un, blau
5,...,ncolmax : restliche Farben der Palette
Die Gesamtzahl ncolmax verwendbarer Farbnummern wird als common-Variable ge-
speichert (in Grafics.inc). Sie mu nicht exakt mit den obigen Angaben (70 bzw.
99)

ubereinstimmen. In der Graustufen-Palette werden die Farben 2: : : 15 mit zuneh-
mender Helligkeit verwendet.




onnen die Grakroutinen gebgraf bzw.
firegraf jederzeit gerufen werden, um aktuelle Daten zu visualisieren. Diese Unter-
programme sind so konzipiert, da sie zugleich auf allen Prozessoren (nicht nur auf
Prozessor 0) gerufen werden m

ussen. Sie enthalten die notwendigen Kommunikatio-
nen, um die Grakdaten






IDoF : Auswahl einer Darstellungsart:
0 = nur Netzdarstellung (keine L

osungsdaten)
sonst: Nummer des darzustellenden Freiheitsgrades
(bei firegraf: Stromlinien; bei gebgraf: lled areas)
Nel : Anzahl der FEM-Elemente in EL
Ne : Anzahl der Knoten pro Element




ur jedes Element die Knoten-
nummern;
zu beachten: Wenn vorhanden, werden die Seitenmittelknoten in-
nerhalb eines Elements hinter den Eckknoten angeordnet.
Nkn : Anzahl der Knoten in Nodes
Nodes : Knotenliste, Nodes(3,Nkn)





ur die einzelnen Freiheitsgrade







achst alle x-Werte, dahinter alle y-Werte.
Mat : Vektor der L

ange Nel mit den Materialbereichsnummern der ein-
zelnen FEM-Elemente (nur bei gebmgraf)
Xi : Vektor mit den Werten der Stromfunktion (nur bei firegraf).
H : Hilfsfeld hinreichender L

ange, dient dem Aufbau von Pixelda-
ten f

ur die Visualisierung und der Kommunikation zwischen den
Prozessoren.
Es sei nochmals darauf verwiesen, da das Feld U bei mehreren Freiheitsgraden wie




angenden Teilvektor aus U. Die Anzahl und Bezeichnung der
Freiheitsgrade erf





nDoFs := Anzahl der darstellbaren Freiheitsgrade
DoFs := character*6-Feld; Kurznamen f

ur die Freiheitsgrade
Im Falle von firegraf wurde zur Darstellung spezieller Funktionen folgende Konven-
tion zur Anordnung der Freiheitsgrade festgelegt:
1...nDoFs-3 : beliebige Freiheitsgrade aus dem Feld U
nDoFs-2 : Druckverteilung (letzter Teilvektor auf U)
(wird nur an Eckknoten ausgewertet)
nDoFs-1 : Stromfunktion aus dem Feld Xi
nDoFs : Geschwindigkeit, berechnet aus den ersten beiden
Freiheitsgraden, die als x- und y-Anteil des Ge-
schwindigkeitsfeldes betrachtet werden;




Wenn im Falle von geb[m]graf eine vektorielle L

osung vorliegt, so sind ebenfalls die
ersten beiden Freiheitsgrade als x- und y-Komponenten zu verwenden und der letzte
Freiheitsgrad (Nr. nDoFs) zur Visualisierung der Vektorl

osung (Darstellung von Pfeilen
bzw. L

ange der Vektoren ).
F





uber getdofs denierten Frei-
heitsgraden folgende Darstellung angeboten:
nDoFs+1 : Visualisierung der Gebietsaufteilung auf die Pro-
zessoren (Teilgebiete der Prozessoren werden mit
unterschiedlichen Farben angezeigt)








Filled\ sinnvoll (s. u.).
3 Interaktive Benutzerschnittstelle
Nach dem Aufruf von ...graf erfolgt die weitere Auswahl von Darstellungsformaten
und anderen Optionen interaktiv, teils im Grakfenster unter Verwendung von Maus
oder
"














Ubersicht der bisher vorgesehenen
Men

ufunktionen ist in Abbildung 1 dargestellt. Die rechte obere Ecke enth

alt ein Feld

















































Hinsichtlich der Verwendung der Maus mu darauf hingewiesen werden, da das Pro-
gramm auf dem Parallelrechner den Status der Maustasten im Polling-Verfahren ab-




anger andauernder Mausclick erforderlich ist, wo
sonst ein kurzer Click gen

ugt. Die bisherige Implementierung der Maussteuerung
unterscheidet nicht, ob das Grakfenster auf dem Bildschirm im Vordergrund (also





uberliegendes Fenster bestimmt sind.












oschen und letzte Darstellungsart wiederholen;
Bound. bei 2D-Darstellungen werden nur die Kanten mit vorgegebenen Rand-
bedingungen eingezeichnet (Dirichlet: gr

un, Neumann: rot); Koppelkanten
zwischen Prozessoren werden dabei ebenfalls i. a. rot dargestellt, wenn keine
anderen Randbedingungen vorgegeben sind.
Wenn zuvor Net-3D angezeigt wurde, bewirkt Bound. die Anzeige des um-
schreibenden Quaders zur besseren r

aumlichen Orientierung.
Net-2D Darstellung der Vernetzung;
bei vektoriellen L

osungen (Freiheitsgradnummer nDoFs, wenn nDoFs> 2)
erscheint an dieser Stelle Vector zur Anzeige von Geschwindigkeiten bzw.
Verschiebungen oder Gradienten durch Vektoren (Pfeile).
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uber dem Gebiet. Der
Blickwinkel kann

uber das links oben erscheinende kleine Koordinatensy-





ahlt. Obwohl auch eine Maussteuerung vor-







uber die Tastatur (siehe Tabelle 1).
Isolin L










achen (entsprechend der gew

ahlten Farb-
palette; bei schwarz-wei: 30 Stufen mit alternierender Farbe);
PSfile Er

onung eines Files f

ur Postscript-Ausgabe: nachfolgende Darstellun-
gen, einschlielich Farbskala am rechten Rand, werden zugleich auf Bild-
schirm und PS-File ausgegeben. Anschlieend ist das PS-File wieder zu
schlieen (an gleicher Stelle im Men

u), da es nicht vorgesehen ist, mehrere
Abbildungen nebeneinander oder mehrere Seiten in eine Datei auszugeben.
Das Postscript-File entspricht dem EPS-Format (Encapsulated Postscript),
das sehr gut f






lierung auf beliebige Gr

oe).




alt die mit dem Unterprogramm getdofs (s. o.)
denierten Namen der Freiheitsgrade. F








oglichkeit, ebenso wenn das Programm ...graf
mit IDoF=0 aufgerufen wurde.
Zus

atzlich zu den vomNutzer zu bestimmenden Freiheitsgraden wurden in dieses
Men

u die Punkte Procs. und Mater. (letzteres bei gebmgraf) aufgenommen,
um die Verteilung der Teilgebiete

uber die Prozessoren bzw. die einzelnen Ma-
terialbereiche zu visualisieren.
 Mit dem dritten Untermen

u (Colors) kann nachtr

aglich eine andere Farbpalette
gew

ahlt werden als die bei ginitx voreingestellte:
INVERS Austausch von Text- und Hintergrundfarbe (wei $ schwarz);
DETECT Auswahl einer f

ur den aktuellen Monitor geeignet erscheinenden Pa-
lette, dies kann sein: schwarz-wei, Graustufen oder 16 Farben;
16 Col Palette mit 16 Farben, einschlielich schwarz, wei, rot, gr

un, blau;
70 Col Palette mit insgesamt 76 Farben, wobei die Regenbogenpalette von
blau bis rot 71 Abstufungen umfat;
99 Col Palette mit insgesamt 105 Farben, wobei die Regenbogenpalette von
violett bis wei 100 Abstufungen entspricht.
B & W Schwarz-Wei-Darstellung;




Tabelle 1: Einstellung des Koordinatensystems im Grakfenster








































0 , S { Standardeinstellung auf Blickrichtung (1; 1; 1) mit z{Achse nach oben
1 { Blick aus x{Richtung auf yz{Ebene
2 { Blick aus y{Richtung auf zx{Ebene
3 { Blick aus z{Richtung auf xy{Ebene
4 { Blickrichtung (1; 1; 1) mit z{Achse nach oben
p { Umschalten zwischen Parallel- und Perspektivprojektion




H { Umschalten zwischen der Darstellung eines Hauses oder eines Koordina-
tendreibeins.
 { Eingabe eines Skalierungsfaktors f

ur die Darstellung. Die Skalierung 1.0
entspricht einer Abbildungsgr

oe, die bei jeder Lage im Raum die Raum-
diagonalen des umschreibenden Quaders noch innerhalb des Grakfensters
darstellt, wodurch bei nahezu achsenparalleler Sicht i. a. eine relativ kleine
Darstellung entsteht.
ESC { Wiederherstellen der urspr

unglichen Transformationsmatrix, mit der das
Programm gerufen wurde. Aber: Nach dem Umschalten mit H gilt der





ENTER { Beenden des Programms und R

uckgabe der aktualisierten Transforma-
tionsmatrix
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 Das vierte Untermen





Zoom Eingabe eines Zoom-Faktors f

ur die Darstellung des Gebietes; es sind
anzugeben: Mittelpunkt (x; y) und Radius des darzustellenden Ausschnitts
(in Weltkoordinaten). Werden alle drei Werte Null gesetzt, so berechnet
das Programm wieder einen Standardausschnitt anhand der Minima und
Maxima der Koordinatenwerte.
Procs Auswahl von Prozessoren, die ihre Teilgebiete ausgeben sollen. Die
Ausgabe aller

ubrigen Prozessoren wird dann unterdr

uckt.
Infos Anzeige verschiedener Statistiken zu Testzwecken (z. B. Gesamtkom-
munikationsaufwand f

ur die grasche Darstellung; Balkendiagramm der
Rechen- und Kommunikationszeiten, falls zuvor mittels Init_Time und
Get_Times eine Zeitmessung erfolgt war).
Interv Eingabe eines Teilintervalls zwischen 0 und 1 f

ur die Darstellung von
Isolinien bzw. Stromlinien, Standard ist (0; 1); damit k

onnen z. B. be-
stimmte Details deutlicher gemacht werden.
Scale Vorgabe einer Skala (min,max) f

ur eine konstante Zuordnung von Far-
ben zu absoluten Werten eines Freiheitsgrades (z. B. Temperatur) bei zeit-
lich fortschreitenden L

osungsdarstellungen; normalerweise wird die Farb-




Optim Ein- und Ausschalter f

ur eine Komprimierung der auszugebenden Gra-
kdaten. Die vielen kleinen Polygone gleicher Farbe werden zu gr

oeren
zusammengefat, wodurch der Datenumfang auf 30-50 % reduziert werden
kann. Da die Berechnung relativ lange dauern kann, wird diese Option nur
f





Quiet Einschalten des Quiet-Mode, wodurch bei wiederholtem Aufruf von
firegraf keine Abfragen mehr zu beantworten sind und auch die Men

uzeile
nicht mehr erscheint. Beim Start dieses Quiet-Mode kann gew

ahlt werden,
ob bei den weiteren Aufrufen von firegraf die Grakanzeige erfolgen soll
oder nicht. Dieser Modus kann jederzeit beendet werden, indem eine belie-
bige Taste (nicht Maustaste!) bei aktivem Grakfenster gedr

uckt wird.
View Bei der Darstellungsart Net-3D kann damit das Koordinatensystem zur
Manipulation des Betrachterstandpunktes aktiviert werden (s.o.).
 Der letzte Men

upunkt go on veranlat die Fortsetzung des Programms, das
geb[m]graf oder firegraf gerufen hatte.
 Folgende zus

atzlichen Bedienfunktionen sind vorgesehen:
{ Ein Mausclick am oberen Rand neben der Men

uzeile schaltet diese vor

uber-
gehend aus, was z. B. f







aig sein kann. Die Men

uzeile erscheint wieder, nach-
dem die mittlere Maustaste gedr

uckt wurde.
{ Die Ausgabe einer Darstellung kann abgebrochen werden, indem die mitt-
lere Maustaste gedr

uckt gehalten wird, bis als Mauscursor zwei ineinander
verschlungene Pfeile erscheinen. Diese sollen symbolisieren, da die Gra-
kdaten trotzdem noch im Prozessorring weitergesendet werden (zur Ver-
meidung von Verklemmungen!), aber nicht mehr ausgegeben. Der gleiche
Eekt wird auch mit Hilfe der ESC-Taste erreicht.
{ Im Normalzustand (Men

uzeile oben sichtbar) bewirkt auch die ESC-Taste
wie go on das Verlassen des Programms.
{ Es gibt eine Reihe von
"





















unftige Versionen nicht garan-




Als Anhang werden auf den folgenden Seiten einige Beispiele der verschiedenen Dar-
stellungsvarianten gezeigt. Die Berechnungen erfolgten mit den in der Chemnitzer
Forschergruppe
"
SPC\ entstandenen Testprogrammen f

ur verschiedene Aufgabenstel-
lungen ([2], [3], [4], [5], [6]).
Die Abbildungen wurden mittels der Postscript-Ausgabefunktion des Programms er-
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