Abstract. In this paper, we give an elementary proof of boundedness of the smooth bilinear Littlewood-Paley square function.
Introduction
The study of bilinear multiplier operators has recently received a great deal of attention with the work of Lacey and Thiele [4] , [5] . They proved the boundedness of the bilinear Hilbert transform and established the answer to a long-standing conjecture of A.P. Calderón.
One of the important themes in the study of linear multipliers is Rubio de Francia's result on Littlewood-Paley square functions [7] . His result is:
for p ≥ 2, where S I j f = (χ I jf ) ∨ and the I j 's are disjoint intervals. First, Lacey [2] addressed this problem in the bilinear setting. Later, Bernicot [1] proved a version of Rubio de Francia's result in the bilinear case. The proofs of these two results are very intricate. In [2] Lacey posed a problem regarding the validity of the boundedness of smooth square functions for certain values of p. Surprisingly, the answer to his question can be given even without any use of time-frequency analysis. The purpose of this note is to give an answer to Lacey's question.
Let K be a smooth bump function defined on R d such thatK is supported in the unit cube of
Let S(f, g) denote the bilinear Littlewood-Paley square function associated with this sequence of operators, i.e.
where the constant C depends on the function K.
The problem for nonsmooth symbols remained open for a long time. Recently Bernicot [1] addressed this problem and obtained the boundedness of the nonsmooth Littlewood-Paley square function associated with a sequence of intervals satisfying certain conditions. In particular, the bilinear analogue of Carleson's square function has been obtained.
In the proof of Theorem 1.1 the exponent 2, the decay of the bump function K, and the support condition onK play important roles. In [2] the author posed a question about the boundedness of
The answer follows from an adaptation of the techniques used by Rubio de Francia in [6] . Moreover, with this technique one gets the result for a much wider range of the exponent p 3 and with weaker restrictions on K. Also, we will show that p 1 , p 2 ≥ 2 is a necessary condition. But still we do not have any idea about the sharpness of the bound for the exponent p 3 .
Smooth bilinear Littlewood-Paley square function
In this section we obtain the result of Theorem 1.1 for a larger range of exponents p 1 , p 2 , and p 3 using the ideas from [6] .
Theorem 2.1. Let m ∈ S(R).
For k ∈ Z define m k (ξ) = m(ξ − k) and let S k be the bilinear multiplier operator associated with m k . Then for 2 < p 1 , p 2 ≤ ∞ and 4/3 < p 3 ≤ ∞ satisfying
Proof. In order to prove inequality (2.1), it is enough to prove that for almost every x ∈ R, S(f, g)(x) satisfies the pointwise estimate
where M is the bilinear Hardy-Littlewood maximal operator, given by
and C is a constant independent of f and g. The above estimate gives us the desired result upon using the boundedness of the bilinear Hardy-Littlewood maximal operator M proved by Lacey in [3] , which states that M (f, g) p 3 ≤ C f p 1 g p 2 where
and 2/3 < p 3 ≤ ∞, 1 < p 1 , p 2 ≤ ∞. Let a = {a k } be a finite sequence in l 2 (Z) with norm one. Then we prove that for a.e. x ∈ R,
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which gives the claimed estimate (2.2) for the square function S(f, g). Consider
where h is the Fourier transform of the sequence a and is a periodic function with unit L 2 (I) norm, for
Since m ∈ S(R), there exists a constant C N such that |m(y)| ≤
C N (1+|y|) N for all N ∈ N. Using this decay estimate form and Hölder's inequality, we obtain
This completes the proof in one dimension.
Note that this result covers a wider range of exponents than mentioned by Lacey in dimension 1. If the dimension d > 1, then using the same idea we obtain that the above theorem holds when p 3 ≥ 2 and 2 < p 1 , p 2 ≤ ∞, as the d-dimensional bilinear Hardy-Littlewood maximal operator M 2 is easily seen to be bounded for the above-mentioned range as a consequence of Hölder's inequality and interpolation. So, this completely answers the question posed by Lacey.
We would like to make some remarks:
(1) In the proof of Theorem 2.1 we only need a 
An easy computation will show that for 1
we have 
If Theorem 2.1 holds true, then we have that
This implies that
where the constant C does not depend on N . Hence we get that p 1 ≥ 2. Similar arguments can be given to show that p 2 also satisfies the same condition.
