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Resumen
En este trabajo se estudia el grupo de un enlace L, es decir, el grupo fundamental del espacio
S3 \ L, el cual es una generalización del grupo de un nudo. Esta herramienta ha sido de
gran importancia a lo largo de la teoría de enlaces. En el trabajo presentaremos inicialmente
tres técnicas para computar una presentación para estos grupos, también hablaremos sobre el
sistema periferal, el cual diferencia completamente los nudos y está directamente relacionado
con los grupos de enlaces. Se estudia la matriz de Alexander y la forma de calcularla a partir
de una presentación para el grupo de un enlace, presentamos algunos resultados importantes
sobre el polinomio de Alexander. Finalmente estudiamos representaciones de grupos de enlaces
y conceptos propios de la teoría de representaciones, tales como reducibilidad y caracteres.
Pero en este caso para grupos infinitos, en especial para grupos de enlaces de 2 puentes. En los
apéndices se dan algunos conceptos fundamentales para la realización de este trabajo y también
una aplicación del quandle.
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Introducción
Un nudo es un embebimiento de un círculo en S3, S1 ↪→ S3, podemos ver esto de forma intuitiva
como una cuerda enredada y atada a sus extremos. El estudio de estos objetos se llama teoría
de nudos y como una generalización de la teoría de nudos podemos pensar en embebimientos de
varios círculos en S3, por ejemplo tomar varios nudos y entrelazarlos, estos pueden estar sueltos
unos de otros o no. A estos embebimientos los llamamos enlaces y naturalmente su estudio se
llama teoría de enlaces.
Uno de los problemas centrales en la teoría de enlaces es encontrar invariantes que nos
permitan clasificar en su totalidad los enlaces, es decir, aplicar algún tipo de algoritmo que nos
diga si cualquier par de enlaces que en apariencia se ven distintos los podemos manipular de tal
forma que podamos decidir si en realidad son iguales o no. Uno de estos invariantes es el grupo
de un enlace, el cual es la generalización del grupo de un nudo que empezó a utilizarse a finales
del siglo XIX. Esta herramienta se ha convertido en una de las mas estudiadas en la teoría
de nudos, dada su importancia como invariante. Lastimosamente el grupo de un enlace no
clasifica en su totalidad los enlaces, esto es, el grupo de un enlace no es un invariante completo,
pero en el caso de los nudos primos, Gordon y Luecke mostraron que el grupo los clasifica casi
completamente, ver [10].
Entonces es de gran utilidad poder calcular una presentación para estos grupos, y las técnicas
para conseguir estas presentaciones que estudiaremos en el primer capítulo son tres, la primera
la conseguimos con el teorema de Van Kampen, la segunda forma de encontrar una presentación
para este grupo es a partir del complejo de fractura para la variedad S3L, el cual también tiene
como una segunda aplicación la construcción de un espacio recubridor que se corresponde con
un subgrupo normal de grupo del enlace, este es su subgrupo conmutador. Para terminar los
cálculos la tercera forma depende de un concepto que es más contemporáneo, este se introdujo
en 1982 y es el quandle, aunque no es un grupo, de él podemos derivar el grupo de un nudo
clásico.
Aunque el grupo de un enlace no es un invariante completo, complementando con más
información, por ejemplo, si pensamos en un sistema de grupos formado por él y algunos
subgrupos especiales podríamos tener un invariante mas efectivo, este recibe el nombre de
sistema periferal, este en efecto, es un invariante completo para nudos, claramente depende del
concepto del grupo de un nudo. En la práctica es muy difícil de aplicar este invariante, pues
depende de la existencia de un isomorfismo el cual muchas veces es complicado de encontrar,
pero es muy útil en el caso de imágenes espejo e inversos.
Un invariante importante el cual puede verse como una aplicación del grupo de un enlace,
es el n-ésimo polinomio de Alexander, que se calcula a partir de la matriz de Alexander, que
se obtiene de una presentación del grupo del enlace, y utiliza las derivadas libres de Fox. El
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polinomio de Alexander también puede calcularse a partir de las superficies de Seifert, pero en
este trabajo no estudiaremos este método.
Recordemos que una representación de un grupo es un homomorfismo de grupos y aquí esta-
mos interesados en el caso donde el codominio son grupos metabelianos y las matricesMn (K) ,
con K un campo, ya que en el primer caso estas representaciones nos permite computar la
Matriz de Alexander y en el segundo podemos hacer uso de las herramientas del álgrebra lineal.
Las representaciones de grupos ayudaron en la clasificación de los grupos finitos, por tanto
resulta razonable pensar en extender estos conceptos a grupos infinitos, pero nos restringire-
mos a un caso más particular que son los grupos de enlaces, los cuales estamos interesados en
clasificar. Un concepto que se utiliza para la extensión de representaciones a grupos infinitos
es la relación entre los caracteres de representaciones con curvas algebraicas afines y grupos
discretos. Finalmente nos enfocaremos en una familia de nudos en particular, estos son los
nudos de 2-puentes, ya que su presentación tiene solo dos generadores y una relación. Podemos
generalizar esta familia de grupos de una forma natural, esta generalización recibe el nombre
de grupo kmot de 2-puentes. En este grupo consideraremos las representaciones en SL2 (C) y
encontraremos una relación casi 1-1 con polinomios cuyos coeficientes están en Z, es decir, con
curvas algebraicas.
Puesto que calcular presentaciones de grupos de nudos implica encontrarnos con el problema
del isomorfismo, es decir, ¿cómo saber si dos presentaciones diferentes en realidad pertenecen al
mismo grupo? Necesitamos métodos para diferenciar presentaciones de grupos, así vale la pena
conocer condiciones necesarias para tal isomorfismo o cómo manipular los generadores o las
relaciones para pasar de una presentación a otra. Además, como en el segundo capítulo se hace
uso del grupo anillo y el abelianizador también se hace necesario conocer resultados importantes
de esta materia. Daremos entonces un recuento de estos conceptos en el Apéndice, donde damos
a conocer conceptos básicos de teoría de grupos, topología y geometría, indispensables para
nuestro estudio, citaremos importantes resultados en cada caso, pero la mayoría de ellos no los
probaremos, sino que daremos referencias adecuadas.
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Capítulo 1
El grupo y el quandle de un enlace
A un enlace se le pueden asociar varias estructuras algebraicas, como son los quandles, grupos
de espacios topológicos, espacios recubridores, entre otros. En esta sección estudiaremos el
grupo de un enlace y veremos dos formas clásicas para calcular presentaciones de estos grupos,
otra mas reciente que tiene que ver con el concepto de quandle, cuyas operaciones binarias se
asemejan a los movimientos de Reidemeister.
Los conceptos básicos de la teoría de enlaces pueden encontrarse en [9] ó [13].
1.1 El grupo de un enlace
Comencemos con algunas definiciones sobre nudos y enlaces. Un enlace L es un embebimiento
de uniones disjuntas de S1 en la 3-esfera S3 = R3∪{∞}. A cada una de las imágenes de S1 se le
llama componente del enlace, y si solo hay una, entonces diremos que este embebimiento es un
nudo. Decimos que dos enlaces L1 y L2 son equivalentes si existe un homeomorfismo de S
3 que
envíe uno en el otro. Si para un enlace L de r-componentes, existen 3-bolasDi ⊂ S3, i = 1, . . . , r
tales que, Di ∩ L contiene solo una componente de L para i = 1, . . . , r y Di ∩Dj 	= 
, i 	= j,
diremos que L es separable. Algunas veces consideraremos los enlaces orientados, es decir, cada
componente tendrá una orientación asociada a ella.
Cuando nos referimos al diagrama de un enlace, estamos hablando de la proyección regular
del enlace sobre un plano contenido en S3, esta proyección cumple lo siguiente:
1. Es 1-1, excepto en finitos puntos.
2. El cardinal de la preimagen de estos puntos donde no es 1-1 es dos. Nos referimos a ellos
como puntos dobles.
3. Ningún punto doble es un vértice de S1. Es decir, no se pueden dar puntos como se
muestra en la Figura 1-1.
A cada enlace se le puede asociar un grupo. Sea L un enlace, tomamos una vecindad
toroidal V de L, es decir, toros sólidos disjuntos cada uno conteniendo una componete diferente
del enlace en su interior. Se define el grupo del enlace como G = pi (L) = pi1
(
S3  V
) 
pi1
(
S3  L
)
; omitimos el punto base ya que S3  V es conexo. Veremos en las siguientes
1
Figura 1-1:
secciones cómo calcular una presentación para estos grupos. En el Apéndice A hacemos un
breve recuento sobre el grupo fundamental de un espacio y varios conceptos que se requieren
para el estudio de este grupo. Para facilidad del lector, en el Apéndice B se hace un breve
recuento de los conceptos de teoría de grupos que se requieren para estudiar presentaciones de
grupos. También mencionamos varios resultados conocidos como el Teorema de Van Kampen,
que es una herramienta fundamental para el cálculo de presentaciones de grupos de enlaces.
Ahora, para estudiar en concreto el grupo fundamental de un enlace L, es importante
describirlo explícitamente. Veamos entonces cómo calcular una presentación para el grupo de
un enlace. Esto lo haremos de forma inductiva y usaremos la notación del Apéndice A.
Sean L un enlace. Proyectemos a L en un plano P y sean vi los cruces de L, con i =
1, . . . , n, es decir, p : S3 → P una proyección regular de L y vi, i = 1, . . . , n son los puntos
dobles. Supongamos que L está contenido en P excepto por una vecindad de cada cruce, más
específicamente, supongamos que un segmento abierto de L que contiene un cruce superior de
p−1 (vi) está por encima del plano.
Sea X = S3  L y construimos X1 y X2 como sigue:
Tomemos un punto v ∈ S3 que esté debajo de P , agregamos rectas li desde v hasta cada
cruce, luego cada punto doble queda conectado, es decir, cada una de estas rectas conecta el
par de puntos que están uno sobre el cruce de arriba y el otro sobre el cruce debajo.
Ahora, sean X1 = S
3  cl
(
L ∪ {li | li es una recta de v hasta p−1 (vi)}). Tomemos el cono
L  v (ver Figura 1-2) y definimos X2 =
(
S3  (L  v)
) ∪ v ∪ l˚1, donde l˚1 denota el in-
terior de l1, explícitamente, a S
3 le quitamos el cono L  v, pero le agregamos el vértice
v y el segmento abierto l1. Claramente X1 ∩ X2 = S3  L  v es simplemente conexo y
G1 = pi1 (X1) = 〈x1, . . . , xm〉 donde los generadores corresponden a cada componente conexa
de (L  v) cl
(
L ∪ {li | li es una recta de v hasta p−1 (vi)}) como se muestra en la Figura 1-2.
Ahora, G2 = pi1 (X2) = 〈x1, x2, xk, xs | r2, r1〉 donde r2 = x1x−12 , r1 = x1x−εk x−12 xεs, ε ∈
{−1, 1} como se muestra en la Figura 1-3 y la Figura 1-4. Luego para X1 = X1 ∪X2 se tiene
por el Teorema B.5.4, G1 = pi1
(
X1
)
= 〈x1, . . . , xm | r1〉. Así, agregando sucesivamente las
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rectas li, una a la vez, se tiene la presentación
pi1 (L) = 〈x1, . . . , xm | r1, . . . rs〉 .
Notemos que cada cruce superior determina solo un generador pues viene acompañado de la
relación xjx
−1
j+1 = 1, entonces se tiene un generador por cada arco y una relación por cada
cruce, pero como el número de cruces es igual al número de arcos, se tiene que el número de
relaciones es igual al de generadores. Ahora bien, Si consideramos el lazo x que intersecta las
componentes conexas que tienen como frontera los cruces inferiores y li, li+1, L, entonces al
agregar como antes todas las rectas se tiene x = r1 · · · rn = 1, es decir, r1 · · · rn−1 = r−1n . Por
tanto se tiene la siguiente presentación del grupo llamada la presentación de Wirtinger
pi1 (L) = 〈x1, . . . , xn | r1, . . . , rn−1〉
Esta presentación se llama la presentación por encima. Una construcción análoga se hace
proyectando L en el plano y suponiendo que los cruces inferiores quedan abajo del plano, la
representación resultante se llama presentación por debajo, por la forma de la construcción
queda claro que estas dos presentaciones son isomorfas.
A partir de esta construcción se sigue la siguiente proposición.
Proposición 1.1.1 Para un diagrama conexo de un enlace L, con al menos un doble punto,
hay una presentación del grupo
pi1 (L) = 〈x1, . . . , xn | r1, . . . , rn−1〉
donde cada relación está dada por ri = xix
−ε
k x
−1
i x
ε
s, para i = 1, . . . , n− 1 con k, s ∈ {1, . . . , n}.
Ejemplo 1.1.1 Sea L en enlace de la Figura 1-5. Se tiene que
pi1 (L) =
〈
x1, . . . , x5 | x1x−12 x−11 x3, x4x2x−14 x−11 , x4x1x−14 x−13 , x1x4x−11 x−15
〉
.
Recordemos que si G1 y G2 son grupos, G1  G2 corresponde al producto libre, ver el
Apéndice B para un poco mas de detalle.
Proposición 1.1.2 Sea L un enlace en S3. Si L es el enlace trivial de n componentes, entonces
pi1 (L) = Z  Z  · · ·  Z, el producto libre de n copias de Z.
Prueba. Por inducción sobre el número de copias.
Si n = 1, entonces L es el nudo trivial, y claramente pi1 (L) = pi1
(
S3  L
)
= 〈x〉  Z.
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Supongamos que la afirmación se cumple para un número de componentes k < n. Sea
X = S3  L y sean L1 el enlace que corresponde a las n − 1-componentes de L, y L2 la n-
ésima componente de L. Escojamos una 3-bola B que contenga a L2 y no intersecte ninguna
componente de L1 (tal B existe, pues L es separable). Si tomamos como X1 =
(
S3  B˚
)
L1
y X2 = B  L2 entonces X1 ∪ X2 = X y X1 ∩ X2 = ∂B. Luego por el Teorema B.1, G =
pi1 (X) = G1  G2 = pi1 (X1)  pi1 (X2) pues G0 = pi1 (X1 ∩X2) = {0} y por la hipótesis
inductiva G1 = pi1 (X1) = Z  Z  · · ·  Z el producto libre de n − 1-copias de Z. Por tanto
pi1 (L) = Z  Z  · · ·  Z.
El recíproco también es cierto, para una prueba ver [13].
Como un corolario inmediato de esto se tiene.
Corolario 1.1.3 Sea L un enlace en S3. Si L es separable, entonces pi1 (L) = pi1 (L1)pi1 (L2)
· · ·  pi1 (Ln) donde Li, i = 1, 2 . . . , n son los subenlaces de L que no son separables.
Diremos que el grupo de un enlace no se puede descomponer si no es un producto libre de
grupos.
1.2 Sistema periferal
Sean Ki, i = 1, . . . , r las componentes de un enlace L y Vi una vecindad de cada Ki (toro
sólido que contiene a Ki). Sea Ti = ∂Vi y sean mi, li ⊂ Ti el meridiano y la longitud de la
superficie del toro. Definimos el par (mi, li) como el meridiano y la longitud de Ki en S
3, la
orientación de mi y li está determinada por S
3 y Ki. Podemos considerar a mi y li como
elementos de pi1 (L) escogiendo un camino ωi en S
3  L del punto base al punto mi ∩ li, para
cada i; este camino es único salvo homotopías. Llamamos a 〈mi, li〉pi = 〈mi, li〉 ≤ pi1 (L) el
subgrupo meridiano-longitud, generado por mi y li.
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Definición 1.2.1 El sistema periferal de un enlace L de r-componentes es el sistema de grupos
(pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r).
Un isomorfismo de sistemas periferales de dos enlaces L y L′ de r-componentes,
(pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r) ,
(
pi
(
L′
)
;
〈
m′i, l
′
i
〉pi | i = 1, . . . , r)
respectivamente, es un isomorfismo ϕ : pi1 (L)→ pi1 (L′) tal que ϕ (mi) = m′i y ϕ (li) = l′i para
todo i. El siguiente teorema nos muestra que el sistema periferal es un invariante de enlaces.
Teorema 1.2.1 Dos enlaces L,L′ de r-componentes en S3 son equivalentes si y sólo si existe
un isomorfismo de sistemas periferales.
Prueba. Claramente si los enlaces son equivalentes los sistemas periferales son isomorfos.
Sean (pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r) y (pi1 (L′) ; 〈m′i, l′i〉pi | i = 1, . . . , r) los sistemas periferales
de L y L′, respectivamente y supongamos que existe un isomorfismo ϕ : pi1 (L) → pi1 (L′)
tal que ϕ (mi) = m
′
i y ϕ (li) = l
′
i para todo i. Sea Lj, j = 1, . . . , u y L
′
k, k = 1, . . . , v los
subenlaces de L y L′ respectivamente, cuyas componentes no se pueden separar. Entonces
pi1 (L) = pi1 (L1) · · ·pi1 (Lu) y pi1 (L′) = pi1 (L′1) · · ·pi1 (L′v) y pi1 (Lj), pi1 (L′k) no se pueden
descomponer para todo k, j. Si algún Lj es el nudo trivial, entonces la componente de L
′
k corres-
pondiente a Lj bajo ϕ es un nudo trivial que puede separarse de L
′
k, con esto, podemos suponer
que ninguna componente de Lj y L
′
k es trivial y por tanto pi1 (Lj) , pi1 (L
′
k) 	 Z. Entonces
por el teorema de subgrupos de Kurosh ([15], [16]), se sigue que u = v y ϕ (pi1 (Lj)) , pi1 (L
′
k)
son conjugados en pi1 (L
′), reordenando los índices de las componentes de L′, podemos suponer
que ϕ (pi1 (Lj)) y pi1
(
L′j
)
son conjugados, es decir, gjϕ (pi1 (Lj)) g
−1
j = pi1
(
L′j
)
para algún
gj ∈ pi1 (L′) , para todo j = 1, . . . , v. Entonces el homomorfismo ϕj : pi1 (Lj) → pi1
(
L′j
)
definido como ϕj (α) = gj (ϕ (α)) g
−1
j , para todo α ∈ pi1 (Lj) , es un isomorfismo de sistemas de
grupos de (pi1 (Lj) ; 〈mji , lji〉pi | i = 1, . . . , r) a
(
pi1
(
L′j
)
;
〈
m′ji , l
′
ji
〉pi | i = 1, . . . , r) para todo j.
Luego, por el teorema de Waldhausen [26], existe h : S3L→ S3L′ un homeomorfismo que
preserva la orientación del par (mi, li) y (m
′
i, l
′
i) de meridianos y longitudes de Lj y L
′
j , para
todo j. Pero S3 es compacto, luego h se puede extender a un homeomorfismo h˜ : S3 → S3 tal
que h (Lj) = L
′
j para todo j. Por tanto Lj y L
′
j son enlaces equivalentes para todo j.
Con este teorema hemos encontrado un invariante para enlaces, aunque encontrar estos
isomorfismos en general resulta muy complicado. El siguiente corolario, es mas sencillo de
aplicar, pues tenemos el mismo enlace pero con orientaciones contrarias o un enlace y su imagen
en el espejo. Diremos que un enlace L es invertible si es equivalente a −L, donde −L es el mismo
enlace L, pero con la orientación de todas sus componentes invertidas, L es +amfiqueiral si L
es equivalente a su imagen espejo, L∗, con la orientación inducida por L, o L es −amfiqueiral
si L es equivalente a su imagen espejo con la orientación contraria, −L∗, a la inducida por L.
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Corolario 1.2.2 Sea L un enlace, se cumple lo siguiente
1. L es invertible si y sólo si
(pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r) 
(
pi1 (L) ;
〈
m−1i , l
−1
i
〉pi | i = 1, . . . , r) .
2. L +anfiqueiral si y sólo si
(pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r) 
(
pi1 (L) ;
〈
m−1i , li
〉pi | i = 1, . . . , r) .
3. L -anfiqueiral si y sólo si
(pi1 (L) ; 〈mi, li〉pi | i = 1, . . . , r) 
(
pi1 (L) ;
〈
mi, l
−1
i
〉pi | i = 1, . . . , r) .
Prueba. Se sigue directamente del Teorema 1.2.1.
Dados dos nudos, podemos construir uno nuevo a partir de su suma conexa, pero al hacer
esto el nuevo nudo puede que en realidad sea uno que ya conocemos o por el contrario uno que
no hallamos visto antes. Si conocemos los sistemas periferales de ambos nudos ¿Qué podemos
decir acerca del nuevo nudo construido? Uno esperaría que los grupos de los nudos originales
nos ayudaran a calcular el grupo de este nuevo nudo. El siguiente resultado nos contesta esta
pregunta. Aclaramos que éste solo se cumple para nudos, pues la suma conexa no está bien
definida para enlaces de más de dos componentes.
Teorema 1.2.3 Para cualquier sistema periferal (pi1 (Ki) ; 〈mi, li〉pi | i = 1, . . . , r) de nudos Ki
con i = 1, 2 y cualquier sistema periferal (pi1 (K) ; 〈m, l〉pi) de la suma conexa K = K1#K2, el
grupo pi1 (K) es isomorfo al grupo obtenido de pi1 (K1)pi1 (K2) agregando la relación m1 = m2.
Prueba. Sean K1,K2 nudos en S
3, p1 ∈ K1, p2 ∈ K2 y B (p1), B (p2) ⊂ S3 bolas abiertas
centradas en p1, p2. Sean I1 = K1 ∩ B (p1), I2 = K2 ∩ B (p2) . Entonces K es el nudo que se
obtiene de la unión disjunta de
(
S3 B (p1)
)∪(S3 B (p2)) y (K1  I˚1)∪(K2  I˚2)mediante
la identificación de las fronteras ∂B (p1)↔ ∂B (p2) y ∂I1 ↔ ∂I2.
Usemos la notación del Apéndice B.
Sea X esta unión disjunta menos el nudo K y X1 = S
3  (K1 ∪B (p1)) ,X2 = S3 
(K2 ∪B (p2)), entonces X1∩X2  S2I es la intersección de las fronteras de B (p1) , B (p2) e I
es la intersección de I1, I2 y X1∪X2 = X. Luego G0 = pi1 (X1 ∩X2)  Z y θ1 (t) = m1, θ2 (t) =
m2. Notemos que G1  pi1 (K1) ,G2  pi1 (K2) (ver Figura 1-6).
Por el Teorema B.5.4, G = pi1 (K) es el producto libre pi1 (K1)  pi (K2) amalgamado por
pi1 (X1 ∩X2).
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Figura 1-6: Xi = S
3  (Ki ∪B (pi))
Como un corolario inmediato de este teorema se tiene el siguiente resultado, cuya aplicación
nos da un isomorfismo entre el grupo de la suma conexa de dos tréboles y el grupo de la suma
conexa del trébol con su imagen en el espejo.
Corolario 1.2.4 Sean K1,K2 nudos. Entonces pi1 (K1#K2)  pi1 (K1#−K∗2)
Este corolario tiene una gran importancia pues implica que el grupo de un enlace no es un
invariante completo, ya que el nudo obtenido de la suma conexa de dos tréboles no es equivalente
al nudo obtenido de la suma conexa del trébol con su imagen en el espejo.
Un nudo no trivial se llama primo si no es la suma conexa de dos nudos no triviales. El
siguiente teorema probado por Gordon y Luecke en 1989, ver [10], es de gran importancia ya
que clasifica los nudos primos casi completamente (si cambiamos la orientación o todos los
cruces de un enlace sigue existiendo un homeomorfismo entre sus complementos y por tanto un
isomorfismo en sus grupos fundamentales). Así, el grupo del nudo es un invariante completo
para nudos primos, salvo imágenes espejo e inversos.
Teorema 1.2.5 (Gordon-Luecke) Dos nudos primos K1,K2 en S
3 son equivalentes si y sólo
si pi (K1)  pi (K2) .
Este teorema no funciona para enlaces, en efecto, sean L1, L2 los enlaces de la Figura 1-7.
Ellos no son equivalentes pues los twisting numbers t (L1) = 1 y t (L2) = 3 son diferentes, pero
del Ejemplo 1.1.1 se tiene pi1 (L1)  pi1 (L2)
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Figura 1-7:
1.3 Complejo de fractura
Usaremos el concepto de complejo de fractura para construir un cubrimiento para el com-
plemento de un nudo, más aún, podemos construirlo de tal manera que este cubrimiento se
corresponda con el subgrupo conmutador del grupo del nudo. Primero veamos un algoritmo
para computar el grupo fundamental de una 3-variedad conexa a partir de un complejo de
fractura, esto es, el algoritmo que nos permitirá calcular una presentación para el grupo de un
enlace. De este algoritmo se deriva la forma en la cual podemos construir un recubridor para
el grupo de un nudo.
1.3.1 Cálculo del grupo de un enlace
Dado un complejo simplicialM, denotaremos por |M | el politopo deM , es decir, |M | = ∪M (k),
donde el k-esqueleto M (k) de M, es el conjunto de todos los k-simplejos de M . Denotamos por
M˚ al interior de M.
Sea M0 una 3-variedad conexa y sea M un 3-complejo conexo, tal que existe un homeo-
morfismo f : |M | → M0, es decir, M es una triangulación de M0. Sea σ0 ∈ M un 3-simplejo.
Como M es conexo, existe un 3-simplejo σ1 ∈ M tal que σ1 ∩ σ0 = S1, con S1 un 2-simplejo.
Denotemos por N1 =
{
◦
σ0,
◦
σ1,
◦
S1
}
la yuxtaposición de los 3-simplejos abiertos sobre su 2-cara
abierta común. De nuevo por la conexidad de M existe un 3-simplejo σ2 ∈ M  {σ0, σ1} tal
que σ1 ∩σ2 = S2, con S2 un 2-simplejo. Denotamos por N2 =
{
◦
σ2,
◦
S2
}
la yuxtaposición del 3-
simplejo abierto y su 2-cara abierta, asíN1∪N2 es yuxtaponer aN1 un 3-simplejo abierto distinto
de
◦
σ0 y
◦
σ1 sobre su 2-cara abierta común. Continuando de la misma forma, existe un 3-simplejo
σi ∈ M  {σ0, σ1, . . . , σi−1} tal que σi−1 ∩ σi = Si. Denotamos por Ni =
{
◦
σi,
◦
Si
}
y paramos
este proceso cuando hayamos obtenido el conjunto de todos los 3-simplejos {σ0, σ1, . . . , σm} de
M.
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Definimos la unión disjunta N ′ =
m∪
i=1
Ni que es la yuxtaposición de todos los 3-simplejos
abiertos de M sobre sus correspondientes 2-caras comunes. N ′ es llamado cueva máximal de
M .
Es fácil ver por inducción que N ′ es simplemente conexo. Para m = 1, es inmediato de
la construcción. Para m = 2, tomemos Y = N1 y Y1 =
◦
σ0 ∪
◦
S1, Y2 =
◦
σ1 ∪
◦
S1 entonces
Y1 ∩ Y2 =
◦
S1 	= φ y así por el Teorema Van-Kampen B.5.4, Y es simplemente conexo si Yj lo
es, para j = 1, 2. Luego basta probar que Yj es simplemente conexo, para j = 1, 2. Denotemos
por v1,j , v2,j , v3,j, v4,j los vértices de Yj, para j = 1, 2. Sin pérdida de generalidad supongamos
que v1,j, v2,j , v3,j son los vértices comunes que también corresponden a S1, entonces podemos
omitir el subíndice j, para j = 1, 2, 3. Sabemos que
◦
σj =
{
x | x =
4∑
i=1
tivi,j ,
4∑
i=1
ti = 1, ti 	= 0
}
,
◦
S1 =
{
x | x =
3∑
i=1
tivi,
3∑
i=1
ti = 1, ti 	= 0
}
.
Luego
Yj =
◦
σj ∪
◦
S1 =
{
x | x =
4∑
i=1
tivi,j ,
4∑
i=1
ti = 1 con t1, t2, t3 	= 0,
}
.
Definimos ahora, para cada s ∈ [0, 1] la función hs : Yj → Yj, dada por
hs (x) = hs
(
4∑
i=1
tivi,j
)
=
2∑
i=1
tivi + (st4 + t3) v3 + (1− s) t4v4,j , x ∈ Yj.
Como t0 + t2 + st4 + t3 + t4 − st4 = t0 + t2 + t3 + t4 = 1, entonces h (x) ∈ Yj , además hs
es continua en las dos variables. Entonces
◦
S1 es retracto de deformación de Yj , por tanto
pi1 (Yj) = pi1
( ◦
S1
)
= 0. El paso inductivo es análogo al paso m = 2, pues al agregar el n + 1
2-simplejo el nuevo generador es el único que pasa por éste, es decir, no hay relaciones entre los
n anteriores generadores.
Ahora bien, consideremos el conjunto de los 2-simplejos abiertos{
X˚l | l = 1, 2, . . . k
}
restantes, es decir, los 2-simplejos abiertos X˚l 	∈ {Si | i = 1, 2, . . . ,m}. Si agregamos estos
2-simplejos abiertos, uno a la vez, a N ′, obtenemos el complemento del 1-esqueleto de M ,
N =
(
M (1)
)c
= N ′ ∪
{
X˚l | l = 1, 2, . . . , k
}
.
Veamos por inducción que pi1 (N) es un grupo libre.
Por inducción sobre k. Para X1 sabemos que existen 3-simplejos σj , σk ∈ M tales que
σj ∩ σk = X1, además existen 3-simplejos abiertos σ˚j+1, σ˚k+1 ∈ N ′ tales que σj+1 ∩ σj = Sj+1
y σk+1 ∩ σk = Sk+1. Tomemos α1 un camino cerrado que empiece en σ˚j y pase a σ˚k a través
de
◦
X1, siga por σ˚k+1 a través de S˚k+1 y finalmente regrese a σ˚j. Este camino estaría rodeando
una de las 1-caras de X1, luego α1 	= 0. En el paso inductivo la construcción del generador αi
agregando Xi es análogo. Además, notemos que el generador αi es el único que cruza a Xi, por
tanto este no puede obtenerse mediante alguna relación de los demás generadores.
De lo anterior se sigue que cada generador en pi1 (N) corresponde a un 2-simplejo agregado.
Estos generadores los enumeramos por el orden que hemos fijado para los 3-simplejos.
Ahora tomemos una vecindad tubular de cada 1-simplejo abierto y la agregamos a N , una
a la vez, entonces por el Teorema B.5.4, estaríamos agregando una relación por cada 1-simplejo
correspondiente a un camino que rodee este 1-simplejo, hablaremos de estas relaciones mas
adelante. Finalmente agregamos una vecindad de cada vértice, pero como estas vecindades
son homeomorfas a una 3-bola menos un punto, las cuales son simplemente conexas, entonces
ninguna relación es agregada cuando adjuntamos estas vecindades de vértices.
Regresemos a las relaciones que aparecen cuando agregamos las vecindades toroidales de los
1-simplejos. Consideremos un 1-simplejo L ∈M . Para cada uno de estos existe un conjunto de
2-simplejos que tienen a L como una de sus 1-caras, entonces la relación está dada por el orden en
el que el lazo atraviesa los 2-simplejos para rodear a L. Y puesto queMK = N ′ es simplemente
conexo, las relaciones que vienen de L son palabras en los generadores correspondientes a los
2-simplejos que atraviesa este lazo.
Definición 1.3.1 Sea M una 3-variedad, y sea L un 1-subcomplejo de M . Un complejo K es
llamado un complejo de fractura para (M,L) si cumple
1. M K es conexo.
2. M K es simplemente conexo.
3. L ⊂ K.
De este algoritmo se sigue la prueba del siguiente teorema.
Teorema 1.3.1 Si K es un complejo de fractura para una 3-variedad M entonces
pi1 (M  L) = 〈x1, x2, . . . , xm | r1, . . . , rn〉
donde cada xi corresponde a un único 2-simplejo de K y los ri están unívocamente determinados
por los 1-simplejos de K  L.
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Figura 1-8: Triangulación del Toro
Para ilustrar lo anterior tomaremos una situación análoga en el caso 2-dimensional.
Ejemplo 1.3.1 Sea T el toro y denotemos también por T su triangulación, Figura 1-8. Sea L =
v5 y usemos el algoritmo para calcular pi1 (T  v5). El complejo de fractura depende del camino
que escojamos para construir N ′. Tomemos todos los 2-simplejos abiertos como se muestra
en la Figura 1-9 y escojamos como primer 2-simplejo a σ0 = 〈v8, v6, v7〉 . Ahora empecemos
a recorrer los 2-simplejos. Partimos de σ˚0 y agregamos un nuevo 2-simplejo abierto, σ˚1 y el
1-simplejo abierto por el que cruzamos, S˚1 como se muestra en la Figura 1-10. Continuamos
este proceso hasta que hallamos recorrido todos los 2-simplejos de T , es decir, solo pasamos a
un 2-simplejo si no habíamos estado en él antes, y así vamos enumerando los 2-simplejos y los
1-simplejos de acuerdo a la dirección del recorrido, ver Figura 1-11. Finalmente obtenemos N ′.
Luego σ0 = 〈v8, v6, v7〉 , σ1 = 〈v5, v6, v7〉 , σ2 = 〈v5, v6, v2〉 , σ3 = 〈v5, v2, v1〉 , σ4 = 〈v1, v2, v8〉 , . . .
y S1 = 〈v7, v6〉 , S2 = 〈v5, v6〉 , S3 = 〈v5, v2〉 , S4 = 〈v1, v2〉 , . . .. Se ve fácilmente que N ′ es
simplemente conexo. Ahora empezamos a agregar los 1-simplejos abiertos restantes, uno a la
vez, empezando en el 2-simplejo σ0, y los vamos enumerando. Así X1 = 〈v7, v8〉 como en la
Figura 1-12. El generador está dado por una curva que empieza en un punto base O recorre a
N ′ hasta cruzar una sola vez a X1 en la dirección σ1 a σ5 como se muestra en la Figura 1-13, es
decir, de subíndice menor a mayor. Seguimos agregando estos 1-simplejos y así vamos agregando
estos generadores descritos como antes. Esto se puede ver en la figura 1-14. Notemos que estos
generadores no tienen relaciones, pues los vértices no están. Ahora agreguemos pequeños discos
centrados en los vértices, uno a la vez, excepto para v5, en la Figura 1-15 se muestra que la
relación obtenida al agregar el vértice v7 es x1x
1
2 . Estos son vecindades de cada vértice, y así
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Figura 1-9: Toro con sus simplejos abiertos
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Figura 1-13: Generadores x1, x2
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Figura 1-15:
obtenemos una relación por cada uno de ellos, esto se ve en la Figura 1-16. Hemos encontrado
entonces una presentación para el grupo fundamental del toro agujereado,
pi1 (T  v5)
=
〈
X1,X2, . . . , X10 | X1X−12 ,X5X−17 ,X−11 X6X3,X3X10X4,X4X−16 ,X9X−110 ,X9X−18 , X7X−18
〉
 〈X,Y 〉 .
Utilicemos ahora el algoritmo para calcular una presentación del grupo de un enlace.
Consideremos un enlace L no separable, en posición general en S3 y proyectémoslo sobre
una esfera S en el interior de S3, notemos que tenemos dos tipos de regiones en la esfera, las
cuales tienen como frontera común el enlace y en cada cruce se encuentran dos regiones del
mismo tipo como en el dibujo superior de la Figura 1-17. Ahora supongamos que L está sobre
la esfera excepto por una vecindad B de cada punto doble. Podemos tomar esta vecindad como
una bola en S3, notemos que la intersección de esta vecindad con la esfera, B ∩ S = D, nos
da un disco contenido en la esfera. Tomemos la frontera de este disco C = ∂D, la cual es un
círculo que conecta los extremos de cada cruce del nudo. Cada cruce genera dos superficies,
estas son una banda con un twist que conecta las regiones del mismo tipo. Ahora bien, si
unimos estas superficies a la superficie S′ = S  D˚, obtenemos un complejo de fractura K
donde el 1-complejo corresponde a L y cada cruce es como se muestra en la parte inferior de la
16
34
4
3
1
1
5
7 8
6
2
2
x1
x2
x5
x4
x3x9
x8
x7
x8
x10
x7
x6
Figura 1-16:
Figura 1-17.
Aplicando el algoritmo anterior obtenemos una relación por cada cruce. Cada generador
está dado por un 2-simplejo, pero estos a su vez están dados por cada arco del nudo, es decir,
hemos obtenido una presentación para pi1 (L), encontramos entonces, una forma totalmente
diferente de calcular una presentación para el grupo de un enlace, pues claramente esta difiere
del método utilizado en la sección anterior.
1.3.2 Espacio recubridor del grupo de un enlace
Construyamos un complejo de fractura para un enlace, pero primero empecemos con la siguiente
definición.
Definición 1.3.2 Una superficie de Seifert para un enlace L en S3 es una 2-variedad S orien-
tada y compacta embebida en S3 tal que ∂S = L como un enlace orientado y S no tiene
componentes que sean 2-subvariedades cerradas.
Las superficies de Seifert de un enlace tienen género minimal y son incompresibles, para
más detalles sobre estas superficies ver [13].
Consideremos ahora un enlace no separable L embebido en S3 y sea S ⊂ S3 una superficie de
Seifert para L, escojamos una triangulación (la cual la denotaremos con el mismo nombre) para
S, notemos que la triangulación de L es un subcomplejo de S. Tenemos entonces un complejo
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Figura 1-17:
de fractura S de
(
S3, L
)
. Sea
{
σi, 3-simplejos | σi ∩ σj = ∅, i 	= j y (∀i)
(∃!σ ∈ S3, 3-simplejo) (ϕi : σi → σ es biyección)} =
= M0.
Cortamos a S3 a lo largo de S como sigue: Unimos dos 3-simplejos de M0 sobre una cara si
los 3-simplejos (de la triangulación) de S3 correspondientes a estos tienen una cara común y si
tal cara no está en S. Hacemos este proceso hasta pegar todos los 3-simplejos de M0, con esto
hemos obtenido un complejo
{σi, s, l | σi ∈M0, s, l son subsimplejos de σi de dimensiones 2 y 1, respectivamente} =
= Mˆ.
Notemos que hay 2-caras de 3-simplejos que no se unen pues estas correspondían a elementos
de S. Como S3 es una variedad conexa un 2-simplejo es cara de solo dos 3-simplejos entonces
se tiene la función ϕ :
∣∣∣Mˆ∣∣∣ → S3 tal que ϕ (x) = ϕi (x) si x ∈ σi. Ahora bien, ϕ cumple que
para cada 2-simplejo s0 ∈ S existen s, s′ ∈ Mˆ tales que ϕ (s) = ϕ (s′) = s0 ∈ S.
Por otro lado, a cada 2-simplejo s de S3 con cofrontera σi, σj le definimos un orden como
δ (s) = (σi, σj) y −δ (s) = (σj , σi), δ obviamente ordena la cofrontera de los 1-simplejos, es
decir, si l es un 1-simplejo de S3 cuya cofrontera es s1, . . . , sn, y δ (s1) = (σ1, σ2) , δ (s2) =
(σ3, σ4) , . . . , δ (sn) = (σn−1, σn) entonces δ (l) = (s1, . . . , sn). Ahora asignamos la permutación
(n n+ 1) a cada pareja (s, δ (s)), es decir, consideramos la función P :
{
(s, δ (s)) | s ∈ S3}→ SZ
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definida como
P (x) =
{
(n n+ 1) , si x = (s, δ (s)) ,
(n n+ 1)−1 , si x = (s,−δ (s)) ,
tal que, si δ (l) = (s1, . . . , sn) para un 1-simplejo en K  L y un meridiano alrededor de l pasa
a través de si desde el 3-simplejo σ2i−1 hasta el 3-simplejo σ2i entonces
P (s1, δ (s1))P (s2, δ (s2)) · · ·P (sn, δ (sn)) =
= P (s1, (σ1, σ2))P (s2, (σ3, σ4)) · · ·P (sn, (σn−1, σn))
= 1.
Claramente si una cofrontera en particular cumple esto, entonces las demás también.
Tomemos copias homeomorfas Mˆj a Mˆ , j ∈ Z con homeomorfismos hj : Mˆj → Mˆ , llamare-
mos a estas copias hojas. Sea MˆZ el espacio topológico obtenido de la unión disjunta ∪
j∈Z
Mˆj
identificando un 2-simplejos, sj de Mˆj con un 2-simplejos sj+1 de Mˆj+1 solo cuando
1. hj (sj) y hj+1 (sj+1) son el mismo 2-simplejo s en S.
2. δ (s) = (σ, β) = (hj (δ (sj)) , hj+1 (δ (sj+1))) .
3. P (s, (hj (δ (sj)) , hj+1 (δ (sj+1)))) = P (s, δ (s)) = (j, j + 1) .
Es decir, como cada hoja tiene dos copias de S, denotémoslas por +Sk,−Sk, donde el signo
corresponde a la regla de la mano derecha. Las condiciones anteriores pueden pensarse como
pegar la copia Mj con la copia Mj+1 a lo largo de +Sj y −Sj+1. Esta regla de pegamento nos
dice en cual copia de Mˆ entramos cuando cruzamos un 2-simplejo de S desde otra copia de
Mˆ . Así, podemos levantar un camino en Mˆ asociado a Mˆj , a un camino en MˆZ de la siguiente
forma, vamos copiando el camino que empieza en Mˆj y este entra en diferentes hojas cuando
nuestra asignación lo dice.
Ahora removemos de MˆZ todos los 1-simplejos l tales que hj (l) ∈ L para todo j ∈ Z, esto
quiere decir, removemos las copias de L en cada hoja. Obtenemos un espacio C∞ = MZ y
definimos p∞ (x) = hj (x) si x ∈ Mˆj.
El siguiente teorema garantiza que la construcción anterior, es en efecto un espacio recubri-
dor, ya que el algoritmo anterior solo nos dice como construir este espacio. Para una prueba ver
[20]. Antes de enunciarlo daremos algunas definiciones que clasifican los espacios recubridores.
Si
(
X˜, p,X
)
es un espacio recubridor conexo sobre un espacio conexo X, un homeomorfismo
f : X˜ → X˜ tal que p ◦ f = p se llama una transformación de cubierta, además, el conjunto
de todas la transformaciones es un grupo llamado el grupo de transformaciones, diremos que(
X˜, p,X
)
es cíclico, si el grupo de transformaciones es cíclico. Si la imagen, p∗
(
pi1
(
X˜, x˜
))
,
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del homomorfismo inducido p∗ : pi1
(
X˜, x˜
)
→ pi1 (X,x) es un subgrupo normal de pi1 (X,x),
diremos que
(
X˜, p,X
)
es un espacio recubridor regular.
Notemos que si α ∈ [pi1 (L) , pi1 (L)] , tiene número de enlazamiento 0 con L (número inter-
secciones), luego α tiene número de enlazamiento 0 con S y por tanto la permutación inducida
por α es la identidad. Recíprocamente, por la regla de pegamento si α ∈ p∗
(
pi1
(
X˜, x˜
))
, se
sigue que α tiene número de enlazamiento 0 con L y así es una palabra formada por elementos
de la forma aba−1b−1. Por tanto C∞ = MZ es un cubrimiento de S3  L correspondiente al
subgrupo conmutador de pi1 (L).
Teorema 1.3.2 (MZ, p∞) es un espacio recubridor cíclico regular infinito de M .
Si cambiamos SZ, por SZn , es decir, si cambiamos el conjunto sobre el cual hacemos las
permutaciones por el conjunto finito Zn, entonces MZn = Cn se llama el espacio recubridor
cíclico regular finito.
1.4 Quandles
Una manera alternativa de ver el grupo de un enlace es usar el concepto de quandles, el cual
es otro invariante de enlaces, daremos la definición y algunas propiedades importantes. Este
concepto fue introducido de manera independiente por S. V. Matveev [18] y D. Joyce [12] en
1982, en el trabajo de Matveev se llamaba grupoide asociativo y fue publicado originalmente
en ruso, la traducción al ingles salió a la luz en 1984. Aunque el quandle no es un grupo, a
partir de él podemos construir el grupo de un enlace y también el álgebra de Conway.
Definición 1.4.1 Un quandle es un conjunto Q 	= φ dotado de una operación binaria
◦ : Q×Q→ Q
que satisface las siguientes propiedades
1. x ◦ x = x, para todo x ∈ Q.
2. Existe un único z ∈ Q tal que z ◦ y = x, para todo x, y ∈ Q.
3. Para todo x, y, z ∈ Q, (x ◦ y) ◦ z = (x ◦ z) ◦ (y ◦ z).
Si (Q, ◦) satisface sólo las dos primeras propiedades, pero no necesariamente la última
diremos, que (Q, ◦) es un rack. Del segundo axioma podemos definir una segunda operación /
que sería la operación inversa a ◦. Es decir, definimos el elemento b/a como la única solución
de la ecuación x ◦ a = b.
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Figura 1-18:
Ahora, a un quandle Q, podemos asociarle un grupo. Consideremos el grupo F (Q) libre
sobre Q y el conjunto R =
{
y−1xy (x ◦ y)−1 | x, y ∈ Q
}
⊂ F (Q) de todas las palabras de
la forma y−1xy (x ◦ y)−1 en F (Q) , entonces el grupo formado por el cociente de F (Q) y la
clausura normal R¯ se puede ver como un grupo cuya presentación es
F (Q)
R¯
 〈Q | R〉 = G.
Podemos construir un quandle tomando como elementos los arcos de un diagrama de un
enlace. Veamos esto mediante una descripción enteramente combinatoria:
Sea L un enlace y D el diagrama de L. Definimos el conjunto AD = {x1, . . . , xn} de todos
los arcos del diagrama D. En cada cruce r del diagrama convergen tres arcos, como se muestra
en la Figura 1-18. b es el arco que contiene el cruce superior, a es el arco que se encuentra a
la derecha del arco b y c el arco que se encuentra a la izquierda de b. Definimos la operación ◦
mediante a ◦ b = c.
Entonces los tres axiomas del quandle van a coincidir con los tres movimientos de Reide-
meister. En efecto, en el primer movimiento de Reidemeister solo interactúa un arco x, así
operándolo con él se obtiene el mismo arco.
x ◦ x = x
En el movimiento de Reidemeister de tipo II, dados dos arcos x, y siempre existe un arco z
tal que z ◦ x = y, como se muestra en la Figura 1-20.
Finalmente en el movimiento de Reidemeister de tipo III corresponde a la tercera propiedad.
En la Figura 1-21, se muestra el arco que se obtiene al efectuar (y ◦ z) ◦ x, y el resultado de
efectuar (y ◦ x) ◦ (z ◦ x), cuando z tiene una orientación, en el segundo caso, es decir, z con
orientación contraria, se debe tener en cuenta que el tercer axioma es equivalente a (x/y) ◦ z =
(x ◦ z) / (y ◦ z) .
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Figura 1-21:
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Figura 1-22: xi ◦ xj = xk, xk ◦ xj = xi
Sea Q (L) = 〈x1, . . . , xn | xi ◦ xj = xk〉 donde cada generador xi corresponde a una arco del
enlace y cada relación a un cruce. A Q (L) se le conoce como el quandle fundamental. Veamos
que Q (L) es en efecto un quandle, claramente Q (L) 	= ∅, y cada relación corresponde a los
cruces como se muestra en la Figura 1-22, respectivamente. Por tanto de los movimiento de
Reidemeister se siguen los tres axiomas.
Entonces el grupo asociado a Q (L) es precisamente el grupo del enlace pi1
(
S3  L
)
. En
efecto
F (Q (L))
R¯
 〈x1, . . . , xn | xεixjx−εi x−1k 〉
 〈x1, . . . , xn | x−1k xεixjx−εi 〉 .
El cual resulta ser la presentación de Wirtinger para el grupo de un enlace.
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Capítulo 2
Matriz de Alexander
El polinomio de Alexander es uno de los invariantes más importantes de la teoría de nudos, este
se puede calcular a partir de la Matriz de Alexander y una manera de computar esta matriz es
a partir del grupo de un enlace, veremos en este capítulo otra propiedad importante del grupo
de un enlace.
2.1 Cálculo libre
En esta sección nos restringiremos al caso R = Z para la extensión de grupos a anillo grupo.
Para mas información sobre el anillo grupo ZG ver Apéndice D.
El homomorfismo de grupos a : G → H donde H = G/G′ lo llamamos el abelianizador,
como en el Ejemplo B.3.1. Por el Teorema D.0.9, existe una única extensión ϕ¯ : ZG → ZH.
Definimos el trivializador τ : ZG → Z como la única extensión del homomorfismo de grupos
τ : G→ Z tal que τ (g) = 1, para todo g ∈ G.
Definición 2.1.1 Una función D : ZG→ ZG se llama una derivada si para todo υ1, υ2 ∈ ZG
D (υ1 + υ2) = D (υ1) +D (υ2) , (2.1)
D (υ1υ2) = D (υ1) τ (υ2) + υ1D (υ2) , (2.2)
donde τ es el trivializador.
Consideramos Z ⊂ ZG y G ⊂ ZG de forma natural, g = 1Z · g y n = n · 1G. Para simplificar
notación denotaremos por 1 = 1G, 1Z el neutro multiplicativo. Notemos que D (1) = D (1 · 1) =
D (1) τ (1) + 1 ·D (1), pero τ (1) = 1, luego D (1) = 0 y así D (n) = 0, para todo n ∈ Z. Con
esto, 0 = D
(
g−1g
)
= D
(
g−1
)
τ (g) + g−1D (g) = D
(
g−1
)
+ g−1D (g) y así
D
(
g−1
)
= −g−1D (g) , (2.3)
para todo g ∈ G.
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Para todo g ∈ G y n ∈ Z definimos el elemento de ZG.
gn − 1
g − 1 =

0, si n = 0,
n−1∑
i=0
gi, si n > 0,
−
−1∑
i=n
gi, si n < 0.
Note que g
n−1
g−1 es solo una notación, es decir, no tiene sentido de cociente. Se prueba fácilmente
por inducción que D (gn) = g
n−1
g−1 D (g).
Proposición 2.1.1 Sea F un grupo libre sobre X = {x1, x2, . . .}. Para cada xi existe una
única derivada ∂∂xi en ZF tal que
∂xj
∂xi
= δji (Delta de Kronecker).
Prueba. Definamos la función ∂∂xj : F → ZF , tal que para todo xi ∈ F se tiene:
∂
∂xj
1 = 0,
∂
∂xj
xni =
xni − 1
xi − 1 δij ,
∂
∂xj
(xni w) =
∂
∂xj
xni + x
n
i
∂
∂xj
w,w ∈ F .
Es claro que está bien definida. Sean w, v ∈ F y veamos por inducción sobre la longitud de w
que ∂∂xj satisface (2.2).
Si la longitud de w es cero, entonces w = 1 es la palabra vacía, y la afirmación se cumple
trivialmente. Ahora supongamos que la función cumple (2.1) y (2.2) para palabras de longitud
n. Supongamos que w = xm1i1 · · ·x
mn+1
jn+1
donde m1, . . . ,mn+1 ∈ Z. Tenemos que, si escribimos
w = xm1i1 w0 y v es cualquier palabra
∂
∂xj
(wv) =
∂
∂xj
(
xm1i1 · · ·x
mn+1
jn+1
v
)
=
∂
∂xj
(
xm1i1 w0v
)
=
∂
∂xj
xm1i1 + x
m1
i
∂
∂xj
w0v,
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por la hipótesis inductiva la última igualdad queda
∂
∂xj
xm1i1 + x
m1
i1
((
∂
∂xj
w0
)
τ (υ) +w0
(
∂
∂xj
v
))
=
(
∂
∂xj
xm1i1 + x
m1
i1
(
∂
∂xj
w0
))
+ xm1i1 w0
(
∂
∂xj
v
)
=
∂
∂xj
xm1i1 w0 + x
m1
i w0
(
∂
∂xj
v
)
.
Por tanto
∂
∂xj
(wv) =
∂
∂xj
w +w
∂
∂xj
v.
Como ZF es un F -módulo libre, con F como base, entonces existe una única extensión a un
Z-homomorfismo
∂
∂xj
: ZF → ZF.
Ahora veamos que esta extensión es una derivada en ZF , para ello basta verificarlo para los
elementos de la base, pero esto es claro, pues ∂∂xj : ZF → ZF es una extensión de ∂∂xj : F → ZF .
2.2 Matriz de Alexander y polinomio de Alexander
Usando el cálculo libre daremos la definición clásica de matriz de Alexander y veremos una forma
alternativa de calcular la matriz de Alexander usando la presentación de la abelianización del
grupo de un enlace.
Sea G = 〈x1, . . . , xn | r1, . . . , rn−1〉 la presentación de Wirtinger de un enlace no separable.
Sea F un grupo libre en X = {x1, . . . , xn} y R la clausura normal de {r1, . . . , rn−1} ⊂ F .
Consideremos el homomorfismo canónico y el abelianizador
γ : F → F/R  G,
a : G→ G/G′ = H.
Entonces existen extensiones únicas tales que se tiene la siguiente composición
ZF
∂
∂xj→ ZF γ→ ZG a→ ZH.
La matriz de Alexander de G se define como [aij] donde cada aij = a ◦ γ
(
∂
∂xj
ri
)
.
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Figura 2-1:
Ejemplo 2.2.1 Consideremos el nudo del ocho K, de la Figura 2-1. Se tiene que
pi1 (K) =
〈
x, y | yx−1yxy−1 = x−1yxy−1x〉 .
Entonces la matriz de Alexander tiene la forma
A =
[
a11 a12
]
Note que la relación rs−1 = 1 equivale a r = s así, por (2.3) ∂∂xj
(
rs−1
)
= ∂r∂xj − rs−1 ∂s∂xj = 0,
pero γ
(
rs−1
)
= 1, entonces
(
a ◦ γ ◦ ∂∂x
) (
rs−1
)
=
(
a ◦ γ ◦ ∂∂x
)
(r)− (a ◦ γ ◦ ∂∂x) (s) . Escribimos
(a ◦ γ) (x) = (a ◦ γ) (y) = t
a11 =
(
a ◦ γ ◦ ∂
∂x
)(
yx−1yxy−1
(
x−1yxy−1x
)−1)
= (a ◦ γ)
(
∂
∂x
yx−1yxy−1
)
− (a ◦ γ)
(
∂
∂x
x−1yxy−1x
)
= (a ◦ γ) (−yx−1 + yx−1y)− (a ◦ γ) (−x−1 + x−1y + x−1yxy−1)
= 1+ t+ t−1 − 1− 1 = t+ t−1 − 3,
a12 =
(
a ◦ γ ◦ ∂
∂y
)(
yx−1yxy−1
(
x−1yxy−1x
)−1)
= (a ◦ γ)
(
∂
∂y
yx−1yxy−1
)
− (a ◦ γ)
(
∂
∂y
x−1yxy−1x
)
= (a ◦ γ) (1 + yx−1 − yx−1yxy−1)− (a ◦ γ) (x−1 − x−1yxy−1)
= 1+ 1− t− t−1 + 1 = 3− t− t−1.
Obtenemos que
A =
[
t+ t−1 − 3 3− t− t−1
]
.
27
En [9] se prueba que diferente ordenamiento de las relaciones nos da matrices equivalentes,
pues estas pueden diferir por permutaciones de columnas o filas, o una de ellas tenga una fila
de más y ésta sea de ceros, o que tenga alguna fila (columna) que es combinación lineal de las
otras filas (columnas) o una de ellas es una matriz diagonal por bloques, donde el primer bloque
es la otra matriz y el otro bloque es la matriz identidad.
Una manera diferente de calcular la matriz de Alexander es encontrar una presentación para
G′/G′′, visto como ZH-módulo, dondeH = G/G′. SeaK un enlace no separable y consideremos
a G = 〈t, y2, . . . yn | s1, . . . , sn−1〉, con y2, . . . yn ∈ G′ y t un meridiano del grupo de K. Como
G/G′  Z, podemos ver a a : G → Z como el homomorfismo canónico, entonces kera = G′.
Sea S3K el complemento del nudo K y sea p∞ : C∞ → S3K el cubrimiento regular, cíclico
infinito de S3 K. Este cumple (p∞)∗ (piC∞) = G
′ y por la conexidad, podemos tomar como
punto base algún vértice de C∞. Notemos que G′/G′′  H1 (C∞) . En efecto, como G′/G′′ es
abeliano, podemos dotarlo de estructura de ZH-módulo mediante
ν · a =
(∑
ναt
α
)
· a =
∑
ναt
αat−α,
para todo a ∈ G′/G′′ y ν ∈ ZH, pues
ν · (a+ b) =
(∑
ναt
α
)
(a+ b)
=
∑
ναt
α (a+ b) t−α = ν · a+ ν · b,
(ν + µ) · a =
(∑
ναt
α +
∑
µαt
α
)
· a
=
(∑
(να + µα) t
α
)
· a =
∑
(να + µα) t
αat−α = ν · a+ µ · a,
(νµ) · a =
(∑
ναt
α
∑
µαt
α
)
· a
=
(∑∑
ναµαt
2α
)
· a =
∑∑
ναµαt
2αat−2α = ν · (µ · a) ,
para todo a ∈ G′/G′′ y ν ∈ ZH.
Recordemos que Cn es la cubierta finita y C∞ es la cubierta infinita, construidas en el
Capítulo 1. Denotamos por Hm
(
S3 K
)
el m-ésimo grupo de homología del espacio S3 K.
Como el grupo de las transformaciones de cubierta C∞, H˜, es cíclico infinito entonces H˜  Z 
H = G/G′ y así podemos dotar a H1 (C∞) de estructura de ZH-módulo mediante
ν · a =
(∑
ναt
α
)
· a =
∑
ναa ◦ tα,
para todo a ∈ H1 (C∞) y ν ∈ ZH, donde t : C∞ → C∞ es el generador del grupo de transfor-
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maciones del cubrimiento, 〈t〉 = H˜. En efecto
ν · (a+ b) =
(∑
ναt
α
)
(a+ b)
=
∑
να (a+ b) ◦ tα = ν · a+ ν · b,
(ν + µ) · a =
(∑
ναt
α +
∑
µαt
α
)
· a
=
(∑
(να + µα) t
α
)
· a =
∑
(να + µα) a ◦ tα = ν · a+ µ · a,
(νµ) · a =
(∑
ναt
α
∑
µαt
α
)
· a
=
(∑∑
ναµαt
2α
)
· a =
∑∑
ναµαa ◦ t2α = ν · (µ · a) .
Por tanto, se tiene el ZH-epimorfismo
ϕ : G′ → H1 (C∞)
g → [(pn)∗ (x)]
donde (p∞)∗ (x) = g. Se tiene que kerϕ = G
′′. En efecto, si a ∈ G′′ equivale a que a = ghg−1h−1
y así ϕ (a) = ϕ (g)ϕ (h)ϕ (g)−1 ϕ (h)−1 = e.
Luego
ϕ¯ : G′/G′′ → H1 (C∞)
g → ϕ¯ (g)
Es un ZH-isomorfismo.
Sea β = ϕ ({y2, . . . , yn}) = {xˆ2, . . . , xˆn}. Los elementos de β están en correspondencia 1-1
con los generadores de G′, pues si xˆ = ϕ (yi) = ϕ (yj), con i 	= j, entonces y¯i = y¯j, es decir,
yiy
−1
j = e para i 	= j por ser una 1-frontera en C∞, como las 1-cadenas forman un grupo
abeliano libre, entonces éste es un ZH-módulo libre. Puesto que los 1-ciclos son un subgrupo
de las 1-cadenas y puesto que β genera los 1-ciclos y como ZH-módulo, entonces los 1-ciclos en
C∞ son un ZH-módulo libre con β una ZH-base libre.
Cada relación sj corresponde a un 1-ciclo de S
3 K, luego levantando cada relación sj de
S3 K a una 1-frontera ∂sj de C∞ obtenemos una presentación para G′/G′′, esto lo hacemos
como sigue:
Si sj = yi1, entonces ∂sj = xˆi1 . Si sj = y
−1
i1
, entonces ∂sj =
(
a
(
y−1i1
))
xˆi1 . Si sj = yi1yi2 ,
∂sj = xˆi1 + (a (yi1)) xˆi2 . Si sj = yi1y
−1
i2
, ∂sj = xˆi1 −
(
a
(
yi1y
−1
i2
))
xˆi2 . Si sj = wyi, ∂sj =
A + (a (w)) xˆi. Si sj = wy
−1
i , ∂sj = A −
(
a
(
wy−1i
))
xˆi, donde A se calcula de ∂sj tomando
sj = w. Tenemos entonces que
∂sj =
n∑
aij
j=1
xˆi, aij ∈ ZH.
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Por tanto la matriz A = [aij ] con la columna correspondiente a t = y1 removida es una matriz
de presentación para G′/G′′ Más aún A coincide con la matriz de Alexander.
Corolario 2.2.1 Cada Aij, menor (n− 1) × (n− 1) de la matriz de Alexander de una pre-
sentación
〈x1, . . . , xn | r1, . . . , rm〉
es una matriz de presentación de H1 (C∞).
Definición 2.2.1 Sea k ∈ Z+ ∪ {0}. Definimos el k-ésimo polinomio de Alexander ∆k de
una presentación de G = 〈x1, . . . , xn | r1, . . . , rm〉 del grupo de un enlace como el máximo
común divisor de los determinantes de todas las submatrices (n− k)× (n− k) de la matriz de
Alexander de 〈x1, . . . , xn | r1, . . . , rm〉. Si m < n− k o n− k ≤ 0 definimos ∆k = 0 ó ∆k = 1,
respectivamente.
De ahora en adelante escribimos ∆1 = ∆. Consideremos los siguientes ejemplos.
Ejemplo 2.2.2 Consideremos el nudo trébol K, cuyo grupo tiene presentación de Wirtinger
G =
〈
t, y2, y3 | t−1y3ty−12 y−13 , t−1y−13 y−12 ty2
〉
,
donde t = y1 es un meridiano y y2, y3 ∈ G′. Con esto se sigue que G/G′ = 〈t〉 y ϕ ({y2, y3}) =
{xˆ2, xˆ3} es una base para H1 (C∞) como ZH-módulo. Ahora bien, levantamos las relaciones
s1 = t
−1y3ty−12 y
−1
3 y s2 = t
−1y−13 y
−1
2 ty2 y obtenemos que
∂s1 =
(
a
(
y−11
)
+ a
(
y−11 y3
))
xˆ1 − a
(
y−11 y3y1y
−1
2
)
xˆ2
+
(
a
(
y−11
)− a (y−11 y3y1y−12 y−13 )) xˆ3
=
(
a
(
t−1
)
+ a
(
t−1y3
))
xˆ1 − a
(
t−1y3ty−12
)
xˆ2
+
(
a
(
t−1
)− a (t−1y3ty−12 y−13 )) xˆ3,
∂s2 = 2a
(
y−11 y
−1
3 y
−1
2
)
xˆ1 +
(
a
(
y−11 y
−1
3 y
−1
2 y1
)− a (y−11 y−13 y−12 )) xˆ2
−a (y−11 y−13 ) xˆ3
= 2a
(
t−1y−13 y
−1
2
)
xˆ1 +
(
a
(
t−1y−13 y
−1
2 t
)− a (t−1y−13 y−12 )) xˆ2
−a (t−1y−13 ) xˆ3.
Como a : G → G/G′ es el homomorfismo canónico, entonces a (y2) = a (y3) = 1 y a (t) = t.
Luego la matriz de presentación de H1 (C∞) es
A =
[
−1 t−1 − 1
1− t−1 −t−1
]
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y por tanto ∆1 (t) = t
−2 − t−1 + 1.
Ejemplo 2.2.3 Se sigue que los k-ésimos polinomios de Alexander para el nudo del Ejemplo
2.2.1, son ∆1 (t) = t+ t
−1− 3 y ∆k = 1 para k ≥ 2. Si normalizamos t+ t−1− 3, tenemos que
∆1 (t) = t2 − 3t+ 1.
Recordemos algunas de las propiedades mas importantes del polinomio de Alexander, cuyas
pruebas se encuentran en [20]. Por ejemplo, ∆(1) = 1, además el polinomio nos da información
acerca de pi1 (L); ∆(t) = 1 si y sólo si G
′/G′′ es trivial,.G′ no es finitamente generado si ∆(0) 	=
1, ∆(t) es invariante bajo unidades de Z
[
t, t−1
]
, es decir, ∆(t) = tλ∆
(
t−1
)
. ∆k, k ∈ Z+ ∪ {0}
es el generador del ideal principal más pequeño que contiene al ideal generado por todos los
determinantes de los menores (n− k)× (n− k) de la matriz de Alexander.
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Capítulo 3
Representaciones de grupos de enlaces
En este capítulo estudiaremos diferentes clases de representación del grupo de un enlace. En
general, un homomorfismo de grupos G→ T se llama una representación del grupo G. Cuando
se tienen propiedades adicionales en los grupos se acostumbra decirlo explícitamente, como por
ejemplo representación metabeliana, si el grupo T lo es.
Sea F un campo, V un F -espacio vectorial de dimensión finita. Una representación lineal o
simplemente una representación ρ es un homomorfismo ρ : G→ GL (V ). Si la dimensión de V
es n, se sabe que V  Fn además GL (V )  GLn (F ). Diremos que dos representaciones ρ, pi son
equivalentes si existe una transformación lineal invertible T : V → V tal que Tpi (g) = ρ (g)T
para todo g ∈ G. Si T (x) = axa−1 para algún a ∈ V , decimos que ρ, pi son simplemente
equivalentes. Decimos que una representación ρ de G en GL (V ) es irreducible si los únicos
subespacios de V que son invariantes bajo ρ son {0} y V , y diremos que ρ es absolutamente
irreducible si ρ es irreducible como representación de G en (F c)n donde F c es la clausura
algebraica de F . En este tipo de representaciones hay un concepto de gran utilidad, éste es el
carácter asociado a una representación, puesto que el carácter juega un papel importante en la
teoría de representaciones, estudiaremos varias de sus propiedades en este capítulo.
Sea G =
〈
x1, . . . , xn | x−1i xεkxjx−εk , i = 1, . . . , n− 1
〉
la presentación de Wirtinger del grupo
de un nudo. Mediante la transformación yi = xix
−1
j = x
ε
kxjx
−ε
k x
−1
j ∈ [G,G] se tiene que
G = 〈t, y2, . . . , yn | r1, . . . , rn−1〉 , donde yi ∈ [G,G] para i = 2, . . . , n y t = x1 es un meridiano.
Ahora bien, sea K = 〈t〉 y G′ = [G,G], claramente K ∩ G′ = 0. Definimos el homomorfismo
θ : K → Aut (G′) tal que θtα (g) = tαgt−α, para todo g ∈ G′, tα ∈ K. Entonces θ realiza a G
como el producto semidirecto K G′ = G, con la operación (tα, g)
(
tβ, h
)
=
(
tα+β, θtβ (g)h
)
.
3.1 Representaciones Metabelianas
Diremos que un grupo H es k-metabeliano si el subgrupo H(k) = 0, donde H(0) = H,H ′ =
H(1) = [H,H] , H(k) =
[
H(k−1),H(k−1)
]
. Llamaremos a los grupos 2-metabelianos simplemente
metabelianos. Para una representación sobreyectiva de G en un grupo metabeliano H, ϕ : G→
H, claramente ϕ (G′) = H ′y ϕ (K) = 〈t〉 , note que escribimos ϕ (t) como t para simplificar la
notación. Por otro lado, sea φ : K G′ → ϕ (K)H ′, definido como φ (tα, g) = (tα, ϕ (1, g)) ,
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entonces φ es un homomorfismo sobreyectivo. Mas aún,
kerφ = {(tα, g) | φ (tα, g) = (e, e)} = {(tα, g) | (tα, ϕ (e, g)) = (e, e)}
= {(tα, g) | (ϕ (tα, e) , ϕ (e, g)) = (e, e)}  {(tα, g) | ϕ ((tα, e) (e, g)) = e}
= {(tα, g) | ϕ (tα, g) = e} = kerϕ,
por tanto H = ϕ (K)H′ = 〈t〉 ϕ (G′) .
Por otro lado, como H es metabeliano, H ′ es un grupo abeliano y así, podemos considerar
a ϕ (G′) como un Z 〈t〉-módulo, bajo la operación(∑
αit
αi
)
· x =
∑
αiϕ
(
tαigt−αi
)
=
∑(
ϕ
(
tαigt−αi
)
+ · · ·+ ϕ (tαigt−αi)) ,
la suma de αi-veces ϕ (t
αigt−αi) , ϕ (g) = x, para g ∈ G′. Basta probarlo para la base de Z 〈t〉,
sean x, y ∈ H ′, se sigue que ϕ (g) = x, ϕ (h) = y, con g, h ∈ G′,(
tαtβ
)
· x =
(
tα+β
)
· x = ϕ
(
tα+βgt−α−β
)
= tα ·
(
ϕ
(
tβgt−β
))
= tα ·
(
tβ · x
)
,
tα · (x+ y) = tα · ϕ ((gh)) = ϕ (tαght−α) = ϕ ((tαgt−α) (tαht−α))
= ϕ
(
tαgt−α
)
+ ϕ
(
tαht−α
)
= tα · x+ tα · y,(
tα + tβ
)
· x = ϕ (tαgt−α)+ ϕ(tβgt−β) ,
ex = ϕ (eg) = ϕ (g) = x, donde e denota la identidad en Z 〈t〉 y K.
Lema 3.1.1 H ′ = (t− id) ·H ′, donde id denota la identidad.
Prueba. Si x ∈ (t− id)H ′, entonces x = t·h1−h1 = ϕ
(
tg1t−1
)
+ϕ
(
g−11
)
= ϕ
(
tg1t−1g−11
)
=
ϕ (g) ∈ H ′, donde h1 = ϕ (g1) para algún g1 ∈ G′. Finalmente, como H ′ es generado por
(tαa)
(
tβb
)
(tαa)−1
(
tβb
)−1
, donde tαa, tβb ∈ H y escribiendo ϕ (g) = a,ϕ (h) = b, γ = −α− β,
entonces
(tαa)
(
tβb
)
(tαa)−1
(
tβb
)−1
= ϕ
(
(tα, g)
(
tβ , h
) (
t−α, θt−α
(
g−1
)) (
t−β, θt−β
(
h−1
)))
= ϕ
(
e, θt−α (g) θt−α−β (h) θt−α−β
(
g−1
)
θt−β
(
h−1
))
= ϕ
(
θt−α (g) θt−α−β (h) θt−α−β
(
g−1
)
θt−β
(
h−1
))
= ϕ (θt−α (g)) + ϕ (θt−α−β (h)) + ϕ
(
θt−α−β
(
g−1
))
+ ϕ
(
θt−β
(
h−1
))
= ϕ
(
tγst−γs−1
)
= tγ · y − y.
Notemos que, si xi ∈ G es un generador en la presentación de Wirtinger, entonces dado un
N G tal que 〈t〉 ⊂ N se tiene de las relaciones, que xi = wtw−1 donde w es una palabra en
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los generadores xj. Por tanto, para la clausura normal,
_
〈t〉 = G y así
_
〈ϕ (t)〉 = ϕ (K)H ′.
Proposición 3.1.2 Sea H un grupo metabeliano y sea ϕ : G → H una representación so-
breyectiva para un grupo de un nudo y t un meridiano. Entonces t − id : G′ → G′ es un
isomorfismo.
Prueba. Por el lema anterior t − id es sobreyectiva. Sean x, y ∈ H ′. Veamos que es un
homomorfismo, (t− id) (x+ y) = t · (x+ y)− (x+ y) = (t · x− x) + (t · y − y) = (t− id) (x) +
(t− id) (y)
Si h ∈ H ′, es tal que (t− id) (h) = 0, entonces t · h = h pero t 	= e así, h = 0.
En adelante denotamos por +Hm la operación del grupo de la m-ésima homología.
Proposición 3.1.3 Sea H un grupo metabeliano y sea ϕ : G → 〈t〉 H ′ una representación
sobreyectiva. Entonces ϕ induce una representación β : G → 〈t〉  H1 (C∞) ó β : G →
〈t〉H1
(
Cˆn
)
si 〈t〉 es finito.
Prueba. Puesto que ϕ (G′) = H ′ es abeliano, kerϕ = G′′ luego ϕ induce un isomorfismo,
ϕ¯ : 〈t〉  (G′/G′′) → 〈ϕ (t)〉  H ′, pero G′/G′′  H1 (C∞) es el Z 〈t〉−módulo de Alexander
(bajo la operación t · u, u ∈ H1 (C∞) como se definió antes), donde C∞ es recubrimiento cíclico
infinito del nudo. Así podemos definir una representación β : G→ 〈ϕ (t)〉H1 (C∞) .
De manera análoga, si 〈t〉  Zn, entonces kerϕ = G′n, donde Gn  nZ  G′, además
G′/G′n  H1
(
Cˆn
)
la primera homología del cubrimiento cíclico ramificado de n-hojas del
nudo.
Sea α ∈ C. Definimos la función δα : G → SL2 (C) como sigue, si xi ∈ G es un generador,
entonces
δα (xi) : C → C
z → δαxi (z) = α
1/2(z−zi)−α−1/2zi
α−1/2
Proposición 3.1.4 δα : G → SL2 (C) es una representación no trivial si y sólo si α es una
raíz del polinomio de Alexander ∆1 (t) .
Prueba. Sea G = 〈x1, . . . , xn | r1, . . . , rn−1〉 la presentación de Wirtinger. Para una
relación x−1k xixkx
−1
i+1 = 1, si hacemos uj = β
(
xkx
−1
1
)
, 1 ≤ j ≤ n, obtenemos
0 = β
((
x−11
(
x1x
−1
k
)) (
xi
(
x−11 x1
)) (
xkx
−1
1
) (
x1x
−1
i+1
))
= β
(
x−11
(
x1x
−1
k
))
+H1 β
(
xi
(
x−11 x1
))
+H1 β
(
xkx
−1
1
)
+H1 β
(
x1x
−1
i+1
)
= −tuk +H1 tui +H1 uk −H1 ui, (6)
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un sistema de (n− 1)× (n− 1) ecuaciones, pero este sistema forma una matriz de presentación
para H1 (C∞). Por tanto, del Corolario 2.2.1, el determinante de este sistema es el polinomio
de Alexander ∆1 (t). Sea α una raíz de ∆1 (t), reemplacemos t = α, en el sistema de ecuaciones,
entonces tenemos soluciones no triviales para zi = ui ∈ C. Definimos para cada xi ∈ G
δαxi : C → C
z → δαxi (z) = α
1/2(z−zi)−α−1/2zi
α−1/2
Claramente δαxi ∈ Cˆ. Por tanto se tiene la representación
δα : G → SL2 (C)
xi → δαxi =
[
α1/2 −zi
(
α+1√
α
)
0 α−1/2
]
.
Ejemplo 3.1.1 Sea L el nudo del ocho de la Figura 2-1 y sea
G =
〈
x1, . . . , x4 | x−12 x4x2x−11 , x−14 x2x4x−13 , x1x3x−11 x−14
〉
una presentación de Wirtinger de su grupo. Sabemos que el polinomio de Alexander es ∆1 (t) =
t2 − 3t+ 1. De las relaciones obtenemos el sistema
−tu2 + tu4 + u2 = 0,
−tu4 + tu2 + u4 − u3 = 0,
−tu4 + u3 = 0.
Una solución para el sistema es:
u3 = (t− 1)u2,
u4 =
t− 1
t
u2.
Para que la solución sea no trivial, t debe ser una raíz de ∆1 (t), ya que se tiene
u2
(
−(t− 1)
2
t
+ t+− (t− 1)
)
= 0,
u2
(
t2 − 3t+ 1) = 0.
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Tomemos u2 = 1, así u3 = α− 1 y u4 = α−1α donde α = 3+
√
5
2 . Definimos la representación
δα : G→ Cˆ,
tal que para todo z ∈ C
δα (x1) (z) = αz,
δα (x2) (z) = α (z − 1) + 1 = αz + (1− α) ,
δα (x3) (z) = α (z − α+ 1) + α− 1 = αz −
(
α2 − 2α+ 1) ,
δα (x4) (z) = α
(
z − α− 1
α
)
+
α− 1
α
= αz −
(
α2 − 2a+ 1
α
)
.
Y así obtenemos una representación en SL (2,C)
δα : G→ SL (2,C) ,
tal que
δα (x1) =
[
α1/2 0
0 α−1/2
]
, δα (x2) =
[
α1/2 −a−1/2 (α− 1)
0 α−1/2
]
δα (x3) =
[
α1/2 −a−1/2 (α2 − 2α+ 1)
0 α−1/2
]
, δα (x4) =
[
α1/2 −α−3/2 (α2 − 2a+ 1)
0 α−1/2
]
3.1.1 Representaciones metacíclicas
Como un caso particular de grupos metabelianos tenemos los grupos metacíclicos, que se han
estudiado más en detalle. A un grupo H con presentación
〈
x, y | xq, yp, xyx−1y−k〉 , k > 1,
kq ≡ 1mod p, (k − 1, pq) = 1, lo llamaremos metacíclico. Notemos que H ′ = 〈y〉, pues yk−1 =
xyx−1y−1 ∈ H ′ y así H sería un grupo metabeliano. Además H/H ′  〈x | xq〉  Zq. Ahora
bien, si H es un producto semidirecto de un grupo cíclico con su conmutador entonces H =
〈t〉H ′ = 〈t〉 〈y〉  Z Zp.
Teorema 3.1.5 (Fox) Sea H =
〈
x, y | xq, yp, xyx−1y−k〉 un grupo metacíclico. Si ∆1 (k) ≡
0mod p entonces existe una representación de G en H.
Prueba. Sea G = 〈t, y2, . . . , yn | r1, . . . , rn−1〉 donde yi ∈ [G,G] , para i = 2, . . . n y t = x1
es un meridiano.
Tenemos que p | ∆1 (k) además como kq ≡ 1mod p entonces (k, p) = 1. Por otro lado, si
n∑
i=1
pij (k)ui describe la j−ésima fila de la matriz de Alexander, entonces el sistema de ecuaciones
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que corresponde a ∆1 (k) ≡ 0mod p es
n∑
i=1
pij (k)ui ≡ omod p, j = 1, 2, . . . n.
Sean si, i = 1, . . . , n las soluciones de este sistema. Podemos definir la presentación
ϕ : G→ H
tal que ϕ (t) = x y ϕ (yi) = y
si , para cada i = 1, . . . , n.
3.2 Caracteres de Representaciones en SL2 (C)
El papel de los caracteres en la teoría de representación de grupos finitos es central, por lo que es
natural estudiar caracteres en el marco de las representaciones de grupos de enlaces. Aunque en
este caso la situación es mucho mas compleja y se requiere hacer uso de herramientas matemáti-
cas mucho más sofisticadas, pues ahora no podemos estudiar simplemente el comportamiento
de los caracteres como conjunto, sino que se requiere estudiarlos desde el punto de vista de las
variedades.
En esta sección estamos interesados en representaciones lineales en SL2 (C) dada su impor-
tancia geométrica, algunos de los resultados se presentan en el caso SL2 (K), para K un campo
de característica cero.
El carácter de una representación ρ es la función χρ : G → C definida como χρ (g) =
tr (ρ (g)). Así, representaciones equivalentes, tienen el mismo carácter pues tr (AB) = tr (BA).
Sea K un nudo y sea G = 〈g1, . . . , gm | r1, . . . , rm−1〉 una representación para el grupo de
K. Entonces G es finitamente generado por g1, . . . , gm, definimos
R (G) =
{
(ρ (g1) , . . . , ρ (gm)) ∈ C4m | ρ es una representación de G en SL2 (C)
}
⊂ SL2 (Cm)
la inclusión se sigue del hecho C4m M2 (Cm) y
(ρ (g1) , . . . , ρ (gm)) = ρ (g1)⊕ · · · ⊕ ρ (gm) =

ρ (g1)
. . .
ρ (gm)

es una matriz por bloques y cada bloque esta en SL2 (C). R (G) es un conjunto algebraico afín,
pues cada (ρ (g1) , . . . , ρ (gm)) satisface polinomios ri ∈ SL2 (C) [x1, . . . , xm]. Dos representa-
ciones ρ, pi son equivalentes, si y sólo si existe T ∈ SL2 (C) tal que ρ (gi) = Tpi (gi)T−1 y esto
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se cumple si y sólo si
(ρ (g1) , . . . , ρ (gm)) = (T, . . . , T ) (pi (g1) , . . . , pi (gm))
(
T−1, . . . , T−1
)
= (pi (g1) , . . . , pi (gm)) .
Por tanto, existe una correspondencia 1-1 entre puntos de R (G) y representaciones de G en
SL2 (C). Sean h1, . . . , hs otro conjunto de generadores para G y sea
R′ (G) =
{
(ρ (h1) , . . . , ρ (hs)) ∈ C4s | ρ es una representación de G en SL2 (C)
}
Como la biyección φ : R (G) → R′ (G) tal que φ ((ρ (g1) , . . . , ρ (gm))) = (ρ (h1) , . . . , ρ (hs)) es
un isomorfismo de conjuntos algebraicos, entonces R (G) está bien definido salvo isomorfismos.
Por esto identificaremos puntos de R (G) con representaciones de G en SL2 (C) y llamaremos
a R (G) el espacio de representaciones de G en SL2 (C).
Una transformación de Möbius es una función de la forma, T : C ∪ {∞} → T : C ∪ {∞}
tal que T (z) =
az + b
cz + d
donde ad − bc 	= 0. Es fácil ver que el conjunto M de todas las
transformaciones de Möbius forma un grupo con la composición de funciones. Además existe
una correspondencia 1-1 entre M y PGL2 (C). Mas aún, T (z) =
az + b
cz + d
=
λaz + λb
λcz + λd
=
a′z + b′
c′z + d′
y tomando λ = (ad− dc)−1/2 se tiene a′d′ − b′c′ = 1, por tanto M  PSL2 (C).
En adelante usaremos varias definiciones y teoremas importantes de geometría algebraica,
las cuales se encuentran en el Apéndice E.
Proposición 3.2.1 Sea V una componente irreducible de R (G). Entonces cualquier repre-
sentación equivalente a una representación en V pertenece a V .
Prueba. Como el producto de variedades afines es una variedad afín, se tiene que V ×
SL2 (C) ⊂ SL2
(
Cm+1
)
es una variedad afín. La función f : V × SL2 (C) → R (G) tal que
f (y1, . . . , ym, α) =
(
αy1α
−1, . . . , αymα−1
)
es una función regular, pues está definida con poli-
nomios en sus coordenadas. El conjunto clf (V × SL2 (C)) ⊂ R (G) es una variedad, pues es la
clausura de la imagen de una variedad, bajo una función regular. Entonces clf (V × SL2 (C))
debe caer en una componente irreducible V ′ de R (G) y además V = f (V × {I}) ⊂ V ′, pero V
es una componente irreducible de R (G), luego V = V ′. Por tanto f (V × SL2 (C)) ⊂ V , y esto
es equivalente a la afirmación de la proposición.
Lema 3.2.2 Sea K un campo de característica cero y sea ρ una representación de G en
GL2 (K) , cuya imagen no es abeliana. Las siguientes afirmaciones son equivalentes
1. ρ es reducible.
2. ρ es reducible bajo Kc.
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3. χρ (a) = 2 para todo a ∈ G′.
Prueba. 1⇒2 es clara.
2⇒3: Entonces para todo g ∈ G, las matriz de ρ (g) tiene la forma
[
Ag 0
Hg Bg
]
. El conmutador
de dos matrices triangulares inferiores es una matriz triangular inferior con unos en la diagonal.
Por tanto χρ (a) = 2 si a ∈ G′.
3⇒1: Como ρ no es abeliano existe un g ∈ G′ tal que ρ (g) =
[
a b
c d
]
	= I donde a, b, c, d ∈ K
y a+ d = 2. Si c 	= 0, entonces para la transformación de Möbius T (z) = az + b
cz + d
	= I se tiene
que ω es dejado fijo por T si y sólo si
ω =
aω + b
cω + d
⇔ cω2 + (a− d)ω + b = 0⇔ ω =
(d− a)±
√
(a− d)2 − 4cb
2c
=
(d− a)±√a2 − 2ad+ d2 − 4cb
2c
=
(d− a)± 2√1− ad− cb
2c
.
Como 1−ad = −cb entonces ω = (a−d)±2
√−cb
2c es invariante bajo T y también lo es ω¯ y cualquier
múltiplo de ω. Por tanto ρ (g) tiene un subespacio L de dimensión 1, invariante, esto es claro
si c = 0. Supongamos ahora que existe g′ ∈ G′ tal que ρ (g′) no es invariante bajo L. Entonces
ρ (g′) 	= I y ρ (g′) tiene un subespacio L′ de dimensión 1, invariante tal que L 	= L′. Luego
ρ (g′) , ρ (g) son equivalentes a matrices triangulares, y podemos suponer que
ρ
(
g′
)
=
[
1 α
0 1
]
, ρ (g) =
[
1 0
β 1
]
.
Como ρ (g′) , ρ (g) 	= I, α, β 	= 0, Entonces tr (g′g) = 2 + αβ 	= 2 lo cual es una contradicción.
Corolario 3.2.3 Si K es un campo algebraicamente cerrado de característica cero, entonces
una representación ρ de G en SL2 (K) es reducible si y sólo si χρ (g) = 2 para todo g ∈ G′.
Prueba. Si ρ (G) fuera abeliano una dirección es inmediata pues ρ (g) = I, para todo
g ∈ G′. En la otra dirección, como K es algebraicamente cerrado, ρ (G) tendría un subespacio
invariante de dimensión 1. Si ρ (G) no es abeliano, se sigue del lema anterior.
3.2.1 Curvas de representaciones
Sea C una curva algebraica afín (ver Apéndice E). Entonces existe una única (salvo equivalencia
birracional) curva proyectiva C˜, cuyo campo de funciones es isomorfo al de C. Como cualquier
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función racional de una curva suave a una variedad es regular, entonces cualquier función
racional entre curvas afines f : C → D determina una función regular f˜ : C˜ → D˜. De manera
análoga, si V¯ es la clausura en Pn de una variedad afín V ⊂ Cn, una función racional f : C → V
determina una función regular f˜ : C˜ → V¯ .
Sea C¯ una completación proyectiva de C (ver Apéndice E), decimos que P es un punto ideal
de C˜ si f (P ) ∈ C¯C donde f : C˜ → C¯ es una función birracional. Sea f : C → D una función
regular entre curvas afines, si P un punto ideal de D˜, entonces f˜−1 (P ) consiste de puntos
ideales de C˜. Así, el conjunto de puntos ideales no depende de la completación proyectiva.
Sean C = {(ρ (g1) , . . . , ρ (gm)) | f (ϕ1 (ρ (g1) , . . . , ρ (gm)) , ϕ2 (ρ (g1) , . . . , ρ (gm))) = 0} ⊂
R (G) una curva afín y g ∈ G. Sabemos que un punto ρ = (ρ (g1) , . . . , ρ (gm)) ∈ C ⊂ SL2 (Cm)
es una representación de G en SL2 (C). Entonces, dado g = g
e1
1 · · · gemm ∈ G se tiene que cada
punto es de la forma
ρg =
[
Dρ11 (g) D
ρ
12 (g)
Dρ21 (g) D
ρ
22 (g)
]
=
[
a1g (ρ) a2g (ρ)
a3g (ρ) a4g (ρ)
]
.
Donde las funcionesDρij : G→ C se definen como la entrada (i, j) de la matriz ρg, estas funciones
reciben el nombre de funciones coordenadas. Ahora bien, definimos akg : C → C, tal que
akg (ρ) = D
ρ
1,k (g) , si k = 1, 2, y akg (ρ) = D
ρ
2,k−2 (g) , si k = 3, 4. Claramente estas funciones
coordenadas están dadas por polinomios y por tanto son funciones regulares. Definimos la
representación Ψ : G→ SL2
(
K
(
C˜
))
como
Ψ(g) =
[
a˜1g a˜2g
a˜3g a˜4g
]
donde los a˜k : G→ K
(
C˜
)
están definidos como a˜k (g) = a˜kg = [akg, C] .
Lema 3.2.4 Si C es una curva que contiene una representación irreducible, entonces Ψ es
absolutamente irreducible.
Prueba. Sea F la clausura algebraica de K
(
C˜
)
. Si Ψ es reducible en F entonces
tr (Ψ (c)) = 2, para todo c ∈ G′. Ahora bien, tr (Ψ (c)) = χΨ (c) = a˜1c + a˜4c = 2, luego
para todo ρ ∈ C y para todo c ∈ G′ se tiene a1c (ρ) + a4c (ρ) = 2, pero esto equivale a que la
representación ρ ∈ C cumple que χρ (c) = 2, para todo c ∈ G′.
Veremos ahora que los caracteres de presentaciones pueden identificarse con puntos de un
conjunto algebraico. Sea g ∈ G y sea τg : R (G)→ C tal que τg (ρ) = χρ (g), entonces τg es una
función regular, pues χρ (g) = tr (ρ (g)) es un polinomio. Sea T el anillo generado por todas la
funciones τg, g ∈ G.
Lema 3.2.5 Sean A,B ∈ SL2 (C). Entonces tr (A) tr (B) = tr (AB) + tr
(
AB−1
)
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Prueba. Sean A =
[
a1 a2
a3 a4
]
, B =
[
b1 b2
b3 b4
]
entonces
AB =
[
a1b1 + a2b3 ∗
∗ a3b2 + a4b4
]
, AB−1 =
[
a1b4 − a2b3 ∗
∗ −a3b2 + a4b1
]
con esto
tr (AB) + tr
(
AB−1
)
= a1b1 + a2b3 + a3b2 + a4b4 + a1b4 − a2b3 − a3b2 + a4b1
= (a1b1 + a4b4 + a1b4 + a4b1) + (a2b3 + a3b2 − a2b3 − a3b2)
= (a1 + a4) (b1 + b4)
Recordemos que el anillo T es generado por los caracteres de todas las representaciones de
G.
Proposición 3.2.6 El anillo T es finitamente generado.
Prueba. Sea T0 el anillo generado por todas la funciones de la forma τgi1 ···gir , donde
i1, . . . , ir ∈ {1, 2, . . . , n} y ij 	= ik si k 	= j. Por el lema anterior se tiene que τgτh = τgh+ τgh−1
para todo g ∈ G. Sea g ∈ G, tal que g = gm1i1 · · · gmrir , con i1, . . . , ir ∈ {1, 2, . . . , n} y ij 	= ik si
k 	= j,m1, . . . ,mr ∈ Z. Sea v =
r∑
j=1
Kj, donde
Kj =
{
−mj, si mj ≤ 0
mj − 1, si mj ≥ 1
Probemos por inducción sobre v que τg ∈ T0. Si v = 0, como v es una suma de números no
negativos, entonces Kj = 0 para todo j = 1, . . . , r, luego todos los mj son 0 ó 1, es decir,
g = gi1 · · · gir y por tanto τg ∈ T0. Si v 	= 0, podemos suponer que mr 	= 0, 1, (podemos tomar
g′ = girgg
−1
ir
). Si v < 0 entonces τg = τggir τg−1ir
− τgg2ir , donde τg−1ir ∈ T0, pero por hipótesis de
inducción τgg2ir
, τggir ∈ T0, luego τg ∈ T0. De manera análoga se tiene si v ≥ 2.
Ahora, sea g ∈ G cualquiera, entonces g = gm1i1 · · · gmrir donde i1, . . . , ir ∈ {1, 2, . . . , n}.
Probemos por inducción sobre r que τg ∈ T0. Podemos asumir que is = ir, para algún s < r,
con esto definamos V = gm1i1 · · · gmsis ,W = g
ms+1
is+1
· · · gmrir . Entonces τg = τV τW − τVW−1. Pero
por hipótesis inductiva τV , τW , τVW−1 ∈ T0, luego τg ∈ T0.
Sean γ1, . . . , γn ∈ G tales que τγ1 , . . . , τγn generan a T. Sea
t : R (G) → Cn
ρ −→ (τγ1 (ρ) , . . . , τγn (ρ)) = (χρ (γ1) , . . . , χρ (γn)) .
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Definimos X (G) = t (R (G)). Entonces
P ∈ X (G)⇐⇒ P = (τγ1 (ρ) , . . . , τγn (ρ)) = (χρ (γ1) , . . . , χρ (γn))⇐⇒ χρ
es el carácter de una representación ρ : G→ SL2 (C), es decir, existe una correspondencia 1-1
entre puntos de X (G) y caracteres de representaciones de G. Llamaremos a X (G) el espacio
de caracteres del grupo G, y se tiene que t (ρ) = χρ para ρ ∈ R (G) . En [6] se muestra que
X (G) es algebraicamente cerrado y por tanto es único salvo isomorfismos canónicos.
Recordemos que 〈g, h〉 es el grupo generado por g, h, ver Apéndice E.
Lema 3.2.7 Si ρ : G → SL2 (C) es una representación irreducible y ρ (g) 	= ±I para algún
g ∈ G, entonces existe h ∈ G tal que la restricción de ρ a 〈g, h〉 ≤ G es irreducible y χρ (h) 	= ±2.
Prueba. Si existe un único subespacio invariante L de ρ (g) entonces existe h ∈ G tal que
L no es invariante bajo ρ (h). Si existen dos subespacios invariantes L1, L0 de ρ (g) entonces
existen h0, h1 ∈ G tales que L0 y L1 no son invariantes bajo ρ (h0) y ρ (h1) entonces tomamos
h = h0h1. De manera inductiva se sigue que ρ |〈g,h〉 es irreducible. Se sigue que ρ (g) y ρ (h) no
tienen vectores propios comunes.
Finalmente, si χρ (h) = ±2 como ρ (h) 	= ±I pues no tiene vectores propios comunes
con ρ (g) , por el lema de Schur [27], podemos suponer que ρ (h) = ±
[
1 1
0 1
]
, luego ρ (g) =[
a b
c d
]
, c 	= 0. Ahora bien, sea n ∈ Z, entonces χρ
(
gh2n
)
= χρ (g) + 2nc, podemos escoger
algún m ∈ Z tal que χρ
(
gh2m
) 	= ±2 y claramente ρ (g) y ρ (gh2m) no tienen valore propios
comunes, es decir, ρ |〈g,gh2m〉 es irreducible.
La siguiente proposición es una generalización del caso en el que el grupo G es finito.
Proposición 3.2.8 Sean ρ, pi representaciones irreducibles de G en SL2 (C). Entonces χρ =
χpi si y sólo si ρ y pi son equivalentes.
Prueba. Es claro que si ρ ∼ pi entonces χρ = χpi. Supongamos entonces que χρ = χpi.
Por el lema anterior podemos encontrar g, h ∈ G tales que ρ |〈g,h〉 es irreducible y χρ (h) 	= ±2.
Como ρ (h) y pi (h) son diagonalizables y χρ (h) = χpi (h) existen A,A
′ ∈ SL2 (C) tales que
Aρ (h)A−1 =
[
a 0
0 a−1
]
= A′pi (h)A′−1, a 	= ±1
Como ρ y pi son irreducibles , ρ (g) y pi (g) no pueden ser triangualares inferiores. Así, después
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de conjugar por matrices apropiadas B,B′ ∈ SL2 (C), podemos suponer que
Bρ (h)B−1 =
[
b 1
c d
]
, B′pi (h)B′−1 =
[
b′ 1
c′ d′
]
con c, c′ 	= 0. Sea x ∈ G y sea
ρ (x) =
[
p q
r s
]
, pi (x) =
[
p′ q′
r′ s′
]
Tenemos que
p+ s = χρ (x) = χpi (x) = p
′ + s′
y
ap+ a−1s = χρ (hx) = χpi (hx) = ap
′ + a−1s′
Como a 	= ±1 se sigue que p = p′ y s = s′. Analogamente, si reemplazamos x por g obtenemos
que b = b′, d = d′. Y como ρ (g) y pi (g) tienen determinante 1, se sigue que c = c′. De la
misma forma, al reemplazar x por xg, se sigue que bp+ r = b′p′+ r′, así que r = r′ y cq+ ds =
c′q′+d′s′ = cq′+ds y como c 	= 0 se sigue que q = q′ Por tanto ρ (x) = Dpi (x)D−1,D ∈ SL2 (C),
para todo x ∈ G.
3.3 Enlaces de 2-puentes
Sea D el diagrama de un enlace K en S3 no separable. Si B1 ∪ · · · ∪ Bn es la unión disjunta
de arcos en D tales que contengan todos los cruces por encima, c+ y ningún cruce por debajo
c−, llamaremos a B1, . . . , Bn, los puentes superiores de K. Como cl (K  (B1 ∪ · · · ∪Bn)) =
C1∪· · ·∪Cn consiste de una unión disjunta de arcos, a cada Ci lo llamamos puente inferior. Si
n es minimal, lo llamaremos el número de puentes y diremos que K es un enlace de n−puentes.
El grupo de un enlace de n-puentes tiene presentación con n generadores y n− 1 relaciones, ya
que si K es un enlace de n-puentes y tomamos como Yi, i = 1, . . . , n los n puentes superiores,
entonces tenemos por cada Yi un generador. Para mas propiedades y algunos ejemplos de estas
presentaciones ver [13].
En esta sección nos enfocaremos en los enlaces de 2-puentes, estos enlaces aparecen muchas
veces en teoría de nudos. Los enlaces de 2-puentes fueron estudiados por primera vez en 1934
por Bankwitz y Shumann, y en 1956 Shubert los clasificó mediante los espacios lenticulares.
Veinte años después Burde clasificó estos enlaces por un método totalmente diferente, usando
el linking number y los espacios recubridores ramificados.
Sabemos que una presentación de Wirtinger para el grupo de un enlace de 2-puentes está
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dada por dos generadores representados por meridianos y una relación, esto nos sugiere la
siguiente generalización.
Definición 3.3.1 Un grupo de un kmot de 2-puentes de determinante α es un grupo G con la
siguiente presentación
G = G (ε) = 〈x1, x2 | wx1 = x2w〉
donde w = xε11 x
ε2
2 x
ε3
1 · · ·xεα−12 y α ≥ 3 impar, εj = εα−j = ±1 para j = 1, . . . , α − 1 y
ε =(ε1, . . . , εα−1) .
Definimos las matrices
C = Ct =
[
t 1
0 1
]
, D = Dt,u =
[
t 0
−tu 1
]
, (3.1)
C1 = C1,t =
[
t 1
0 t−1
]
,D1 = D1,t,u =
[
t 0
−u t−1
]
. (3.2)
Notemos que (3.1) se obtiene de (3.2) al conjugar tC1, tD1 con la matriz U =
[
h 0
0 h−1
]
, h =
√
ty
reemplazar t2 por t. A veces es mejor usar (3.2), ya que C1, D1 ∈ SL2 (C) . Escribimos
W = Cε1Dε2Cε3 · · ·Dεα−1 =
[
w11 w12
w21 w22
]
∈ GL2
(
Z
[
t, t−1, u
])
note que w11, w12, w21, w22 son elementos de Z
[
t, t−1, u
]
, es decir, polinomios en la variable u
cuyos coeficientes son polinomios de Laurent en la variable t. Pero por simplicidad no escribimos
las variables t, u. Con esto, podemos definir la función
ϕt,u : G→ GL2
(
Z
[
t, t−1, u
])
como ϕ (x1) = C,ϕ (x2) = D.
En [22] y [23], se prueba el siguiente lema de gran utilidad cuando se trabaja con matrices
en GL2 (C) .
Lema 3.3.1 Sean M1,M2 ∈ GL2 (C) dos matrices que no conmuten, con determinante y traza
igual. Entonces se tiene lo siguiente:
1. Podemos encontrar t, u ∈ C y una matriz U ∈ SL2 (C) para los cuales se cumple
UM1U
−1 = λ
[
t 1
0 1
]
, UM2U
−1 = λ
[
t 0
−tu 1
]
, donde λ2 = t−1 detM1. (3.3)
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1. Si las transformaciones de Möbius T1, T2 representadas por M1,M2 tienen un punto fijo
común en P(C); T1 (x¯) = x¯ = T2 (x¯) donde x¯ =
{
a ∈ C2 | λx = a, λ ∈ C} con esto, si
λi es un valor propio de Mi, entonces M1x = λ1x, M2x = λ2x y así, M1,M2 tienen un
vector propio común. Entonces el par (t, u) es único, si no tienen un punto fijo común
este par puede reemplazarse por
(
t−1, u
)
.
Con este resultado, podemos probar fácilmente el siguiente teorema, el cual es de gran im-
portancia, ya que establece una correspondencia entre las representaciones lineales no abelianas
de G y los puntos de curvas afines.
Teorema 3.3.2 ϕt,u es una representación no abeliana de G (ε) si y sólo si (t, u) satisface la
ecuación
w11 + (1− t)w12 = 0. (3.4)
Recíprocamente, toda representación no abeliana ψ de G es simplemente equivalente a un múlti-
plo escalar de ϕt,u para algún (t, u) que satisface (3.4). Cuando ψ es afín (ψ (g) tiene exacta-
mente un punto fijo en P(C) , para todo g ∈ G), este par es único y cuando ψ no es afín (ψ (G)
no tiene puntos fijos) (t, u) puede reemplazarse por
(
t−1, u
)
.
Prueba. Basta probar que ϕ respeta las relaciones de G, para C,D, en otras palabras,
WC = DW . [
w11 w12
w21 w22
][
t 1
0 1
]
=
[
tw11 w11 +w12
tw21 w21 +w22
]
,[
t 0
−tu 1
][
w11 w12
w21 w22
]
=
[
tw11 tw12
−tuw11 +w21 −tuw12 +w22
]
.
Se debe cumplir entonces que w11 + (1− t)w12 = 0, w21 + tuw12 = 0, tuw11 + (t− 1)w21 = 0,
pero si se cumple la primera y segunda, tenemos utw11 = (t− 1)utw12 y 0 = (t− 1)w21 +
(t− 1) tuw12 = (t− 1)w21 + utw11, así que basta mostrar la igualdad w21 + tuw12 = 0. Para
esto consideremos W † = C†ε1D†ε2C†ε3 · · ·D†εα−1 =
[
w†ij
]
, donde
C† =
[
t 0
1 1
]
= V DV −1,D† =
[
t −tu
0 1
]
= V CV −1,
donde V =
[
−tu 0
0 (−tu)−1
]
, si u 	= 0,
con esto, para W †C† − D†W † = [vij ] se tiene v12 = w†22 − w†22 = 0, pero V −1W †V =
Cε1Dε2Cε3 · · ·Dεα−1 =W , por tanto se tiene la igualdad. La otra dirección es obvia.
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Recíprocamente, si ψ es una representación no abeliana, entonces ψ (x1) , ψ (x2) no con-
mutan y tienen igual traza y determinante, así, por el lema anterior se tiene el resultado.
Finalmente, si todos los ψ (g) tienen exactamente un punto fijo común en P(C), entonces las
matrices [ψ (x1)] , [ψ (x2)] tienen un valor propio común y por (3.3.1-2), (t, u) es único.
El siguiente lema nos permite conocer un poco la forma de cada entrada deW . Recordemos
que degx denota el grado de un polinomio en la variable x.
Lema 3.3.3 Con la notación anterior, la matriz W = Cε1Dε2Cε3 · · ·Dεα−1 tiene la siguiente
forma: W =
[∑
ar (t)u
r
∑
br (t)u
r∑
cr (t)u
r
∑
dr (t)u
r
]
, donde
1. ar (t) , . . . , dr (t) ∈ Z
[
t, t−1
]
.
2. Sea m = α−12 . Entonces degu (w11) = degu (w21) = 1 + degu (w12) = 1 + degu (w22) = m.
3. Sea σ =
α−1∑
j=1
εj, µ =
1
2σ y δ =
1−ε1
2 . Entonces los coeficientes de u
m en w11 y w12 son
am (t) = (−1)m tµ, cm = (−1)m ε1tµ+δ. (3.5)
4. Escribamos wij =
n∑
s=1
us
L∑
l=1
elst
l, els ∈ Z donde n = m ó m− 1 y sea k = k (wij) el índice
mas grande tal que ekn 	= 0. Entonces
els = 0 si l + s > n+ k y k (w11) ≥ k (w12) , k (w21) ≥ k (w22) .
Prueba. La prueba se hace mediante inducción sobre la longitud de la cadena Wi, donde
W0 = I,Wr+1 =WrC
ε2r−1Dε2r .
Para r = 1 se tiene
W1 = C
ε1Dε2 =
1
tβ
[
tγ ±1
0 t1−γ
][
tν 0
∓tu tν
]
=
1
tβ
[
tγ+ν − tu tν
±t2−γu t1+ν−γ
]
,
donde β ∈ {0, 1, 2} y γ, ν ∈ {1, 0} , con esto m = 1, σ = ±2, µ = ±1 así se tienen las afirma-
ciones.
Si escribimos Wr por filas, Wr =
[er
fr
]
, las correspondientes filas er+1, fr+1 de Wr+1 están
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determinadas por los posibles valores de ε2r−1, ε2r, de la siguiente forma:
ε2r−1 ε2r er+1 fr+1
1 1 −tu (er + fr) + t2fr er + fr
1 −1 u (er + fr) er + fr
−1 1 u (er − tfr) + er −t−1er + fr
−1 −1 −t−1u (er − tfr) + t−2er −t−1er + fr
Esto se prueba por computo directo. Así, por hipótesis inductiva se tienen los numerales 1
y 2. Para el numeral 3 notemos en er+1 que el término ar+1 (t)ur+1, r ≥ 0, tiene una de las
siguientes formas
−tu (ar (t)ur) , u (ar (t)ur) ó − t−1u (ar (t)ur) ,
y en fr+1 el término cr+1 (t)u
r+1, r ≥ 1 tiene una las formas
−tu (cr (t)ur) , u (cr (t)ur) ó − t−1u (cr (t)ur) .
Por tanto, con la hipótesis inductiva se tiene que am (t) = (−1)s tp.
Para hallar s, t notemos que, como el detC = detD = t, se sigue que el producto
(−t)g (−t−1)h = (−1)s tp,
donde g es el número de veces que ocurren los valores ε2r−1, ε2r = 1, y h es el número de veces
que aparecen los valores ε2r−1, ε2r = −1. Por otro lado, puesto que α − 1 es par y εj = εα−j
entonces el par (−1, 1) y (1,−1) aparecen un mismo número de veces, digamos k. Con esto
se sigue m = g + h + 2k, µ = g − h y así, (−t)g (−t−1)h = (−1)m−2k tµ = (−1)m tµ. Luego
am (t) = (−1)m tµ. De manera análoga cm (t) = (−1)m ε1tµ+δ. Finalmente, para 4. la prueba
es directa, basta hacer inducción y considerar varios casos.
Ejemplo 3.3.1 Sabemos que el nudo ocho, K, es un nudo de 2-puentes cuyo grupo tiene pre-
sentación
pi (K) =
〈
x1, x2 |
(
x−11 x2x1x
−1
2
)
x1 = x2
(
x−11 x2x1x
−1
2
)〉
= G (ε)
= 〈x1, x2 | wx1 = x2w〉 ,
donde ε =(−1, 1, 1,−1), w = x−11 x2x1x−12 y α = 5. Definimos la función ϕ : G (ε)→ GL2 (C)
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como ϕ (x1) = C,ϕ (x2) = D, entonces
W =
[
u2 + 2u− t−1u+ 1 u+ 1− t−1
u− tu− t2u tu+ 1
]
.
Por el Teorema 3.3.2, ϕ es una representación si y sólo si u2 + (3− 2t)u+ (3− t−1 − t) = 0.
3.4 Polinomios asociados a nab-rep
Notemos que (3.5) nos permite asociar un polinomio a la representación,
Φ(t, u) = t−µ (w11 + (1− t)w12) ∈ Z
[
t, t−1, u
]
,
el cual recibe el nombre de polinomio nab-rep. Por Lema 3.3.3-1. deguΦ = m; por Lema
3.3.3-2. el coeficiente de um en Φ es (−1)m y por Lema 3.3.3-3. Φ contiene solamente términos
de la forma elst
lus, donde l + s ≤ m. De acuerdo a de Rham [7], el polinomio de Alexander ∆
para un grupo kmot G es un múltiplo de Φ(t, 0).
Denotamos por Fp un campo primo de característica p, y Λ = Z
[
t, t−1
]
. Recordemos que
el discriminante de un polinomio p (x) se define como D = Π
i<j
(αi − αj)2 donde los αk son la
raíces, además D puede escribirse como un polinomio en los coeficientes de p (x).
Lema 3.4.1 La reducción de Φ(1, u) módulo 2 no tiene factores repetidos en F2 [u]. Recíproca-
mente Φ(t, u) no tiene factores repetidos en Λ [u] salvo Λ-unidades. Más aún, el discriminante
D (t) ∈ Λ de Φ respecto a u cumple que D (±1) es impar.
Prueba. Véase en [22].
El lema anterior nos dice que hay una única factorización Φ = qΦ1 · · ·Φr donde q es una
Λ-unidad, los Φi son irreducibles con deguΦi ≥ 1. A cada factor mónico Φi ∈ Λ [u] de Φ
le corresponde una curva algebraica afín dada por la ecuación Φi = 0 en C
2. Decimos que
P = (t0, u0) es un punto genérico, si está sobre la curva afín y t0, u0 son trascendentes sobre Q.
Una representación φP correspondiente a un punto genérico P es llamada una representación
genérica de Φi.
Proposición 3.4.2 Φ(t, u) = Φ
(
t−1, u
)
.
Prueba. Sea Φ = (−1)m tkΦ1 · · ·Φr la factorización mónica irreducible en Λ [u] y sea
φP = φt,u una representación genérica para algún Φj. Como φt−1,u es una representación no
abeliana, por Teorema 3.3.2,
(
t−1, u
)
satisface la ecuación w11 + (1− t)w12 = 0 y así
(
t−1, u
)
es un punto genérico (y t−1, u son trascendentes en Q ya que t, u lo son.). Por tanto φt−1,u es
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una representación genérica de algún Φk, con esto se tiene Φk (t, u) = Φj
(
t−1, u
)
. De manera
análoga se tiene en la otra dirección y como los Φi son irreducibles y Φi no divide a Φl para todo
i 	= l, la asignación j → k es una permutación de {1, 2, . . . , r} . Por tanto Φ(t, u) = Φ (t−1, u) .
El conjunto de soluciones de la ecuación Φt,u = Φ(t, u) = 0 es una curva afín en C
2. El
siguiente lema muestra que Φ nunca toca ciertas parábolas en C2.
Lema 3.4.3 Si t 	= 0, Φ (t, t−1 − 2 + t) ≡ 1.
Prueba. Si t = 1, entonces Φ
(
t, t−1 − 2 + t) = Φ(1, 0) = w11 y
C1 =
[
1 1
0 1
]
,D1,0 =
[
1 0
0 1
]
,W1,0 =
[
1 σ/2
0 1
]
,
así w11 = 1.
Ahora supongamos que Φ
(
t, t−1 − 2 + t) = 0 para algún t 	= 0, 1, entonces Ct, Dt,u tienen
como vector propio común a v =
[
1
1−t
1
]
. En efecto, como λ1 = 1, λ2 = t son los valores propios
de Ct,Dt,u entonces
Ctv =
[
t 1
0 1
][
1
1−t
1
]
= 1
[
1
1−t
1
]
= 1v,Dt,uv =
[
t 0
− (t− 1)2 1
][
1
1−t
1
]
= t
[
1
1−t
1
]
= tv.
Por otra parte, como 0 = Φ
(
t, t−1 − 2 + t) = t−µ (w11 − (1− t)w12) , entonces w11 = (1− t)w12.
Pero
Wt,uv =
[
(t− 1)w12 w12
w21 w22
][
1
1−t
1
]
=
[
−w12 +w12
w21
1−t +w22
]
=
[
0
w21
1−t +w22
]
	= λv.
Es decir, v no es vector propio, lo cual es una contradicción. Por tanto Φ
(
t, t−1 − 2 + t) nunca
se anula, luego debe ser constante, pues Φ
(
t, t−1 − 2 + t) es un polinomio.
Ejemplo 3.4.1 Del Ejemplo 3.3.1, se tiene que µ = 0 y Φ(t, u) = u2+(3− 2t)u+(3− t−1 − t) ,
y Φ(t, 0) = 3− t−1 − t = ∆(t).
3.4.1 Algunos resultados de las curvas nab-rep
Recordemos que una curva afín es una variedad algebraica, es decir, el conjunto de ceros de un
polinomio irreducible en dos variables y el grado de la curva afín es el grado del polinomio, para
mas información ver el Apéndice D. Como podemos asociar un polinomio a una representación
de G y éste a su vez se factoriza en polinomios irreducibles, es útil conocer propiedades de las
curvas afínes asociadas a los factores irreducibles del polinomio nab-rep. Mas aún, el Teorema
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3.3.2, nos dice que a cada representación afín le corresponde exactamente un punto (r, s) sobre
la curva afín C = {(t, u) | Φ(t, u) = 0} y a cada representación no afín le corresponden exacta-
mente dos puntos (r, s) ,
(
r−1, s
)
sobre la curva afín nab-rep C = {(t, u) | Φ(t, u) = 0} . Por tal
razón, presentamos varios resultados, que aunque no probaremos (dado que las herramientas
que se emplean en sus pruebas están muy lejos de la teorías de enlaces), abren un camino para
otros trabajos de bastante interés. Las pruebas pueden encontrarse en [22].
El siguiente resultado nos dice cuándo el rango de una representación resulta ser un grupo
discreto y libre, éste nos ayuda a clasificar las representaciones no abelianas de G en GL2 (C).
la prueba se centra prácticamente en encontrar unas cotas que permitan cumplir ciertas de-
sigualdades que cumplen los grupos p-Schottky, éstos son subgrupos del grupo de las transfor-
maciones de Möbius, generados por ciertos lados de poliedros especiales en la p-bola unitaria
Bp = {x ∈ Rp | |x| < 1} , para mas información de estos grupos ver [21].
Lema 3.4.4 [22]Sea G˜t,u = 〈C1,t, D1,t,u〉, q = t−1 − t,Nε =
∣∣u+ 1− t2ε∣∣ , ε = ±1 y δ = ±1 tal
que |t|δ ≥ 1. Entonces G˜t,u es libre y discreto cuando se cumplen las siguientes desigualdades.
1.
∣∣t+ t−1∣∣ ≥ 2,
2. Nε ≥
(|t|+ ∣∣t−1∣∣) |q|||t| − |t−1|| ,
3. |t|2δ (Nε − |q|) ≥ N−ε + |q| .
Conocer el comportamiento de estas curvas afines, simplifica enormemente el trabajo de su
cómputo, en ese sentido presentamos el siguiente corolario, el cual nos dice que estas curvas se
encuentran en ciertos lugares de C2.
Corolario 3.4.5 Sea u una raíz de Φ(t, u) = 0. Si se cumplen las desigualdades
|u| < 2 |t|1/2 , |u− t| < 2 |t|1/2 ,
entonces |t| < 11.
Prueba. Supongamos que |u| ≥ 2 |t|1/2, |u− t| ≥ 2 |t|1/2 y |t| ≥ 11. Con esto se siguen las
siguientes desigualdades ∣∣∣t1/2 + t−1/2∣∣∣ ≥ 2,
|u− tε + 1| ≥
(∣∣∣t1/2∣∣∣+ ∣∣∣t−1/2∣∣∣) ∣∣t1/2 − t−1/2∣∣∣∣∣∣t1/2∣∣− ∣∣t−1/2∣∣∣∣ , ε = ±1,
|t| |u− tε + 1| ≥ ∣∣u− t−ε + 1∣∣+ ∣∣∣t1/2∣∣∣ (1 + |t|) ∣∣1− t−1∣∣ , ε = ±1.
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Luego por el lema anterior con t1/2 el grupo G˜t1/2,u =
〈
C1,t1/2, D1,t1/2,u
〉
es libre, pero u es una
raíz de Φ(t, u) = 0, entonces (t, u) cumple la ecuación w11 + (1− t)w12 = 0 y por Teorema
3.3.2, se tiene WCW−1D−1 = I, lo cual contradice el hecho que G˜t1/2,u es un grupo libre.
Sea n ∈ Z el mínimo número tal que tnΦ(t, u) ∈ Z [t, u] y sea Φ˜ (t, u) = tnΦ(t, u). Sea
C ⊂ C2 una curva algebraica afín dada por Φ˜ = 0. Por Lema 3.3.3, podemos deducir que el
término (−1)m tnum de Φ˜ es el de mayor grado en u y que Φ˜ no contiene términos alstlus con
l + s > m + n. Luego C tiene grado m + n. Sea Cˆ la completación proyectiva de C y l∞ la
línea al infinito en el plano proyectivo P2 (C), definimos como
(
Cˆ , l∞
)
S
el número veces que Cˆ
y l∞ se intersectan en un punto S. Cuando la multiplicidad es cero, S 	∈ Cˆ .
Proposición 3.4.6 [22]La curva proyectiva Cˆ se intersecta con l∞ en tres puntos P,Q y R
con multiplicidades como sigue:
1. P = (0, 1, 0) ,
(
Cˆ , l∞
)
P
= n,
2. Q = (1, 1, 0) ,
(
Cˆ , l∞
)
Q
= m− k, 0 ≤ k ≤ n,
3. R = (1, 0, 0) ,
(
Cˆ , l∞
)
R
= k, 0 ≤ k ≤ n.
3.5 Propiedades de los polinomios nab-rep
Veremos en esta sección propiedades importantes de los polinomios asociados a representaciones
no abelianas de G en GL2 (C) , polinomios nab-rep. Estas propiedades nos ayudarán en la
clasificación de las representaciones.
Lema 3.5.1 Sea Φ1 ∈ Λ [u] un factor mónico en Λ [u] de algún polinomio nab-rep Φ. Entonces
Φ1 sólo contiene términos alst
lus, donde l + s ≤ deguΦ1.
Prueba. Sea Φ = Φ1Φ2. Supongamos que Φ1 tiene términos de la forma alst
lus, donde
l + s > deguΦ1. Escojamos l1, s1 tal que s1 sea el mayor exponente para el cual se tiene
n1 = l1 + s1 − deguΦ1 > 0. Escojamos de igual forma para Φ2 exponentes l2, s2. Puesto que
Φ2 es mónico, entonces n2 = l2 + s2 − deguΦ2 ≥ 0. Luego n1 + n2 > 0 y así el término alstlus
correspondiente a la multiplicación de estos factores cumple l+ s− deguΦ = n1+n2 > 0, pero
como s1, s2 son maximales, este término no se cancela con otros sumandos, lo cual contradice
el numeral 3 del Lema 3.3.3.
Teorema 3.5.2 Sólo hay finitos polinomios mónicos Φj ∈ Λ [u] con degΦj ≥ 1 que dividen un
polinomio nab-rep Φ, para algún grupo kmot.
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Prueba. Supongamos que tenemos una sucesión infinita {Φi} ⊂ Λ [u] de factores mónicos
diferentes de polinomios nap-rep, con degΦj = r. Sea nj ∈ Z el mas pequeño que cumple
Φ˜j = t
njΦj (t, u) ∈ Z [t, u] y sea dj el grado de la curva Φ˜j (t, u) = 0 en C2. Por el lema anterior,
en Φj sólo aparecen términos alst
lus donde l + s ≤ deguΦj = r, entonces nj + l + s ≤ r + nj ,
pero por Lema 3.4.3, nj ≤ r por tanto dj ≤ 2r. Consideremos el número ω = 2 +
√
3,
entonces ω−1 = 1
2+
√
3
= 1
2+
√
3
2−√3
2−√3 = 2 −
√
3 es el conjugado algebraico. Mas aún, para un
polinomio cualquiera p (x), se cumple p (ω) p
(
ω−1
)
= p (ω) p¯ (ω) =
(
a2 + b
√
3
) (
a2− b√3) ∈ Z.
Sean k ≥ 1 y Ψj (u) = Φj
(
ωk, u
)
Φj
(
ω−k, u
) ∈ Z [u]. Si ul es una raíz de Ψj (u) entonces es
la raíz de Φj
(
ωk, u
)
ó Φj
(
ω−k, u
)
y así G˜ωk,u =
〈
C1,ωk ,D1,ωk,u
〉
no sería libre, pero de las
desigualdades del Lema 3.4.4 se obtiene:∣∣∣ωk∣∣∣ ≥ tδ + 1+ t 12 + t− 12 ,∣∣∣ωk∣∣∣ ≥ 2tδ + t 12 + t−12 ,
para ε = ±1, t 	= 1 y δ = ±1 tal que tδ > 1. Por tanto
ul < B
(
ωk
)
= sup
{
t |
∣∣∣ωk∣∣∣ ≥ 2tδ + t 12 + t− 12 o ∣∣∣ωk∣∣∣ ≥ tδ + 1 + t 12 + t− 12} .
Se sabe que si Ψi = u
2r + a2r−1u2r−1 + · · ·a1u + a0 = (u− u2r) · · · (u− u1) entonces a0 =
Πui, a2r−1 =
∑
ui y ak =
∑
(ui1 · · ·uik) , ij 	= it si j 	= t. Por tanto los coeficientes de Ψj
están acotados por términos de la forma (rB (ωr))r. Luego existe una subsucesión de {Ψj} que
converge, digamos a Ψ. Sean u1k, . . . , u2rk las raíces de Ψ, entonces todas las curvas Φ˜j = 0
pasan a través de los 2r puntos
(
ωk, ulk
)
o
(
ω−k, ulk
)
. De manera análoga para k = 1, . . . , 2r+1
encontramos curvas afines Φj = 0,Φi = 0 que pasan por los mismos 2r (2r + 1) puntos, pero
esto contradice el Teorema de Bezout E.0.12. Luego {Φi} debe ser finito.
Finalmente los siguientes dos últimos resultados nos muestra que cada grupo G = pi1 (K)
tiene segmentos reales sobre las curvas nab-rep C , cuyos puntos p sobre estos segmentos corres-
ponden a representaciones, ψp, que son totalmente elípticas.
Proposición 3.5.3 Sea Φ un polinomio nab-rep de un grupo kmot G. Entonces las raíces de
Φ(−1, u) están en el intervalo (−4, 0), y las raíces reales de Φ(1, u) pertenecen al intervalo
(0, 4).
Prueba. Sea detG = 2m+ 1 con m ∈ Z+ y sea u0 una raíz de Φ(−1, u), entonces
C = C2−1 =
[
−1 1
0 1
]2
= I =
[
−1 0
u0 1
]2
= D2−1,u0 = D
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e I = φ−1,u0 (e) = φ−1,u0
(
wx1w
−1x−12
)
=WCW−1D−1 con esto
I =WCW−1D−1 = (CD)mC (CD)−mD−1 = (CD)2m+1 .
Por tanto 〈C,D〉 = 〈C,D | C2,D2, (CD)n〉 , donde n | 2m+1, es decir, 〈C,D〉 = 〈r, s | rn, s2, srsr〉 =
D2n es el grupo dihedral y por el Corolario F.0.19, se tiene que CD es elíptico, pero
CD =
[
−1 1
0 1
][
−1 0
u0 1
]
=
[
1 + u0 1
u0 1
]
∈ SL2 (C)
entonces tr (CD) = 2 + u0 ∈ (−2, 2), por tanto u0 ∈ (−4, 0) .
Finalmente, si u0 es una raíz de Φ(1, u), se tiene
WCtW
−1 =
[
w1 w2
w3 w4
][
1 1
0 1
][
w4 −w2
−w3 w1
]
=
[
1−w1w3 −w21
−w23 1 +w1w3
]
= Dt,u =
[
1 0
−u0 1
]
.
Es decir, u0 = w
2
3 y por el Lema 3.3.3, se tiene que w1, w2, w3, w4 ∈ Z [u0] , es decir u0 es un
cuadrado en Z [u0]. Por Lema 3.4.3, se tiene que Φ(1, 0) ≡ 1, luego si u0 es real, entonces debe
ser positivo. Por otra parte, Fu0 = 〈C,D〉 no es libre ya que por Φ(1, u0) = 0 se tiene una
relación en el grupo, así, por [4] se tiene que u0 ∈ (0, 4).
Sea Φ(t0, u0) = 0. Diremos que (t0, u0) y su representación son elípticos ó totalmente
elípticos si Ct0 es elíptico o 〈Ct0, Dt0,u0〉 es totalmente elíptico, respectivamente. Notemos que:
t0 = eiθ, θ ∈ (−pi, pi] ⇔ tr2Ct0 = (
eiθ+1)
2
eiθ
= eiθ + e−iθ + 2 = 2 + 2cos θ ∈ [0, 4). Es decir, Ct0
es elíptico si y sólo si t0 = eiθ, θ ∈ (−pi, pi). Por otra parte, como Φ(t, u) = Φ
(
t−1, u
)
podemos
escribir Φ(t, u) = Ψ(s, u) ∈ Z [s, u] donde s = t + t−1 y si t = eiθ, se tiene que s = 2 cos θ y
Ψ(s, u) ∈ R [u]. En adelante usamos la notación
φθ,u = φeiθ,u y θa = max {θ | Ψ(2 cos θa, 0) = 0 y θ ≤ pi} ,
notemos que θa 	= pi pues Ψ(−2, 0) 	= 0 por la proposición anterior. Sea D (s) ∈ Z [s] el
discriminante de Ψ(s, u), de la definición queda claro que D (s0) = 0 si y sólo si Ψ(s0, u) tiene
raíces repetidas, donde s0 = t0 + t
−1
0 . Por el Lema 3.4.1, se tiene que D (±2) 	= 0 ya que es
impar. Como cos es una función par, basta considerar los valores 0 ≤ θ ≤ pi, ordenemos la
raíces de D (2 cos θ) = 0 en forma decreciente sin contar multiplicidades como θ1, θ2, . . .
Proposición 3.5.4 Todas la representaciones φθ,u son totalmente elípticas cuando θ1 ≤ |θ| ≤ pi
y θa < |θ|. Si para todo (θ, u) ∈ R2 se cumple que θ2 ≤ |θ| ≤ pi, u ∈ R y Ψ(2 cos θ, u) = 0
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entonces u > 2 cos θ − 2.
Prueba. Una representación elíptica φθ,u es totalmente elíptica si y sólo si axCt se inter-
secta con axDt,u (por Teorema F.0.18). Esto pasa cuando el punto fijo (1− t)−1 de Ct está
sobre el segmento abierto
(
0, t−1u−1 (1− t)) que conecta los puntos fijos 0, 1−ttu de Dt,u, es decir,
0 < (1− t)−1 < 1−ttu , pero esto equivale a u = α
(
t−1 − 2 + t) para algún α ∈ (0, 1). La repre-
sentación dihedral φ−1,u de la proposición anterior es totalmente elíptica (C,D son elípticos).
De la descomposición mónica de Φ y la proposición anterior se sigue que las raíces u1, . . . , um
de Ψ(−2, u) son reales diferentes. Las raíces uθj de Ψ(2 cos θ, u) = 0 para θ1 < θ ≤ pi son
diferentes y uθj ∈ R. Ahora bien, si el punto fijo de Ceiθ coincide con un punto fijo de Deiθ,u,
entonces u = 2 cos θ − 2 pero por Lema 3.4.3, Ψ(2 cos θ, 2 cos θ − 2) ≡ 1, luego los puntos fijos
no coinciden. Por otro lado, si alguna raíz uθj está fuera del segmento que une los puntos fijos
de D, cuando θ1 ≤ |θ| ≤ pi, entonces uθj = 0 lo cual contradice que θa sea máximo.
Finalmente, sabemos que uθj 	= 2 cos θ − 2 y que uθj > −4 cuando t = −1, es decir,
uθj > 2 cos θ−2 para θ = pi. También se cumple que uθj > 2 cos θ−2 cuando θ1 ≤ |θ|, notemos
que pueden haber raíces uθ iguales cuando θ = θ1y pueden ser raices complejas si |θ| < θ1. Pero
si no hay raices complejas cuando θ2 < |θ| < pi, se sigue que u > 2 cos θ − 2.
Un grupo G totalmente elíptico es isomorfo a un subgrupo de SO (3,C) de las matrices
ortogonales invertibles, pero si cambiamos del modelo del semiplano superior H3 al modelo de
la 3-bola unitaria B3 y conjugamos por una H-isometría que mueva los puntos fijos de G al
centro de B3 entonces todos los elementos del grupo conjugado son rotaciones de la bola unitaria.
Por tanto nuestras representaciones totalmente elípticas pueden verse como representaciones en
SO (3,C).
Hemos encontrado condiciones para la existencia de representaciones de grupos de enlaces
en grupos metabelianos, y para clasificar las representaciones de grupos de enlaces de 2-puentes
en SO (3,C). Ademas hallamos una relación uno a dos entre representaciones no abelianas
de grupos de enlaces, salvo equivalencia simple, y puntos de una curva afín, y vimos que si
agregamos la condición de un único punto fijo esta relación es uno a uno.
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Conclusión
En la clasificación de enlaces, el grupo asociado a ellos juega un papel fundamental. Como pudi-
mos observar a lo largo de este trabajo fuera de poder calcular una presentación para el grupo
G de un enlace L, de diversas formas, donde una de estas formas nos permitió encontrar una
cubierta asociada G. También logramos calcular la matriz de Alexander a partir de G, haciendo
uso del cálculo libre, donde se utilizan las derivadas de Fox y como otro método alternativo,
encontrando una presentación para G/G′, para así cómputar el polinomio de Alexander ∆, éste
último un invariante muy conocido. Finalmente, tomamos las herramientas de representaciones
de grupos, y asociamos sus caracteres con curvas algebraicas afines, y nos encontramos en el
caso de nudos de 2-puentes con relaciones uno a dos entre las representaciones de G y polinomios
en Z
[
t, t−1, u
]
, es decir, con curvas algebraicas.
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Tabla de Símbolos
Hn () Grupo de n-ésima homología
C∞ Cubierta cíclica regular infinita
Cn Cubierta cíclica regular finita
χρ Caracter de la representación ρ
 Producto semidirecto de grupos
∂V Frontera de V
〈a〉 Grupo generado por a
 Producto libre de grupos
# Suma conexa de nudos
σ˚ Interior de σ
G′ Subgrupo conmutador de G
G′′ subgrupo conmutador de G′
∆n n-ésimo polinomio de Alexander
tr (A) Traza de la matriz A
SLn (F ) Matrices n× n con determinate 1 con entradas en F
GLn (F ) Matrices n× n no singulares con entradas en F
PGLn (F ) GLn (F ) /Z donde Z = {aI | a ∈ F ∗ = F  0}
PSLn (F ) SLn (F ) / (SLn (F ) ∩Z)
Pn (F ) El n-espacio proyectivo sobre F
clA La clausura de A
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Apéndice A
El Grupo Fundamental
Existen varias herramientas que nos permiten diferenciar ciertos tipos de enlaces, una de ellas
es el grupo fundamental de un espacio topológico. Este es un grupo que se puede asociar a
cada espacio. Pensemos en una curva suave que empiezan y terminan en el mismo punto, que
está sobre nuestro espacio, la cual podemos estirar o encoger sin romperla, al hacer esto nuestra
curva coincide con varias curvas más en nuestro espacio, entonces basta tomar sólo una de estas.
En este apéndice daremos los conceptos básicos para la interpretación de esto y así llegaremos
a la definición del grupo que deseamos encontrar.
Un camino a en un espacio topológico X es una función continua a : [n,m] → X donde
n,m ∈ R, n ≤ m y [n,m] es un intervalo cerrado en R. Dos caminos a(t) y b(t) son iguales si sus
dominios son iguales y a(t) = b(t), para todo t. Ahora bien, si tenemos dos caminos diferentes,
podemos deformar uno en el otro en un periodo de tiempo, es decir, tomar un camino y llevarlo
a otro camino de manera continua en el espacio. Sean X un espacio topológico y a : [n,m]→ X
y b : [n,m] → X dos caminos con a(n) = x0 = b(n) y a(m) = x1 = b(m). Decimos que a es
homotópico a b, a ∼ b, si existe una función continua H : [n,m]× [0, 1]→ X tal que
1. H (t, 0) = a (t) y H (t, 1) = b (t) para todo t ∈ [m,n].
2. H (n, s) = x0 y H (m, s) = x1 para todo s ∈ [0, 1].
Esta relación de homotopía "∼" es una relación de equivalencia.
Fijemos un punto x0 ∈ X y consideremos la relación de homotopía para caminos cerrados
que comiencen y terminen en x0 y tomemos
pi1 (X,x0) = {[a] | a es un camino cerrado con a (0) = a (1)} ,
donde [a] es la clase de equivalencia del camino a. Sean a : [0, 1]→ X y b : [0, 1]→ X caminos
cerrados tales que a(0) = x0 = b(0). Definimos el producto de a ∗ b de dos caminos como sigue:
, si
(a ∗ b) (t) =
{
a (2t) , si 0 ≤ t ≤ 1/2,
b (2t− 1) , si 1/2 ≤ t ≤ 1.
Claramente el producto es una función continua. Por otro lado, si a : [0, 1] → X es un
camino, definimos a−1 (t) = a (m− t), 0 ≤ t ≤ 1. pi1 (X,x0) con la operación producto entre
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clases de equivalencia de caminos inducida por el producto de caminos es un grupo, llamado el
grupo fundamental de X con punto base en x0.
Si X es un espacio arco-conexo, podemos unir cualquier par de puntos en x0, x1 ∈ X
mediante un camino, digamos c : [0, 1] → X con c (0) = x0 y c (1) = x1, entonces c define en
forma natural un isomorfismo entre los grupos
λc : pi1 (X,x0) → pi1 (X,x1)
[a] → [c−1 ∗ a ∗ c]
Es decir, el punto base puede cambiarse sin alterar el grupo si el espacio es arco-conexo.
El grupo fundamental nos permite asociarle a cada espacio topológico un grupo, de igual
manera, podemos asociarle a una función continua entre espacios un homomorfismo de gru-
pos fundamentales, llamado el homomorfismo inducido. Dados dos espacios topológicos X y
Y , y una función continua entre ellos, f : X → Y con f (x0) = y0, entonces f induce un
homomorfismo
f∗ : pi1 (X,x0) → pi1 (Y, y0)
[a] → [f ◦ a]
que satisface
1. Id∗ : pi1 (X,x0)→ pi1 (X,x0) es el homomorfismo identidad.
2. Sea Z un espacio topológico y g : X → Z una función continua. Entonces (g ◦ f)∗ = g∗◦f∗.
De aquí se sigue que si f : X → Y es un homeomorfismo, entonces el homomorfismo inducido
f∗ : pi1 (X, p)→ pi1 (Y, f (p)) resulta ser un isomorfismo de grupos, para todo p ∈ X.
El cálculo explícito del grupo fundamental de un espacio dado puede ser muy difícil. Al
final del siguiente apéndice presentaremos el Teorema de Van Kampen, que resulta una herra-
mienta fundamental para hallar presentaciones de grupos fundamentales de espacios. Antes de
presentar este teorema, necesitamos desarrollar algunos conceptos básicos de presentaciones de
grupos.
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Apéndice B
Presentación de Grupos
En este apéndice hacemos un recuento de las herramientas sobre teoría de grupos que usamos
en el desarrollo del trabajo. Los grupos asociados a un enlace los podemos describir mediante
presentaciones de grupos, entonces resulta útil diferenciar cuando dos presentaciones pertenecen
al mismo grupo. En general, éste es un problema que no tiene solución, pero en algunos casos
particulares, existen varios métodos para hacerlo, uno de estos métodos son las transformaciones
de Tietze, que nos permiten manipular las presentaciones de los grupos.
B.1 Grupos Libres
Un concepto muy importante en teoría de grupos es el de grupo libre, la definición formal
es la siguiente: Un grupo F es libre en un conjunto X si para todo grupo G y toda función
f : X → G, f se extiende a un homomorfismo φ : F → G único.
Se sigue de la definición que si F es libre en X, entonces X genera a F , si X es finito,
llamamos a su cardinal, |X|, el rango del grupo F y este número resulta ser el mismo, sin
importar el conjunto sobre el cual el grupo es libre, es decir, en [9] se prueba que Fi es un
grupo libre en conjunto finito Xi, i = 1, 2, F1 ∼= F2 si y sólo si |X1| = |X2|. Además, dado
un conjunto no vacío X, siempre hay un grupo libre en X. Mas aún, todo grupo es una
imagen homomorfa de un grupo libre. Con este resultado y el teorema de isomorfismo podemos
considerar cualquier grupo como el cociente de un grupo libre. Sea X un conjunto y F (X) un
grupo libre en X. Dado un conjunto R ⊂ F (X), definimos R como la intersección de todos los
subgrupos normales de F (X) que contienen a R, llamamos R a la clausura normal de R en F .
Podemos definir lo siguiente: Decimos que un grupo G tiene presentación 〈X | R〉
si G ∼= F (X)
R
.
Los elementos de X los llamamos generadores y a los de R los llamamos relaciones (rela-
tores). Si X es finito, diremos que G es finitamente generado. Si R es finito, diremos que G es
finitamente relacionado. Y si se cumplen ambas, diremos que G tiene una presentación finita.
Conocer las presentaciones de los grupos nos lleva al problema del isomorfismo, es decir,
dadas dos presentaciones 〈X | R〉 y 〈Y | S〉 ¿hay algún algoritmo que permita decidir si son
presentaciones del mismo grupo? Hay una gran dificultad para saber si dos presentaciones en
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realidad corresponden al mismo grupo, mas aún no hay un algoritmo que, en un número finito
de pasos, nos diga cómo modificar las relaciones o los generadores para llegar de una a la otra.
En la práctica existen varios métodos, pero ellos sólo nos dicen los cambios que están permitidos
hacer, o condiciones necesarias para un isomorfismos entre las presentaciones, pero en general
este problema no es decidible.
Consideremos un homomorfismo f : F (X)→ F (Y ) con la propiedad f (R) ⊂ S, denotare-
mos tal función como f : 〈X | R〉 → 〈Y | S〉 y la llamaremos función de presentaciones. Se
sigue de manera inmediata que toda función de presentación f : 〈X | R〉 → 〈Y | S〉 determina
un único homomorfismo
f∗ :
F (X)
R
→ F (Y )
S
tal que f∗ ◦ pi = pi ◦ f donde pi es el homomorfismo canónico, es decir, el siguiente diagrama
conmuta
F (X) f→ F (Y )
pi ↓ ↓ pi
F (X)
R
f∗
→
F (Y )
S
.
La composición se define de manera natural, si f : 〈X | R〉 → 〈Y | S〉 y g : 〈Y | S〉 → 〈Z | T 〉
son funciones de presentación, definimos g ◦ f : 〈X | R〉 → 〈Z | T 〉 como el homomorfismo
g ◦ f : F (X)→ F (Z). Se cumple además que (g ◦ f)∗ = g∗ ◦ f∗.
Dos funciones de presentación f1, f2 : 〈X | R〉 → 〈Y | S〉 son homotópicas (f1  f2), si para
todo x ∈ X, f1 (x) f2
(
x−1
) ∈ S¯.
Claramente esto equivale a (pi ◦ f1) (x) = (pi ◦ f2) (x), para todo x ∈ F (X).
Por otro lado, f1  f2 si y sólo si f1∗ = f2∗. En efecto, pi ◦ f = pi ◦ f2 ⇐⇒ f1∗ ◦ pi = pi ◦ f1 =
f2∗ ◦ pi ⇐⇒ f1∗ = f2∗.
Como un corolario inmediato se tiene: Si f1  f2 y g1  g2, entonces g1 ◦ f1  g2 ◦ f2.
Proposición B.1.1 Sea θ : F (X)
R
→ F (Y )
S
un homomorfismo de grupos. Entonces existe una
función de presentación f : 〈X | R〉 → 〈Y | S〉 tal que f∗ = θ. Más aún, cualquier par de tales
funciones de presentación son homotópicas.
Prueba. Consideremos el siguiente diagrama
F (X) F (Y )
pi ↓ ↓ pi
F (X)
R
θ
→
F (Y )
S
como pi es sobreyectiva, dado un elemento x ∈ X podemos escoger un yx ∈ F (Y ) tal que
θ (pi (x)) = pi (yx).
Como F (X) es grupo libre, existe un homomorfismo f : F (X)→ F (Y ) tal que f (x) = yx.
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Es claro que (pi ◦ f) (x) = (θ ◦ pi) (x) para todo x ∈ F (X) y que f (R) ⊂ S. Por tanto
f∗ = θ.
B.2 Transformaciones de Tietze
Sea G un grupo presentado por 〈X | R〉, entonces G es isomorfo a 〈X ′ | R′〉 donde X ′, R′ son
obtenidos de la siguiente forma
R+ Adjuntar una relación X ′ = X R′ = R ∪ {r} , r ∈ RR
R− Remover una relación X ′ = X R′ = R {r} , r ∈ R ∩R {r}
X+ Adjuntar un generador X
′ = X ∪ {y} R′ = R ∪ {y−1ω}
X− Remover un generador X ′ = X  {a} R
′ = R
{
a−1ω
}
, donde ω ∈ 〈a,X〉 y
a−1ω es la única relación que involucra a.
Ejemplo B.2.1 Muestre mediante transformaciones de Tietze que los grupos
〈
a, b | ba−1bab−1a−1ba−1b−1a〉
y 〈
x1, x2, x3, x4 | x3x−14 x−13 x1, x1x−12 x−11 x3, x4x−12 x−13 x2
〉
son isomorfos.
Solución. Sea
〈
a, b | ba−1bab−1a−1ba−1b−1a〉 = 〈X | R〉. Agregamos dos generadores x, y a
X, entonces debemos agregar las relaciones x−1w1, y−1w2 a R, donde w1 = aba−1 y w2 =
b−1aba−1b. Así
〈
a, b, x, y | ba−1bab−1a−1ba−1b−1a, x−1aba−1, y−1b−1aba−1b〉
Como aba−1 = x, entonces podemos reemplazar las relaciones por ba−1bx−1ba−1b−1a, ab−1a−1x
y y−1b−1xb. Así
〈
a, b, x, y | ba−1bab−1a−1ba−1b−1a, x−1aba−1, y−1b−1aba−1b〉
 〈a, b, x, y | ba−1bx−1ba−1b−1a, ab−1a−1x, y−1b−1xb〉
Ahora,
(
b−1a
)
ba−1bx−1ba−1b−1a
(
b−1a
)−1
= yx−1ba−1 ∈ R¯ y además y = b−1xb entonces
〈
a, b, x, y | ba−1bx−1ba−1b−1a, x−1aba−1, y−1b−1xb〉  〈a, b, x, y | yx−1ba−1, ab−1a−1x, yb−1x−1b〉
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Pero yx−1ba−1 = yx−1a−1aba−1 = yx−1a−1x ∈ R¯, entonces x−1ax−1y ∈ R¯ y también yx−1ax−1 ∈
R¯ y así se tiene que xy−1x−1a ∈ R¯ por tanto
〈
a, b, x, y | yx−1ba−1, x−1aba−1, y−1b−1xb〉  〈a, b, x, y | xy−1x−1a, ab−1a−1x, yb−1x−1b〉
 〈a, b, x, y | xy−1x−1a, ab−1a−1x, yb−1x−1b〉
 〈x1, x2, x3, x4 | x3x−14 x−13 x1, x1x−12 x−11 x3, x4x−12 x−13 x2〉
Proposición B.2.1 Dos presentaciones finitas definen presentaciones isomorfas si y sólo si es
posible pasar de la una a la otra por una sucesión finita de transformaciones de Tietze.
Una prueba de esta proposición se puede ver en [9].
B.3 Subgrupos de palabras
En esta parte veremos como se construye uno de los subgrupos mas importantes asociados al
un grupo de un enlace, este subgrupo siempre es normal y es el mas pequeño que nos abelianiza
el grupo original.
Sea F (X) un grupo libre en un conjunto X 	= φ, W ⊂ F (X) y G un grupo. Sea Ω =
Ω(G) = {ω : F (X)→ G | ω es homomorfismo}. Definimos W (G) = 〈ω (w) | w ∈W,ω ∈ Ω〉 ≤
G. Llamamos a este subgrupo el subgrupo de palabras y cumple W (G)  G, ya que el
automorfismo conjugación pertenece a Ω, además este subgrupo es completamente invariante,
es decir, φ (W (G)) ⊂W (G), para todo homomorfismo φ.
Ejemplo B.3.1 Sea G un grupo. Tomemos X = {x, y} y F (x, y) un grupo libre en X, es-
cojamos como W = {[x, y]} ⊂ F (x, y) donde [x, y] = xyx−1y−1. Entonces W (G) = G′ :=〈
aba−1b−1 | a, b ∈ G〉 es el subgrupo conmutador de G. Es claro que el grupo cociente G/G′ es
abeliano, el cual llamaremos el grupo abelianizado y al homomorfismo canónico a : G→ G/G′
lo llamamos el abelianizador.
Sean G1,G2 dos grupos, si φ : G1 → G2 es un homomorfismo y W ⊂ F (X) entonces
φ (W (G1)) ⊂ W (G2), ya que φ ◦ ω ∈ Ω(G2), para todo ω ∈ Ω(G1). Por B.1.1, φ induce un
único homomorfismo φ∗ tal que el siguiente diagrama conmuta
G1
φ
→ G2
↓ ↓
G1
W (G1)
φ
∗→
G2
W (G2)
Proposición B.3.1 Sea φ : G1 → G2, ψ : G2 → G3 homomorfismos de grupos. Entonces
1. Si φ = Id entonces φ∗ = Id.
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2. (ψ ◦ φ)∗ = ψ∗ ◦ φ∗.
3. Si φ es sobreyectiva, entonces φ∗ también es sobreyectiva.
4. Si φ es isomorfismo, entonces φ∗ también es un isomorfismo.
Hemos encontrado una condición necesaria para el problema del isomorfismo.
Como un corolario inmediato se tiene: Dados G1 y G2 dos grupos isomorfos, entonces
G1
G′1
∼= G2
G′2
donde G′1 y G′2 son los conmutadores de G1 y G2 respectivamente.
Notemos que si G es un grupo y K un grupo abeliano, y se tiene θ : G → K un homo-
morfismo, entonces existe un único homomorfismo θ′ : GG′ → K tal que θ′ ◦ pi = θ, donde pi
es el homomorfismo canónico. En efecto, si [g1, g2] ∈ G entonces θ ([g1, g2]) = 1 pues K es
abeliano, luego G′ ⊂ ker θ, pero G′ = 〈[g1, g2] | g2, g2 ∈ G〉 ⊂ G′ por tanto θ′ está bien definida
por θ′ (g) = θ (g). La unicidad es trivial.
Proposición B.3.2 Sea 〈X | R〉 una presentación de un grupo. Entonces
〈X | R ∪ {[xi, xj ] | xj, xi ∈ X}〉
es una presentación del grupo abelianizado de
F (X)
R
.
Prueba. Llamemos F˜ =
F (X)
R
y R′ = R ∪ {[xi, xj] | xj, xi ∈ X}. Sean pi : F (X)→ F˜ y
α : F˜ → F˜
F˜ ′
los homomorfismos canónicos. Claramente R′ = kerα ◦ pi. Por tanto F˜
F˜ ′
∼= F (X)
R′
.
B.4 Producto libre de grupos
Una estructura que se estudia muy poco en los cursos de álgebra es el producto libre y su genera-
lización al producto libre amalgamado, los cuales aparecen en el cálculo del grupo fundamental
de enlaces, así que es importante conocer su estructura.
Sea un conjunto de grupos {Gλ}λ∈Λ, un producto libre de grupos es un grupo G y una
colección de homomorfismos iλ : Gλ → G tal que, dados un grupo H y un conjunto de ho-
momorfismos ϕλ : Gλ → H, existe un único homomorfismo ϕ : G → H tal que ϕλ = ϕ ◦ iλ,
para todo λ ∈ Λ. Notemos que los homomorfismo iλ son inyectivos, pues si tomamos H = Gλ
y ϕλ = IdH , se tiene que para cualquier par g, h ∈ Gλ tales que iλ (g) = iλ (h) implica que
ϕ (iλ (g)) = ϕ (iλ (g)) y así g = ϕλ (g) = ϕλ (h) = h.
Proposición B.4.1 Si G y G¯ son el producto libre del mismo conjunto de grupos {Gλ}λ∈Λ,
entonces G  G¯.
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Prueba. Supongamos que existen colecciones de homomorfismos iλ : Gλ → G e ı¯λ : Gλ →
G¯. Sea αλ : Gλ → Gλ un isomorfismo, para todo λ ∈ Λ.
Existen ϕ1 : G → G¯, ϕ2 : G¯ → G tales que ϕ1 ◦ iλ = ı¯λ ◦ αλ y ϕ2 ◦ iλ = ı¯λ ◦ α−1λ . Así
ϕ2 ◦ ϕ1 ◦ iλ = ϕ2 ◦ ı¯λ ◦ αλ = ı¯λ ◦ α−1λ ◦ αλ = iλ, pero IdG ◦ iλ = iλ. Por tanto ϕ2 ◦ ϕ1 = IdG.
De manera análoga se tiene que ϕ2 ◦ ϕ1 = IdG¯. Luego ϕ1 es un isomorfismo
La siguiente proposición nos garantiza le existencia de productos libres; daremos un breve
bosquejo de la prueba.
Proposición B.4.2 A cada conjunto no vacío de grupos {Gλ}λ∈Λ le corresponde un producto
libre.
Prueba. Sea U =
·∪Gλ la unión disjunta de todos los grupos y consideremos el conjunto de
palabras S = {g = g1 · · · gr | gi ∈ Gλi}; la palabra vacía está permitida. Definimos la relación
de equivalencia en S como sigue: dos palabras h, g en S están relacionadas, g ∼ h, si se puede
pasar de g a h mediante un número finito de las siguientes operaciones:
1. Insertar el elemento identidad de algún Gλ.
2. Borrar el elemento identidad de algún Gλ, si aparece en la palabra.
3. Reemplazar dos elementos consecutivos que estén en el mismo grupo por su producto en
el grupo.
Entonces el grupo {[g] = g¯ | g ∈ S} es un producto libre de {Gλ}λ∈Λ.
El producto libre G del conjunto de grupos {Gλ}λ∈Λ lo denotamos por G = Fr
λ∈Λ
Gλ, cada
Gλ lo llamamos un factor libre. Si Λ es finito escribimos G = G1  G2  · · ·  Gn.
Proposición B.4.3 Sea G un grupo generado por subgrupos Gλ, λ ∈ Λ. Suponga que cada
elemento de G se puede escribir de manera única de la forma g1 · · · gr, donde r ≥ 0 y 1 	= gi ∈
Gλi , λi 	= λi+1. Entonces G es un producto libre de los Gλ’s.
Cuando además hay un grupo H y homomorfismos inyectivos hλ : H → Gλ, podenos definir
el conjunto I =
{
hα (h)hβ (h)
−1 | Para todo h ∈ H y todo α, β ∈ Λ
}
. Entonces G = Fr
λ∈Λ
Gλ/I
se llama el producto libre con amalgama H o simplemente el producto libre amalgamado por
H, si Λ es finito es denota por G = G1 H G2 H · · · H Gn.
B.5 Teorema de Van-Kampen
Sea X un espacio topológico tal que X = X1∪X2 donde X1, X2 son abiertos, X0 = X1∩X2 	= φ
y X1,X2, X0 son arco conexos. Sea p ∈ X0 y G = pi1 (X, p) ,Gi = pi (Xi, p) , i = 0, 1, 2.
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Los homomorfismos ωi, i = 0, 1, 2 y θj , j = 1, 2 inducidos por las funciones inclusión hacen
conmutar el siguiente diagrama
G0
↙ θ1 θ2 ↘
G1 ↓ ω0 G2
ω1 ↘ ↙ ω2
G
(B.1)
Teorema B.5.1 (Van Kampen) Las imágenes de los homomorfismos ωi (Gi) , i = 0, 1, 2 ge-
neran a G. Más aún, si H es un grupo y ψ : Gi → H, i = 0, 1, 2 son homomorfismos tales
que ψ0 = ψ1 ◦ θ1 = ψ2 ◦ θ2, entonces existe un único homomorfismo λ : G → H tal que
ψi = λ ◦ ωi, i = 0, 1, 2.
Para una prueba de este teorema véase [9].
En el siguiente enunciado se utiliza la notación de B.1. Se sigue inmediatamente de Van
Kampen que si X1 y X2 son simplemente conexos, entonces X = X1 ∪X2 también es simple-
mente conexo.
Corolario B.5.2 Si G0 = {0} y G1, G2 son grupos libres sobre A1 = {α1, α2, . . .} y A2 =
{β1, β2, . . .}. Entonces G es libre sobre {ω1 (α1) , ω1 (α2) , . . . , ω2 (β1) , ω2 (β2) , . . .}.
Prueba. Sea H un grupo libre sobre C = {x1, x2, . . . , y1, y2, . . .} y sean
ψ1 (αj) = xj , j = 1, 2, . . .
ψ2 (βk) = yk, k = 1, 2, . . .
Como G1 y G2 son libres entonces ψ1, ψ2 se extienden a los homomorfismos ψ1, ψ2
A1 ψ1−→ H
↓ ↗ ψ1
G1
A2 ψ2−→ H
↓ ↗ ψ2
G2
Tomemos ψ0 : G0 → H el homomorfismo trivial. Así ψ0 = ψ1 ◦θ1 = ψ2 ◦θ2. Entonces, por Van
Kampen, existe un homomorfismo λ : G→ H tal que ψi = λ ◦ ωi, i = 0, 1, 2 Se tiene entonces
λ (ω1 (αj)) = ψ1 (αj) = xj, j = 1, 2, . . .
λ (ω2 (βk)) = ψ2 (βk) = yk, k = 1, 2, . . .
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Puesto que H es libre, podemos construir a un homomorfismo µ : H → G tal que
µ (xj) = ω1 (αj) , j = 1, 2, . . .
µ (yk) = ω2 (βk) , k = 1, 2, . . .
Es fácil ver que µ ◦ λ y λ ◦ µ es la identidad.
Corolario B.5.3 Si X2 es simplemente conexo, entonces el homomorfismo ω1 es sobreyectivo.
Más aún, si 〈α1, α2, . . . , αn, . . .〉 = G0 entonces kerω1 = {θ1 (α1) , θ1 (α2) , . . .}.
Prueba. Como G2 es trivial,entonces ω1 (G1) = 〈ω1 (G1)〉 = G. Es decir, ω1 sobre.
Por otro lado, ω1 (θ1 (αj)) = ω2 (θ2 (αj)) = 1, j = 1, 2, . . .. Por tanto {θ1 (α1) , θ1 (α2) , . . .} ⊂
kerω1.
Recíprocamente, sea β ∈ kerω1 y sea
ψ1 : G1 →
G1
{θ1 (α1) , θ1 (α2) , . . .}
el homomorfismo canónico.
Llamemos ψ0 = ψ1 ◦ θ1, es claro que ψ0 = 0. Definamos el homomorfismo
ψ2 : G2 →
G1
{θ1 (α1) , θ1 (α2) , . . .}
como el homomorfismo trivial, entonces ψ1 ◦ θ1 = ψ0 = ψ2 ◦ θ2, luego por Van Kampen, existe
un homomorfismo
λ : G→ G1{θ1 (α1) , θ1 (α2) , . . .}
tal que ψ1 = λ ◦ ω1, por tanto ψ1 (β) = λ (ω1 (β)) = 1, es decir, β ∈ {θ1 (α1) , θ1 (α2) , . . .}.
Con las mismas hipótesis del teorema de Van Kampen, se tiene este mismo teorema en
términos de presentaciones de grupos.
Teorema B.5.4 (Van Kampen) Si
G1 = 〈x1, x2, . . . | r1, r2, . . .〉
G2 = 〈y1, y2, . . . | s1, s2, . . .〉
G0 = 〈z1, z2, . . . | t1, t2, . . .〉
Entonces
G =
〈
x1, x2, . . . , y1, y2, . . . | r1, r2, . . . , s1, s2, . . . ,
{
θ1 (zk) θ2
(
z−1k
) | k = 1, 2, . . .}〉
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Apéndice C
Aplicación de los Quandles
Como una aplicación importante de los Quandles, veremos en este Apéndice el álgebra de
Conway, y a partir de ella encontreremos un invariante de enlaces.
Definición C.0.1 Sea A un R-álgebra, con dos operaciones adicionales ◦ y / las cuales son
inversas una a la otra. Si estas operaciones cumplen para todo a, b, c, d ∈ A
1. (a ◦ b) ◦ (c ◦ d) = (a ◦ c) ◦ (b ◦ d) ,
2. (a/b) / (c/d) = (a/c) / (b/d) ,
3. (a/b) ◦ (c/d) = (a ◦ c) / (b ◦ d) ,
4. Existen elementos an ∈ A , con n ≥ 1 tale que an = an ◦ an+1 y an = an/an+1 para todo
n ≥ 1.
Entonces diremos que A es un álgebra de Conway.
Veamos que en efecto existen estas estructuras algebraicas.
Ejemplo C.0.1 Consideremos la Z-álgebra A = Z [x] y sean α = 1, β = x. Definimos para
todo p, q ∈ A las operaciones siguientes
p ◦ q = αp+ βq
p/q = α−1p− α−1βq
Tomemos a1 = 1 y an = 0 para todo n ≥ 2. Entonces A con estas operaciones es una álgebra
de Conway.
Definición C.0.2 Un diagrama de un nudo se llama ascendente (o descendente) si es posible
escoger un punto en el diagrama tal que al recorrer el nudo pasemos todos los cruces por primera
vez por arriba (o por abajo). De manera similar, un diagrama de un enlace es ascendente (o
descendente) si en cada componente existe un punto tal que al recorrer esa componente pasemos
todos los cruces por arriba (por debajo), recorriendo una componente a la vez.
Lema C.0.5 Un diagrama ascendente (o descendente) representa un enlace trivial.
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Figura C-1: L→ L0
Prueba. Sea L el diagrama de un enlace de n-componentes. Probemos esto por inducción
sobre el número de cruces, k.
Si k = 0, no hay nada que probar.
Si k = 1, la única posibilidad en este caso, sería que todas las componentes sean sueltas
y triviales, exceptuando una con un solo cruce, pero esta también sería trivial, efectuando un
movimiento de tipo I.
Supongamos que la afirmación es cierta para enlaces de con k cruces, y supongamos que
L es un diagrama ascendente de un enlace con k + 1 cruces. Notemos que los cruces entre
componentes son un número par, y como recorremos una componente a la vez, entonces una
de ellas debe estar encima de la otra y así podemos realizar movimientos de Reidemeister tipo
II hasta separar las dos componentes. Por tanto podemos separar a L en dos enlaces con un
número de cruces menor que k + 1, y aplicando la hipótesis de inducción a cada uno de estos
enlaces, se tiene que L es trivial.
En el caso de un nudo con una sola componente, tomamos los primero cruces que se recorren,
se tiene que si son distintos se puede realizar movimientos de Reidemeister tipo II, y si es
el mismo cruce, se puede realizar un movimiento de Reidemeister tipo I, así obtenemos un
diagrama del nudo con menos de k cruces.
Un corolario inmediato de este lema es, dado cualquier enlace, podemos cambiar sus cruces
hasta obtener un enlace trivial.
Definición C.0.3 Sea L un diagrama de un enlace de n-componentes. Si a es un cruce positivo
de L, definimos L− y L0 como los diagramas que se obtienen de L al cambiar el cruce a por
un cruce negativo y quitar el cruce, respectivamente. Si a es negativo, definimos L+ cambiando
sólo el cruce a por uno positivo.
Teorema C.0.6 Para toda álgebra de Conway existe una función W del conjunto de los dia-
gramas de enlaces en el álgebra, la cual es un invariante de enlaces orientados.
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Figura C-2: L+ ↔ L−
Prueba. Sea A un álgebra de Conway y denotemos por D el conjunto de los diagramas de
enlaces.
Definamos W : D→ A de manera recursiva como
W (L) = an si L es trivial de n-componentes.
W (L) =W (L−) ◦W (L0) si L tiene un cruce positivo.
W (L) =W (L+) /W (L0) si L tiene un cruce negativo.
Luego, si L tiene cruces negativos y positivos a la vez veamos que W está bien definida. Dado
cualquier enlace L, por Definición C.0.5 existe una sucesión de cambios de cruce que nos da
un enlace trivial L′ a partir de L. Así W (L) es una sucesión de anj ◦ ani y anr/ans , con
nj, ni, nr, ns ≥ 1 y por tanto W (L) ∈ A.
Mostremos que W es un invariante bajo los movimientos de Reidemeister. Sea L un dia-
grama de un enlace al cual se le pueda aplicar los movimientos de Reidemeister.
Si L′ es un diagrama de un enlace obtenido a partir de L mediante un movimiento de tipo
I, es decir, L y L′ difieren sólo en una vecindad. Entonces W (L) y W (L′) difieren, sólo en
este cruce por los valores ani y ani ◦ ani+1, pero en A se cumple ani = ani ◦ ani+1. Por tanto
W (L) =W (L′).
Si L′ se obtiene de L realizando un movimiento de tipo II. Denotemos por L−+ = L y
L+− = L′, tenemos entonces las siguiente cadena de diagramas C-3 notemos que L−0 = L0−,
luego W (L) = W (L−−) ◦W (L−0) = (W (L+−) /W (L0−)) ◦W (L−0) = W (L+−) = W (L′).
De la propiedad an = an ◦ an+1 y an = an/an+1 para todo n ≥ 1, aplicada a los dos cruces, se
sigue que W (L) =W (L00).
Finalmente, consideremos a L′ igual a L excepto por una vecindad donde se ha realizado
un movimiento de tipo III.
En este caso hay 4 orientaciones posibles donde los cruces x, y, z tienen distintos signos,
denotando a L = Lε1ε2ε3 donde ε1, ε2 y ε3 son los signos de x, y y z respectivamente, tenemos
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L -+ L - -
L!₀
L 00
L + -
L0-
L+0
Figura C-3:
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L’--0
L’---L’-0+
L’--+
L’-++
L -++
L --+
L -0+
L --0
L ---
Figura C-4:
los casos L−++, L−−−, L+−+, L++−. Consideremos el caso L−++, los otros tres se deducen de
la misma forma. De la cadena de diagramas C-4 notamos que los diagramas de L−−0 y L′−−0
coinciden y que L′−0+ puede obtenerse de L′−0+ realizando movimientos de tipo II. Luego
W (L−++) =W (L−−+) ◦W (L−0+) = (W (L−−−) ◦W (L−0)) ◦W (L−0+) y
W
(
L′−++
)
=W
(
L′−−+
) ◦W (L′−0+) = (W (L′−−−) ◦W (L′−0)) ◦W (L′−0+) .
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Apéndice D
Anillo Grupo
En este apéndice mostraremos la construcción y conceptos básicos del anillo grupo, que permite
construir un anillo a partir de un grupo G y un anillo R, de tal forma que las propiedades de G
y de R queden reflejadas en el nuevo anillo. Esta construcción se puede generalizar cambiando
la estructura de grupo por una más general llamada monoide y la construcción que se obtiene
es una R-álgebra.
Definición D.0.4 Sea G un monoide y R un anillo conmutativo con unidad. Sea
RG = {ν : G→ R | ν (x) 	= 0 para un número finito de x ∈ G } .
Definimos en RG las operaciones. Para todo a ∈ R, ν, η ∈ RG y g ∈ G
1. η + ν : G→ R tal que (η + ν) (g) = η (g) + ν (g) ,
2. aν : G→ R tal que (aν) (g) = a (ν (g)) ,
3. νη : G→ R tal que (νη) (g) = ∑
(h, l) ∈ G×G
hl = g, η (h) ν (l) 	= 0
ν (h) η (l) .
RG con estas operaciones es un álgebra. Cuando G es un grupo se llama el álgebra grupo y
la operación 3 se puede escribir como (νη) (g) =
∑
l∈G
ν
(
gl−1
)
η (l).
Note que RG puede ser no conmutativo respecto a la operación 3, si esta operación conmuta
diremos simplemente que RG es conmutativo. Por otro lado, hay una forma de ver los elementos
de RG que puede simplificar algunos cálculos y es equivalente a la definición anterior.
Proposición D.0.7 Sea G un grupo y R un anillo conmutativo con unidad. Si definimos el
conjunto
R (G) =
∑
g∈G
rgg | rg ∈ R es diferente de cero para finitos valores de g

con las operaciones
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1.
∑
g∈G
rgg +
∑
h∈G
rhh =
∑
h,g∈G
rgg + rhh,
2. a
∑
g∈G
rgg =
∑
g∈G
srgg, s ∈ R,
3.
( ∑
g∈G
rgg
)( ∑
h∈G
rhh
)
=
∑
g∈G
∑
h∈G
rgrhgh =
∑
(h, l) ∈ G×G
hl = g
rlrhg.
Entonces, R (G) es una R-álgebra y R (G)  RG.
Prueba. Es fácil ver que con estas operaciones en efecto R (G) es una álgebra. Sea δ =
{δg | g ∈ G} donde δg : G→ R esta definida como
δg (h) =
{
1 si g = h
0 si g 	= h
Como η (x) =
∑
g∈G
η (g) δg (x) para todo η ∈ RG, se ve fácilmente que δ define una base de RG
como R-módulo.
Entonces el homomorfismo de álgebras definido por
ϕ : RG → R (G)
δg → g
es un isomorfismo de álgebras.
De aquí se sigue que podemos ver a G embebido en RG. Más aún, G forma una base para
RG como R-módulo También se puede ver a R como un subanillo de RG de forma natural.
Nota D.0.1 Es fácil probar que si g, h ∈ G entonces
1. δgδh = δgh,
2. δeδg = δgδe = δg.
Ahora veamos una condición necesaria y suficiente para que RG sea conmutativo.
Proposición D.0.8 RG es conmutativo si y sólo si G es conmutativo.
Prueba. En efecto,( ∑
g∈G
rgg
)( ∑
h∈G
rhh
)
=
∑
g∈G
∑
h∈G
rgrhgh =
∑
h∈G
∑
g∈G
rhrghg =
( ∑
h∈G
rhh
)( ∑
g∈G
rgg
)
El siguiente teorema nos permite extender homomorfismos de grupos a homomorfismos de
anillos.
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Teorema D.0.9 Sea ϕ : G → H un homomorfismo de grupos. Entonces existe un único
homomorfismo de álgebras ϕ¯ : RG→ RH tal que el siguiente diagrama conmuta
G → H
i ↓ ↓ i
RG → RH
donde i es el embebimiento natural.
Prueba. Se prueba de manera directa que la función ϕ¯ : RG → RH definida por
ϕ¯
( ∑
g∈G
rgg
)
=
∑
g∈G
rϕ(g)ϕ (g) es homomorfismo de álgebras. Ahora bien, ϕ¯ (i (g)) = ϕ¯ (g) =
ϕ (g) = i (ϕ (g)). La unicidad es clara de la definición.
En este trabajo reemplazamos el anillo grupo para el caso particular en el que el anillo es Z.
En este caso particular se tiene un resultado adicional que usaremos en el Capítulo 2. Sabemos
que en un anillo cualquiera no necesariamente existe el máximo común divisor (m.c.d.) de un
número finito de elementos del anillo. Así, diremos que un anillo R es un dominio m.c.d. si
este es un dominio entero y todo subconjunto finito tiene un máximo común divisor (m.c.d.)
Proposición D.0.10 Si G es un grupo cíclico infinito entonces ZG es un dominio m.c.d.
Prueba. Sea t el generador de G y sean µ =
(∑
n∈Z
µnt
n
)
, η =
( ∑
m∈Z
ηmt
m
)
∈ RG tales que
ηµ = 0. Entonces
0 =
(∑
n∈Z
µnt
n
)(∑
m∈Z
ηmt
m
)
(x) =
∑
m,n∈Z
µnηmt
n+m =
∑
k∈Z
ckt
k,
si y sólo si ck =
∑
j∈Z
µjηk−j = 0, para todo k ∈ Z, y así se prueba por inducción que µn, ηm = 0,
para todo n,m ∈ Z. Por último, basta usar el algoritmo de la división sobre dos elementos para
encontrar su m.c.d. y así por inducción se tiene el resultado.
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Apéndice E
Geometría Algebraica Básica
En la teoría de representaciones de grupos infinitos resulta útil conocer algunos resultados de la
Geometría Algebraica, ya que podemos encontrar una correspondencia entre curvas algebraicas
y los caracteres de las representaciones. Recordemos que cuando el grupo es finito, estos ca-
racteres nos dan bastante información de la representación, así que es una buena idea extender
este concepto a los grupos infinitos.
Sea R un anillo conmutativo con unidad, y M un R-módulo. M se llama Noetheriano, si
satisface la condición de cadenas de Submódulos ascendentes, es decir, para cualquier cadena
de submódulos I0 ⊂ I1 ⊂ · · · ⊂ In ⊂ · · · , existe n ∈ Z tal que In = In+1 = · · · . De manera
análoga se define un anillo Noetheriano, cambiando submódulo por ideales del anillo. Existen
varias propiedades de los módulos (o anillos) Noetherianos, sus pruebas pueden encontrarse en
[8]. Como en el caso de grupos infinitos saber cuando dos representaciones son equivalentes
implica que exista una matriz de cambio de base, es fundamental que el espacio tenga una base
finita, pero el siguiente teorema no da una condición necesaria y suficiente para esto.
Teorema E.0.11 Sea R un anillo conmutativo con unidad. Un R-módulo M es Noetheriano
si y sólo si todo submódulo es finitamente generado.
Prueba. Si {Mj}j∈J en una colección de vacía de submódulos de M , entonces tiene un
elemento maximal. En efecto, cualquier cadena M1 ⊂ M2 ⊂ · · · en {Mj}j∈J es acotada, pues
M es Noetheriano, por tanto existe un elemento maximal en {Mj}j∈J .
Sea N un submódulo de M y sea {Nj}j∈J una colección de submódulos finitamente genera-
dos de N , como {0} ∈ {Nj}j∈J se tiene que {Nj}j∈J 	= ∅, entonces existe un elemento maximal
N ′ en {Nj}j∈J . Si N ′ 	= N , sea x ∈ N  N ′. Entonces el submódulo generado por x y los
generadores de N ′ esta en {Nj}j∈J , lo cual es una contradicción, pues N ′ está contenido en este
submódulo.
Ahora, supongamos que todo submódulo deM es finitamente generado y seaM1 ⊂M2 ⊂ · · ·
una cadena de submódulos deM , entonces el submódulo ∪
i∈I
Mi es generado por algún conjunto
m1, . . . ,mr ∈ M , luego cada mj ∈ Mji , sea s = max {ji | i = 1, . . . , r}, entonces m1, . . . ,mr ∈
Ms por tanto Ms+1 ⊂Ms+2 ⊂ · · · ⊂ ∪
i∈I
Mi =Ms.
Notemos que esto mismo funciona cuando vemos un anillo R como un R-módulo.
Sea k un campo algebraicamente cerrado. Definimos el n-espacio afín sobre k, como kn =
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{P = (a1, . . . , an) | ai ∈ k}, llamamos a ai las coordenadas de P . Sea I ⊂ R = k [x1, . . . , xn].
Llamamos una variedad afín a V (I) = {P ∈ kn | f (P ) = 0, para todo f ∈ I} si es irreducible,
es decir, si no puede descomponerse como la unión V (I) = Y1 ∪ Y2 de subconjuntos propios
cerrados en V (I). Decimos que Y ⊂ kn es un conjunto algebraico afín si existe I ⊂ A tal que
Y = V (T ). Cuando I = {f} ⊂ R = k [x1, x2] y f es irreducible V (f) = V (I) se llama una
curva algebraica afín y se define el grado de la curva como el grado del polinomio.
A cada variedad X = V (fα | α ∈ A) le asociamos un ideal
I (X) = {h ∈ R | h (a1, . . . , an) = 0 para todo (a1, . . . , an) ∈ X} ,
se sabe por el Nullstellensatz de T. Hilbert que esta es una correspondencia 1-1 [11].
El siguiente resultado, cuya prueba puede encontrarse en [19], fue fundamental es la sección
3.4.
Teorema E.0.12 (Bézout) El número de puntos de intersección entre dos curvas algebraicas
irreducibles distintas es igual al producto de sus grados.
Decimos que dos elementos de k están relacionados, (a0, a1, . . . , an) ∼ (b0, b1, . . . , bn) , si
(b0, b1, . . . , bn) = (λa0, λa1 . . . , λan) para algún λ ∈ k, λ 	= 0. Esta relación es de equivalencia.
Se define el n−espacio proyectivo bajo k como Pn = kn+1/ ∼, los elementos de las clases de
equivalencia se llaman conjunto de coordenadas homogéneas para P.
Sea R = k [x0, x1, . . . , xn] = ⊕
d≥0
Rd donde Rd =
{∑
xε1i1 · · ·x
εd
id
| εi 	= 0, ij = 0, 1, . . . , n,
}
,
llamamos a un elemento de Rd un elemento homogéneo de grado d. Si f ∈ Rd entonces f tiene
grado d, y si pensamos en f como una función de Pn en P, entonces f (a0, a1, . . . , an) =
λdf (a0, a1, . . . , an) y así podemos definir una función de P
n en {0, 1} como fˆ (P ) = 0 si
f (a0, a1, . . . , an) = 0 y fˆ (P ) = 1 si f (a0, a1, . . . , an) 	= 0.
Entonces podemos definir V (f) = {P ∈ Pn | f (P ) = 0}. Y ⊂ Pn es un conjunto algebraico
si existe un conjunto I de elementos homogéneos de R tal que
Y = V (I) = {P ∈ Pn | f (P ) = 0 para todo f ∈ I} ,
si además Y es irreducible entonces se llama variedad algebraica proyectiva.
A los espacios kn y Pn podemos dotarlos de una topología especial, llamada la topología
de Zariski, en esta topología se toman los abiertos como el complemento de los conjuntos
algebraicos. Con esta topología daremos las siguientes definiciones.
Sea Y ⊂ kn un subconjunto abierto de una variedad afín. Una función f : Y → k es regular
si para cada P ∈ Y existe una vecindad abierta U ⊂ Y , y polinomios g, h ∈ k [x1, . . . , xn] con
h diferente de cero en U, tales que f |U= g/h.
78
Sea Y ⊂ Pn un subconjunto abierto de una variedad proyectiva. Una función f : Y → k es
regular si para cada P ∈ Y existe una vecindad abierta U ⊂ Y , y polinomios g, h ∈ k [x1, . . . , xn]
con h diferente de cero en U, tales que f |U= g/h
Una variedad sobre k será una variedad afín proyectiva, un subconjunto abierto de una
variedad proyectiva o un subconjunto abierto de una variedad afín. Si X,Y son variedades, un
morfismo ϕ : X → Y es una función continua tal que, para todo abierto U ⊂ Y y para toda
función regular f : U → k, la función f ◦ ϕ : ϕ−1 (U) → k es regular. ϕ es un isomorfismo si
existe un morfismo inverso ψ : Y → X tal que ϕ ◦ ψ = IdY y ψ ◦ ϕ = IdX .
Si Y es una variedad, K (Y ) = {[(f, U)] | f : U → Y es una función regular} se llama el
campo de funciones de Y , donde [(f, U)] = {(g,W ) | g :W → Y es regular y g |W∩U= f |W∩U}
es una clase de equivalencia. El siguiente teorema nos permite saber cuando dos variedades en
realidad son la misma, una prueba se puede encontrar en [11].
Teorema E.0.13 Sean X,Y variedades afines y kn = {P = (a1, . . . , an) | ai ∈ k}. X y Y son
isomorfas si y sólo si R/I (X) y R/I (Y ) son isomorfos como k-álgebras.
Las siguientes definiciones nos ayudan a clasificar las variedades.
Como dos morfismos entre variedades son iguales si coinciden en algún abierto, entonces la
siguiente relación es de equivalencia. Sean X,Y variedades, U,W abiertos de X y ϕ : U → Y ,
ψ : W → Y morfismos, entonces (ψ,W ) ∼ (ϕ,U) si ψ |U∩W= ϕ |U∩W . Se define una función
racional φ : X → Y como la clase de equivalencia de
[(ϕ,U)] = {ψ :W → Y un morfismo | (ψ,W ) ∼ (ϕ,U)} .
Diremos que φ es birracional si admite inversa, en este caso diremos que X y Y son birracional-
mente equivalentes o birracionales. Las pruebas de las siguientes proposiciones se encuentran
en [19].
Proposición E.0.14 Sean X,Y variedades. X y Y son birracionales si y sólo si K (X) 
K (Y ) como k-álgebras.
La siguiente proposición nos permite completar una curva afín C, a una curva C˜ en el plano
proyectivo.
Proposición E.0.15 Toda variedad X de dimensión r es birracional a una hipersuperficie
V (f) =
{
P ∈ Pr+1 | f (P ) = 0 y f es un polinomio homogéneo irreducible de grado positivo} ⊂ Pr+1
Sea variedad afín Y ⊂ kn, y sean f1, . . . , ft ∈ R = k [x1, . . . , xn] el conjunto de generadores
del ideal I (Y ). Y es no singular si para todo punto P ∈ Y el rango de la matriz [(∂fi/∂xj) (P )]
es n− r, donde r es la dimensión de Y .
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Proposición E.0.16 1. Sea X una curva suave, Y una variedad. Si f : X → Y es una
función racional, entonces es regular.
2. Sean X,Y curvas suaves. Si f : X → Y es birracional, entonces es birregular.
Esta proposición nos dice que cualquier completación de una curva afín es única, salvo
equivalencias birracionales.
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Apéndice F
Grupos Discretos
Un grupo topológico G es a la vez un grupo y un espacio topológico, en el cual estas dos
estructuras son compatibles, es decir, las funciones x → x−1 y (x, y) → xy son continuas. Dos
grupos topológicos son isomorfos si existe una función biyectiva que es a la vez homomorfismo y
homeomorfismo. Un grupo topológico G es discreto si la topología en G es la topología discreta.
En general es difícil saber cuándo un grupo topológico es discreto, así que existen un gran
número de resultados para este propósito, para una prueba de ellos ver [2], el primero de ellos
es el siguiente.
Proposición F.0.17 Sea G un grupo topológico tal que para algún g ∈ G, {g} es abierto.
Entonces G es discreto.
Un ejemplo importante de grupos discretos es GL2 (Z). Nos interesa encontrar otros sub-
grupos de GL2 (C) que sean discretos. Por tanto resulta útil conocer ciertos resultados acerca
de matrices.
Se define la norma ‖A‖ = (tr (AA∗))1/2 para todo A ∈ GL2 (C). Con esta norma se tiene que
un subgrupo G ≤ GL2 (C) es discreto si y sólo si para todo k > 0 el conjunto {A ∈ G | ‖A‖ ≤ k}
es finito. Notemos que de aquí se pueden encontrar desigualdades que nos permiten probar si
un subgrupo de GL2 (C) es discreto o no.
Recordemos que las transformaciones de Möbius se pueden representar por matrices de
GL2 (C). Si A =
[
a b
c d
]
∈ GL2 (C) entonces gA (z) = g (z) = az+bcz+d y viceversa.
Definimos una norma para estas transformaciones en términos matriciales, sea traza2 (g) =
tr2 (g) = (tr(A))
2
detA y sea ‖g‖ = ‖A‖|detA|1/2 . Con esto definimos ciertas formas especiales de trans-
formaciones. Las pruebas de los siguiente teoremas se encuentran en [2].
Sea g una transformación de Möbius diferente de la identidad. Entonces g se llama elíptica
si y sólo si tr2 (g) ∈ [0, 4). Esto es equivalente a decir que g tenga infinitos puntos fijos en
Rˆ3 = R3 ∪ {±∞}.
Denotamos por M al grupo de las transformaciones de Möbius, donde la operación es la
composición de funciones y por H3 = {(x1, x2, x3) | x3 > 0} al espacio hiperbólico.
Si los puntos fijos de g en Cˆ son α, β, entonces los puntos fijos de g en Rˆ3 son precisamente
los puntos sobre el círculo C que es ortogonal a C y que pasa a través de α y β. El eje Ag de g
es el semicírculo euclídeo C ∩H3, es decir, una geodésica en la geometría hiperbólica.
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Teorema F.0.18 Un subgrupo G de M contiene sólo elementos elípticos (y a I) si y sólo si
los elementos de G tienen un punto fijo común en H3.
Notemos que si g es de orden finito n entonces ggn−1 (x) = x, es decir, g es elíptico.
Corolario F.0.19 Los elementos de un subgrupo finito de M tienen un punto fijo común en
H3.
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