Application de l’apprentissage artificiel à la modélisation systémique de la chaîne hydrométéorologique pour la prévision des crues éclair by Llamas Gaspar, David
  
 
APPLICATION DE L’APPRENTISSAGE ARTIFICIEL A 
LA MODELISATION SYSTEMIQUE DE LA CHAINE 
HYDROMETEOROLOGIQUE POUR LA PREVISION 
DES CRUES ECLAIR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Travail final d'études. 
Ingénierie Technique d'Œuvres Publiques. 
Cours 2009 - 2010 
  
 
 
  
 
 
AUTOUR :  
CODE :  
PROFESSEUR :  
PROFESSEURS EXTERNES :  
David Llamas Gaspar 
706-TRE-OP-4755 
Patricia Pardo 
Bernard Vayssade 
Anne Johannet 
 
Résumé 
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L'objectif principal de ce travail est d'appliquer l'apprentissage artificiel à la 
prévision de crues éclair dans le bassin versant du Gardon d'Anduze, située 
dans le sud-est de la France. 
 
Dans cette zone, durant les dernières années, les crues éclair ont causé de 
nombreux décès et une multitude de pertes économiques. Beaucoup de ces 
pertes auraient pu être évitées si on avait effectué de bonnes prévisions. Le 
problème est que ce phénomène est très difficile à prévoir et plus encore à 
modeliser 
 
Les réseaux de neurones artificiels sont présentés comme une alternative à la 
modélisation et à la prévision traditionnelle. Depuis la fin des 80, l'utilisation 
de RNA dans l'hydrologie est allée en augmentation. Les réseaux neuronaux 
sont un outil très utile du fait qu’ils sont un opérateur mathématique non 
linéaire, comme la majorité des processus hydrologiques. 
 
La majorité des études effectuées pour la prévision de débit (en utilisant les 
RNA) partent des données de pluie. Les résultats obtenus dans la 
transformation pluie-débit sont réellement satisfaisants. Le travail que nous 
avons effectué consiste en la prévision du débit à la sortie du bassin de 
Gardon d'Anduze à partir du débit observé en amont. C'est-à-dire, qu’il ne se 
base pas dans la transformation pluie-écoulement, mais plus base dans la 
propagation d'hydrogrammes 
 
Pour ce motif, la première partie du travail est de caractère théorique. D'abord, 
les méthodes traditionnelles de transition d'hydrogrammes sont présentées et 
deuxièmement, la théorie de base des RNA. On fera ensuite une introduction à 
la zone d'étude où on appliquera la prévision et on présentera aussi le plan de 
travail adopté. 
 
 
 Dans la partie finale du travail les prévisions obtenues sont présentées, avec  
les conclusions du travail. Dans cette dernière section nous présenterons les 
résultats de prévision que nous avons obtenus et nous commenterons les 
continuations possibles que laisse ce travail. 
 
Ce projet est proposé dans le cadre de l’amélioration de système de prévision 
des crues existant en France. L'École des Mines d'Alès, avec diverses 
institutions de l'hydrologie française, proposent l'utilisation de réseaux de 
neurones artificiels (RNA) pour la prévision de débits en temps réel, pour le 
mettre en œuvre au sein du système d'alerte de crues disponible sur internet 
VigiCrue. 
 
 
 
Resumen 
 
Título: 
 Aplicación del aprendizaje artificial a la modelización sistemática de la cadena 
hidrometereológica para la previsión de crecidas repentinas 
Autor:  
David Llamas Gaspar 
Profesores:  
Patricia Pardo, Bernard Vayssade, Anne Johannet 
 
El objetivo principal de este trabajo es aplicar el aprendizaje artificial para la 
previsión de crecidas repentinas en la cuenca del Gardon d’Anduze, situada en 
el suroeste de Francia. 
 
En esta zona, en los últimos años, las crecidas repentinas han causado 
diversas muertes y multitud de pérdidas económicas. Muchas de estas 
pérdidas se podrían haber evitado si se hubieran realizado buenas 
predicciones. El problema es que éste fenómeno es muy difícil de predecir y 
más aún de modelar. 
 
Las redes neuronales artificiales se presentan como una alternativa a la 
modelización y previsión tradicional. Desde finales de los 80, el uso de RNA en 
la hidrología ha ido en aumento. Las redes neuronales son una herramienta 
muy útil debido a que son un operador matemático no lineal, como la mayoría 
de los procesos hidrológicos. 
 
La mayoría de los estudios realizados para la predicción de caudal (utilizando 
RNA) parten de los datos de lluvia. Los resultados obtenidos en la 
transformación lluvia-caudal son realmente satisfactorios. El trabajo que 
hemos realizado consiste en la predicción del caudal a la salida de la cuenca 
de Gardon d’Anduze a partir del caudal obtenido aguas arriba. Es decir, no se 
basa en la transformación lluvia-escorrentía, si no que se basa en la 
propagación de hidrogramas. 
 
Por este motivo, la primera parte del trabajo es de carácter teórico. En primer 
lugar, se presentan los métodos tradicionales de transición de hidrogramas y 
en segundo lugar, la teoría básica de las RNA. Después se hará una 
introducción a la zona de estudio, donde se aplicará la predicción y se 
presentará el plan de trabajo adoptado. 
 
 
 En la parte final del trabajo se presentarán las predicciones obtenidas, y las 
conclusiones del trabajo. En este último apartado veremos si se cumplen las 
expectativas de previsión que tenemos y comentaremos posibles 
continuaciones que deja este trabajo. 
 
Este proyecto se encuadra en el marco de mejorar el sistema de previsión de 
crecidas existente en Francia. L’École des Mines d’Alès, junto con diversas 
instituciones de la hidrología francesa, propone la utilización de redes 
neuronales artificiales (RNA) para la predicción de caudales en tiempo real, 
para implementarlo al sistema de alerta de crecidas (VigiCrue). 
 
Abstract 
 
Title: 
Application of the artificial training to the systemic modelling of the 
hydrometeorological chain for flash flood forecasting. 
Author: 
David Llamas Gaspar 
Professors: 
Patricia Pardo, Bernard Vayssade, Anne Johannet 
 
The primary objective of this work is to apply the artificial learning for the 
forecast of flash flood in the river basin of the Gardon d'Anduze, located in the 
southwest of France. 
 
In this zone, in the last years, the flash flood have caused to diverse deaths 
and multitude of economic losses. Many of these losses could have been 
avoided if good predictions had been made. The problem is that this one 
phenomenon that’s very difficult to predict and still more to model. 
 
The artificial neuronal networks appear like an alternative to the modelling 
and traditional forecast. From end of the 80’s, the use of ANN in the hydrology 
has increased. The neuronal networks are a very useful tool because they are 
nonlinear mathematical operator, like most of the hydrological processes. 
 
Most studies for the prediction of flow (using ANN) are based on rainfall data. 
The results obtained in the rainfall-flow transformation are really satisfactory. 
The work we have done is to predict the flow at the exit of the Gardon 
d'Anduze basin, from upstream flow. That is, not based on rainfall-runoff 
transformation. It is based on the propagation of hydrogrammes. 
 
Because of this, the first part of the work is theoretical. First, we present the 
methods traditional for propagation of hydrogrammes and secondly, the basic 
theory of the ANN. Then we will introduce the study area, where the prediction 
will be applied. Finally we presented the plan work adopted. 
 
In the final part we will present the predictions obtained, and conclusions. In 
this last section we will see if they meet the expectations that we estimate and 
discuss possible continuation that will make this work. 
 
This project falls within the framework of improving the flood forecasting 
system in France. L'Ecole des Mines d'Alès, along with various French 
 
 institutions of hydrology, proposes the use of artificial neural networks (ANN) 
for prediction of flows in real time, to implement the flood warning system 
(VigiCrue). 
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 I Introduction, motivation et objectifs 
I.1 Introduction générale 
 
Ce rapport est une étude effectuée pour déterminer si on peut prédire 
des crues éclair en temps réel grâce aux réseaux neuronaux artificiels.  
 
Depuis quelques années, différents auteurs ont appliqué les réseaux 
neuronaux pour la prévision de débit à partir des données de pluie 
(transformation pluie-débit). Ce travail s’appuie sur la propagation 
d'hydrogrammes. C'est-à-dire, qu’on ne travaille pas avec les données 
de pluie, mais avec les données de débit en amont.  
 
Le travail, à partir de ce premier chapitre introductif, sera organisé de la 
manière suivante : 
 
En premier, nous présenterons les méthodes traditionnelles qui existent 
pour la propagation de l'onde de crue, c'est-à-dire, de la propagation 
d'hydrogrammes et les limitations que ces méthodes présentent. 
 
Deuxièmement, nous ferons une introduction aux réseaux neuronaux. 
Nous expliquerons comme ils fonctionnent, les capacités d'apprendre 
qu'ils ont, les limitations, etc. 
 
Après la partie théorique sur la propagation d'hydrogrammes et sur les 
réseaux neuronaux, nous présenterons la zone où nous allons 
appliquer l'étude. Cette zone, comme nous le verrons, concerne le 
Gardon d'Anduze. 
 
Une fois que nous connaissons la zone d'étude, il est possible de 
travailler avec les données dont nous disposons. Dans le cinquième 
chapitre nous présenterons donc les données de crues avec lesquelles 
nous travaillerons et comment elles ont été traités. 
 
A ce niveau, auront été présentés tous les éléments pour effectuer le 
travail. Pour cette raison, dans le sixième chapitre nous présenterons le 
plan de travail. Dans ce chapitre, nous parlerons des règles que nous 
13 
 suivrons pour effectuer les simulations, comme elles ont été groupées et 
aussi les conditions qui ont été fixées pour chaque simulation.  
 
Dans le chapitre 7 les résultats obtenus seront présentés.  
 
Finalement, dans le dernier chapitre, nous tirerons les conclusions du 
travail, en présentant les résultats finaux avec des commentaires 
respectifs et en proposant des continuations possibles. 
 
14 
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I.2 Motivations et objectifs 
 
Mis à part les guerres, les événements catastrophiques les plus 
importantes sont les phénomènes naturels. Par exemple, durant l'année 
2005, les phénomènes naturels ont causé autour de 350000 morts dans 
toute la planète. Parmi ces phénomènes nous pouvons trouvez des 
séismes, tsunamis, ouragans, orages tropicaux ou inondations. 
 
Particulièrement en France et en général dans toute l'Europe, les 
inondations sont considérées comme un risque important. On calcule 
que la moyenne de décès dans le monde provoqué par ce phénomène 
est environ 20.000 personnes par année.1 
 
Ainsi, faire des recherches sur un sujet qui est d’actualité, est une 
grande motivation aussi comme une tache pleinement justifié. 
 
L'objectif du travail, comme nous l’avons déjà évoqué un peu dans 
l'introduction, sera alors de pouvoir voir si, avec les réseaux neuronaux, 
il est possible de faire des meilleures prévisions en temps réel. L'idée est 
de vérifier si à partir du débit mesuré en amont, on peut prédire le débit 
réel dans un point en aval. 
 
1 www.risquesmajeurs.fr 
 II Propagation de débit 
II.1 Introduction générale 
 
L’hydrologie a, entre autres, pour objectif de permettre la prévision du 
débit futur d’un cours d’eau à partir des données 
hydrométéorologiques. Le travail de l’hydrologue consiste alors à 
calculer ou simuler le débit.  
 
Dans un bassin versant au cours d’un épisode de crue, nous pouvons 
différencier les méthodes selon que l’on s’intéresse à l’amont ou à l’aval 
de la rivière. La (Fig1) illustre cette séparation spatiale. 
 
Fig1 Structurations des modèles de l’amont vers l’aval (d’après Ayral 
2005) 
 
Concrètement, dans ce document, nous présenterons les différents 
modèles débit-débit qui sont l’objet de notre étude. L’objectif de ces 
modèles est de prédire le débit en aval (inconnu) à partir du débit en 
amont, connu.  
 
Dans un premier temps, nous introduirons le sujet avec les principes 
physiques qui régissent la propagation de l’onde de crue, puis nous 
présenterons les différentes méthodes dont nous disposons pour faire 
de la prévision ou simulation de propagation d’onde de crue. 
16 
 II.1.1 Position du problème 
 
La propagation de débits a pour objectif de connaître l’évolution d’un 
hydrogramme à mesure que le flux d’eau passe par un lit de rivière ou 
un canal. Cela revient à essayer de connaître la relation débit-débit 
entre deux points du cours d’eau. 
 
Par exemple, supposons un canal sec dans lequel il n’y a aucune perte 
(pas d’infiltration, pas d’évaporation...) (Fig2). Depuis un point A en 
amont coule un certain volume d'eau. L'hydrogramme créé en amont 
forme un pic, tandis que dans les points en aval il est de plus en plus 
aplati.  
 
Fig2 Transition du débit dans le canal (Javier Sanchez 2006). 
 
Calculer la propagation de l’hydrogramme, c'est pouvoir déterminer 
l'hydrogramme aval à partir de l'hydrogramme amont. L’application 
dans des cas concrets de ce calcul est très utile. Par exemple, le 
caractère catastrophique d’une crue dépend de la hauteur de 
l'hydrogramme, c'est-à-dire du débit de pointe. 
 
Il existe plusieurs modèles mathématiques pour calculer la relation 
débit-débit. On distingue généralement les méthodes hydrologiques et 
les méthodes hydrauliques : les méthodes hydrologiques sont basées 
sur le principe de conservation de la masse et les méthodes 
hydrauliques sont basées sur le principe de conservation de la masse et 
aussi sur le principe de conservation de la quantité de mouvement.  
 
 
17 
 II.1.2 Point de départ : les modèles physiques 
 
La base du calcul de propagation de l’hydrogramme est constituée par 
les équations de conservation de la masse et de conservation de la 
quantité de mouvement. Les méthodes que nous allons présenter sont 
toutes déduites à ces équations. 
 
- Conservation de la masse. L’équation de conservation de la 
masse, ou de continuité, par une largeur unitaire de débit, 
faisant une simplification pour un canal prismatique 
rectangulaire, peut être écrite ainsi :  
 
 0=++
dtdx
v
dx
y dydydv    
 
- Conservation de la quantité de mouvement. L’équation de 
conservation de la quantité de mouvement ou équation 
dynamique, dans la forme unidimensionnelle est :  
 
0)( =−−++ fo SSgdxgdxvdt
dydvdv  
 
Où 
· v vitesse moyenne en travers d’une section. 
· dy/dx pente de la surface de l’eau relative au lit du canal. 
· g accélération gravitationnelle. 
· S0 pente du lit dans la section sélectionnée. 
· x et t variables indépendants, l’espace et le temps respectivement.     
· Sf pente de friction : 
 
Nous pouvons trouver la pente de friction à partir de l’équation de 
Manning, qui a fait une modification de la formule de Chézy pour 
trouver la vitesse de l'eau (notons que Q=VxA) : 
fH SRn
AQ 3/2= 1  
 
· Q débit 
· A section mouillée  
18 
 · n coefficient de rugosité de Manning 
· RH rayon hydraulique, c’est-à-dire, la section mouillée divisée par le 
périmètre mouillé (Rh = A / P) 
· Sf pente de friction 
 
Sachant que Q = VxA nous pouvons déterminer Sf comme 
 
34
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H
f
R
nvS =  
 
· Sf pente de friction 
· v vitesse moyenne 
· n coefficient de rugosité de Manning 
· RH rayon hydraulique. 
 
Ces deux équations, la conservation de la masse ou continuité et la 
conservation de la quantité de mouvement ou équation dynamique, sont 
définies à partir des simplifications des équations de Saint Venant. 
Dans la suite, nous présentons les hypothèses pour faire les 
simplifications. 
 
II.1.3 Hypothèse pour la mise en œuvre des équations de Saint 
Venant 
 
Les hypothèses qui sont prises en compte pour la validité des équations 
de Saint-Venant sont les suivantes: 
 
1. L'écoulement est unidimensionnel : La profondeur et la vitesse 
varient uniquement dans la direction longitudinale. La vitesse est 
constante. La surface de l’eau est horizontale en n'importe quelle 
section transversale perpendiculaire à l'axe du chenal. 
2. Le débit varie graduellement le long du canal, ce qui signifie que 
la répartition des pressions est hydrostatique et l’accélération 
verticale est négligeable. 
3. L'axe du chenal est une ligne droite. 
19 
 4. La pente du bas est petite et le lit est constant, ce qui signifie qu’il 
n’y a pas d'érosion ou de sédimentation. 
5. Les coefficients de résistance pour l'écoulement turbulent 
uniforme s'appliquent de façon permanente, par exemple, on 
utilise l'équation de Manning pour décrire l'effet de la résistance. 
6. Le fluide est incompressible et de densité constante. 
 
20 
 II.2 Les méthodes Hydrologiques 
 
Elles sont basées sur le principe de conservation de la masse. Ces 
modèles proviennent principalement de l'équation simplifiée de Saint-
Venant. 
 
Dans cette section nous distinguerons deux méthodes pour faire la 
propagation de l’hydrogramme : Propagation dans un réservoir et 
propagation en rivières (méthode de Muskingum). 
 
II.2.1 Propagation dans un réservoir 
 
Traditionnellement cette méthode est connue comme propagation dans 
un réservoir. Cela s’explique par le fait que cette méthode est très utile 
quand on veut déterminer le débit de sortie d’un ouvrage qui crée un 
plan d’eau, comme par exemple, un barrage ou un réservoir. 
 
Si, à un volume qui entre à un instant « t » donné dans un système, on 
soustrait le volume d'eau qui s’écoule à cet instant, nous obtenons le 
stockage :  
 tQQtIISS Δ+−Δ+=−
22
2121
12  
 
· I1 et I2 sont les débits d’entrée 
· Q1 et Q2 sont les débits de sortie 
· S1 et S2 sont les stockages à l’instant initial et final de l’intervalle de 
temps. 
 
Dans cette équation, les inconnues sont le débit de sortie (Q2) et le 
stockage (S2) à l’instant final. Si nous regroupons les inconnues d’un 
côté, et les données de l’autre, nous pouvons obtenir : 
⎟⎠
⎞⎜⎝
⎛ −Δ++=⎟⎠
⎞⎜⎝
⎛ +Δ 1
1
212
2 2)(2 Q
t
SIIQ
t
S  
 
Qui peuvent être résolues par la connaissance de la relation entre S et 
Q. Cette relation nous pouvons l’obtenir à partir de : 
21 
 - La relation entre hauteur d’eau et stockage, S = f(H), obtenue à partir 
de la topographie. 
- La relation entre hauteur de l’eau et débit de sortie, Q = f(H), équation 
qui dépend du type de barrage et de sortie de la structure (avec ou sans 
vannes). 
 
II.2.2 Méthode de Muskingum 
 
Des différents méthodes Hydrauliques, la plus connue et utilisée est la 
méthode de Muskingum. (Sanchez F. J.).  
 
Au cours d’un épisode de crue, le débit d’entrée en une section 
déterminée du canal est plus grand que le débit de sortie. Cette 
différence est le stockage.  
 
Le stockage (S) dans une section du canal peut être décomposé en deux 
parties : stockage en prisme, qui serait proportionnel au flux de sortie 
(O) ; et stockage en coin, qui serait fonction de la différence entre les 
flux d'entrée et de sortie (I-O), car au plus cette différence est grande, 
au plus la pente de le coin sera. Le stockage en coin correspond donc 
au volume du coin compris entre la surface de l’eau et l’horizontale, sa 
pente étant l’angle séparant la surface de l’eau et l’horizontale. La (Fig3) 
illustre les stockages en coin et en prisme : 
 
Débit en amont 
I  
O 
débit en aval 
Sprisme  
Stockage en prisme 
Scoin     
Stockage en coin 
Fig3 Représentation du stockage dans un canal 
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 Nous pouvons dire que : 
 · Le stockage en prisme est le volume d’eau constant. 
· Le stockage en coin est le volume d’eau supplémentaire 
qu’apporte le processus de crue.  
 
Le stockage dans ces deux sections peut être calculé de la sorte :  
)·(·
·
OIXKS
OKS
coin
prisme
−=
=
   
 
En additionnant les deux expressions, on obtient : 
])·1(·[ OXXIKS −+=   
 
· S stockage 
· I débit d'entrée 
· O débit de sortie 
· K, X paramètres de calage du modèle de Muskingum 
  
Appliquant l’équation précédente à deux instants de temps consécutifs 
(1-2), on obtient: 
])·1(·[
])·1(·[
222
111
OXXIKS
OXXIKS
−+=
−+=
  
 
En substituant les deux expressions dans l’équation du stockage :  
t
SSQQQQ ssee
Δ
+=+−+ 122121
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Nous obtenons  
1211202 OCICICO ++=    
 
· I1, 2 débits d'entrée à l’instant 1,2 respectivement. 
· O1, 2 débits de sortie à l’instant 1,2 respectivement. 
· C0, 1, 2 Constantes, comme expliqué ci-dessous: 
 
)5,0·(
)5,0·(
0 tXKK
tXKC Δ+−
Δ+−=  
)5,0·(
)5,0·(
1 tXKK
tXKC Δ+−
Δ+=  
)5,0·(
)5,0·(
2 tXKK
tXKKC Δ+−
Δ−−=  
 
C0 + C1 + C2 = 1. Ceci est utile pour la vérification du calcul. 
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 K peut être assimilé au temps de transit de l'onde d'un bout à l'autre de 
la section étudiée. En effet, K représente le décalage entre le centre de 
gravité de l'hydrogramme d'entrée et celui de sortie (Ponce V.M.). Nous 
devons utiliser les mêmes unités que pour Δt (heure, jours…). Le Δt 
choisi doit être compris entre K et 2·K·X (Wanielista, Sing) ou entre K et 
K/3 (Viessman). Entre ces marges, plus Δt est petit, plus précise est la 
méthode. 
  
X est un paramètre permettant de quantifier les influences respectives 
des débits d'entrée et de sortie sur le volume stocké. C’est une 
constante qui peut théoriquement être comprise entre 0 et 0,5, mais le 
plus souvent c’est une valeur de 0,2 à 0,3. Dans la première 
approximation on prend habituellement 0,2.   
 
Parallèlement à la valeur de K, il dépendra du degré d'amortissement de 
l'hydrogramme le long de la section du canal. Si K = Δt et X = 0,5, 
l'hydrogramme d'entrée et de sortie est le même, mais décalé vers la 
droite d’un temps égal à K (Fig4) :  
  
 K 
X = 0,5  
Q 
 
 
 
 
t 
 
Fig4. Graphique de l’hydrogramme en amont et aval avec K=∆t et X=0,5  
II.2.2.1 Détermination de K et X 
 
Si le flux entrant et sortant dans une section d’un canal en un instant 
de temps t est connu, nous pouvons évaluer les constantes K et X. 
 
Si nous isolons la variable K dans l’équation  
])·1(·[ OXXIKS −= +  
Nous obtenons  
OXIX
K
)·1(· −+=
S  
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Par conséquent, si nous affichons sur l’axe horizontal le stockage S et à 
l'axe vertical le dénominateur [ X·I + (1-X)·O ] devrait obtenir une droite 
dont la pente sera 1/K. 
 
Si nous faisons un graphique, avec le stockage sur l’axe vertical et [ X·I 
+ (1-X)·O ] à l’axe horizontal, et nous choisissons différents valeurs de X 
(par exemple, x = 0.1, 0.2, 0.3, 0.4), nous devons obtenir une droite. 
Dans l’image suivant (fig5), nous pouvons voir un exemple de ces 
graphiques: 
 
S 
(m
3 /
s 
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S 
( m
3 /
s 
· j
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r)
 
X·I + (1-X)·O  (m3/s) (m3/s) X·I + (1-X)·O  (m3/s) X·I + (1-X)·O  
Fig5 Exemple des graphiques pour la détermination de K et X. 
 
La pente de cette droite est donc la valeur de K. La valeur de X est la 
valeur que nous avons choisie avant, la valeur du graphique. Dans 
l’exemple, le graphique avec le moins d’erreur est le cas de X = 0,2. La 
pente de la droite sera la valeur de K.  
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 II.2.3 Avantages des méthodes hydrologiques 
 
Les méthodes hydrologiques sont efficaces pour obtenir une première 
approximation du débit que nous pouvons observer en aval. Elles sont 
faciles à utiliser. 
 
De plus, à partir des données historiques, nous pouvons faire un 
ajustement des paramètres et ainsi obtenir un meilleur résultat. 
 
La première méthode expliquée, la propagation dans un réservoir, est 
une méthode très valide pour les situations avec une surface de l’eau 
horizontale. (Nanía L.) 
 
La deuxième méthode, Muskingum, est un bon modèle de prédiction si 
le bassin versant est très grand et l’épisode de crue pas très fort. Il est 
un modèle valable et très utilisé dans l’hydrologie. [US Army Corps of 
Engineers] 
II.2.4 Inconvénients des méthodes hydrologiques 
 
Ces modèles sont valides pour des variations lentes de l’onde de crue. 
Dans le cas d’une onde de crue rapide, comme par exemple, le cas des 
crues éclair, nous devrons utiliser les méthodes hydrauliques parce 
qu’elles prennent aussi en compte l’état d’énergie. Par contre, il est 
habituel d’utiliser la méthode de Muskingum, puisqu’elle fait une bonne 
approximation du débit.  
 
De nombreux auteurs ont travaillé sur la méthode de Muskingum, afin 
de l'adapter à d'autres situations. La plus connue est la modification de 
Cunge. Cette méthode, de Muskingum-Cunge, est présentée ci-dessous. 
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 II.3 Des méthodes hydrauliques 
 
Les méthodes hydrauliques sont basées sur le principe de conservation 
de la masse et aussi de la quantité de mouvement. Comme présenté 
dans la première section, l’équation de la conservation du mouvement 
est : 
  0)( =−−++ fo SSgdx
dyg
dx
dvv
dt
dv  
 
Dans la suite, nous ferons une explication de chacun des termes de 
cette équation. 
 
II.3.1 Identification des différents modèles à partir des termes de 
l’équation de la quantité de mouvement 
 
Chacun des termes que nous trouvons dans l’équation de conservation 
de la quantité de mouvement représente certains processus physiques 
dans le mouvement du fluide. À partir de ces termes, nous pouvons 
trouver différents modèles pour déterminer la propagation de l’onde. 
Presentons ci-dessous quels sont les modèles :   
 
0      =+−++ fo gSgSdx
dyg
dx
dVV
dt
dV
 
 
 
 
 
 
 
Modèle de l’Onde dynamique 
Modèle de l’Onde dynamique quasi permanente 
Modèle de l’Onde diffusive 
Modèle de l’Onde cinématique 
 
La classification des différents modèles hydrauliques est faite à partir 
du nombre de termes qui apparaissent dans l’équation. Nous pouvons 
différencier quatre modèles hydrauliques : modèle de l’onde 
cinématique, modèle de l’onde diffusive, modèle de l’onde dynamique 
quasi permanente et modèle de l’onde dynamique. 
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 - Le modèle de l’onde cinématique implique que dans, l’équation 
dynamique, les termes d’inertie et le terme dû à la variation de la 
profondeur d’eau sont négligeables. Ainsi, l’équation de la quantité du 
mouvement est comme suit (Graf W. H. et Altinakar M. S. 1996) : 
fSS =0   
 
 - Le modèle de l’onde diffusive implique que dans l’équation de 
Saint-Venant, les termes d’inertie sont négligeables (Graf W. H. et 
Altinakar M. S. 1996) : 
 0=+− fo SSdx
dy  
 
 - Le modèle de l’onde dynamique tient compte de tous les termes. 
Ainsi, l’équation reste invariable (Graf W. H. et Altinakar M. S. 1996) :
 0)( =−−++ fo SSgdx
dyg
dx
dvv
dt
dv  
 
II.3.2 Modèle de l’onde cinématique  
 
Comme nous avons vu, l’équation de la conservation du mouvement est 
simplifiée comme : 
fSS =0  
Où  
· S0 pente du lit 
· Sf pente de friction ou de la line de l’énergie du flux. 
 
Nous pouvons obtenir S0 à partir de l’information topographique ou 
bathymétrique. En revanche, nous pouvons calculer Sf à partir de 
quelque formule de résistance, comme par exemple Manning ou Chézy. 
 
Si nous exprimons la vitesse moyenne du flux à partir de l’équation de 
Manning, le débit est de la forme : 
3
2
2
1
03
53/2
·
·1·
Pn
SASR
n
AQAVQ f ====   
· Q débit 
· A surface de la section transversale. 
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 · n coefficient de rugosité de Manning. 
· R rayon hydraulique c’est à dire le rapport entre la surface mouillée et 
le périmètre mouillé (R = A/P) 
· Sf = S0 pente de friction ou de la line de l’énergie du flux, et aussi 
pente du lit. 
· P périmètre mouillé 
 
Si nous déterminons A (surface de la section transversale) : 
 βα QQ
S
PnA ··· 5
3
5
3
2
1
0
3
2
=⎟⎟⎠
⎞
⎜⎜⎝
⎛=  
 
· α = [n· P(2/3)/S0(1/2)](3/5) 
· β = 3/5 
  
Si nous dérivons A par le temps, nous avons : 
dt
dQQ
dt
dA ··· 1−= ββα   
 
Lorsque l’on remplace A dans l’équation de continuité :  
0=+
dt
dA
dx
dQ  
 
Et nous obtenons : 
0··· 1 =+ −
dt
dQQ
dx
dQ ββα  
 
Les ondes cinématiques sont le résultat d’un changement du débit, Q. 
La dérivée totale du débit par la distance, x, vaut: 
x
t
t
Q
x
Q
dx
dQ
∂
∂
∂
∂+∂
∂=  
 
En comparant cette équation avec l’équation de continuité nous voyons 
qu'elles sont identiques si: 
 1··
10 −== ββα Qdt
dxet
dx
dQ  
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 Avec ceci, nous démontrons que 
 kcdA
dQ
dt
dx ==   
 
La célérité de l’onde cinématique (on appelle célérité c (m/s) de l'onde à 
la vitesse de propagation de l'onde) s’explique comme suit : si un 
« observateur » se déplace à une vélocité ck, il verrait que dQ/dx = 0, 
c’est-à-dire, que le débit est constant.  
 
Ces deux dernières équations sont les équations caractéristiques pour 
une onde cinématique. Elles sont deux équations différentielles 
ordinaires qui sont mathématiquement équivalentes aux équations de 
continuité et de quantité du mouvement.  
 
Si nous dérivons le débit Q par la surface A, en utilisant l’équation de 
Manning mais considérant n, S0, et P constants, ce qui est 
approximativement vrai quand la rivière est beaucoup plus large que 
profonde, nous pouvons trouver la célérité ck, comme : 
V
A
Q
A
A
Pn
S
A
AA
Pn
S
dA
dQck 3
5·
3
5·
·
·
3
5··
·
·
3
5 3
5
3
2
2
1
03
2
3
2
2
1
0 ==⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛==   
 
C’est-à-dire que la célérité de l’onde de crue cinématique est supérieure 
à la vélocité moyenne du flux. En utilisant l’équation de Manning, nous 
avons obtenu qu’elle vaut 5/3 de la vitesse moyenne du flux. 
 
Ce modèle, l’onde cinématique, considère que le débit est constant et 
que l’onde de crue n’est pas atténuée. C’est pour cela que le débit de 
pointe sera le même tout au long de la propagation.  
 
Avec cette méthode, nous pouvons obtenir le temps de transit de l’onde 
de crue entre les deux sections. Le temps pendant lequel le débit Q va 
de la section en amont à la section en aval est : 
 kc
Ltt += 0
 
Où 
· L est la distance entre les deux sections 
· t0 l’instant initial 
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 II.3.2.1 Avantages 
Avec le modèle  de l’onde cinématique, nous pouvons faire une première 
estimation du débit en aval. S’il n’y a pas une arrivée de débit 
intermédiaire, nous pouvons calculer le débit maximal qui pourra être 
observé en aval. De la même manière, on pourra connaître le temps 
qu'il faut pour que l'onde de crue arrive à la section en aval. Il s’agit 
d’une méthode très facile à mettre en œuvre.    
 
II.3.2.2 Inconvénients 
Le débit que nous obtenons avec cette méthode est seulement une 
approximation : cette méthode considère que l’onde de crue ne s’atténue 
pas (Fig6), seulement se déplace, mais l’onde tend à se raidir et à 
augmenter sa courbure [Graf W. H. et Altinakar M. S. 1996]. Par contre, 
dans la plupart des cas en rivière, les mouvements de crues sont 
gouvernés par la friction et l’inclinaison du lit (onde cinématique), c’est-
à-dire, cette méthode est très valide [Da Silva Rosa. B 2002].  
Il y a d’autres méthodes qui permettent d’estimer un débit un peu plus 
proche de la réalité du terrain.   
 
II.3.3 Propagation avec le modèle de l’onde diffusive 
 
L’équation de continuité reste valable : 
 0=++
dtdx
v
dx
y dydydv  
 
L’équation de la quantité de mouvement, n’utilise pas les termes 
d’inertie (Graf W. H. et Altinakar M. S. 1996). C’est donc : 
  0=+− fo SSdx
dy  
 
Si nous faisons une combinaison de ces deux équations, nous pouvons 
obtenir une équation différentielle unique, de forme parabolique (Graf 
W. H. et Altinakar M. S. 1996). Cette équation a besoin des conditions 
aux limites : en amont et en aval [J.-L. Bertrand-Krajewski 2006].  
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 Avec la méthode de l’onde diffusive nous obtenons une onde propagée 
avec une atténuation [Graf W. H. et Altinakar M. S. 1996]. Dans la 
(Fig6) nous pouvons voir une différence entre les deux ondes 
propagées :  
 
 
h h 
x
 t t 
t + ∆t 
t + ∆t 
 
 
 
  x 
 
Onde cinématique Onde diffusive  
 
Fig6 Atténuation d’une onde dans le cas de l’onde cinématique et de 
l’onde diffusive ; positions successives 
 
II.3.3.1 Avantages 
Cette méthode est valide pour tout type de canal et de flux (subcritique 
et hypercritique). Ce modèle est très bon si nous avons une situation en 
amont dans laquelle l’hydrogramme a une petite hausse. C’est-à-dire, 
dans des conditions où il y a peu d’inertie. 
 
Contrairement à l’onde cinématique qui se raidit au cours de sa 
propagation, l’onde diffusive tend à s’étaler au cours du mouvement. 
Par conséquence, nous obtenons un débit avec une atténuation, qui 
dans la majorité des cas de rivières avec pente faible, est normale 
[Ancey C. 2010].  
 
II.3.3.2 Inconvénients 
Comme nous l’avons écrit plus haut, cette méthode est valide en 
situations où il y a peu d’inertie (par rapport aux termes de l’équation 
de la dynamique que cette méthode utilise). Si la situation que nous 
étudions présente une inertie forte, cette méthode n’est pas très utile. 
Approximativement, nous pouvons dire que ce modèle est utile pour les 
grandes rivières, avec une pente faible. Dans le cas des grandes pentes 
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 (torrents de montagne, par exemple) le débit que nous obtenons avec 
cette méthode sera plus faible que le débit réel.   
 
II.3.4 Propagation avec le modèle de l’onde dynamique 
 
Comme nous l’avons écrit plus haut, la propagation de l’onde 
dynamique utilise tous les termes de l’équation de la conservation de la 
quantité de mouvement. Par conséquent, l’équation est : 
 
0)( =−−++ fo SSgdx
dyg
dx
dvv
dt
dv  
  
Cette équation est de type hyperbolique. Ce modèle considère toutes les 
forces qui interviennent dans le flux. De la même manière que la 
méthode de l’onde diffusive, on a besoin de conditions aux limites en 
amont et en aval.  
 
Le temps de calcul par la méthode de l’onde dynamique n’est pas très 
grand comparé avec le modèle de l’onde dynamique quasi permanente. 
C’est pour cela que le modèle de l’onde dynamique quasi permanente 
n’est pas présenté. [Nanía L. S. 2003] 
 
II.3.5 Méthode de Muskingum-Cunge 
 
Cunge (1969) combine les méthodes hydrauliques avec la simplicité de 
la méthode de Muskingum. Cunge calcule les deux constantes utilisées 
dans la méthode Muskingum, K et X, en utilisant les paramètres 
hydrauliques du lit. 
kc
xK Δ=  
)
···
1(
2
1
0 xcSB
QX
k Δ
−=  
           
· ∆x longueur de la section de cours d’eau (entre les deux sections de lit)  
· ck célérité de l’onde de crue correspondant à Q et B 
· B la largeur de la surface libre du cours d’eau 
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 · S0 pente moyenne de la section (entre les deux sections) 
 
Beaucoup d’auteurs considèrent que l’approximation ck = 5/3 V est 
valide, comme nous avons expliqué plus haut.   
 
Appliquer correctement cette méthode nécessite de choisir correctement 
Δt et Δx. C’est pour cette raison que le canal sera divisé en sous-sections 
pour les étudier séparément. Le débit calculé à la sortie de la section, 
sera l'entrée de la prochaine (U. S. Army Corps of Engineers, 1994). 
 
II.3.5.1 Avantages 
La modification de Cunge sur la méthode de Muskingum prend en 
compte les facteurs de conservation de la quantité de mouvement. Pour 
ces raisons, avec Muskingum-Cunge, les résultats obtenus sont plus 
proches de la réalité.  
 
Le principal avantage est que la solution est obtenue à partir d’une 
équation algébrique linéaire. C’est pour cela que nous obtenons 
l’hydrogramme au niveau des sections désirées et non pas en tous les 
points.  
 
Il y a beaucoup de programmes informatiques qui utilisent cette 
méthode. Par exemple HEC-HMS ou HEC-RAS (tous les programmes de 
l’U. S. Army Corps of Engineers sont en partie basés sur le modèle 
Muskingum-Cunge). 
  
II.3.5.2 Inconvénients 
Comme toutes les méthodes, le débit que nous obtenons en aval est une 
approximation.  
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 II.4 Modèle réduit 
 
Un modèle réduit est la « reproduction » de la réalité dans un petit 
format. À partir de la taille du bassin versant réel, un bassin versant 
réduit est construit en gardant un rapport d’échelle constant. Cette 
échelle est déterminée à partir du rapport entre la taille réelle et la taille 
du modèle. 
 
E = L modèle / L réelle 
 
II.4.1 Avantages 
 
Avec un modèle réduit nous obtenons de très bons résultats. À partir 
des données que nous obtenons dans le modèle réduit, si nous 
appliquons la relation correcte, nous pouvons extrapoler les résultats à 
la réalité.  
 
Cette méthode prend en compte de nombreuses caractéristiques du 
terrain, difficiles à intégrer dans les modèles mathématiques, par 
exemple les variations de la pente, les apports d’eau intermédiaires, etc. 
 
II.4.2 Inconvénients 
 
Cette méthode ne permet bien évidemment pas de généraliser à d’autres 
bassins versant.  
En outre, le modèle réduit est coûteux et nécessite beaucoup d’espace, 
pour sa construction.  
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 II.5 Conclusion générale du chapitre 
 
Dans ce chapitre, nous avons présenté différentes méthodes pour 
déterminer le débit d’un cours d’eau en aval à partir de la connaissance 
de son débit amont et des paramètres du lit de ce cours d’eau. Ces 
méthodes ont des limites, dues à l’imprécision de la prise en compte des 
caractéristiques du terrain. Néanmoins ces méthodes sont efficaces et 
largement utilisées, en particulier les méthodes de Muskingum, 
Muskingum-Cunge et la méthode des ondes dynamiques. 
 
Dans le cas de crue rapide, comme une crue éclair, ou une onde de crue 
provoquée par la rupture d'un barrage, ces méthodes atteignent leurs 
limites. Parmi les alternatives possibles, les modèles fondés sur les 
réseaux de neurones paraissent intéressants et vont ainsi faire l’objet de 
notre travail. 
 
En particulier les crues éclair posent la question des apports latéraux 
(affluents ou pluie intense) qui sont généralement assez mal pris en 
compte par les modèles que nous avons présentés, mais qui sont 
facilement intégrés dans les modèles neuronaux. 
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 III Réseaux de Neurones Artificiels (RNA) 
III.1 Introduction générale 
 
Les Réseaux de Neurones Artificiels apparaissent de l’idée de reproduire 
le fonctionnement du cerveau humain. Les éléments structurels du 
cerveau humain, les réseaux biologiques, [Ramón y Cajal, 1911], 
permettent d’effectuer des fonctions habituelles comme la 
reconnaissance, la perception ou le contrôle moteur. Ces capacités sont, 
grâce à la haute complexité de leur structure, formées par un nombre 
important de cellules nerveuses (neurones) massivement 
interconnectées et fonctionnant en parallèle. 
 
Nous pouvons dire, donc, que le cerveau humain est une structure 
complexe, non linéaire et parallèle de traitement d'information qui 
stocke sa connaissance dans leurs connexions et qui est capable de 
s’adapter à leur environnement. 
 
Les réseaux de neurones sont inspirés de la structure du cerveau. Ils 
ont pour objectif de résoudre un certain type de problèmes spécialement 
mal résolus par les techniques de programmation traditionnelles. Par 
exemple, un type de problème que les réseaux neuronaux devraient 
résoudre est la prévision des crues. 
 
Dans cette section, nous ferons une introduction aux neurones : Pour 
composition, les éléments qui interviennent, comme ils sont activés… 
Deuxièmement, nous présenterons les propriétés fondamentales des 
réseaux de neurones : l’approximation universelle et la parcimonie. En 
troisième lieu, l'apprentissage des neurones et les écueils soulevés, 
comme par exemple, le surajustement.  
III.1.1 Définition des réseaux neuronaux 
 
Le concept de réseau neuronal apparait en 1943, quand Walter Pitts et 
Warren McCulloch proposeront une « représentation » du cerveau basée 
en cellules interconnectées. Le 1959, Bernard Widrow et Marcial Hoff 
sont les premiers à utiliser les réseaux neuronaux dans un cas réel. 
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Après l’apparition de l’idée de réseau neuronal artificiel, beaucoup 
d'auteurs ont étudié ces structures. Pour cette raison, il n’y a pas une 
définition universelle.  
Ensuite, nous ferons un recueil des différentes définitions que nous 
avons trouvées : 
 
· Ils sont des systèmes adaptables qui apprennent des relations d'un 
groupe d’entrées et de sorties et ensuite ils sont capables de prédire un 
ensemble de données qui n'ont pas été préalablement vu, avec des 
caractéristiques semblables aux données d'entrée [ASCE Task 
Committee on Application of A. N. N. in Hydrology, 2000a].  
 
· Un réseau neuronal artificiel est un processeur distribué en parallèle 
qui stocke la connaissance d’expérience et il la rend accessible à 
l'utilisation. Il est assimilé au cerveau dans deux manières : 
 
1. La connaissance du réseau est obtenue par un processus 
d'apprentissage. 
 
2. Les poids des connexions inter-neuronales, connaissances comme 
poids synaptiques, sont utilisés pour stocker la connaissance. 
[Haykin, 1994] 
 
· Ils sont des systèmes cellulaires physiques qui peuvent acquérir, 
stocker et utiliser connaissance expérimental [Zurada, 1992]. 
 
· Ils sont des structures qu'ils prédisent à partir de l’ajustement de 
patrons et de processus de comparaison. [Abrahart et al., 2004].  
 
III.1.2 Le neurone formel 
 
Un neurone formel est un opérateur mathématique que, à partir de les 
variables d’entrée a la capacité (décision) de déterminer la sortie. Il 
effectue une somme pondérée de ses entrées suivie d’une 
transformation non linéaire pour déterminer la valeur de la sortie.  
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 Un neurone formel peut être représenté graphiquement comme (Fig7) : 
x0 
 
 
v ( ∑ )     f(v) 
 
x1 
 
 
 
xn 
y 
wn 
w1 
w0 
Fig7 Représentation graphique du neurone formel.  
 
Où  
· x0···n sont les variables (données d’entrée). 
· w0···n sont les paramètres (poids des connexions). 
· v est le potentiel (sommation pondérée). 
· f est la fonction d’activation. 
· y la valeur de sortie.  
 
III.1.2.1  Potentiel v 
Le potentiel v est la somme pondérée des variables du neurone. À cette 
pondération, s’ajoute un terme constant appelé biais, pour effectuer un 
décalage affine. v est donc l’opération suivant : 
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Dans les deux situations, w0 est le biais.  
 
III.1.2.2 La fonction d’activation 
La fonction d’activation f(.) est appliquée au potentiel v pour évaluer la 
sortie y du neurone. Il est donc : 
  
Il existe plusieurs fonctions d’activation.  
 
· Fonction de l’échelon :     
  
f (v) 
v 
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f (v)  
 
· Fonction signe :    ⎭⎬
⎫
⎩⎨
⎧
<−
≥+=
01
01
)(
vsi
vsi
vf
v 
 
f (v)  
 
· Fonction linéaire :  vvf =)(  v 
 
 
 
 
f (v) 
· Fonction sigmoïde :  ve
vf −+= 1
1)(  v 
 
 
La fonction sigmoïde est la plus utilisées [Abrahart R.J et al.] 
 
 
III.1.3 Réseaux de neurones 
 
Un réseau de neurones est une assemblée de neurones connectés entre 
eux d’une manière particulière : l’architecture (architecture de neurones 
ou architecture de réseaux de neurones). On distingue deux types de 
neurones : 
 
 · Neurones cachés, 
 
 · Neurones de sortie. 
 
Les neurones cachés ne sont pas la sortie du réseau, c’est-à-dire, la 
sortie du neurone caché est l'entrée d'un autre neurone : d’un autre 
neurone caché aussi, ou d’un neurone de sortie. Par contre, la sortie du 
neurone de sortie, est la sortie du réseau. Dans la figure suivante (Fig8) 
nous pouvons observer une représentation de ces deux types de 
neurones : 
40 
  
 Données   Couche de   Couche de  Sortie 
  d’entrée       neurones cachés      sortie   
 
 
Fig8 Représentation graphique des types de couches de neurones 
 
Dans les réseaux neuronaux, nous pouvons distinguer deux classes : 
 · Réseau de neurone statique, 
 · Réseau de neurone dynamique. 
III.1.3.1 Réseau de neurone statique 
Dans les modèles de réseau statique le temps n’intervient pas. Le 
neurone évalue la valeur de sa sortie de manière instantanée, à partir 
de la somme pondérée des données d’entrée. Ce type de réseau n’a pas 
de mémoire.  
 
Le réseau statique, est appelé non bouclé. La figure précédente, (Fig8) 
est une représentation graphique d’un réseau statique ou non bouclé. 
III.1.3.2 Réseau de neurone dynamique 
Les réseaux de neurones dynamiques ont la capacité « d’apprendre » 
avec le temps. Cette modèle de réseau permet établir une relation entre 
entrées/sorties ou entrées précédents/sorties. Cela ajute de la 
« mémoire » sur le réseau.  
 
La façon que le réseau a pour apprendre est avec une « recirculation » 
des sorties. Graphiquement, dans la (Fig9), nous pouvons observer ce 
type de réseau. 
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Où 
 
 est la valeur 
de sortie précédente : 
Si les données 
d’entrée sont à 
l’instant « t », l’entrée 
 
 est la valeur de la 
sortie à « t-1 ». 
Fig9 Représentation graphique du réseau dynamique. 
 
Comme nous pouvons le voir, la dernière donnée d’entrée est la sortie 
du réseau, à l’instant de « t » précédent.  
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 III.2 Propriétés fondamentales des réseaux de neurones 
 
La propriété fondamentale des réseaux de neurones est l’approximation 
parcimonieuse. Cette expression comprend deux propriétés distinctes : 
L’approximation universelle, et la parcimonie. 
 
III.2.1 L’approximation universelle 
 
La propriété d’approximation universelle [Cybenko 1989 et Funahashi 
1989] peut s’énoncer de la façon suivante : 
 
« Toute fonction bornée suffisamment régulière peut être approchée 
uniformément, avec une précision arbitraire, dans un domaine fini 
de l’espace de ses variables, par un réseau de neurones 
comportant une couche de neurones cachés en nombre fini, 
possédant tous la même fonction d’activation, et un neurone de 
sortie linéaire. » 
 
À partir de cette propriété, nous pouvons choisir l’architecture de 
réseaux. 
 
III.2.2 La parcimonie 
 
Si nous faisons une modélisation d’un processus, nous voulons obtenir 
les résultats les plus satisfaisants possibles avec un nombre minimum 
de paramètres ajustables. Dans ce cas, [Hornik 1994] à montré que : 
 
« Si le résultat de l’approximation (c’est-à-dire la sortie du réseau 
de neurones) est une fonction non linéaire des paramètres 
ajustables, elle est plus parcimonieuse que si elle est une fonction 
linéaire de ces paramètres. De plus, pour des réseaux de neurones 
à fonction d’activation sigmoïdale, l’erreur commise dans 
l’approximation varie comme l’inverse du nombre de neurones 
cachés, et elle est indépendante du nombre de variables de la 
fonction à approcher. Par conséquent, pour une précision donnée, 
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 donc pour un nombre de neurones cachés donné, le nombre de 
paramètres du réseau est proportionnel au nombre de variables de 
la fonction à approcher. » 
 
Cette propriété montre l'intérêt des réseaux de neurones par rapport à 
d'autres approximateurs non linéaires comme les polynômes dont la 
sortie est une fonction linéaire des paramètres ajustables : pour un 
même nombre d'entrées, le nombre de paramètres ajustables à 
déterminer est plus faible pour un réseau de neurones que pour un 
polynôme. 
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 III.3 Apprentissage des réseaux de neurones 
 
Quand nous avons défini l’architecture d’un réseau, il est nécessaire de 
faire un apprentissage pour déterminer le poids des paramètres 
(connexions) pour obtenir une valeur de sortie semblable à l’objectif 
initial.  
 
Cet apprentissage s’effectue grâce à la minimisation de la fonction de 
coût. Cette fonction est calculée à partir de les données historiques que 
nous disposons : nous voulons obtenir l’erreur minimum entre la sortie 
du réseau et la valeur réelle. 
 
La fonction de coût la plus utilisée est la fonction des moindres carrés ; 
si nous avons les données d’entrée {x1···n} avec ses correspondants 
valeurs observées réels {D1···n}, et las valeurs que nous obtenons à la 
sortie du réseau {y1···n}, la fonction de coût J(w) est définie comme : 
∑
=
−=
n
k
kk DywJ
1
2)()(  
 
III.3.1 Minimisation de la fonction de coût 
 
Si le modèle est non linéaire par rapport aux paramètres, les méthodes 
de résolution linéaires, comme la fonction de coût des moindres carrés, 
ne sont pas utilisables. Il faut alors recourir aux méthodes itératives 
pour obtenir une estimation des paramètres [M. S. Toukourou 2009].  
 
Pour faire l’optimisation, la première étape est de calculer le gradient de 
la fonction de coût J(w). Nous utiliser faire un algorithme itératif pour 
modifier les paramètres. À partir d’un point de la fonction de coût, nous 
devons trouver la direction de descente de la fonction de coût. Nous 
devons avancer en ces direction jusqu’à le pas suivant. Ainsi, nous 
trouvons un nouveau point. Nous devons faire cette propagation jusqu’à 
satisfaction d’un critère d’arrêt. 
∇
 μ)·(1 wJww kk ∇−= −  
Où w = paramètres, ∇J(w) = gradient de la fonction de coût et µ = pas. 
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 Dans le cas des réseaux de neurones, on utilise normalement 
l’algorithme de rétropropagation de l’erreur pour le calcul du gradient 
[Rumelhart 1986].  
 
Il existe plusieurs méthodes pour faire la minimisation. Les plus connus 
sont : 
· Méthode du gradient à pas constant 
· Méthode du gradient à pas variable 
· Méthode de Newton 
· Méthode de quasi-Newton 
· Méthode de Levenberg-Marquardt 
 
Chaque méthode d’optimisation possède des avantages et des 
inconvénients. La méthode de Levenberg-Marquardt, actuellement la 
plus utilisé, présente un intérêt pratique car elle converge très 
rapidement et peut être utilisée sans choisir le pas. 
 
III.3.2 Le problème de surajustement 
 
L’objectif est trouver la meilleure approximation possible de la fonction 
de régression, à partir des données disponibles. Cette approximation est 
faite à partir de l’estimation des paramètres, pour ajuster la valeur de 
sortie (du réseau neuronal) à la donnée de « sortie » mesurée.  
 
Il existe le risque que le modèle ne s’ajuste pas à la fonction de 
régression, mais aux données et au bruit. Un modèle qui est ajusté au 
bruit est incapable de « prédire » parce que le modèle dépend de la 
réalisation particulière du bruit présent dans les données 
d’apprentissage. Le phénomène est d’autant plus important que la 
complexité du réseau est importante.  
 
III.3.2.1 Biais et variance des modèles 
L’objectif de l’apprentissage est de trouver une relation entre « qualité de 
l’apprentissage », et « capacité de généralisation », compromis connu 
également sous le nom de « dilemme biais-variance ». 
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 Le surajustement est souvent expliqué à partir des mots biais et 
variance. Ces deux mots sont introduits par [Geman et al., 1992]. Le 
biais caractérise l’écart des estimations aux mesures (lié à la valeur du 
bruit), et la variance qui exprime la sensibilité du modèle aux mesures 
utilisées pour l’apprentissage. 
 
Il existe de différentes méthodes pour essayer d’éviter le surajustement. 
Les plus connues sont l’arrêt précoce, la pénalisation ou modération des 
poids et la validation croisée [M. S. Toukourou 2009]. 
 
III.3.2.1.1 Régularisation par « Arrêt prématuré » 
La méthode d’arrêt prématuré ou arrêt précoce consiste à arrêter 
l'apprentissage avant qu'il ne commence à s'ajuster au bruit contenu 
dans les points d'apprentissage.  
Pour déterminer quand l’apprentissage devra arrêter, nous devons 
disposer d’autres données (données de validation). Avec ces données 
nous devons arrêter l’apprentissage quand la fonction de coût 
commencera à croître. [Monari, G. 1999, M. S. Toukourou 2009] 
 
Dans la (Fig10) pouvons voir un exemple graphique de l’arrêt 
prématuré, avec les ensembles d’entraînement et les données de 
validation : 
 
Fig10 Illustration de « l’arrêt précore » 
 
III.3.2.1.2 Régularisation par « modération des poids » 
La seconde technique, régularisation par modération des poids (weight 
decay) consiste à ajouter un terme supplémentaire à la fonction de coût 
qui pénalise les poids trop élevés. 
 
E
rr
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r 
 
Temps 
Données d’entraînement 
Données de validation 
Arrêt de l’entraînement 
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 Une valeur élevée d'un paramètre d'un neurone rend la sortie très 
sensible à la valeur de la variable d'entrée correspondante. Par 
conséquent aussi au bruit de cette variable. Dans la pratique, nous 
observons qu’en situation de surajustement certains paramètres du 
réseau obtiennent des valeurs absolues trop élevées.  
 
Pour éviter ce phénomène, une solution consiste à ajouter à la fonction 
de coût des moindres carrés un terme de régularisation qui pénalise les 
grandes valeurs absolues des paramètres :  
∑
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Où 
· J, J’ fonctions de coût. 
· α hyperparamètre qui détermine l’importance relative des termes dans 
la fonction de coût. 
· w paramètres du réseau. 
· n nombre de paramètres du réseau.  
 
Nous pouvons utiliser différents hyperparamètres, selon qu’ils soient : 
0α  pour les neurones cachés, 1α  pour le neurone de sortie et 2α  pour 
les variables d’entrée aux neurones cachés [Stricker, M. 2000]. 
Ainsi, nous pouvons déterminer le poids des différents types de 
paramètres : 
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Où 
· J, J’ fonctions de coût. 
· α hyperparamètres. 
· w0 vecteur des paramètres de les neurones cachés. 
· w1 vecteur des paramètres de les neurone de sortie. 
· w2 vecteur des paramètres de les variables d’entrée aux neurones 
cachés. 
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 III.4 Application de réseaux neuronaux pour la prévision 
de crues éclair 
 
Comme nous avons vu, les réseaux neuronaux sont un outil puissant 
surtout pour la reconnaissance de modèles et de prévision. En général 
les phénomènes hydrologiques sont considérés comme dynamiques, 
non linéaires et difficiles à modéliser. Concrètement, les crues éclair 
sont crues dont l’apparition est soudaine, souvent difficilement prévisible, 
dont le temps de montée est court et le débit spécifique relativement 
important. Ces crues éclair sont donc généralement liées à des épisodes 
pluvieux intenses et se manifestent souvent sur des bassins de taille 
modérée. [Association Internationale des Sciences Hydrologiques].  
 
Pour cette raison, du fait que les crues éclair sont un phénomène 
difficile à prédire et à modéliser, il est intéressant d'utiliser des réseaux 
neuronaux. Avec cet outil, nous pouvons modéliser le phénomène sans 
connaître strictement « Ce qui se passe ». À partir des données 
historiques que nous disposons il est possible « de former » un réseau 
pour prédire ce qui se passera.  
 
Les principaux problèmes que nous pouvons avoir avec les réseaux 
neuronaux sont donnés par les variables que nous avons choisies par 
l’architecture du réseau et par des problèmes de surajustement. Dans 
la section précédente nous avons présenté des méthodes évitant le 
surajustement. 
 
Pour choisir les variables adéquates, nous nous baserons sur les 
recherches que des auteurs différents ont faites. Dans le tableau 
suivant apparaissent des références à différents auteurs qui ont 
appliqué des réseaux neuronaux à l'hydrologie. Apparaît l'auteur, 
l'année de publication, les variables qu'il a utilisées d'entrée, la variable 
qui obtient, le bassin où elle a été appliquée et la technique (Tab1). 
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Auteur Ann. Entrée Sortie Bassin Surf. (km2)  Technique  
Abrahart et See 2000 
Débits, Débits 
différenciés et 
facteurs d'station   
 Débits   
Upper River 
Wye et the 
River Ouse, UK  
 S/D  SOM/MLP  
Abrahart 2001 
Débits, 
précipitation et 
facteur de 
périodicité 
 Débits   
River Wye, 
Galles   
10,55 MLP/BPNN   
Anctil et al. 2005 
Débits et 
précipitation   
 Débits   France et USA   
 
500<S<8,000  
MLP/BPNN   
Anctil et al. 2006 
Débits et 
précipitation   
 Débits  
Bas-en-Basset, 
France  
3,234 MLP/BPNN  
Anmala et al. 2000 
précipitation et 
température   
 Débits   
Council Grove, 
El Dorado 
Marion, USA   
600 MLP/BPNN  
Birikundavyi et 
al. 
2002 
Débits, 
précipitation, 
température et 
neige   
 Débits  
Mistassibi, 
Canada  
9,32 MLP/BPNN  
Chau et al. 2005 Hauteur d'eau  
 Hauteur 
d'eau  
Yangtze, Chine   S/D   ANN-GA et ANFIS   
Chiang et al. 2004 
Débits et 
précipitation  
 Débits  
Lan-Yang, 
Taiwan  
978 
MLP/BPNN-
CC/RTRL    
Cigizoglu 2003 
Débits et facteur de 
périodicité  
 Débits  
Göksu, 
Turquie  
 S/D  S/D  
Cigizoglu 2005 Débits    Débits   
Ergene, 
Turquie   
 S/D   GRNN   
Clair et Ehrman 1996 S/D    Débits   Canada    S/D   S/D   
Coulibaly et al. 2000 
Débits, 
précipitation, 
température et 
neige   
 Débits  
Chute-du-
Diable, 
Canada  
9700 MLP/BPNN-LM  
Coulibaly et al. 2005 
Débits et 
précipitation   
 Débits   
Kipawa et 
Matawin, 
Canada   
 5,960 et 
4,118   
MLP/LM   
Crespo et Mora 1993 S/D    Débits   
Pisuena, 
Espagne   
 S/D   S/D   
Dawson et Wilby 1998 S/D    Débits   Mole, UK    S/D   S/D   
Dawson et Wilby 1998 S/D    Débits   Amber, UK    S/D   S/D   
Dawson et al. 2006 
Description du 
bassin   
 Débits   850 de UK    1 a 9,951   MLP/BPNN   
Deka et al. 2005 Débits    Débits   
Brahmaputra, 
Inde   
    
FL-MNN-
MLP/BPNN  
Diamantopoulou 
et al. 
2006 
Débit dans le point 
et en amont 
 Débits  
Aliakmon, 
Grèce  
5,005 TDNN/CC  
Dibike et 
Solomatine 
1999 
Débits, 
précipitation, 
évapotranspiration   
 Débits  
Apure, 
Venezuela  
40 MPL-RBF  
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Auteur Ann. Entrée Sortie Bassin Surf. (km2)  Technique  
Dolling et Varas 2002 
Débits, 
précipitation, 
température, 
Humidité, heures 
du soleil, numéro 
du mois, vent, 
neige 
 Débits   
San Juan, 
Argentine   
20 MIMO/CC/BPNN   
Elshorbagy et 
al. 
2000 
Débits, 
précipitation total, 
Indice de 
précipitation 
précédent, Indice 
de fonte de neige, 
Indice de 
température de 
l'hiver 
 Débits  Red, Canada  61 MLP/BPNN  
Fernando et 
Jayawardena 
1998 
Débits et 
précipitation   
 Débits   
Expérimental, 
Japon   
3,12 RBF/OLS   
Furundzic 1998 
Débits, 
précipitation et 
température   
 Débits   
Lim, 
République 
Tchèque   
3,16 SOM/MLP   
Garbrecht 2006 
Débits, 
précipitation, 
identificateur du 
mois, précipitation 
en excès 
 Débits   
Fort Cobb, 
USA   
815 MLP/BPNN   
García-Bartual 2002 
Débits et 
précipitation  
 Débits  
Serpis, 
Espagne  
460 MLP/BPNN  
Golob et al. 1998 S/D    Débits   
Soca, La 
Slovénie   
 S/D   S/D   
Hsu et al. 1995 S/D    Débits   Leaf, USA    S/D   S/D   
Hsu et al. 2002 
Débits et 
précipitation   
 Débits   
Leaf River, 
USA   
1,949 SOLO   
Imrie et al. 2000 Débits    Débits   Trent, UK   7,486 CC   
Imrie et al. 2000 Débits    Débits   Dove, UK   883 CC   
Jain et Indurthy 2003 
Débits et 
précipitation   
 Débits   
Salado Creek, 
San Antonio   
63,232 MLP/BPNN   
Jain et 
Srinivasulu 
2006 
Débits et 
précipitation 
effective   
 Débits   Kentucky   17,82 SOM   
Jayawardena et 
Fernando 
1998 
Débits et 
précipitation   
 Débits   
Kamihonsha, 
Japon   
3,12 RBF   
Karunanithi et 
al. 
1994 Débits    Débits   Hurton, USA    S/D   MLP/CC   
Kerh et Lee 2006 
Débits et facteurs 
d'stations en amont 
 Débits  
Kaoping, 
Taiwan  
 3,075,5  MLP/BPNN-LM  
Kisi 2004 Débits    Débits   
Göksudere, 
Turquie   
 S/D   MLP/BPNN   
Kneale et al. 2001 Hauteur d'eau  
 Hauteur 
d'eau  
Tyne, UK   2,92 BPNN-TDNN   
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Auteur Ann. Entrée Sortie Bassin Surf. (km2)  Technique  
Koskela 2003 
Débits, 
précipitation et 
température 
 Débits   
Jökulsa Eystri, 
Islande   
 S/D   RSOM   
Lauzon et al. 2006 
Débits et 
précipitation 
 Débits  
Bas-en-Basset, 
France  
3,234 MLP  
Liong et al. 2000 Hauteur d'eau 
 Hauteur 
d'eau  
Ganges, 
Brahmaputra 
et Meghna, 
Bangladesh   
 1,500,000  MLP/BPNN  
Lorrai et Sechi 1995 S/D  Débits   Araxisi, Italie    S/D   S/D   
Minns et Hall 1996 S/D  Débits   S/D    S/D   S/D   
Moradkhani et 
al. 
2004 
Débits, 
précipitation et 
température 
 Débits   Salt, USA   10 SORB   
Muttiah et al. 1997 S/D  Débits   USA    S/D   S/D   
Pan et Wang 2004 
Débits et 
précipitation 
 Débits  
Wu-Tu, 
Taiwan  
204 SSNN-DRNN  
Poff et al. 1996 S/D  Débits   
Little 
Patuxent, USA   
 S/D   S/D   
Pulido-Calvo et 
Portela 
2006 
Débits, Débits 
différenciés et 
atténué avec une 
fonction 
 Débits  Tua, Portugal  3,718 
ARIMA-
MLP/BPNN  
Pulido-Calvo et 
Portela 
2006 
Débits, Débits 
différenciés et 
atténué avec une 
fonction 
 Débits  Coa, Portugal  1,685 MLP/BPNN  
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   Krishna, Inde   26,2 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   Narmada, Inde  17,157 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   
Bird Creek, 
USA   
2,344 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   
Brosna, 
Irlande   
1,207 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   
Garrapatas, 
Colombie   
1,49 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits   Kizu, Japon   1,445 MLP/BPNN   
Rajurka et al. 2004 
Débits et 
précipitation 
 Débits  
Pampanga, 
Philippines  
5,273 MLP/BPNN  
Raman et 
Sunilkumar 
1995 S/D  Débits  Inde   S/D  S/D  
Sahoo et Ray 2006 
Hauteur, vitesses, 
large et surface du 
section 
 Débits   Manoa, Hawaï   15,5 MLP et RBF/BPNN  
Sahoo et Ray 2006 
Hauteur, vitesses, 
large et surface du 
section 
 Débits   
Waiakeakua, 
Hawaï   
2,75 MLP et RBF/BPNN  
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Auteur Ann. Entrée Sortie Bassin Surf. (km2)  Technique  
Sahoo et al. 2006 
Hauteur, 
précipitation et 
évapotranspiration   
 Débits  
Manoa–Palolo, 
Hawaï  
24,6 MLP/BPNN  
Sahoo et al. 2006 
Hauteur, 
précipitation et 
évapotranspiration   
 Débits  Manoa, Hawaï  2,675 MLP/BPNN  
Sajikumar et 
Thandaveswara 
1999 
Débits et 
précipitation 
effective   
 Débits   Lee, UK   1,419 TBPNN   
Sajikumar et 
Thandaveswara 
1999 
Débits et 
précipitation 
effective   
 Débits   
Thuthapuzha, 
Inde   
1,03 TBPNN   
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits  
Sunkosi-1, 
Népal  
18 MLP/BPNN  
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits  
Yanbian, 
Chine  
2,35 MLP/BPNN  
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits  
Brosna, 
Irlande  
1,207 MLP/BPNN  
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits   
Bird Creek, 
USA   
2,344 MLP/BPNN   
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits   
Wolombi 
Brook, 
Australie   
1,58 MLP/BPNN   
Shamseldin 1997 
Débits, 
précipitation, 
valeurs 
saisonnières   
 Débits  
Sunkosi-3, 
Chine  
3,092 MLP/BPNN  
Shukula et al. 1996 S/D   
 Hauteur 
d'eau  
S/D    S/D   S/D   
Smith et Eli 1995 précipitation   
temps et 
débit de 
pointe 
Grid 5x5 cells    S/D   MLP/BPNN   
Solomatine et al. 2004 
Débits et 
précipitation   
 Débits   Xixian, Chine   10,19 TM5-MLP/BPNN   
Sureerattanana 
et Phien 
1997 S/D    Débits   
Mae Klong, 
Thaïlande   
 S/D   S/D   
Tawfic et al. 1997 S/D    Débits   Nilo    S/D   S/D   
Thirumalaiah et 
Deo, 
998a Hauteur d'eau 
 Hauteur 
d'eau 
Indravathi, 
Inde  
  S/D  
 
MLP/CC,CG,BPNN  
Thirumalaiah et 
Deo, 
998b S/D   Débits  Bhasta, Inde    S/D  S/D  
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Auteur Ann. Entrée Sortie Bassin Surf. (km2)  Technique  
Thirumalaiah et 
al. 
2000 Hauteur d'eau 
 Hauteur 
d'eau 
Godavari, Inde  313 MLP/CC,CG,BPNN  
Thirumalaiah et 
al. 
2000 
Débits et 
précipitation   
 Débits   Bhatsa, Inde   399 MLP/CC,CG,BPNN  
Tokar et Jonson 1999 
précipitation, 
température et 
neige   
 Débits   
Little 
Patuxent, USA   
98,4 MLP/BPNN   
Tokar et al. 2000 
précipitation et 
température   
 Débits   
Little 
Patuxent, USA   
98,4 MLP/BPNN   
Tokar et al. 2000 
Débits, 
précipitation, 
température et 
neige   
 Débits  Fraser, USA  458,2 MLP/BPNN  
Tokar et al. 2000 
Débits, 
précipitation et 
température  
 Débits  Raccoon, USA  960 MLP/BPNN  
Toth et Brath 2002 
Débits et 
précipitation   
 Débits   Sieve, Italie   830 MLP/BPNN   
Wang et al. 2006 Débits    Débits   
Amarillo, 
Chine   
133,65 TNN/CNN/PNN   
Wangwongwiroj 
et Sukluan 
2004 Hauteur d'eau  
 Hauteur 
d'eau  
Chao Phraya, 
Thaïlande   
 S/D   MLP/BPNN   
Wu et al. 2005 
Débits et 
précipitation   
 Débits   
Cape Fear, 
USA   
96,2 MLP/BPNN   
Yang et al. 1996 S/D   
 Hauteur 
d'eau  
S/D    S/D   S/D   
Zealand et al. 1999 
Débits, 
précipitation, 
température et 
neige   
 Débits  
Winnipeg, 
Canada  
20 MLP/BPNN  
Zhang et 
Govindaraju 
2003 
Débits et 
précipitation   
 Débits   
Back Creek, 
Inde   
62,4 MLP/BPNN   
Zhang et 
Govindaraju 
2003 
Débits et 
précipitation   
 Débits   
Kentuck 
Creek, Inde   
71,2 MLP/BPNN   
 
Tab1 différents auteurs qui ont appliqué des réseaux neuronaux en 
hydrologie. Référence : Pujol Reig, L. Predicción de Caudales en tiempo 
real en grandes cuencas utilizando Redes Neuronales Artificiales. 
(Prédiction de débits en temps réel dans grand bassin versant en utilisant 
réseaux neuronaux artificiels). 
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 Légende des sigles 
 
ANFIS  Adaptive Network based Fuzzy Inference System   
ARIMA  Autoregressive Integrated Moving Average   
BPNN  BackPropagation Neural Network   
CC  Cascade Correlation   
CG  Conjugate Gradient   
CNN  Cluster Neural Network   
FL  Fuzzy Logic   
GA y ANFIS Genetic Algorithm   
GRNN  Generalized Regression Neural Networks   
LM  Levenberg Marquardt   
MIMO  Multi Input Multi Output   
MLP  Multi Layer Perceptron   
OLS  Orthogonal Least Squares   
PNN  Periodic Neural Network   
RBF  Radial Basis Function   
RSOM  Recurrent Self-Organizing Map   
RTRL  Real Time Recurrent Learning   
S/D  Sin Datos   
SOLO  Self-Organizing Lineal Output   
SOM  Self-Organizing Map   
SORB  Self-Organizing Radial Basis   
SSNN-DRNN State Space Neural Network - Dynamic Recurrent Neural Network  
TBPNN  Temporal BackPropagation Neural Network   
TDNN  Time Delay Neural Network   
TM5  Tree M5   
TNN  Threshold Neural Network   
 
À partir de ce tableau, nous pouvons dire que : 
 
· L’objectif général des différents auteurs est de prédire le débit. 
· Les variables plus utilisées sont les précipitations et le débit. 
· L’architecture la plus utilisé est le perceptron multicouche   
 
Il n'y a pas une règle de base qui dit qu'une architecture de réseau est 
meilleure ou pire. Normalement nous devons prouver et trouver 
l'architecture qui nous réussit le mieux. 
 
Dans l’illustration (Fig11) suivante, nous pouvons observer une 
comparaison d’une RN avec différentes variables d’entrée. [Sahoo, G. B. 
2006]. Il s'agit d'un réseau neuronal 4-4-2-1 (4 neurones d’entrée, 4 
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neurones cachés dans la première couche, 2 neurones cachés dans le 
deuxième étage et un neurone de sortie). L’auteur a comparé les 
résultats obtenus avec des différentes variables. (Graphiques A-D 
station WK, graphiques E-H station KHS 
 
Fig11 Comparaison des différents résultats obtenus à partir des 
variables utilisées. (a) toutes les variables. (b) toutes les variables moins 
évapotranspiration. (c) hauteur de l’eau comme unique entrée et (d) toutes 
les entrées moins l’hauteur de l’eau. (e) toutes les variables. (f) toutes les 
variables moins évapotranspiration. (g) hauteur de l’eau comme unique 
entrée et (d) relation entre l’hauteur et le débit dans la station KHS. 
[Sahoo, G. B. 2006] 
 
III.4.1 Conclusion générale du chapitre 
 
Comme nous avons vu, l’utilisation des réseaux neuronaux pour la 
prédiction de débits est une technique valide et qui durant les dernières 
années est utilisé de manière généralisée.  
 
Pour obtenir des bons résultats, nous devrons choisir l’architecture 
adéquate (celle qui produit les meilleurs résultats) et aussi choisir les 
variables correctes. En outre, il est nécessaire d'éviter le surajustement. 
Pour ceci, nous aurons besoin de beaucoup de données, pour pouvoir 
former (effectuer l'apprentissage) et valider notre réseau 
 IV Zone d’étude 
IV.1 Introduction générale 
 
Comme nous avons présenté dans les premières sections, l’objectif de ce 
travail est de modéliser le phénomène hydrologique de la propagation 
d’hydrogrammes à partir de réseaux de neurones, dans le cas de crues 
éclair.  
 
Après les bases théoriques concernant la propagation d'hydrogrammes 
et les réseaux neuronaux, nous présenterons maintenant la zone où on 
appliquera la modélisation.  
 
D'abord, nous présenterons le bassin d’étude, la zone où on veut 
déterminer le débit et ensuite les différentes stations limnimétriques et 
pluviométriques sur le Gardon. 
 
IV.2 Bassin versant du Gardon 
 
Le bassin versant du Gardon est situé dans le département du Gard. Le 
Gardon prend sa source dans les Cévennes pour traverser ensuite le 
département du Gard d’ouest en est.  
 
La situation de sa source, dans les Cévennes, est un lieu enclin aux 
crues éclair. Dans la figure suivant (Fig12) ont pouvons voir sa 
situation. 
 
Le Gardon n’est pas une unique rivière ; il s’agit d’un réseau de rivières 
qui ensuite « créent » le Gardon, l’affluent du Rhône. Ainsi, nous 
pouvons trouver le Gardon d’Anduze, le Gardon d’Alès, Gardon de 
Mialet… 
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 IV.3 Caractéristiques du Gardon 
 
La surface totale du bassin versant du Gardon est estimée à 2200 km2 
et la longueur de la rivière est approximativement 128 km. Pour la 
situation du Gardon, cette rivière est une rivière typiquement 
méditerranéenne : 
 
 · Pluviométrie irrégulière avec de fortes intensités 
 
· Ruissellement élevé lié à la géologie des Cévennes et aux fortes 
pentes longitudinales 
 
· Régime des cours d’eau très irrégulier avec des crues subites 
pouvant être catastrophiques. 
 
Comme curiosité, il existe le mot gardonnade, qui est un terme pour 
définir le type de crues qui existent dans cette rivière : crues subites et 
violentes.  
 
IV.4 Zone d’application des réseaux de neurones 
 
L’objectif que nous nous proposons est de déterminer le débit à la ville 
d’Anduze. 
 
Pour faire la propagation de l'hydrogramme, nous partirons des débits 
connus en amont, dans les stations de Mialet et Saumane. La station de 
Mialet est située dans le Gardon de Mialet tandis que l’autre, Saumane, 
est située dans le Gardon de Saint-Jean. Ces deux rivières conflent en 
amont d’Anduze.  
 
Nous disposerons aussi de différentes données de pluie distribuées en 
amont du bassin. Celles-ci sont donnés par les stations de : 
 
· Barre des Cévennes 
· Saint Roman de Tousque 
· Soudorgues 
59 
 · Anduze 
· Mialet 
· Saumane 
 
Dans la carte suivante (Fig13), nous pouvons voir les différentes 
stations. Sont marquées les stations pluviométriques et les trois 
stations de contrôle de débit (situation approximative).  
 
Fig13 Carte avec la distribution des stations pluviométriques et de débit. 
 
Comme nous pouvons voir, l’ensemble des stations permet d’accéder à 
une bonne représentation de la pluie sur le « bassin versant d’Anduze ». 
 
IV.5 Conclusion générale du chapitre 
 
Comme nous avons expliqué dans cette section, notre objectif sera de 
prédire le débit à Anduze à partir des données historiques de pluie et 
débit. Ces données seront présentées dans le chapitre suivant. À partir 
de ces données, nous devrons faire l’apprentissage du réseau neuronal 
pour prédire le débit à Anduze 
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 V Données historiques  
V.1 Introduction générale 
 
Comme nous avons vu dans les chapitres précédents, pour qu'un 
réseau neuronal fonctionne d'une manière satisfaisante, nous devons 
disposer de bonnes données. Dans cette section nous allons présenter 
les données dont nous disposons et comment nous les allons traiter 
pour pouvoir les utiliser. 
 
Nous expliquerons d'abord quelles données nous utiliserons et 
pourquoi. Nous présenterons ensuite les différents épisodes de pluie 
avec lesquels nous travaillerons et finalement une synthèse des 
données obtenues par les stations. 
 
V.2 Discrétisation des données  
 
Bien que l'on dispose de toutes les données de pluie du bassin 
d'Anduze, l'objectif de ce travail est de vérifier si on peut prédire le débit 
en aval à partir de la propagation d'hydrogrammes en utilisant des 
réseaux neuronaux. Pour cette raison, les données de pluie des stations 
en amont d’Anduze ne seront pas utilisées. Nous travaillerons 
seulement avec les données débits d’eaux en amont (stations de Mialet 
et Saumane) comme « représentation » de la pluie. Au contraire, ces 
deux données sont insuffisantes, puisque ce débit est l'eau reprise en 
amont mais ne tient pas compte de la pluie à Anduze. Pour pouvoir 
représenter d'une manière complète la pluie qui tombe sur le bassin 
d'Anduze et pour accomplir l'objectif de ce travail (propagation 
d'hydrogrammes), on utilisera alors les données suivantes : 
 
· Débit à Mialet. 
 
Coord. X 
(m) 
Coord. 
Y(m) 
Dist. à Anduze 
(Km) 
Anduze 732162 1896929  
Mialet 726005 1903989 9,4 
Saumane 714186 1903094 19,0 
 
· Débit a Saumane 
 
· Pluie à Anduze 
 
 
Tab2 Coordonnées et distance à Anduze 
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 Dans la figure suivante (Fig14) nous pouvons voir une représentation 
de ces stations : 
 
Fig14 Représentation de la propagation de débits et la pluie à Anduze  
 
V.3 Traitement des données 
 
Ensuite nous ferons le traitement de données. Nous présenterons 
d'abord les épisodes de crue que nous traiterons. Ensuite, les données 
obtenues dans ces épisodes et finalement un résumé de ces données. 
 
V.3.1 Épisodes de pluie et crue 
 
Les données que nous disposons sont les épisodes de pluie suivants : 
 
 · 22 à 24  septembre 1994 
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  · 3 à 6  octobre 1995 
 · 13 à 15  octobre 1995 
 · 10 à 13  novembre 1996 
 · 4 à 7  novembre 1997 
 · 24 à 28  novembre 1997 
 · 16 à 20  décembre 1997 
 · 20 à 21  octobre 1999  
· 28 à 30  septembre 2000 
 · 12 à 14 novembre 2000 
 · 8 à 9  septembre 2002 
· 24 à 25  septembre 2006 
 · 18 à 20  octobre 2006 
 · 16 à 18  novembre 2006 
 · 20 à 23  novembre 2007 
 
V.3.2 Données obtenues 
 
De chacun de ces épisodes on a élaboré un tableau avec les données 
reprises chaque 30 minutes. Ce tableau a des données relatives la pluie, 
la hauteur de l'eau, le débit de la rivière, la humidité du sol, etc.… mais 
nous intéressent principalement 19 colonnes : 
 
· La première colonne correspond à la date et à l'heure de la 
donnée.  
 
· Les 12 colonnes suivantes correspondent à la pluie dans les 6 
stations (Barre des Cevennes, Saint Roman de Tousque, Soudorgues, 
Anduze, Mialet et Saumane). Il y a deux colonnes de pluie pour chaque 
station : la pluie dans chaque période de temps et l'accumulation de 
pluie. 
 
· Après les colonnes de pluie, nous avons les 3 colonnes de débit 
dans Anduze, Mialet et Saumane. 
 
· Finalement, nous avons trois autres colonnes avec la hauteur de 
l'eau dans 3 stations de débit. 
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 V.3.3 Synthèse des données  
 
Dans le tableau suivant (Tab3), nous pouvons voir une synthèse des 
données.  
 
Date nombre pics Fort ? 
Cumul 
moyen (mm)
Cumul 
maxi (mm) Quel pluviomètre ? 
Q 
max 
(m3/s)
22 sep 1994 2 non 207,81 249,00 BARRE DES CEVENNES 491 
3 oct 1995 2 non 268,58 472,38 ANDUZE 975 
13 oct 1995 1 non 200,38 338,75 SOUDORGUES 864 
10 nov 1996 2 non 179,42 225,50 
MIALET et St 
ROMAN DE 
TOUSQUE 
268 
28 sep 2000 1 non 203,08 267,88 SAUMANE 801 
4 nov 1997 3 non 301,67 392,00 SOUDORGUES 624 
24 nov 1997 2 non 120,75 172,50 SOUDORGUES 244 
16 dec 1997 1 non 394,60 533,50 SAUMANE 985 
20 oct 1999 2 non 123,21 169,63 St ROMAN DE TOUSQUE 473 
12 nov 2000 2 non 126,42 226,13 MIALET 279 
24 sep 2006 1 non 71,50 96,00 SAUMANE 186 
18 oct 2006 2 oui 233,25 330,00 BARRE DES CEVENNES 1436 
16 nov 2006 1 non 53,67 75,50 SOUDORGUES 275 
8 sep 2002 2 oui 336,38 648,50 ANDUZE 2742 
20 nov 2007 2 non 123,88 179,15 SOUDORGUES 264 
 
Tab3 Synthèse des données des épisodes de crue. 
 
La colonne de nombre de pics se réfère aux pics de l'hydrogramme de 
débit dans la station d'Anduze. Le cumul moyen est le cumul de pluie 
moyenne de toutes les stations, et la colonne cumul maximum est le 
cumul de pluie maximum et où il est obtenu (Quel pluviomètre ?). 
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La dernière colonne est le débit maximal observé. Pour savoir si le pic 
est fort ou pas le critère est le suivant : si le pic a un débit de pic 
supérieur à 50% du débit maximal historique, le pic sera fort. S'il est 
inférieur, il ne le sera pas 
 
Pour chacun des épisodes de crue on a obtenu l'hydrogramme dans la 
station d'Anduze. Ces hydrogrammes sont présentés dans les Annexes.
 VI Plan d’expériences 
VI.1 Introduction générale 
 
Une fois présentée la base théorique, la zone d'étude et les données 
disponibles, il est nécessaire d'élaborer un plan de travail pour effectuer 
les simulations. Dans cette section nous présenterons ce plan de 
travail.  
 
Nous ferons d'abord une introduction aux généralités du plan 
d’expériences et ensuite une explication détaillée des simulations qui 
seront menées à bien.  
 
Dans la section suivante nous exposerons les résultats obtenus et les 
commentaires correspondant à chaque opération effectuée. 
 
VI.2 Généralités sur les expériences 
 
Pour effectuer les simulations de réseaux neuronaux nous utiliserons le 
logiciel RNFPro. C'est un programme qui permet de réaliser 
l'architecture du réseau d'une manière simple et qui remplit toutes les 
conditions nécessaires pour effectuer la simulation. Nous pouvons 
programmer un plan d'expérience pour déterminer avec quelle 
architecture nous obtenons le meilleur résultat. 
 
Nous devons introduire toutes les données dans le programme et 
devons déterminer quelles données sont utilisées pour l'apprentissage, 
quelles données sont utilisées pour arrêter l'apprentissage et éviter le 
surajustement et quelles données seront utilisées pour valider le 
réseau.  
 
Ainsi les données sont réparties de la manière suivante : 
 
 · Données d’arrêt épisode du 16 à 20 décembre 1997. 
 · Données de test épisode du 13 à 15 octobre 1995. 
 · Reste de données utilisées pour effectuer l'apprentissage. 
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On a pris en considération le fait d'éviter, dans les données d’arrêt et de 
test, l'épisode de crue de septembre 2002 parce qu’il a été un épisode 
exceptionnel. Il a été aussi pris en considération pour le choix des 
épisodes de test et d’arrêt qu’étaient des épisodes de crues 
significativement fortes. 
 
L'objectif sera de comparer le graphique qui est obtenu à partir des 
réseaux neuronaux avec le graphique observé. 
 
Un autre objectif sera de pouvoir augmenter l'horizon de prévision et 
voir si les résultats obtenus sont satisfaisants ou non. 
 
VI.3 Plan de travail 
 
Les simulations que nous effectuerons seront groupées dans trois blocs.  
 
La première, statique et non dirigée. Postérieurement, des simulations 
dynamiques à partir du débit obtenu et finalement, des simulations 
dynamiques à partir du débit observé. 
 
Dans tous les blocs, on fera d'abord une simulation avec un objectif de 
prévision d'une demi-heure. Cet horizon de prévision sera augmenté 
jusqu'à un maximum d'une heure et demie. Ainsi, nous aurons trois 
simulations et trois architectures différentes (ou non, suivant les 
résultats obtenus) de chaque bloc.  
 
Ensuite nous présenterons les trois blocs dans lesquels on a groupé les 
simulations à effectuer. 
 
 
VI.3.1 Bloc I 
 
Comme nous avons commenté, le premier bloc de simulations sera 
statique et non dirigé.  
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 Graphiquement, le réseau neuronal sera ainsi (Fig15): 
Fig15 Représentation de l’architecture du réseau dans le Bloc I  
 
VI.3.2 Bloc II 
 
Après les simulations du Bloc I (statique et non dirigé) nous ferons les 
simulations avec un réseau dynamique. De la sortie du réseau, nous 
réintroduirons une donnée comme une nouvelle entrée ; c'est-à-dire, la 
sortie des réseaux « t » précédente sera une nouvelle entrée : « t-1 ». 
Visuellement le neurone sera ainsi (Fig16): 
 
 
Fig16 Représentation de l’architecture du réseau dans le Bloc II  
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VI.3.3 Bloc III 
 
Le dernier bloc de simulations correspondra à une simulation dans 
laquelle on introduira le débit réel observé à Anduze. Comme cette 
architecture a comme entrée le débit réel obtenu, c'est-à-dire, en temps 
réel, ce type d’architecture est utile si l'horizon de prévision est à « long 
terme ». Pour cette raison, dans le bloc III, nous augmenterons l'horizon 
de prévision jusqu'à 5 (deux heures et demie) 
 
Le schéma de cette architecture est le suivant (Fig17): 
 
 
Fig17 Représentation de l’architecture du réseau dans le Bloc III  
 
 
VI.4 Conclusion générale du chapitre  
 
Dans ce chapitre nous avons expliqué quel sera notre plan de travail. 
Nous avons établi des critères généraux et aussi nous avons présentées 
les différentes architectures avec lesquelles on travaillera. 
 
69 
 À partir de ce point, nous avons a déjà présenté les bases théoriques de 
la propagation d'hydrogrammes, des réseaux neuronaux, la zone 
d’application et le plan de travail qui sera mené à bien. Par conséquent, 
à partir de ce point nous présenterons les résultats obtenus.  
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 VII Résultats obtenus 
VII.1 Introduction générale 
 
Dans cette section nous présenterons les résultats qui ont été obtenus 
après avoir effectué les simulations de la propagation de débit à partir 
de réseaux neuronaux. 
 
Comme nous avons vu dans le chapitre précédent, les simulations ont 
été groupées dans trois blocs, en fonction de l'architecture du réseau. 
Par conséquent, les résultats seront présentés de la même manière 
dans trois blocs. 
 
Les résultats de chaque bloc se présenteront sous forme de graphique, 
en comparant l'hydrogramme de débit d'Anduze « réel » et 
l'hydrogramme obtenu avec le réseau neuronal.  
 
Comme notre travail se centre sur la propagation d'hydrogramme, les 
horizons de prévision ne peuvent pas être supérieurs au temps de 
transfert de l'onde de crue entre les différentes stations en amont. Pour 
cette raison, l'horizon de prévision maximal que nous calculerons sera 
de 3, qui correspond à une heure et demie. 
 
Dans chaque bloc on a effectué différentes simulations. Pour déterminer 
quelle architecture était la plus adéquate nous regarderons le critère de 
Nash. Pour cette raison, la première partie de ce chapitre consistera en 
l'explication de ce critère.  
 
VII.2 Le critère de Nash 
 
Le critère de Nash est une valeur qui exprime la corrélation qui existe 
entre les valeurs simulées et les valeurs observées. L'expression 
mathématique en est la suivante. 
 
2
2
)(
)(
1
observéobservé
observésimulé
QQ
QQ
CNash −
−−= ∑
∑  
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·  est le débit calculé à l’instant. simuléQ
·  est le débit observé. observéQ
· observéQ  est le débit moyenne de la sortie observé. 
 
La valeur du critère de Nash est comprise entre [1 et -∞), où 1 
correspond à une simulation parfaite.  
 
Par conséquent, quand nous effectuerons les simulations nous 
choisirons l'architecture qui a le critère de Nash le plus proche à l'unité. 
 
VII.3 Bloc I 
 
Le bloc I correspond à une architecture statique et non bouclé. Dans le 
logiciel RnfPRO, l'architecture est la suivante (Fig18): 
 
 
Fig18 Architecture dans RnfPRO pour le Bloc I 
 
Dans les sections suivantes nous verrons les résultats obtenus pour 
chacun des horizons de prévision. 
 
 VII.3.1 Horizon de prévision 1 (30 minutes) 
 
Architecture de réseau. 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
7 6 7 3 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.935 0.911 0.699 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.3.2 Horizon de prévision 2 (1 heure) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 6 3 4 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
2 - (1 h.) 0.858 0.848 0.655 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
 
Événement de test. Octobre 95
0
100
200
300
400
500
600
700
800
900
1000
0 10 20 30 40 50 60 70 8
Temps (échelle 30 min)
D
éb
it 
(m
³/s
)
0
Débit observé (réel) Sortie Calculée
 
 
 
74 
 VII.3.3 Horizon de prévision 3 (1 heure et demi) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 3 3 5 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
3 - (1,5 h.) 0.803 0.850 0.662 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.4 Bloc II 
 
Comme nous l’avons présenté, le bloc deux incorpore une nouvelle 
entrée au réseau. Il s'agit d'une entrée correspondant au débit obtenu à 
la sortie du réseau, à l’instant précédent. 
 
Graphiquement, dans le logiciel utilisé, le réseau est comme suit 
(Fig19) : 
 
 
 
Fig19 Architecture dans RnfPRO pour le Bloc II 
 
Comme nous pouvons voir, le réseau a une nouvelle entrée : la sortie du 
réseau. C’est-à-dire, pour déterminer le débit dans l’instant « t » le 
réseau utilise comme entrée le débit calculé précédemment, le débit de 
« t-1 ». 
 
Ensuite nous présenterons les résultats obtenus pour chaque horizon 
de prévision : 
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 VII.4.1 Horizon de prévision 1 (30 minutes) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 4 7 5 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.952 0.901 0.597 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.4.2 Horizon de prévision 2 (1 heure) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
2 3 2 5 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
2 - (1 h.) 0.944 0.914 0.785 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.4.3 Horizon de prévision 3 (1 heure et demi) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 4 3 4 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
3 - (1,5 h.) 0.926 0.901 0.763 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.5 Bloc III 
 
Comme nous avons présenté dans le chapitre précédent, le bloc III a 
comme entrée le débit observé. Visuellement, dans le programme 
RnfPRO, l'architecture du réseau est la suivante (Fig20): 
 
 
 
Fig20 Architecture dans RnfPRO pour le Bloc III 
 
Ensuite nous présentons le tableau résumé avec l'architecture du 
réseau. Comme dans les blocs précédents, les valeurs de critère de 
Nash obtenues se présentent aussi, pour chacun des horizons de 
prévision. 
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 VII.5.1 Horizon de prévision 1 (30 minutes) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 3 3 7 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.996 0.998 0.996 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VII.5.2 Horizon de prévision 2 (1 heure) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
3 4 3 6 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
2 - (1 h.) 0.982 0.980 0.989 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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VII.5.3 Horizon de prévision 3 (1 heure et demi) 
 
Architecture de réseau : 
 
Débit Saumane Pluie Anduze Débit Mialet Neurones Caché 
5 4 5 6 
 
Critères de Nash obtenus : 
 
Horizon de prévision  Test C.Nash Arrêt C.Nash Apprent. C.Nash
3 - (1,5 h.) 0.972 0.983 0.956 
 
Comparaison du graphique de débit obtenu (simulée) et le débit 
observée en l’événement de test : 
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 VIII Conclusions du travail 
VIII.1 Introduction générale 
 
Dans ce dernier chapitre nous présenterons les conclusions du travail. 
D'abord, nous analyserons les résultats obtenus et verrons s'ils sont 
satisfaisants ou non, c'est-à-dire, si nous avons accompli nos objectifs.  
 
Après avoir analysé les résultats, nous présenterons une petite section 
où nous expliquerons de possibles continuations de ce travail 
 
VIII.2 Sur les résultats obtenus 
 
Dans le chapitre précédent nous présentons les résultats obtenus pour 
chacun des blocs effectués. Comme il est logique, dans les résultats 
nous pouvons voir que quand nous augmenterons l'horizon de 
prévision, nous obtenons des résultats de qualité plus petite.  
 
Avec le critère de Nash nous avons pu décider que type d'architecture 
était le plus adéquat pour chaque cas. 
 
VIII.2.1 Les critères de Nash obtenues 
 
De manière générale, les critères de Nash obtenus pour le test ont été 
très satisfaisants. Pour l'horizon de prévision plus petit, celui de 30 
minutes, les critères de Nash obtenus sont très proches de l’unité. 
Seulement dans le bloc I, dans le cas d'architecture statique, le critère 
de Nash a été inférieur à 0.95. 
 
Pour le cas d'arrêt nous pouvons dire pratiquement la même chose. Les 
résultats du critère de Nash sont très importants. 
 
Ensuite nous pouvons voir un tableau (Tab4) où on compare tous les 
critères de Nash obtenus pour chaque bloc et pour chaque horizon de 
prévision. 
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  Horizon de prévision Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.935 0.911 0.699 
2 - (1 h.) 0.858 0.848 0.655 Bloc I 
3 - (1,5 h.) 0.803 0.850 0.662 
  Horizon de prévision Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.952 0.901 0.597 
2 - (1 h.) 0.944 0.914 0.785 Bloc II 
3 - (1,5 h.) 0.926 0.901 0.763 
  Horizon de prévision Test C.Nash Arrêt C.Nash Apprent. C.Nash
1 - (0,5 h.) 0.9960 0.9983 0.9959 
2 - (1 h.) 0.982 0.980 0.989 Bloc III 
3 - (1,5 h.) 0.972 0.983 0.956 
 
Tab4 Tableau résumé des critères de Nash obtenus 
 
Avec les simulations effectuées, dans les épisodes de Test et d'Arrêt le 
critère de Nash obtenu n'a jamais été inférieur à 0.8.  
 
Comme nous le voyons, l'architecture avec laquelle nous obtenons 
meilleurs résultats, comme on pouvait s'y attendre, est avec 
l'architecture du bloc 3. 
 
La valeur du critère de Nash pour l'apprentissage mérite une explication 
spéciale. Si nous surveillons le critère de Nash dans l'apprentissage, 
nous voyons que cette valeur est relativement faible. Ceci est provoqué 
par l'épisode de crue de 2002. Comme il a été précédemment 
commenté, cet épisode a été un cas extrême. Le débit maximal obtenu 
est très supérieur au reste d'événements. Par conséquence, 
l'apprentissage ne peut pas bien être adapté.  
 
Dans ce cas il peut arriver deux choses : 
 
· L’apprentissage donne de l'importance à cet événement et pour vouloir 
le simuler de manière satisfaisante généralise et « maximise » toutes les 
autres données. 
 
· L’apprentissage « oublie » de cet épisode et par conséquent l'erreur 
pour cet événement sera très grande. 
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 Dans les deux, le critère de Nash pour l'apprentissage est petit. Dans la 
figure (Fig21) suivante nous pouvons voir l’explication visuelle de ces 
deux cas et la raison du critère de Nash bas.  
 
 
Fig21 Représentation graphique des deux possibles cas d’erreurs 
 
Si on avait effectué les expériences sans tenir en compte l’événement du 
2002, le critère d’apprentissage aurait meilleur que celui obtenu dans 
cette étude. 
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VIII.3 Comparaison avec d'autres résultats 
 
Les résultats obtenus dans cette étude, dans les grandes lignes, ont été 
satisfaisants. Si nous comparons les prévisions que nous avons 
effectuées avec le débit observé, nous voyons que la simulation 
s'approche de manière satisfaisante à la réalité. C'est-à-dire, le modèle 
est valu pour effectuer des prévisions. 
 
Comme il a été dit au long du travail, l'objectif était de voir si avec la 
propagation d’hydrogrammes on pouvait obtenir de bonnes prévisions 
ou non. Comme nous avons vu, on peut effectuer de bonnes prévisions. 
Mais ceci ne veut pas dire qu'elles soient optimales. En travaillant avec 
la propagation de l'hydrogramme, nous avons une limitation temporaire 
stricte pour l'objectif de prévision : le temps de voyage de l'onde de crue. 
Nous avons obtenu de bons résultats pour un objectif de prévision de 1 
heure et demi.  
 
Si nous travaillons en temps réel, une heure et demi ce serait sûrement 
un temps trop petit pour prendre des décisions. 
 
Si nous travaillons sur la relation pluie-débit, cet horizon de prévision 
peut également être augmenté, en obtenant de bons résultats. Un 
exemple de l'utilisation de Réseaux neuronaux artificiels pour la 
prévision de crues éclair est la thèse de [M. S. Toukouru, (2009)], thèse 
sur laquelle basée la plus grande partie de ce travail. 
 
Si nous comparons les deux mécanismes de prévision de crues éclair, la 
transformation de pluie écoulement et la propagation débit-débit, ce 
dernier présente un avantage spécial, et il est que pour pouvoir prédire, 
nous n'avons pas besoin d'une représentation générale de la pluie dans 
le bassin. Seulement avec le débit en amont, et la pluie qui tombe dans 
le point que nous voulons analyser nous pouvons faire une bonne 
prévision. 
 
Par conséquent, pourrait être dit que, pour des lieux où on n'a pas les 
outils pour mesurer les pluies spatialisées, seulement avec les données 
de débit et de précipitations à l’exutoire on pourrait prédire des épisodes 
de crues. 
 VIII.4 Possibles continuations du travail 
 
La première continuation serait ce qui est évident : definir un outil 
informatique qui serait capable d'appliquer cette étude pour pouvoir 
prédire en temps réel ces crues. Ceci est une continuation réelle qui est 
menée à bien avec le projet FLASH. Avec ce projet on veut implémenter 
les réseaux neuronaux pour la prévision de crues en temps réel. 
 
Une autre continuation possible serait d'effectuer une analyse 
différente, par exemple l'application à des ruptures de barrage, ou aux 
ondes de crue qui débordent les barrages. Comme données d'entrée on 
pourrait mettre, entre autres, des facteurs de dégel, pluies, débit en 
amont (pour le cas de débordement) et volume, hauteur d’eau, longitude 
de rupture, etc., pour le cas de rupture de barrage. De cette manière, on 
pourrait généraliser, par exemple, l'onde de crue qui cause la rupture 
d'un barrage.  
 
La continuation la plus ambitieuse serait de généraliser la propagation 
d'hydrogrammes (transformation débit-débit) à tout bassin. Cette 
continuation serait intéressante puisqu'on pourrait généraliser tout 
épisode de crue sans n’importer pas la zone d’application, et par 
conséquent l'apprentissage serait très bon et on arriverait à des valeurs 
de prévision presque parfaites. 
 
ET finalement, une continuation de ce travail assez simple, serait celle 
de mettre en œuvre la technique utilisée dans ce travail en d'autres 
bassins et étudier comment il est possible d'effectuer les prévisions à 
partir des réseaux de neurones artificiels.  
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