A new representation of remainder of Lagrange interpolating polynomial is derived. Error inequalities of Ostrowski-Grüss type for the Lagrange interpolating polynomial are established. Some similar inequalities are also obtained.
Introduction
Many error inequalities in polynomial interpolation can be found in [1, 7] . These error bounds for interpolating polynomials are usually expressed by means of the norms · p , 1 ≤ p ≤ ∞. Some new error inequalities (for corrected interpolating polynomials) are given in [10, 11] . The last mentioned inequalities are similar to error inequalities obtained in recent years in numerical integration and they are known in the literature as inequalities of Ostrowski (or Ostrowski-like, Ostrowski-Grüss) type. For example, in [9] we can find inequalities of Ostrowski-Grüss type for the well-known Simpson's quadrature rule, 
Inequalities in polynomial interpolation
We first establish general error inequalities, expressed by means of f (k) − P m , where P m is any polynomial of degree m and then we obtain inequalities of the above mentioned types. For that purpose, we derive a new representation of remainder of the interpolating polynomial. This is done in Section 2. In Section 3, we obtain the error inequalities of the above-mentioned types. In Section 4, we give some results for derivatives.
Finally, we emphasize that the usual error inequalities in polynomial interpolation (for the Lagrange interpolating polynomial L n (x)) are given by means of the (n + 1)th derivative while in this paper we can find these error inequalities expressed by means of the kth derivative for k = 1,2,...,n.
Representation of remainder
Let D = {a = x 0 < x 1 < ··· < x n = b} be a given subdivision of the interval [a,b] and let f : [a,b] → R be a given function. The Lagrange interpolation polynomial is given by
where
for i = 0, 1,...,n. We have the Cauchy relations [7, pages 160-161] ,
..,n. Then the Lagrange interpolating polynomial is given by
where t / ∈ {0, 1,2,...,n}, 0 < t < n.
Lemma 2.1. Let P m (t) be an arbitrary polynomial of degree ≤ m and let p ni (x) be defined by (2.2) . Then
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Proof. Let x be a given real number. Then we have
for some coefficients c j = c j (x), j = 0,1,2,...,m. (This is a consequence of the Taylor formula.) Thus,
Let β(·,·) and Γ(·) denote the beta and gamma functions, respectively. We now calculate
From (2.8) and (2.9) it follows that
From (2.10) and (2.4) we conclude that (2.6) holds.
and let the assumptions of Lemma 2.1 hold. Then
where L n (x) is given by (2.1) and
Proof. We have
(2.13) From (2.13) and (2.6) it follows that
For k = 0 we have 
In a similar way we get
Continuing in this way, we get
From (2.14) and (2.18) it follows that 
Error inequalities
We now introduce the notations
..,n, and γ k+1 , Γ k+1 are real numbers such that
As we know among all algebraic polynomials of degree ≤ m there exists the only polynomial P * m (t) having the property that
where P m ∈ Π m is an arbitrary polynomial of degree ≤ m. We define 
where C k (·) and E m (·) are defined by (3.2) and (3.6) , respectively.
Proof. Let P m (t) = P * m (t), where P * m (t) is defined by (3.6) for the function g(t) = f (k+1) (t). We have 
where ω n and C k (·) are defined by (3.1) and (3.2) , respectively. Also
where B k (·) and D k (·) are defined by (3.3) and (3.4) , respectively.
Proof. We set P m (t) = (Γ k+1 + γ k+1 )/2 in (2.12). Then we have
We also have
From the above three relations we get
(3.14)
The first inequality is proved. We now set P m (t) = γ k+1 in (2.12). Then we have
(3.17)
The second inequality is proved. In a similar way we prove that the third inequality holds.
20)
This lemma is proved in [10] . 
Proof. The proof follows immediately from Theorem 3.3 and Lemma 3.4.
Results for derivatives
Proof. We have (see (2.4))
Thus, For that purpose, we first calculate On the other hand, we have
