ILKKA HOLOPAINEN §1. Introduction. Let M be a complete, noncompact Riemannian n-manifold (n ≥ 2) without boundary. We fix a point o ∈ M once and for all, and we write |x| = d (x, o) for the distance between points x and o and write V (r) = |B(o, r)| for the volume of the geodesic ball of radius r centered at o. The purpose of this paper is to find conditions on M in order to characterize the existence of (positive) Green's functions for the p-Laplace equation on M in terms of the growth of V (r). In this respect, the paper is closely related to [LT1] and [LT3], where similar questions were studied for the usual Laplace equation. However, our approach is more general in two aspects. First, the equations whose solutions are studied form a wide class, including the Laplace equation as a special case. On the other hand, our assumptions on manifolds are milder than those in [LT1] and [LT3]; thus, even in the case of harmonic functions, we get new results. It is worth pointing out that we do not make any curvature assumptions. We require instead that certain analytic and geometric inequalities hold on M.
whenever u ∈ W 1,p (2B). The factor 2 in the domain of integration on the right-hand side of (1.2) could be replaced by any t > 1. In fact, Jerison [J] has shown that (1.1) and (1.2) imply a priori a stronger inequality with the same ball on both sides. Above and in what follows, W 1,p (G) is the Sobolev space of all functions u that are L pintegrable in an open set G ⊂ M and whose distributional gradient ∇u also belongs to L p (G) . We equip W 1,p (G) with the norm u 1,p = u p + ∇u p . The space W 1,p 0 (G) is the closure of C ∞ 0 (G) in W 1,p (G). Our discussion covers not only p-harmonic functions but also solutions of an even larger class of equations, which we introduce next. Let G be an open subset of M, and let T G = ∪ x∈G T x M. Suppose that we are given a map Ꮽ : T G → T G such that Ꮽ x = Ꮽ | T x M : T x M → T x M is continuous for a. e. x ∈ G and that the map x → Ꮽ x (X) is a measurable vector field whenever X is. We assume further that there are constants 1 < p < ∞ and 0 < α ≤ β < ∞ such that for all ϕ ∈ C ∞ 0 (G). Continuous solutions of (1.3) are called Ꮽ-harmonic (of type p). By the fundamental work of Serrin [S] , it is well known that every solution of (1.3) has a continuous representative. In the special case Ꮽ x (h) = |h| p−2 h, Ꮽ-harmonic functions are called p-harmonic, and in particular, if p = 2, we get harmonic functions.
A function u ∈ W One of the most important features of solutions of (1.3) is the following comparison principle. If u ∈ W 1,p (G) is a supersolution, v ∈ W 1,p (G) is a subsolution in an open set G ⊂ M, and min(u−v, 0) ∈ W 1,p 0 (G), then u ≥ v a. e. in G. In particular, if u and v both are Ꮽ-harmonic in a bounded set G, continuous inḠ, and u ≥ v in ∂G, then u ≥ v in G. The comparison principle has made it possible to develop a nonlinear potential theory for solutions of (1.3). We refer to [HKM] for this theory.
Generalizing the notions of large and small ends (cf., e.g., [LT1] ), we say that an end E is p-large (resp., p-small) if
dt < ∞ (resp., = ∞), (1.4) where V E (t) = |E ∩B(o, t)| and R 0 is so large that C ⊂B(o, R 0 ). Observe that these notions are independent of the choice of o and R 0 .
We compare p-smallness of an end with another possible property, namely, pparabolicity of an end. To define the latter concept, we recall the definition of the p-capacity of a condenser. A triple (F 1 , F 2 ; G) is called a condenser if F 1 and F 2 are nonempty, disjoint, and closed sets contained in the closure of an open set G ⊂ M. The p-capacity of (F 1 , F 2 ; G) is defined by
where the infimum is taken over all functions u ∈ C ∞ (G) that are continuous in G ∪ F 1 ∪ F 2 , with u = 0 in F 1 , u = 1 in F 2 , and |∇u| ∈ L p (G) . If the set of such functions is empty, we set cap p (F 1 , F 2 ; G) = ∞. We say that an end E is p-parabolic, or, equivalently, has zero p-capacity at infinity if, for each compact set F 1 ⊂Ē,
is an exhaustion of M by open sets i i+1 . It follows from the very basic properties of capacity that the limit in (1.5) exists and does not depend on the choice of the exhaustion. Recall from [H1] and [H2] that Green's function g = g(·, y) for (1.3) on any noncompact Riemannian manifold M is (if it exists) a certain positive solution of
in the sense of distributions; that is, M Ꮽ x (∇g), ∇ϕ = ϕ(y) for every ϕ ∈ C ∞ 0 (M). It is known that, given any y ∈ M, Green's function g(·, y) for (1.3) exists if and only if M has positive p-capacity at infinity (cf. [H1] and [H2] ). This means that there exists a compact set F ⊂ M such that
where the infimum is taken over all functions u ∈ C ∞ 0 (M), with u = 1 in F . The infimum in (1.6) is called the p-capacity of (M, F ) and is denoted by cap p (M, F ) . Similarly, replacing M by an open set G above, one defines cap p (G, F ) . If cap p (M, F ) = 0 for every compact set F ⊂ M, we say that M is p-parabolic. The validity of (1.6) (resp., (1.5)) depends on geometric properties of M (resp., E) near infinity. Both conditions are, in a sense, independent of compacta F and F 1 , provided that these sets are chosen to be large enough. For instance, it is sufficient to check (1.5) and (1.6) with some F 1 and F for which cap p (F 1 ,Ē \ i ; E) > 0 for some i ⊃ F 1 and cap p (G, F ) > 0 for some G ⊃ F , respectively. We neither use nor prove these facts; see the end of the proof of Lemma 2.14 for a partial result. We refer to [HKM] , [M2] , and [Vu] for studies of various capacities. In §2 we define yet another capacity.
In the case p = 2, it was observed by Cheng and Yau [CY] that a volume-growth restriction V (t) ≤ ct 2 implies the (2-)parabolicity of M. A corresponding result holds also for other values of p; see, e.g., [Ke] or [H3] . Varopoulos [V1] and, independently, Grigor yan [G1] , [G2] proved the following sufficient condition for p-parabolicity in the case p = 2. The case p = n is studied in [KZ] , and the proof there applies to other values of p as well; see also [CSC2] .
Similarly, we have the corresponding result for ends. Proposition 1.9. Every p-small end is p-parabolic.
We also obtain this proposition as a part of Proposition 2.19. In fact, condition (1.8) goes back to Ahlfors [Ah1] , [Ah2] , who proved that a simply connected Riemann surface R is conformally equivalent to the entire complex plane C if
where A(t) is the length of the circle of radius t around a fixed point of R.
The converse results to Propositions 1.7 and 1.9 are not true in general. Here is an n-dimensional substitute of an example due to Varopoulos [V3] . Let M be R n equipped with a metric , = f 2 , 0 , which is a conformal change of the usual euclidean metric , 0 . Choose a smooth function f such that f ≡ 1 in the lower halfspace {x n < 0}, f (x) = x −1 n if x n > 2, and 1 ≤ f (x) ≤ 1/2 elsewhere. A computation shows that the only end of M is p-large for any p, but M is n-parabolic since R n is, and n-parabolicity is a conformal invariant on n-manifolds.
In 1975 Yau [Y] proved that M has the strong Liouville property; that is, every nonnegative harmonic function on M is constant if the Ricci curvature of M is nonnegative. Since then, there has been a lot of research related to such Liouville-type problems. In particular, it has been an extensively studied problem in the case p = 2 to decide for what manifolds the converse of Proposition 1.9 is true, that is, whether parabolic ends are always small. A comprehensive list of references to this and related problems, even for the most important contributions, would be too long, so we refer only to [V1] , [LY] , [LT1] , [LT3] , and [Li] . The article [Li] contains a thorough survey on these topics.
In this paper we study the converse problem to Proposition 1.9 also in the case p = 2. One of the main results of the paper is that p-smallness and p-parabolicity are equivalent for a large class of ends, called partially homogeneous ends in this paper.
Theorem 1.10. A partially homogeneous end is p-parabolic if and only if it is p-small.
In §4 we precisely define the notion of a partially homogeneous end and prove Theorem 1.10. It is worth mentioning in this context that each end of M is partially homogeneous if, for instance, M has nonnegative Ricci curvature everywhere or asymptotically nonnegative sectional curvature. Thus Theorem 1.10 generalizes results of Varopoulos [V1] , Li and Tam [LT1] , and Kasue [K2] . Moreover, our theorem covers and generalizes the recent result of Li and Tam [LT3] concerning manifolds satisfying a certain volume comparison condition (VC) (see §4) and the Ricci curvature estimate
see discussions in Examples 2.20, 3.1, and 4.2. Furthermore, we can estimate Green's function for (1.3) using the integral (1.4) as in [LY] and [LT3] . When this paper was nearly finished, we received a preliminary version of [CSC2] , where Coulhon and Saloff-Coste study the converse problem to Proposition 1.7 for p = 2. They show that M is p-parabolic if and only if (1.8) holds, provided that M has a uniform volume growth |B(x, r)| ≈ V (r) and that a Poincaré inequality holds on M. We prove in §4 that (1.8) and p-parabolicity of M are equivalent if the doubling condition (1.1) and Poincaré's inequality (1.2) hold globally on M; see Corollary 4.12. This was also conjectured in [CSC2] .
Throughout the paper c, c where the Ricci curvature is involved; so, partly for this reason, the notion of Ricci curvature plays quite an important role in their studies. Another point where the curvature assumptions are used in [LT3] is in getting certain volume-comparison inequalities. In our case, these follow from volume-doubling requirements, which are more general than the curvature assumptions. We cannot use the Bochner-Lichnerowicz formula, since there are no restrictions on the Ricci curvature in our case. Also it is unclear whether the Bochner-Lichnerowicz formula has any use at all for p = 2. Therefore, another argument is needed. Our proof essentially makes use of the following meanvalue inequality for nonnegative Ꮽ-subsolutions, which is proven in [HKM, 3.34] .
The proof of the above lemma in [HKM] is based on a Sobolev inequality, on the doubling condition, and on a Caccioppoli-type inequality [HKM, Lemma 3.27] . Since all of these ingredients are available in our setting, the proof of Lemma 2.1 can be carried out as in [HKM, ; see also [CSC2] and [RSV] . We want to point out that the Sobolev inequality under conditions (1.1) and (1.2) was obtained by Hajłasz and Koskela in [HK] . More precisely, they proved that conditions (1.1) and (1.2) imply the existence of constants κ = κ(C 1 , p) > 1 and c = c (C 1 , C 2 , κ, p) such that a Sobolev-Poincaré inequality
holds for all balls B = B(x, r) ⊂ B(x 0 , R) and for all u ∈ W 1,p (B) ; see also [SC2] . As a consequence of (2.3), we have the following Sobolev and, respectively, Poincaré inequalities:
The following lemma turns out to be essential in what follows.
Proof. Denote a = min{u(y) : y ∈ λB} and b = max{u(y) : y ∈ λB}. If a = b, there is nothing to prove, so we may assume that b > a. Applying the Poincaré inequality (2.5) to the function Since v takes the values zero and 1 in λB, we get from (2.7)
Hence,
and the claim follows.
We need a notion of a regular set for later purposes. A boundary point y of a bounded open set G is called regular if
If this is true for every point y ∈ ∂G, the set G is regular. It was proven by Maz ya in [M1] that a point y ∈ ∂G is regular if the so-called Wiener test
holds at y. Condition (2.9) is also necessary for y to be a regular boundary point. This was proven by Lindqvist and Martio for p > n− 1 in [LM] and by Kilpeläinen and Malý for all p > 1 in [KM] . For us, it is enough to know that by using a proper triangulation, any open set can be exhausted by regular ones; see, for example, [HKM, Chapter 6] .
Let M be a regular open set whose boundary can be decomposed as ∂ = C 0 ∪ C 1 , where C 0 and C 1 are nonempty, disjoint, and closed sets. Then there exists a unique function w ∈ C(¯ ) that is Ꮽ-harmonic in , with w = 0 in C 0 and w = 1 in C 1 . We define the Ꮽ-capacity of (C 0 , C 1 ; ) by setting
It is easy to show that, in general,
For the reader's convenience, we recall the following properties of Ꮽ-capacity from [H1] .
In fact, only a special case of (2.12) is considered in [H1] . However, the proof applies here verbatim. The equality (2.13) follows easily from (2.12).
Let E be an end with respect to C ⊂B(o, R 0 ), and let
We suppose that the sets C and i are chosen so that each E i is regular; that is, (2.8) and equivalently (2.9) hold at each point y ∈ ∂E i . We want to point out here that this is a purely technical assumption that has no effect on the possible p-parabolicity of E. Let S i = ∂E i \∂E. Then there exists, for each i, a function u i ∈ C(Ē i ) that is Ꮽ-harmonic in E i and has boundary values
Lemma 2.14. Let E and the sequence (u i ) be as above. Then there exists a subsequence of (u i ) that converges locally uniformly in E to a function u ∈ C(Ē) that is positive and Ꮽ-harmonic in E, and u = 0 in ∂E. Furthermore, u is unbounded if and only if E is p-parabolic.
as soon as i is large enough. Indeed, there exists a compact connected set F t ⊂ E containing S(t). By compactness, we can cover F t by finitely many balls such that the union of these balls is connected and that 2B ⊂ E i for each ball B in the cover whenever i is sufficiently large. The constant H t may depend on these balls and the number of balls needed, and, hence, depend on t. However, the possible dependence on t is irrelevant in this context. (∂E, S(t) ; E), it follows from (2.15), (2.12), and (2.10) that
We conclude that (u i ) is locally uniformly bounded inĒ. By the Hölder continuity estimate (see, e.g., [HKM, 6.6] ), the sequence (u i ) is equicontinuous. Ascoli's theorem and a standard diagonal process give us a subsequence that converges uniformly in every compact subset of E to a function u. The limit function u is Ꮽ-harmonic in E, by [HKM, 6.13] . Furthermore, lim x→y u(x) = 0 for every y ∈ ∂E by a boundary estimate (see [M1, p. 236] ). To show that u is positive in E, it is enough to find a point x where u is positive. Indeed, suppose that there are points x and y in E, with u(x) > 0 and u(y) = 0. Then there exists a compact continuum, say, K, connecting x and y in E. Any form of local Harnack's inequality then implies that u(x) ≤ cu(y) = 0, where the constant c < ∞ may depend on K. To find a point x ∈ E where u is positive, we observe that for each i there is a point x i ∈ S(t) such that
where c 0 = αβ p/(1−p) . Using the compactness of S(t), we find a point x ∈ S(t) where 
It follows from the comparison principle that the sequence w i is decreasing. Harnack's convergence theorem (cf. [HKM, 6 .14]) and (2.18) imply that w i → 0 locally uniformly in E. In particular, for each t, w i ≤ 1/2 in S(t), and hence in wholē B(o, t)∩Ē, whenever i is large enough. Setting v i = max{0, 2(w i −1/2)}, we obtain an estimate
for sufficiently large i. This together with (2.18) implies that cap p (B(o, t) ∩Ē, ∞; E) = 0 for every t, which is a contradiction with the assumption that E is not p-parabolic. The proof of the lemma is thus complete.
Proposition 2.19. Let u be a function given by Lemma 2.14, and let r > 2R 0 . Then there exists a constant c = c (α, β, p) 
Choosing a suitable test function, we get an estimate
Putting these estimates together and using a well-known property of p-capacity (cf., e.g., [HKM, §9] ), we conclude
This proves the claim.
Observe that, in a similar way, we get an estimate
Before we formulate the main result of this section (Theorem 2.24), let us put some restrictions on constants C 1 (x 0 , R) and C 2 (x 0 , R, p) in the doubling condition (1.1) and in the Poincaré inequality (1.2). It is useful and not too restrictive to assume that there are constants C d and C p such that
Example 2.20. As an example, let us assume that the Ricci curvature of M satisfies B(x, r) , with 2B ⊂ B(x 0 , R). Then the well-known Bishop-Gromov comparison theorem (see [BC] and [CGT] ) implies that
On the other hand, it follows from Buser's isoperimetric inequality [B] that Proof. The proof makes use of a familiar Moser iteration scheme where Sobolev, Poincaré, and Caccioppoli inequalities, together with the doubling condition, are involved. We skip the details since they are quite standard and well known; see, for example, [CSC2] , [HR] , and [RSV] .
Observe that if the volume-doubling condition (1.1) and the Poincaré inequality (1.2) hold globally, then one gets a uniform Harnack inequality for nonnegative Ꮽ-harmonic functions on M. This implies further that every nonnegative Ꮽ-harmonic function on M is constant. In particular, this is the case if the Ricci curvature of M is nonnegative everywhere. Hence, one obtains an extension of Yau's result. We want to mention here that Saloff-Coste [SC1] , [SC2] has shown that the global doubling condition and (2,2)-Poincaré inequality are equivalent to a uniform Harnack inequality for the heat equation; see also [G3] for a partial result.
The main result of this section is an upper estimate for the function u given by Lemma 2.14. For that purpose, let γ be a minimal geodesic from o to x ∈ E \ B(o, 2R 0 ) parametrized by arclength. We define
From now on, we assume that minimal geodesics are parametrized by arclength. 
Proof. The idea for the proof comes from [LT3] . To estimate the growth of u, it is sufficient to find an upper bound for u i that is independent of i whenever i is large enough. Let x ∈ E \ B(o, 2R 0 ), and let γ be a minimal geodesic from o to x. Fix a large index i and write v = u i . Let k ≥ 0 be an integer such that (9/7) k 2R 0 ≤ |x| < (9/7) k+1 2R 0 . We may assume k ≥ 1, since otherwise 2R 0 ≤ |x| < 18R 0 /7, and
by (2.16). Recall the notation S(t) = ∂B(o, t) ∩ E.
We set x k+1 = γ ((9/7) k 2R 0 ); for j ∈ {1, . . . , k} we define t j = (9/7) j −1 t 1 and x j = γ ((7/8)t j ), where t 1 = (8/7)·2R 0 . Then the union ∪ k j =1B j of closed ballsB j =B(γ (t j ), t j /8) covers the geodesic line segment γ ([2R 0 , (9/7) k 2R 0 ]). Furthermore, x j +1 ∈B j ∩B j +1 , and no point of E belongs to more than three balls 2B j . By Lemma 2.6,
On the other hand, |B(γ (t), t/8)| ≤ C d |2B j | for every t ∈ (7/8)t j , (9/8)t j by the doubling condition. Hence
, and so
Observe that (9/8)t j = (7/8)t j +1 for 1 ≤ j ≤ k − 1. Using Hölder's inequality, we obtain
where
Let z ∈D be a point where v(z) = sup D v, and let ν ∈ {1, . . . , k} be an index such that z ∈ 2B ν . Harnack's inequality (2.23) then implies that
Combining estimates (2.26)-(2.28), we arrive at
Applying Young's inequality, we obtain
To finish the proof, we use Harnack's inequality again to conclude that
The claim now follows, since by (2.25) we have
As seen in the proof, c 1 = c 1 (p, α, β, C d , C p ) . The constant c 2 depends on the same parameters as c 1 does and, moreover, on cap p (∂E, S(18R 0 /7); E) and on the Harnack constant associated to S(18R 0 /7).
Corollary 2.29. Let E be an end such that the conditions (D) and (P) hold in E.

Suppose that there is a constant c < ∞ such that for every sequence of points x i ∈ E tending to infinity there are minimal geodesics γ i from o to x i with V γ i (x i ) ≤ c. Then E is not p-parabolic. In particular, M has Green's function for (1.3).
Proof. We may assume that the Wiener test (2.9) holds at each point y ∈ ∂E. Suppose that E is p-parabolic. Then the function u given by Lemma 2.14 is unbounded. Thus there is a sequence x i → ∞ such that u(x i ) → ∞. This contradicts the assumption V γ i (x i ) ≤ c and Theorem 2.24. §3. Harnack ends. We say that an end E is a Harnack end if there exist a sequence of compact sets T i ⊂ E and a constant C h , which is independent of i, such that T i separates ∂E from ∞ in E, T i → ∞ as i → ∞, and
whenever u is a nonnegative Ꮽ-harmonic function in E. Observe that T i need not be connected. T i → ∞ simply means that, for any compact set K ⊂ M, T i ⊂ E \ K as soon as i is large enough.
We say that a set A ⊂ ∂B(o, t) has a ball-covering property if, for each 0 < ε < 1, A can be covered by k balls of radius εt with centers in A, where k depends on ε and possibly on some other parameters, but is independent of t. [Ab, Theorem B] , and ∂B(o, t)∩E is connected for sufficiently large t by [K1] . Furthermore, using [Ab, §III, Proposition 1], one can show that ∂B(o, t) ∩ E has the ball-covering property with k depending on ε, n, and the function λ. Since the curvature assumption implies that Ric(x) ≥ −c|x| −2 for large values of |x|, conditions (D) and (P) are satisfied by Example 2.20. We obtain Harnack's inequality (H) on ∂B(o, t) ∩ E by choosing, for instance, ε = 1/4 above and by iterating the local inequality (2.22) k(n, λ) times.
(2) As another example, let M be a manifold with nonnegative Ricci curvature everywhere. In this case, (D) and (P) hold globally with constants depending only on n. It follows from the doubling condition that ∂B(o, t) has the ball-covering property with k = k(n, ε). Furthermore, M has at most two ends by the splitting theorem of Cheeger and Gromoll [CG] . For t ≥ R 0 , let E(t) be the unbounded component of E \B(o, t). It then follows from [AG, Proposition 4.3] that ∂E(t) is connected. Hence we get the Harnack inequality (H) on ∂E(t) as above, with a constant C h that depends only on n, p, α, and β.
(3) Instead, if we assume that M has finitely many ends and the Ricci curvature satisfies the estimate (2.21), we do not know whether the ends of M are Harnack. If we assume, furthermore, that ∂E(t) is connected for sufficiently large t and that condition (PVC) (see §4) holds in E, then E is Harnack. The reasoning is similar to that in (1). In Lemma 5.1 we prove that ∂E(t) has the ball-covering property with k independent of t.
(4) Similarly, if M has a nonnegative Ricci curvature outside a compact set, it is not known to us whether the ends of M are Harnack. However, it was proven in [C] and independently in [LT2] that M has finitely many ends. Furthermore, Liu [L] has shown that ∂B(o, t) has the ball-covering property with k independent of t. If we assume, moreover, that M has finite first Betti number, then each end is Harnack. Indeed, Li and Tam prove in [LT3, §6] that under this additional assumption, ∂E(t) is connected for sufficiently large t. The rest then follows as above.
(5) Our last example is a manifold with finitely many ends that are roughly euclidean. Recall from [H3] that M has roughly euclidean ends if M has bounded local geometry and if each end with respect to a sufficiently large compact set is roughly isometric either to R + = (0, ∞) or to some R d . Here d ≥ 2 need not be the same for all ends. We refer to [H3] for more precise definitions and for the proof of Harnack's inequality (H).
Lemma 3.2. If E is Harnack, then every nonnegative Ꮽ-harmonic function in E has a limit at ∞.
Proof. The proof is the same as in [H3, 3.23] for roughly euclidean ends. All that is needed is the uniform Harnack inequality (H).
Proposition 3.3. Let E be a Harnack end such that (D) and (P) hold in E.
Suppose that there are c < ∞, a sequence of points x i ∈ E tending to infinity, and minimal geodesics γ i from o to x i such that V γ i (x i ) ≤ c. Then E is not p-parabolic, and hence M has Green's function for (1.3). If, furthermore, the Wiener test (2.9)
holds at each point y ∈ ∂E, then there exists an Ꮽ-harmonic function u ∈ C(Ē), with u = 0 in ∂E and lim x→∞ u(x) = 1.
Proof. We may assume from the beginning that the Wiener test (2.9) holds at each point y ∈ ∂E. Let u be the function given by Lemma 2.14. It follows from (H), the assumption V γ i (x i ) ≤ c, Theorem 2.24, and Lemma 3.2 that u has a finite limit at infinity, which we may normalize to be equal to 1. Since u is bounded, E cannot be p-parabolic by Lemma 2.14, and the rest of the claim follows.
Corollary 3.4. Let E be a Harnack end such that (D) and (P) hold in E. Suppose, furthermore, that there exists a ray γ from o to ∞ such that γ (t) ∈ E for t > R 0 and that
Then E is not p-parabolic, and thus M has Green's function for (1.3). §4. Partially homogeneous ends. We say that E satisfies the partial volume comparison condition (PVC) if there exists a constant C v such that
and for all x ∈ ∂E(t). Recall that E(t) is the unbounded component of E \B(o, t). We call E partially homogeneous if, in addition to (PVC), conditions (D) and (P) hold in E.
If (4.1) holds for all t ≥ R 0 and for all x ∈ ∂B(o, t)∩E, we say that E satisfies the volume comparison condition (VC). Similarly, E is called homogeneous if (VC), (D), and (P) hold in E. Since ∂E(t) ⊂ ∂B(o, t) ∩ E, (VC) implies (PVC)
, and hence homogeneous ends are also partially homogeneous. The condition (VC) was introduced by Li and Tam in [LT3] .
Examples 4.2. Let us consider the same examples that were given in Examples 3.1. The numbering here is the same as in 3.1.
(1)- (2) In these examples, all ends of M are homogeneous. See [LT3] for the verification of the condition (VC).
(3) Here conditions (D) and (P) hold by Example 2.20. If we assume that (VC) (resp., (PVC)) is satisfied by E, then E is homogeneous (resp., partially homogeneous). However, we do not know whether the Ricci curvature estimate (2.21) alone implies that (PVC) holds in each end.
(4) If the Ricci curvature of M is nonnegative outside a compact set, the curvature estimate (2.21) holds, and hence (D) and (P) are satisfied. Again, it is not known to us whether (PVC) is true in each end. However, if we make the additional assumption that M has finite first Betti number, then (PVC) is valid in each end by [LT3, §6] , and so all ends are partially homogeneous.
(5) If M has finitely many ends that are roughly euclidean, then all ends are homogeneous. In this case (D) and (VC) follow from results of Kanai [K, §3] , which imply that V E (t) ≈ t d ≈ |B(x, t)| (resp., V E (t) ≈ t ≈ |B(x, t)|) for large t and for B(x, t) ⊂ E if E is roughly isometric to R d (resp., R + ). Recall that here M is assumed to have bounded local geometry. To verify (P), we first observe that if E is roughly isometric to R + , then it is roughly isometric to the flat cylinder S n−1 × R + . Using [CSC1] we obtain (P) from corresponding Poincaré inequalities in R d and S n−1 × R + .
Corollary 4.12 gives further examples.
Proposition 4.3. Suppose that E is a partially homogeneous end such that the Wiener test (2.9) holds at each point y ∈ ∂E. Let u be a function given by Lemma 2.14. Then
Indeed, (4.5) holds trivially if x ∈ ∂E(|x|). On the other hand, if x ∈ ∂E(|x|), then x belongs to a bounded open set E \Ē(|x|) whose boundary is ∂E ∪ ∂E(|x|). Now (4.5) follows from the comparison principle. Next we choose y ∈ ∂E(|x|) such that u(y) = max{u(z) : z ∈ ∂E(|x|)}. Let γ be a minimizing geodesic from o to y. Observe that |y| = |x| and that γ (t) ∈ ∂E(t) for every t ∈ [R 0 , |x|]. The estimate (4.4) follows from Theorem 2.24 and from condition (PVC) since
We remark that c 3 depends on the constants c 1 and c 2 in Theorem 2.24 and also on C v and
From Propositions 2.19 and 4.3 we obtain the following.
Corollary 4.6. Let E be a partially homogeneous end, as above. Suppose that the Harnack inequality (H) holds on each S(t) = ∂B(o, t) ∩ E for t > 2R 0 . Then the function u given by Lemma 2.14 satisfies estimates
We can now prove one of the main results of this section, namely, Theorem 1.10. For the reader's convenience, we recall it from the introduction.
Theorem 4.7. A partially homogeneous end E is p-parabolic if and only if it is p-small.
Proof. Since all p-small ends are p-parabolic by Proposition 1.9, it suffices to prove that p-parabolicity of E implies that E is p-small. Suppose on the contrary that E is p-large. We may assume that the Wiener test (2.9) holds at each point y ∈ ∂E. By Proposition 4.3, the function u given by Lemma 2.14 is bounded. Hence E cannot be p-parabolic.
Corollary 4.8. Let E be a partially homogeneous and p-large end so that the Wiener test (2.9) holds at each point y ∈ ∂E. Then there exists a function u ∈ C(Ē) that is positive and Ꮽ-harmonic in E, u = 0 in ∂E, and sup E u = 1.
Proof. Let u be as in the proof above. Since u is positive and bounded in E, we may normalize sup E u = 1.
Another main result of this section is the following. 
. Then M has finitely many ends and condition (VC) holds in each end. Suppose, furthermore, that condition (P) is satisfied by each end. Then every end is homogeneous and M is p-parabolic if and only if
Proof. To prove that M has finitely many ends, fix R > 0 and let B i , i = 1, . . . , k, be a maximal collection of mutually disjoint balls with radius R/2 and centers in ∂B(o, 3R/2). Let B 1 be a ball whose volume is the smallest among the balls B i . The doubling condition then implies that
and so k ≤ C 3 1 . This shows that the number of unbounded components of B (o, R) is at most C 3 1 for any R; that is, M has finitely many ends. Condition (VC) follows also from the global doubling condition since
for every t > 0 and x ∈ ∂B(o, t). Thus every end E is homogeneous if (P) also holds on E. It remains to verify that p-parabolicity of M implies (4.10), since the other direction is already given by Proposition 1.7. Suppose that
We show that none of the ends can be p-parabolic, which is, in fact, more than what is needed. To prove this, let E and u be as in Lemma 2.14. Using the right-hand side inequality of (4.11), we obtain as in the proof of Proposition 4.3 that 
We finish this section by applying previous results to the construction of Ꮽ-harmonic functions of given type. The following is a generalization of [H3, Theorem 1.4] where the ends were assumed to be roughly euclidean; see also [LT1, §6 and §7] . The proof given in [H3] applies here almost verbatim. We need the following counterpart of [H3, Lemma 4.4] whose proof, in turn, is essentially the same as the one given in [H3, Lemma 4.4] .
Lemma 4.14. Let E be a partially homogeneous Harnack end. Then E is p-large if and only if there exist a compact set F ⊂ M containing C and a function u ∈ C(E ∪F ) that is Ꮽ-harmonic in E \F , with u = 0 in F , E |∇u| p < ∞, and lim x→∞ u(x) = 1.
Proof of Theorem 4.13. Claim (i) follows from Proposition 1.9 since all ends, and hence M, are p-parabolic. Here we do not need the assumption that the ends are partially homogeneous and Harnack. The first part of claim (ii), that is, the existence of Green's function, follows from Theorem 4.7. To prove the second part of statement (ii), let i M be bounded by T i , where the sets T i are as in the definition of a Harnack end. If M has a nonconstant positive Ꮽ-harmonic function u, we may assume that inf M u = 0. Then inf i u → 0, and hence also sup i u → 0 by (H) and the comparison principle. This leads to a contradiction. Claims (iii)-(v) can be proven as the corresponding claims in [H3] by using Lemma 4.14. We skip the details. §5. Estimates for Green's function. In this section we give estimates for Green's function on p-large homogeneous ends in the spirit of [LT3, §2] . We skip most details, since after some preliminary steps the final estimates follow as in [LT3, §2] Proof. To prove the first statement, it suffices to show that V E (8t/7) ≤ cV E (t), where c is independent of t ≥ 3R 0 . Fix t ≥ 3R 0 and take any x ∈ ∂E(8t/7). Let γ be a minimal geodesic from o to x. We set y = γ (6t/7). Now conditions (D) and (PVC) imply that
The proof of (b) is essentially given in [LT3, Lemma 1.4 ]. Indeed, let B i = B(x i , εt/2), i = 1, . . . , k, be a maximal collection of mutually disjoint balls with centers in ∂E(t).
where c depends only on C v , C d , and ε. Since the balls B i are disjoint, we obtain
by using (a) in the final estimate. This proves the claim. 
for all t ∈ [r, 2r] and x ∈ E, with r ≤ |x| ≤ 2r.
Lemma 5.3. Let E be a homogeneous end, r ≥ 6R 0 , and ν ≥ 1. If x and y are points in E(r/2) that can be joined by a curve γ ⊂ B(o, 2 ν r) \B(o, r), then 
Observe that, in general, k may depend on r. Since E(r) is connected, there exist paths γ i , 2 ≤ i ≤ k, connecting points y 1 and y i in E(r). Let R ≥ 3r be so large that each γ i is contained in E(r) ∩ B(o, R) . It follows that any two points of ∪ i B i can be connected by a path in E(r) ∩ B(o, R) . Here we used also the fact that each B i is connected and contained in E(r) ∩ B(o, R) . We claim that E(r) ∩ B(o, s) is connected for every s ≥ R. To prove this, it is sufficient to show that every point y ∈ E(r) ∩ B(o, s) (·, z) . Let x and y be points inĒ ( Proof. Fix r ≥ 6R 0 . Let i and g i be as in Lemma 5.6 such that g i → g locally uniformly in M \{z}. Assume for a while that inf E(r) g = 0. Then there is a sequence of points x i ∈ E(r) such that g(x i ) → 0. Renaming the sets i and the points x i we may assume that, for sufficiently large i, E(r) ∩ B(o, 2 i r) is connected, x i ∈ E(r) ∩ B(o, 2 i r), B(o, 2 i+1 r) ⊂ i , and g i (x i ) → 0. Lemma 5.6 then implies inequality (5.8). It remains to prove that inf E(r) g = 0. But this is true since g(x) ≤ (1 − u(x)) sup E g and sup E u = 1, where u is the function given by Corollary 4.8.
We may also estimate Green's function from below. The following estimate holds on every complete M. 
dt.
This proves the proposition.
We finish the paper by a two-sided estimate for Green's function for (1.3) on a complete manifold with nonnegative Ricci curvature. A stronger estimate for the usual Green's function is proven in [LY] by using heat kernel estimates. Li and Yau obtained estimates like (5.12) for all x ∈ ∂B(o, r); see also [V2] . Another proof is given in [LT3] . Our proof is similar to that, except that we cannot use the symmetry property g(x, y) = g(y, x), which holds for the usual Green's function but is presumably not true in our case. For this reason we are able to prove (5.12) only for x ∈ ∂M(r), though it is likely that (5.12) holds for all x ∈ ∂B(o, r). It is worth pointing out that (5.11) never holds if p ≥ n since V (t) ≤ ct n for manifolds considered in Proposition 5.10; see also [H3, 4.8 and 4.9 for every x ∈ ∂M(r). The constant c depends only on n, p, α, and β.
