Studies have come to conflicting conclusions about whether posttraumatic stress disorder (PTSD) is associated with poorer memory for emotionally neutral information. The authors report a meta-analysis of 27 studies that investigated verbal and/or visual memory in samples with PTSD and healthy controls. The results indicated that the association between PTSD and memory impairment appears to be robust, small to moderate in size, and stronger for verbal than for visual memory. Effect sizes did not vary according to whether recall was immediate or delayed. The association is found in both civilian and military samples and cannot be readily explained as being due to the use of nontraumatized healthy control groups or concurrent head injury. The findings are placed in the context of recent neurobiological and experimental cognitive research.
The question of whether posttraumatic stress disorder (PTSD) is associated with memory performance beyond specific dysfunction in the processing of trauma memories is a controversial one. PTSD symptom criteria include the presence both of intrusions of trauma memories and difficulties in recalling aspects of the trauma but are less precise concerning the effect on everyday memory for emotionally neutral material, requiring simply that the individual report concentration difficulties. Empirical studies of new learning and the retention of newly acquired information in PTSD have generally involved small numbers of participants, and their results have been inconsistent. Recent reviews have come to conflicting conclusions, suggesting that PTSD is associated with significant memory dysfunction involving both initial learning and the retention of information (Bremner, 2002) , that PTSD is associated with impairment of only very circumscribed memory processes (Vasterling & Brailey, 2005) , that the current data only imply but do not yet strongly support such an association (Danckwerts & Leathem, 2003) , and that no such association has been established (McNally, 2003) . Getting a clear answer to this question is important for our understanding of the neuropsychology of PTSD (Vasterling & Brailey, 2005) , of the impairment that accompanies it, and of potential barriers to psychological treatment (Brewin, 2005) . In this article we report the results of a meta-analytic investigation designed to determine the extent and nature of any association in adult samples between PTSD and memory for episodic, emotionally neutral, nonautobiographical information.
Although many studies have noted some suggestion of memory impairment at least at one level of processing (e.g., Bremner et al., 2004; Golier et al., 2002; Uddo et al., 1993; Vasterling, Brailey, & Sutker, 2000) , other studies have found minimal or no evidence of performance differences between those with PTSD and controls (e.g., Kivling-Boden & Sundbom, 2003; Neylan et al., 2004) . Summarizing this literature qualitatively is problematic because any particular diagnostic sample has rarely exceeded 36 participants and in many cases has been considerably smaller. Moreover, studies have used a variety of assessment instruments to assess memory. Meta-analysis provides a useful method of quantifying the results of individual studies, weighting them for sample size, and producing an overall effect size to test the null hypothesis, based on a systematic search of the literature. In its simplest form, the method seeks to establish whether there is an association between specified variables in a population of studies, when minor variations in methods are ignored.
Researchers have explored neuropsychological performance in PTSD resulting from various types of trauma, including Vietnam combat, childhood physical and/or sexual abuse, rape, intimate partner abuse, terrorism, motor vehicle accidents, civilian dislocation and exposure to a war zone, and the Holocaust. The majority of studies use combat veterans, however, who are particularly likely to be older, male, and have comorbid disorders such as depression and substance abuse (Danckwerts & Leathem, 2003; Duke & Vasterling, 2005) . Moreover, a previous meta-analysis has established that risk factors for PTSD tend more generally to differ in military and civilian populations (Brewin, Andrews, & Valentine, 2000) . For all these reasons, therefore, it is important to demonstrate the generalizability of findings across both these populations.
Further, investigators reported a variety of performance measures of both verbal-auditory and visuospatial memory, such as free short-and long-delay recall, cued short-and long-delay recall, savings ratios, long-term storage, and long-term retrieval, limiting comparability across findings. Most commonly, data include verbal versus nonverbal memory and immediate versus delayed recall. This heterogeneity offers an opportunity to investigate whether any specific patterns of memory impairment are present and whether they are consistent across different types of trauma.
Several reviewers have noted that patients with PTSD appear more likely to show deficits on verbal than on visuospatial tasks (Danckwerts & Leathem, 2003; Vasterling & Brailey, 2005) , but the statistical significance of any such effect has not been tested. Of interest, studies with healthy control participants indicate that inducing withdrawal states by showing an aversive film improves spatial performance on a task thought to measure working memory while simultaneously impairing performance on a verbal version of the same task (Gray, 2001) . One of the few accounts of PTSD to differentiate between verbal and visual memory systems is dual representation theory (Brewin, 2001 (Brewin, , 2003 Brewin, Dalgleish, & Joseph, 1996) . According to this theory, cardinal symptoms of PTSD such as flashbacks and nightmares are supported by a well-functioning imagebased memory system. A verbal memory system inhibits these symptoms but functions poorly in individuals with PTSD. If it is assumed that the operation of these systems is reflected in performance on the recall of nonautobiographical material, the theory therefore predicts that PTSD should be associated with poorer verbal memory but not with poorer visuospatial memory.
Examination of immediate versus delayed recall holds implications for the stage of memory formation in which cognitive processes are impaired. Specifically, impairments in immediate but not delayed memory imply dysfunction of attention and/or strategic processes impacting initial registration of information. However, if delayed recall is impaired relative to immediate recall, or early stages of processing, the pattern suggests difficulty retaining newly learned information. Such problems with memory retention would be consistent with the hippocampal dysfunction associated with some neuroanatomical models of PTSD (Bremner, 2002) .
Among the numerous methodological problems with the literature is that some studies have compared patients with PTSD with controls who have not experienced trauma. As noted by Duke and Vasterling (2005) and McNally (2003) , this makes it impossible to ascertain whether any deficits identified are accounted for by trauma exposure or by the development of PTSD. Horner and Hamner (2002) identified two further issues. There is considerable variability between studies in whether patients with neurological illness or injury were excluded. Even mild levels of head injury may lead to impaired memory performance and are associated with an increased risk of PTSD (Harvey, Brewin, Jones, & Kopelman, 2003) . Some investigators make no mention of this important confound. Studies also typically do not consider whether motivational problems (or insufficient effort), rather than specific problems in memory functioning, underlie low levels of test performance.
The aim of this study was to use a meta-analytic approach to summarize in an objective way the results obtained by previous investigations. Studies were obtained that compared individuals with PTSD diagnosed according to Diagnostic and Statistical Manual of Mental Disorders (DSM) criteria with controls who either had or had not been exposed to a similar trauma. The type of control group was examined as a potential moderator variable. Other moderator variables included trauma type and the extent to which efforts were made to exclude participants with head injuries. The neuropsychological tests eligible for inclusion corresponded to the most common categories of memory that are encountered in this literature, that is, verbal immediate memory, visual immediate memory, verbal delayed memory, and visual delayed memory. Analyses were conducted on overall memory performance and on these four categories separately, to test for more specific patterns of memory impairment.
Method

Selection of Articles
English-language articles published in peer-reviewed journals between the years 1980 and 2006 were considered for inclusion. To be included, articles were required to contain at least one quantitative group-comparison analysis involving at least one standardized neuropsychological assessment of anterograde, episodic memory functioning. A brief description of the memory tests included in each article, the variables extracted from each, and their categorization into visual or verbal domains and immediate or delayed recall can be found in Appendix A. Review of Appendix A reveals that the studies included in the meta-analysis relied considerably on commonly used clinical assessment instruments. Comparisons were required to include one group with current PTSD, as diagnosed according to DSM (3rd ed., American Psychiatric Association, 1980; 3rd ed., rev., American Psychiatric Association, 1987; 4th ed., American Psychiatric Association, 1994; 4th ed., text rev., American Psychiatric Association, 2000) criteria, and one healthy group. Single case studies and dissertations were excluded. Various literature databases were searched, including the PILOTS database managed by the National Center for PTSD, MedLine, and PsychLit. Further, the bibliographies of all located articles were reviewed. Search terms included combinations of the following: posttraumatic stress disorder, posttraumatic stress, PTSD, memory, neuropsychology, neuropsychological assessment, cognitive impairment, and cognitive functioning.
One study that did not include sufficient data to calculate effect sizes was excluded. To address the potential concern that studies, either doctoral or otherwise, with negative findings may not be published and may thus have altered the findings of the present meta-analysis, a "file-drawer calculation" (Rosenthal, 1979 (Rosenthal, , 1991 was computed.
These procedures resulted in 27 eligible studies being identified, involving a total of 660 individuals with PTSD and 812 controls. Summaries of the study designs, head injury exclusion information, and memory domains assessed are shown in Appendix B. Of the 660 with PTSD, 374 experienced combat-related trauma, 88 experienced interpersonal trauma in a civilian setting, 118 experienced state persecution or terror in a civilian setting, and 80 reported mixed traumas. Ten studies used trauma-exposed healthy controls, 8 used non-trauma-exposed healthy controls, and 9 utilized both types of healthy control group. Data from any psychiatric control groups were not analyzed. Fifteen studies (mild head injury excluded group) stated that they excluded any head injury or any loss of consciousness exceeding 15 min, 9 studies (significant head injury excluded group) stated that they excluded any "significant" head injury or any loss of consciousness exceeding 30 min, and 3 studies (unspecified group) did not mention if or how participants with head injury were excluded. Interrater reliability for these three moderator variables was found to be good, with the percentage of agreement exceeding 96% and kappa exceeding .93.
Twenty-three out of the 27 studies either matched groups on education or IQ, demonstrated the absence of significant group differences, or controlled for these variables statistically. Current alcohol or substance use was an exclusion criterion in 21 studies, and 2 further studies excluded individuals with a history of treatment for substance abuse. In addition, 2 studies either matched groups on this variable or included it as a factor in the analyses. Only in 2 studies was the potential role of substance abuse not taken into account. It therefore appears reasonable to discount education, IQ, and current substance abuse as plausible confounding factors in this set of studies.
Calculation of Effect Sizes
The means and samples sizes for PTSD and control groups were used to compute effect sizes expressed as correlation coefficients, r, for each measure of cognitive impairment (verbal immediate memory, verbal delayed memory, visual immediate memory, and visual delayed memory). Correlation coefficients were chosen as the effect size metric because they can be easily computed from group means (see Hunter & Schmidt, 2004) and are more easily interpreted in terms of practical importance compared with other metrics (Field, 2001; Rosenthal, 1991; Rosenthal & DiMatteo, 2001) . Correlation coefficients were computed such that a positive coefficient reflected a lower mean in the PTSD group than the control group and a negative coefficient represented a higher mean in the PTSD group.
The analysis was performed in two stages. First of all, because of the small number of studies selected for analysis, all initial analyses allowed multiple effect sizes from an individual study. This was done to maximize the number of effect sizes that could be used. Table 1 shows the included studies, the number of effect sizes from each study (split by the type of control group used), the mean effect size, and the range of effect sizes. Using multiple effect sizes from the same study creates the problem that the results could be biased by particular studies that produced many effect sizes. An attempt was made to quantify this potential bias by running a second set of analyses in which a given study was allowed to contribute only a single effect size. In studies in which more than one control group was included, a study was permitted to contribute more than one effect size if these reflected the difference between the PTSD group and different control groups: For example, the Stein, Kennedy, and Twamley (2002) study contributed both effect sizes representing the difference between a PTSD group and a non-trauma-exposed group, and the same PTSD group compared with a trauma-exposed group. Studies using more than one control group always used the same measures of impairment in the different control groups, and so the type of control group was not confounded with the measures of impairment within a study. In this later analysis, Rosenthal's (1991) advice was taken and a simple average of effect sizes within each study was computed before the meta-analysis across studies.
Method of Meta-Analysis
There is some debate in the literature over the use of fixedeffects or random-effects meta-analyses (see Field, 2001 Field, , 2003a Field, , 2003b Field, , 2005b Hunter & Schmidt, 2000) . There is support for the position that real-world data are likely to have variable population parameters (Field, 2003b; Hunter & Schmidt, 1990 National Research Council, 1992; Osburn & Callender, 1992) , and empirical data have shown that real-world data do not conform to the assumption of fixed population parameters (Barrick & Mount, 1991; Field, 2005b) . Hedges and Vevea (1998) suggested that fixed-effects models are appropriate for inferences that extend only to the studies included in the meta-analysis, whereas randomeffects models allow inferences that generalize beyond the studies included in the meta-analysis. Overton (1998) echoed this view by suggesting that when a research domain's population is underrepresented (i.e., only a relatively small number of possibly quite diverse studies have been attempted), a random-effects model is most appropriate; when the population is well-represented (and generalizations beyond the studies in the meta-analysis are not necessary), a fixed-effects model is more suitable. In addition, applying fixed-effects meta-analytic models to random-effects data can have undesirable effects on the outcomes of the analysis (Field, 2003b; Hunter & Schmidt, 2000) .
In light of the variability in observed effect sizes (see the next section) and the relatively small number of studies, a randomeffects conceptualization of the meta-analysis was used and a mixed model (in which effect sizes are treated as random but moderators are treated as fixed) was used for any moderator analyses. Hedges and Vevea's (1998) method was applied throughout on Fisher-transformed correlation coefficients with results reported after the back transformation to the Pearson product-moment correlation coefficient (see Field, 2001 , 2005b , and Overton, 1998 , for an explicit description of how this method is applied to correlation coefficients). To remove the slight positive bias found from Fisher-transformed correlation coefficients, the effect sizes were first transformed with r Ϫ {[r(1 Ϫ r 2 )]/2(n Ϫ 3)} before the Fisher transformation was applied (see Overton, 1998) . The small number of studies made it impractical to look at all moderators simultaneously because the resulting interaction terms would have had empty cells and the power to detect moderation would have been very low. Therefore, potential moderators were grouped into conceptually relevant clusters: the type of memory task used, the type of trauma and control group, and the presence of head injury. All moderator analyses used the multiple regression framework outlined by Overton. Overton suggested that when moderator variables have three or more levels or when there are multiple moderator variables that are all treated as fixed effects, then the significance of these moderator variables can be usefully assessed using the F distribution. However, because this is not standard practice, the significance of the overall effect of moder-ators is reported using both the chi-square and F distribution, so that readers can make their own judgment about the importance of moderators in the model. All analyses were conducted using custom-written syntax for SPSS (Version 14).
Results
Analysis of All Effect Sizes
Following Rosenthal's (1995) advice, Table 2 shows a stemand-leaf plot of the computed effect sizes. The mode of the distribution is around 0 -.1, after which a fairly even number of effect sizes cluster around the intervals between .1 and .4. The standard deviation of observed effect sizes (calculated using Hunter and Schmidt's, 2004, equation) , r , was .18, which is comparable to the value found by Barrick and Mount (1991) and is higher than the average amount of variability found in meta-analytic studies published in Psychological Bulletin in 1997 -2002 (Field, 2005b . Hedges and Vevea's (1998) estimateof between studies variance, 2 , was 0.016 (0.12 as a standard deviation). A chi-square test of homogeneity of effect sizes was highly significant, 2 (163) ϭ 274.14, p Ͻ .001. These measures suggest considerable variation in effect sizes overall.
The mean effect size based on Hedges and Vevea's (1998) random-effects model was .200; the 95% confidence interval (CI .95 ) was .170 (lower) to .229 (upper), which had a highly significant associated z score (z ϭ 12.88, p Ͻ .001). This is a small to medium effect by Cohen's (1988) criterion. A file-drawer analysis, as described by Rosenthal (1991 Rosenthal ( , 1995 , revealed that 16,141 Bremner et al. (1995) Non-trauma-exposed .214 4 .535 Bremner et al. (1993) Non-trauma-exposed .474 4 .228 Crowell et al. (2002) Trauma-exposed .093 6 .204 Emdad et al. (2005) Non-trauma-exposed .319 1 .000 Gil et al. (1989) Non-trauma-exposed .431 2 .034 Gilbertson et al. (2001) Non-trauma-exposed .347 6 .692 Golier et al. (2002) Non-trauma-exposed .472 Yehuda et al. (1995) Non-trauma-exposed Ϫ.166 2 .498
Note. k ϭ the number of effect sizes; Range ϭ largest effect size-smallest effect size.
new, unpublished, filed, or unretrieved studies would be required to bring the significance of this average effect size to nonsignificance. Table 3 shows stem-and-leaf plots broken down by the type of task (visual or verbal) and whether there was a delay (delay or immediate). The few studies that used tasks classified as both verbal and visual or having both a delayed and an immediate component are excluded from Table 3 (eight effect sizes were excluded). Table 4 shows the results of separate meta-analyses for different combinations of task and delay. First, there was significant variation in effect sizes in the visual tasks but not the verbal. The estimates of the population effect sizes were significant in all conditions but were larger for the verbal tasks, where they approached Cohen's (1988) criterion for a medium effect (.3). In all conditions the estimate of the population effect size was deemed significant, but the utility of significance testing of the population effect size estimates is debatable, and it is worth noting that the estimates of population effect sizes were on the weak side (.1) for the visual tasks. However, the 95% CI did not cross zero for any task, indicating that all of these effects are reliable. 2, 4, 4, 5, 6, 6, 6, 7, 9 .0 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 2, 2, 2, 2, 3, 3, 3, 4, 5, 5, 5, 6, 6, 6, 6, 6, 6, 6, 6, 7, 8, 8, 8, 8, 9, 9, 9, 9, 9 .1 1, 1, 1, 2, 2, 2, 2, 3, 4, 4, 5, 5, 5, 5, 5, 6, 7, 7, 7, 8, 8, 9 .2 0, 0, 0, 0, 1, 1, 1, 3, 3, 3, 3, 3, 4, 4, 5, 5, 5, 5, 5, 5, 5, 5, 6, 7, 7, 7, 8, 8, 9, 9 .3 0, 0, 1, 2, 2, 2, 3, 4, 4, 4, 5, 5, 6, 6, 7, 7, 7, 7, 8, 8, 8, 8, 8, 9, 9 .4 0, 0, 0, 1, 1, 1, 2, 3, 3, 3, 4, 4, 5, 5, 6, 7, 7, 8, 8, 9 .5 1, 5, 6, 7, 7 .6 0, 0, 1 2, 2, 3, 5, 6, 6, 8, 8, 9, 9 .0 0, 0, 0, 0, 0, 1, 5, 6, 6, 8, 9 .1 4 .1 1, 2, 2, 3, 4, 7, 8, 9 .2 1, 3, 3, 5, 5, 6, 7 .2 0, 1, 1, 3, 5, 5, 5, 7, 9, 9 .3 1, 2, 4, 4, 6, 6, 8 .3 0, 0, 2, 4, 7, 7, 8, 8, 8, 8, 9, 9 .4 0, 0, 3, 4, 4, 5, 5, 6, 7, 8, 9 .4 0, 1, 3, 7 .5
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A moderator analysis was performed to see whether the type of task and delay could explain variation in observed effect sizes. A mixed model was used (see Field, 2003b; Overton, 1998) including three predictors: visual-verbal, delayed-immediate, and the interaction between the two variables. Groups were coded such that the resulting betas directly represent the difference between population effect size estimates in the different conditions. Overall, the inclusion of these three variables significantly predicted the observed effect sizes, 2 (3) ϭ 20.78, p Ͻ .001 (based on the chi-square distribution), p Ͻ .001 (based on an F distribution with 3 and 152 degrees of freedom as recommended by Overton, 1998) . Table 5 shows the individual betas, their 95% CIs, and significance based on a chi-square statistic with 1 degree of freedom. It is clear from this table that the only significant moderator variable was whether a visual or a verbal task was performed. The coding of this variable indicates that effect sizes for impairment were significantly larger (by .13) in the PTSD group when a verbal task was used compared with when a visual task was used (this can be seen also in Table 4 ). The introduction of a delay and the interaction between the task and delay were not significant moderators of the observed effect sizes.
Effect of the Control Group and Type of Trauma
PTSD samples were coded into three types: military trauma, state persecution-terror, and interpersonal trauma, and within each of these types studies were divided into those that used a trauma-exposed versus a non-trauma-exposed control group (see Table 6 for the number of effect sizes within each cell of the design). Effect sizes for which the nature of the trauma was mixed or unspecified (k ϭ 28) were excluded. Table 6 shows individual meta-analyses for these groups. Only the military trauma/non-trauma-exposed control group had significant variation in effect sizes, and for both state persecution groups the between-studies variability was zero (this is possibly due to the small number of studies included). This group also had noticeably larger population effect size estimates (.39 and .27) . The lowest population effect size estimate was for interpersonal trauma compared with a trauma-exposed control group (.07).
A moderator analysis was conducted in which the three trauma groups were coded as two orthogonal contrast variables (see Field, 2005a; Overton, 1998) . The first of these orthogonal contrasts compared the effect sizes from military trauma against all other effect sizes; the second excluded the military category and compared the effect sizes from state persecution-terror with those from interpersonal trauma. In addition, control group was entered as a variable coding non-trauma-exposed against trauma-exposed controls. Finally, the interactions between the control group and the two contrast variables for the trauma group were included, making five predictors in total. Groups were coded such that the resulting betas directly represent the difference between population effect size estimates in the different conditions.
Overall, the inclusion of these five predictors significantly predicted the observed effect sizes when compared with the F distribution as recommended by Overton (1998), 2 (4) ϭ 9.25, p Ͻ .10 (based on chi-square distribution), p Ͻ .001 (based on an F distribution with 5 and 130 degrees of freedom). Table 7 shows the Bs for the individual predictors, their 95% CIs, and their significance. The contrast for the control group approached significance ( p ϭ .098) and showed a trend toward larger population effect size estimates when a non-trauma-exposed control group was used compared with a trauma-exposed control group. 1 The only other contrast that 1 By looking at the effect of the control group in this way the sample size was reduced (information on the effect of control group was not used for those studies excluded because the trauma type was mixed or unspecified). An analysis was done for the effect sizes from all studies using either a trauma-exposed (k ϭ 53) control group or a non-trauma-exposed control group (k ϭ 107). When a non-trauma-exposed control group was used there was significant heterogeneity of effect sizes, 2 ϭ .023, 2 (106) ϭ 206.65, p Ͻ .001; this was not the case when a trauma-exposed control group was used, 2 ϭ 0, 2 (52) ϭ 48.92, p ϭ 0.60. A random effects meta-analysis revealed a mean effect size of .227, CI . 95 ϭ .187 (lower), .266 (upper) (z ϭ 10.92, p Ͻ .001), when a non-trauma-exposed control group was used, and .135, CI . 95 ϭ .097 (lower), .173 (upper) (z ϭ 6.96, p Ͻ .001), when a trauma-exposed control group was used. A moderator analysis (as described before) revealed a significant effect for type of control group, B ϭ -0.08, CI . 95 ϭ -0.147 (lower), -0.022 (upper); 2 (1) ϭ 7.08, p Ͻ .01. This shows that the average effect size was significantly larger when a non-trauma-exposed control group was used compared with when a trauma-exposed control group was used. 
Effect of Head Injury
Effect sizes were coded into three groups: effect sizes from studies silent about possible head injury, effect sizes from studies that excluded significant head injury, and effect sizes from studies that excluded mild head injury. Table 8 shows individual metaanalyses for these groups. Only the group of effect sizes from studies that excluded mild head injury had significant variation in effect sizes. The mean effect sizes in the two groups for whom head injuries were excluded were substantially larger than for the group of effect sizes from studies silent about head injuries.
A moderator analysis was conducted in which the three groups were coded as two orthogonal contrast variables (see Field, 2005a; Overton, 1998) . The first of these orthogonal contrasts compared the effect sizes from the two groups in which head injuries were excluded with the group for which the status of head injuries was unspecified; the second excluded the unspecified category and compared the effect sizes from the groups that excluded mild and severe head injury. Overall, the inclusion of these two contrasts significantly predicted the observed effect sizes, 2 (2) ϭ 6.88, p Ͻ .05 (based on the chi-square distribution), p Ͻ .001 (based on an F distribution with 2 and 161 degrees of freedom). Table 9 shows the results of these contrasts. The first contrast was significant, indicating that effect sizes from studies that excluded head injury were significantly greater than those from studies silent about possible head injury. The second contrast was not significant, indicating that the criterion for determining exclusion based on head injury did not significantly affect the average effect size estimate. However, this contrast showed a trend toward bigger effect size estimates when significant head injuries were excluded compared with mild ones ( p ϭ .08).
Dependence Between Effect Sizes
Throughout, the analyses studies have been allowed to contribute more than one effect size to the analysis (because of the use of different measures of memory impairment). The dependence between these measures and the resulting effect sizes could not be estimated, but to see the extent to which this may have biased the results, complementary analyses were conducted in which effect sizes within a given study were averaged across the different tasks used (Rosenthal, 1991) so that each study contributed only a single effect size.
2 One consequence is a reduction in the number of effect sizes and consequent loss of power in significance tests. The purpose of these reanalyses was to remove biases arising from certain studies contributing more effect sizes to the analysis than did other studies. For the type of task used, even after the data were collapsed, some studies contributed more effect sizes than others because some studies used both visual and verbal tasks and/or immediate or delayed measures, whereas others used only one type of task. As such, some studies would have contributed to all cells of the design, and others would contribute to only one cell. This failure to equalize the number of effect sizes coming from each study meant that a reanalysis was not done using the type of task as a moderator variable.
For the overall analysis of all effect sizes, the data could be reduced to 36 effect sizes (one for each of the 27 studies and an additional 8 from studies that contributed 2 effect sizes from different control groups). The mean effect size based on Hedges and Vevea's (1998) random-effects model was .215, CI .95 ϭ .161 (lower), .268 (upper), which had a highly significant associated z score (z ϭ 7.62, p Ͻ .001). This is a small to medium effect by Cohen's (1988) criterion. These results do not differ substantially from those originally reported, but the population effect size estimate is slightly higher. A file-drawer analysis based on this analysis revealed that 901 additional new, unpublished, filed, or unretrieved studies would be required to bring the significance of this average effect size to nonsignificance.
Investigating the effect of the type of control group and trauma type (with a non-trauma-exposed control group, k ϭ 5, 4, and 13 for interpersonal abuse, state persecution, and military trauma, respectively; with a trauma-exposed control group, the corresponding values were k ϭ 3, 2, and 4, respectively), the analysis was broadly consistent with the earlier findings. Overall, the five contrasts still significantly predicted effect sizes when using the F distribution, 2 (5) ϭ 6.81, p ϭ .24 (based on the chi-square distribution), p Ͻ .001 (based on an F distribution with 5 and 25 degrees of freedom). The contrast comparing military trauma to other traumas was still not significant and was of a similar size (-.09 compared with -.05), b ϭ -.092, CI .95 ϭ -.237 (lower), .051 (upper); 2 (4) ϭ 1.73, p ϭ .19; however, the contrast comparing state persecution-terror against interpersonal trauma became only marginally significant, b ϭ -.172, CI .95 ϭ -.378 (lower), .037 (upper); 2 (4) ϭ 2.86, p ϭ .09. These tests would have lacked power, and it is worth noting that the actual difference in the effect was only .025 (-.197 in the original analysis compared with -.172 in this analysis). As such, both analyses have revealed negative estimates that reflect small to medium effects of state persecution compared with interpersonal trauma. These contrasts broadly support the magnitude of the effect of trauma type in the earlier analysis.
The two interaction contrasts were small and nonsignificant as before; however, the main difference in this compared with the previous analysis allowing for dependent effect sizes was a drop in the moderating effect of the type of control group used. In the current analysis this effect was nearly half the size of the analysis of dependent effect sizes (b ϭ -.060 compared with -.105), b ϭ -.060, CI .95 ϭ -.213 (lower), .094 (upper); 2 (4) ϭ 0.64, p ϭ .42. Investigating the effect of head injury status, the pattern of results was very different when only independent effect sizes were analyzed (k ϭ 34 for unspecified, k ϭ 94 for significant head injury excluded, and k ϭ 24 for mild head injury excluded). Overall, the two contrasts did not significantly predict effect sizes, 2 (2) ϭ 2.10, p ϭ .35 (based on the chi-square distribution), p ϭ .14 (based on an F distribution with 2 and 33 degrees of freedom). The contrast comparing effect sizes from studies silent about possible head injury with those that excluded head injury was not significant, b ϭ -.103, CI .95 ϭ -.308 (lower), -.098 (upper); 2 (1) ϭ 1.08, p ϭ .30; the contrast comparing the two types of head injury exclusion was still nonsignificant, b ϭ -.071, CI .95 ϭ -.197 (lower), .056 (upper); 2 (1) ϭ 1.28, p ϭ .26. Significance aside, the estimate of the effect of excluding head injuries against unspecified treatment of head injury is broadly similar to that in the earlier analysis: The estimate dropped from -.144 to -.103, but both estimates are in the same direction and reflect a relatively small effect.
Discussion
The analysis has demonstrated that overall, despite considerable variability between studies, samples of adults with PTSD show a decrement in memory performance that is small to moderate in magnitude. Further, this is not specific to military or civilian samples, with combat veterans and victims of interpersonal trauma showing similar effect sizes. If anything, the association appeared to be strongest in civilian samples exposed to state persecution or terror, although the number of such studies was small. This result should be treated with caution, as it failed to reach significance when a more conservative analysis controlling for dependence between effect sizes was used. Effect sizes varied within each of the basic four memory categories created by classifying performance variables into immediate versus delayed recall and visual versus verbal memory. It is possible that the use of different memory instruments across studies produced some of the variance in effect sizes. Although task parameters can influence effect sizes (Wilson & Lipsey, 2003) , our inclusion criteria of standardized, anterograde, episodic memory tasks was fairly restrictive and in keeping with those of other meta-analytic studies of memory performance (cf. Backman, Jones, Berger, Laukka, & Small, 2005; Henry, MacLeod, Phillips, & Crawford, 2004; Small, Rosnick, Fratiglioni, & Backman, 2004) . Perhaps more important, part of our impetus for conducting the meta-analysis was to gauge the robustness of a more general construct (e.g., memory) in the face of differences in populations, measures, and other contextual variables. That we could detect discernable differences across diagnostic categories taking into consideration measurement variation enhances the confidence that can be placed in the findings.
As noted by several commentators (Danckwerts & Leathem, 2003; Duke & Vasterling, 2005; Horner & Hamner, 2002; McNally, 2003) , methodological issues limit the interpretation of any relationship between PTSD and memory performance. We attempted to investigate as many of these as possible by including them as moderator variables in the analysis. The use of control groups that had not been exposed to trauma was rightly identified as an important factor that might tend to inflate group differences. Our results concerning this were mixed. When all possible studies and all possible dependent effects were included, non-traumaexposed groups were associated with larger effect sizes than trauma-exposed groups (although there was still a significant effect of PTSD status on memory in the latter). The effect of control group was markedly reduced when a more conservative (but less powerful) analysis controlling for dependence between effect sizes was used.
Another issue is the potential confounding factor of the degree of head injury that may have been sustained by participants. This could theoretically operate as a third factor explaining any observed association between PTSD and memory impairment, in which case greater amounts of head injury would be associated with larger effect sizes. Although it was not possible to control for this in detail, our data do not suggest that there was any such confounding effect. Studies that failed to state whether they had excluded participants with head injury in fact had smaller, not larger, effect sizes. Finally, it has been suggested that memory impairment may reflect a more global motivational problem rather than a specific neuropsychological deficit. Although it was not possible to investigate this directly, the fact that we found a selective pattern of deficits, affecting verbal rather than visual memory, makes this less likely. Vasterling and Brailey (2005) similarly concluded that the data on neuropsychological functioning in PTSD are not consistent with the kind of global impairment implied by this critique.
The selective association between PTSD and poorer verbal memory performance was one of the most interesting results of the analysis. We cannot rule out that larger visual memory deficits would have been found if more detailed or sensitive measures had been used (Danckwerts & Leathem, 2003) . Against this, however, the pattern of results was consistent with predictions from the dual representation of theory of PTSD (Brewin, 2001 (Brewin, , 2003 Brewin et al., 1996) and with several other findings that have consistently implicated a functional separation between verbal and nonverbal processing in PTSD. For example, Constans's (2005) review of information-processing biases indicated that threatening faces, but not threatening words, are preferentially processed at a preattentive level by individuals with PTSD. Wild, Baxendale, Scragg, and Gur (2002) investigated the relation between verbal memory deficits and outcome in patients receiving treatment for PTSD. Various aspects of cognitive performance were measured at the beginning of therapy, but it was verbal memory impairment, independent of overall intelligence, that was the only measure to predict a poorer outcome.
Verbal and nonverbal activity also appear to be differentially related to the development of intrusive memories. Healthy participants who watched a trauma film while carrying out a concurrent visuospatial task had a reduced number of intrusions of images of the film during the following week, whereas a concurrent verbal task increased the probability of intrusions (Holmes, Brewin, & Hennessy, 2004) . The authors interpreted this to mean that under normal circumstances intrusive visual memories are mediated by visuospatial processes, but that if a concurrent task competed for these resources at encoding, fewer intrusions would result. Similarly, they proposed that intrusions are normally suppressed by appropriately targeted verbal processing, but that if a concurrent task competed for these resources at encoding, more intrusions would result. More limited verbal abilities, whether inherited or a response to life stresses, might therefore be expected to increase the risk of PTSD in individuals exposed to trauma. Conversely, enhanced verbal abilities may act as a protective factor.
Some authors have concluded that much of the impairment on emotionally neutral tasks of the kind reviewed in this article may be attributable to dysfunction in regions sensitive to abnormalities in neurotransmitter systems responsible for the regulation of arousal (e.g., Sutker, Vasterling, Brailey, & Allain, 1995; Vasterling, Brailey, Constans, & Sutker, 1998) . Consistent with neurobiological models of PTSD implicating dysfunction of arousal systems and frontal-limbic neural circuits (for reviews, see Bremner, Southwick, & Charney, 1999; Pitman, Shalev, & Orr, 2000; Southwick, Rasmusson, Barron, & Arnstein, 2005) , it could be speculated that diminished prefrontal inhibitory functions contribute to symptoms such as reexperiencing of the trauma and difficulty in resisting distraction from irrelevant information. The findings of the meta-analysis failed to reveal an effect of immediate versus delayed recall, suggesting that there was no further degradation of memory over time that could not be accounted for by difficulties with the initial registration of information at immediate recall. From a neuroanatomical perspective, this pattern suggests that memory impairment in PTSD is likely not explainable on the basis of hippocampal dysfunction alone but probably involves dysfunction of frontal systems accounting for attentional and strategic learning deficits at early stages of learning. Vasterling and Brailey (2005) noted that, although the evidence for lateralization of neural dysfunction in PTSD was currently unclear, there are several findings consistent with a relative functional cerebral asymmetry favoring the right hemisphere over the left in terms of both neural activation and functional advantage. Thus, neurobiological data are also not inconsistent with the find-ings of the memory studies reviewed in this article. That is, in PTSD, there is a preservation of or increased efficiency in visualperceptual processing, coupled with a relative weakness of verbal memory-related abilities.
Two major questions remain. The data are silent about whether these neuropsychological differences predate the onset of PTSD, whether they are a result of PTSD, or both. Ideally, this question requires longitudinal studies measuring performance prior to and after the development of PTSD. The issues have been discussed at some length by Vasterling and Brailey (2005) , who noted several archival studies indicating that estimates of intellectual functioning obtained prior to trauma exposure were associated with a later PTSD diagnosis. An alternative approach is represented by a study of combat veterans and their identical twins who were not exposed to combat (Gilbertson et al., 2006) . By comparing the performance of veterans with and without PTSD, and their nonexposed cotwins, it is possible to distinguish the consequence of combat exposure and PTSD from familial vulnerability factors that increase or decrease the risk of disorder. Gilbertson et al. reported that the identical cotwins of PTSD combat veterans, who had neither combat exposure nor PTSD themselves, showed a similar pattern to their brothers with PTSD in IQ, verbal memory, and executive function. Moreover, higher scores on these measures were associated with fewer PTSD symptoms. They suggested that better neuropsychological functioning in these areas acted as a source of preexisting resilience when veterans were later faced with traumatic events. Of interest, they found no evidence that visual memory or visuospatial abilities were associated with PTSD symptoms or acted as a risk or resiliency factor.
The other question concerns whether these deficits are specific to PTSD or reflect the high levels of comorbidity with other psychiatric conditions. Again, Vasterling and Brailey (2005) discussed the evidence in some detail and found a mixed pattern of results. Sufficient studies exist that have controlled for concurrent depression, substance misuse, and so forth to permit the conclusion that the association between PTSD and memory impairment is not consistently accounted for by any one comorbid condition. However, symptom overlap in the DSM definitions of PTSD and depression means that any attempt to entirely separate these disorders will often be artificial. The study by Gilbertson et al. (2006) circumvented this problem because test scores could be compared in the cotwins of veterans with and without PTSD. These nonexposed twins did not differ in their levels of psychiatric morbidity or medication use yet still performed significantly differently on neuropsychological tests, suggesting that PTSD effects on memory are not accounted for by comorbidity. An alternative approach for the future is to look for associations between memory impairment and specific symptoms of PTSD that either do or do not overlap with comorbid conditions. For example, symptoms such as emotional withdrawal and numbing overlap with depression, whereas flashbacks and hypervigilance do not.
In summary, the meta-analysis has aggregated data from more than 1,400 participants in order to produce a more reliable estimate of the association between PTSD and poorer memory for emotionally neutral material. The association appears to be consistent, to be small to moderate in size, and to be concerned primarily with verbal rather than visual memory. It is found in both civilian and military samples and cannot be dismissed as being due to the use of non-trauma-exposed control groups or concurrent head injury.
Although the results are largely consistent with neurobiological and experimental cognitive findings and help to put knowledge about cognitive impairment on a sounder footing, important questions remain about how to interpret the association. This should now be the focus of future studies of PTSD and memory performance. 
