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ABSTRAK 
 
Klasifikasi dengan metode regresi logistik digunakan untuk mengetahui pengaruh beberapa 
variabel bebas yang bersifat numerik atau kategorik terhadap variabel respon. Klasifikasi 
model regresi logistik memuat pendugaan parameter yang tidak stabil pada perubahan data 
set, sehingga diperlukan metode untuk menangangi ketidakstabilan tersebut. 
Ketidakstabilan dan ketepatan klasifikasi regresi logistik dapat ditingkatkan dengan 
menggunakan pendekatan bootstrap aggregating (bagging). Bagging regresi logistik 
bekerja dengan cara melakukan replikasi bootstrap terhadap peubah terikat dan peubah 
penjelas secara bersama-sama. Penelitian ini bertujuan untuk menangani kestabilan 
pendugaan parameter dan meningkatkan klasifikasi regresi logistik. Sedangkan kasus yang 
digunakan dalam penelitian ini adalah klasifikasi ketidaktepatan waktu kelulusan 
mahasiswa STIKOM Bali. Hasil penelitian menunjukkan bahwa ketepatan waktu lulusan 
dipengaruhi oleh lama menyusun skripsi, IPK, program studi dan IP semester 6. Hasil 
bagging regresi logistik  mampu menaikkan ketepatan klasifikasi sebesar 1,01% dari data 
set tunggal pada replikasi bootstrap 70 kali dengan nilai ketepatan klasifikasi 86,40%. 
 
Kata Kunci: bootstrap aggregating, logistic regression, klasification 
 
PENDAHULUAN 
 Klasifikasi merupakan salah satu 
metode statistika dalam pengelompokan 
suatu data yang disusun secara sistematis. 
Masalah klasifikasi muncul ketika ter-
dapat sejumlah ukuran yang terdiri dari 
satu atau beberapa kategori yang tidak 
dapat diidentifikasikan secara langsung 
tetapi harus menggunakan suatu ukuran. 
Salah satunya metode klasifikasi adalah 
metode analisis regresi logistik. 
Regresi logistik digunakan untuk 
mengetahui pengaruh beberapa peubah 
penjelas yang bersifat numerik atau kate-
gorik terhadap peubah terikat yang bersi-
fat kategorik (Agresti, 1990). Model pada 
regresi logistik pada klasifikasi mem-
berikan pendugaan parameter yang tidak 
stabil yang artinya jika terdapat peru-
bahan data set menyebabkan peruba-han 
yang signifikan pada model (Breiman, 
1994). Sehingga untuk memperoleh para-
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meter yang stabil pada regresi logistik 
digunakan pendekatan bootstrap, metode 
bootstrap aggregating (bagging). Bag-
ging merupakan metode ensemble yang 
relatif baru namun telah menjadi populer. 
Bagging dikembangkan oleh Breiman 
pada Tahun 90-an. Bagging regresi logis-
tik bekerja dengan cara melakukan rep-
likasi bootstrap terhadap peubah terikat 
dan peubah penjelas secara bersama-sama 
(Breiman, 1994) dan  (Efron dan Tibshi-
rani, 1993). 
Berbagai penelitian mengenai klas-
ifikasi kelulusan yang telah dilakukan 
mengindikasikan bahwa banyak sekali 
faktor yang mempengaruhi ketepatan 
klasifikasi kelulusan mahasiswa. Menurut 
Suryabrata (2008) faktor-faktor tersebut 
dapat bersumber dari diri mahasiswa 
(faktor internal) atau dari luar diri maha-
siswa (lingkungan/faktor eksternal). 
 Menurut Nurgenita (2015) dalam 
penelitiannya yang berjudul “identifikasi 
faktor-faktor yang ketepatan waktu kelu-
lusan mahasiswa program pasca sarjana 
IPB” dengan menggunakan analisis re-
gresi logistik biner bahwa faktor yang 
mempengaruhi ketepatan kelulusan ada-
lah fakultas, jenis kelamin, jalur masuk, 
IPK, dan beasiswa dengan akurasi klas-
ifikasi 85%. Suniantara (2016) dan (Suni-
antara dan Rusli, 2017) dalam 
penelitiannya menyatakan bahwa faktor 
yang memengaruhi lama studi mahasiswa 
adalah lama penyusunan skripsi, IPK dan 
jurusan mahasiswa dengan ketepatan 
klasifikasi 87% dan 91,2% sedangkan 
regresi logistik menghasilkan ketepatan 
klasifikasi 90,2%, akan tetapi hasil klas-
ifikasi tidak stabil disaat ada penambhan 
variabel dan jumlah data. Margasari 
(2014) mendapatkan hasil akurasi klasifi-
kasi CART 94,2% dan hasil akurasi klas-
ifikasi regresi logistik biner sebesar 
86,7% pada data profil mahasiswa FMI-
PA Universitas Brawijaya. 
Untuk itu diterapkan metode boot-
strap aggregating pada regresi logistik 
dengan tujuan meningkatkan kestabilan 
dan akurasi prediksi model yang 
dihasilkan. Hasil klasifikasi yang di-
peroleh akan dibandingkan dengan 
metode regresi logistik (tanpa bagging) 
untuk mendapatkan model terbaik. Par-
amita (2008) telah melakukan penelitian 
dengan dengan menggunakan bagging 
regresi logistik ordinal untuk memperoleh 
ketepatan klasifikasi yang lebih tinggi. 
TINJAUAN PUSTAKA 
Metode bootstrap pertama kali di-
pelajari oleh Efron pada tahun 1979. 
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Bootstrap adalah teknik yang dikem-
bangkan untuk membuat inferensia statis-
tik tertentu yang lebih sederhana dengan 
memerlukan kekuatan komputer modern 
(Efron dan Tibshirani, 1993). Menurut 
Efron (1979), bootstrap berbeda dengan 
inferensia statistika, metodenya sangat 
sederhana dan berdasar pada prosedur 
resampling. Bootstrap dapat menjawab 
berbagai pertanyaan statistika tanpa 
perhitungan matematis yang kompleks, 
hanya berdasar pada data yang dipunyai, 
tanpa asumsi apapun (Otok, 2008). Selain 
itu bias, variansi, distribusi sampling 
maupun interval konfindensi parameter 
populasi dapat dikontruksikan melalui 
bootstrap.  
Menurut Breiman(1996a), bagging 
merupakan implementasi sederhana dari 
pembangkitan replikasi quasi learning 
sample. Definisikan peluang dari kasus 
ke-n dari suatu learning sample adalah 
  Nnp /1 . Kemudian ambil sampel 
sebanyak N kali dari distribusi   np , 
sample ini secara ekuivalen merupakan 
sample dari L dengan pengembalian. 
Himpunan sampel dari L di sampel 
kembali menjadi himpunan learning 
sample L′. L′ lebih dikenal sebagai 
sampel bootstrap dari L.  
Bagging prediktor adalah metode 
untuk membangkitkan berbagai versi 
(multiple version) prediktor dan 
menggunakannya sebagai agregat 
prediktor Multiple version prediktor 
dihasilkan dari replikasi bootstrap dari 
sebuah data learning sampel dan 
menggunakannya sebagai himpunan data 
learning yang baru. Pada beberapa kasus, 
bagging pada data nyata/simulasi dapat 
meningkatkan akurasi. Jika perubahan 
data set menyebabkan perubahan yang 
signifikan maka bagging dapat 
meningkatkan akurasi (Breiman, 1996a).  
Bagging CART merupakan metode 
CART yang ditambahkan tehnik Bagging 
didalamnya. Prosedur bagging dijalankan 
dalam algoritma CART pada saat 
melakukan pembuatan pohon klasifikasi, 
khususnya pada proses penentuan 
pemilahnya. Penerapan tehnik bagging 
mempunyai tujuan untuk memberikan 
banyak versi prediktor dan 
menggunakannya untuk memperoleh 
agregat prediktor. Dalam kasus 
klasifikasi, B sampel bootstrap diambil 
dari data learning, kemudian pada setiap 
sampel bootstrap tersebut diterapkan 
metode CART untuk menghasilkan 
prediksi kelas dari suatu data input X 
(prediktor) yang sudah ditetapkan. 
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Prediksi akhir merupakan kelas yang 
paling sering terjadi pada hasil prediksi B 
sampel bootstrap. Hasil ketepatan 
klasifikasi dari penerapan bagging 
tergantung pada berapa banyak replikasi 
sample bootstrap yang dibuat sehingga 
penentuan banyaknya replikasi yang 
harus dibuat menjadi sangat penting.  
Ada beberapa peneliti yang 
memberikan rekomendasi tentang 
banyaknya replikasi bootstrap sampling 
yang harus dibuat diantaranya, Sutton 
(2004) merekomendasikan untuk 
melakukan replikasi sebanyak 25 atau 50 
kali. Namun Hastie at al (2001) 
menyatakan bahwa peningkatan akurasi 
akan terjadi jika banyaknya replikasi 
ditingkatkan dari 50 ke 100 kali dan jika 
replikasinya ditingkatkan menjadi yang 
lebih dari 100 kali akan menghasilkan 
akurasi yang tidak lebih besar 
dibandingkan replikasi 100 kali. 
METODE PENELITIAN 
Penelitian ini dilakukan di STIKOM 
– Bali dengan waktu penelitian  lima bu-
lan, dimana data yang digunakan dalam 
penelitian ini data lulusan mahasiswa 
STIKOM BALI periode 2016 – 2017 
sebanyak 890 sampel mahasiswa dengan 
rincian sebanyak 405 sampel mahasiswa 
kelulusan tepat waktu dan sebanyak 485 
sampel mahasiswa kelulusannya tidak 
tepat waktu. Adapun variabel bebas dan 
variabel respon diperlihatkan pada Tabel 
1. 
Tabel 1. Variabel Penelitian 
Variabel Jenis 
Status kelulusan mahasiswa 
Diskrit (tepat waktu dan tidak tepat 
waktu) 
Jenis kelamin mahasiswa Diskrit 
Jurusan/Prodi mahasiswa Diskrit 
Lama skripsi mahasiswa Kontinu 
IPK Kontinu 
IPS semester 6 Kontinu 
Nilai ujian masuk Kontinu 
 
Analisis yang dilakukan dengan 
menggunakan bagging regresi logistik. 
Bagging prediktor adalah metode untuk 
membangkitkan predictor dalam beberapa 
versi dan menggunakannya untuk aggre-
gate prediktor. Himpunan data (data set) 
  terdiri dari   Nnxy nn ,,1,,   
dengan y dapat berupa kelas label atau 
numerik respon. Jika input adalah x maka 
y diprediksi dengan   ,x  dimana 
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  ,x  adalah prediktor. Prediktor 
diperoleh dengan melakukan replikasi 
bootstrap yang kemudian disebut 
  kx  , . Replikasi bootstrap dilakukan 
sebanyak B kali sehingga   B  dari   
dan dibentuk prediktor   Bx  , .   B  
adalah resampling dengan pengembalian 
[3]. 
Adapun langkah–langkah untuk 
mencapai tujuan penelitian tersebut 
sebagai berikut: 
a Mengambil sampel bootstrap 
sebanyak n dari data set   dengan 
pengulangan sebanyak n. 
Pengambilan sampel sedemikian 
hingga setiap variabel aggregate 
dalam setiap observasi.  
b Memodelkan regresi logistik hasil 
sampel bootstrap B . 
c Menghitung peluang kumulatif, 
peluang masing-masing kategori 
respon untuk setiap observasi 
danmenghitung ketepatan klasifikasi. 
Kesalahan klasifikasi pada langkah 
ini disebut Be . 
d Mengulang langkah a – d sebanyak B 
kali (Replikasi bootstrap).  
e Memperoleh ketepatan klasifikasi 
bagging dari rata-rata ketepatan 
klasifikasi setiap pengula-ngan 
sampai B. Sehingga kesalahan 
klasifikasi bagging untuk replikasi B 
kali adalah Be . 
f Membentuk model bagging regresi 
logistik dari rata-rata setiap parameter 
pada pengulangan sampai B.  
Untuk memperoleh hasil yang lebih 
baik maka replikasi bootstrap dilakukan 
sebanyak mungkin. Replikasi bootstrap 
yang biasa digunakan adalah 50 sampai 
200 (Breiman, 1994) (Efron,  dan 
Tibshirani, 1993). 
HASIL DAN PEMBAHASAN 
1. Analisis Regresi Logistik Biner 
Analisis regresi logistik merupakan 
suatu analisis untuk mencari hubungan 
atau pengaruh dimana variabel responya 
berbentuk kategori dengan satu atau lebih 
variabel bebas. Hasil regresi logistik 
biner menghasilkan suatu model dengan 
pengujian parameter secara parsial ter-
dapat empat variabel bebes yang ber-
pengaruh nyata terhadap status kelulusan 
mahasiswa. Variabel tersebut adalah lama 
menyusun skripsi (LMS), indek prestasi 
komulatif (IPK), program studi dan indek 
prestasi semester 6 (IPS semester 6). 
Hasil uji parsial dapat dilihat pada tabel 2 
berikut: 
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Tabel 2. Uji Koefisien Model 
Variabel B Wald Nilai P 
Prodi(1) 2,314 4.118 0.000 
IPK 3,153 5.733 0.000 
IPS 1,160 4.103 0.010 
JK(1) 0,142 0.870 0.311 
NUM 0,118 0.880 0.424 
LMS 3,796 6.742 
0.000 
 
Constant -7,512 26.578 0.000 
Berdasarkan Tabel 2 maka model regresi 
logistik biner sebagai berikut: 
Klasifikasi waktu kelulusan mahasiswa 
STIKOM Bali menggunakan persamaan 
model regresi logistik biner dapat dilihat 
pada Tabel 3. 
Sehingga besarnya ketepatan klasifikasi 
yaitu: 
%39,85
%100
3903595370
390370
%100









DCBA
DA
Akurasi
 
 
 
  
  LMSIPSIPKodi
LMSIPSIPKodi
x
798,3160,1153.31Pr314,2512,7exp1
798,3160,1153.31Pr314,2512,7exp



 
 
Tabel 3. Ketepatan Klasifikasi 
Aktual 
Prediksi 
Total 
Tepat Waktu Tidak Tepat Waktu 
Tepat Waktu 
 
370 95 465 
Tidak Tepat Waktu 35 390 425 
Total 
 
405 485 890 
 
 
Akurasi 85,39% artinya persentase 
seluruh observasi terklasifikasi dengan 
benar sebesar 85,39% sehingga besarnya 
misklasifikasi adalah 14,61%. Nilai 
misklasifikasi dirasa cukup besar, 
sehingga dapat dikatakan model regresi 
logistik biner tidak cukup baik dalam 
mengklasifikasi waktu kelulusan 
mahasiswa STIKOM Bali. 
 Fungsi model regresi logistik 
biner yang diperoleh merupakan model 
data set tunggal. Parameter yang 
dihasilkan dari model regresi cendrung 
tidak stabil. Untuk melihat kestabilan 
parameter dan memperoleh keakuratan 
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model yang lebih baik maka dilakukan 
resampling pada data. Resampling pada 
pengamatan terkelompok yang melibat-
kan beberapa variabel prediktor dilaku-
kan dengan metode bagging yang 
merupakan pengambilan sampel dengan 
pengembalian untuk data set yang terdiri 
dari respon (y) dan variabel bebas (x). 
2. Bagging Regresi Logistik Biner 
Metode bagging regresi logistik 
digunakan untuk meningkatkan ketepatan 
klasifikasi dan menstabilkan pendugaan 
parameter model dari regresi logistik 
biner. Variabel yang digunakan pada 
model bagging regresi logistik adalah 4 
variabel yang berpengaruh terhadap vari-
abel respon yang didapatkan dari hasil 
model regresi logistik yaitu lama me-
nyusun skripsi (LMS), indek prestasi 
komulatif (IPK), program studi dan indek 
prestasi semester 6 (IPS). Sampel boot-
strap diambil dari data set sebanyak n 
data yaitu 890 data kemudian direplikasi 
bootstrap regresi logistik sebanyak 50, 
60, 70, 80, 90, 100, 150 dan 200. 
Pada setiap pengambilan sampel 
akan dibentuk model regresi logistik 
biner sehingga akan diperoleh nilai 
ketepatan klasifikasi sebanyak B dalam 
setiap B replikasi bootstrap. Perhitungan 
ketepatan klasifikasi dilakukan pada se-
tiap iterasi hasil perhitungan ketepatan 
kemudian dirata-rata sehingga menghasil-
kan ketepatan klasifikasi bagging regresi 
logistik biner. Keberhasilan bagging 
diukur dari seberapa besar bagging dapat 
menurunkan kesalahan klasifikasi dari 
model data set tunggal. Tabel 4 merupa-
kan hasil dari bagging dengan 50, 60, 70, 
80, 90, 100, 150 dan 200 replikasi boot-
strap.
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Tabel 4. Ketepatan Klasifikasi Bagging Regresi Logistik 
Replikasi 
bootstrap 
Ketepatan klasifikasi 
(%) b
e  (%) e  (%) 
50 84,65 15,35 85,39 
60 85,39 14,61 85,39 
70 86,40 13,60 85,39 
80 85,39 14,61 85,39 
90 85,40 14,60 85,39 
100 85,40 14,60 85,39 
150 85,39 14,61 85,39 
 
Pada Tabel 4 memberikan informasi 
bahwa dengan 70 replikasi bootstrap  
diperoleh rata-rata ketepatan 
klasifikasi terbesar yaitu sebesar 
86,17%, sehingga  
dapat disimpulkan bahwa bagging 
prediktor terbaik adalah pada replikasi 
bootstrap sebanyak 70 kali dengan 
kesalahan klasifikai sebesar 13,60%. 
Model bagging ini dapat meningkat-
kan ketepatan klasifikasi dari model 
data set tunggal yaitu sebesar 85,39% 
menjadi 86,40% atau dengan kata lain 
bagging dapat menaikkan ketepatan 
klasifikasi sebesar 1,01% dari model 
data set tunggal. 
Estimasi parameter model bag-
ging merupakan nilai rata-rata estimasi 
parameter B kali replikasi bootstrap. 
Jika dilakukan replikasi 70 kali, maka 
estimasi parameter model bagging 
adalah hasil rata-rata estimasi 
parameter ke-70 model multiple  
 
regresi logistik biner. Pada 70 kali 
replikasi bootstrap diperoleh ketepatan 
klasifikasi terbesar. 
KESIMPULAN 
 Berdasarkan hasil penelitian 
yang telah dilakukan diperoleh 
kesimpulan bagging regresi logistik 
biner mampu menaikkan ketepatan 
klasifikasi sebesar 1,01% dari data set 
tunggal. Prediktor terbaik diperoleh 
pada replikasi bootstrap sebanyak 70 
kali dengan ketepatan klasifikasi 
bagging sebesar 86,40%. Variabel 
bebas yang terlibat dalam model yang 
mempengaruhi waktu ketepatan 
lulusan mahasiswa STIKOM Bali 
adalah lama menyusun skripsi, IPK, 
program studi dan Indeks prestasi pada 
semester 6. 
DAFTAR PUSTAKA 
Agresti, A. 1990. Categorical Data 
Analysis. New York: John Wiley 
and Sons. 
Bagging Regresi Logistik pada Peningkatan Ketepatan Klasifikasi Waktu 
Kelulusan Mahasiswa STIKOM Bali  
 
18 
 
Breiman, L. 1994. Bagging Predictors, 
Machine Learning, Statistics De-
partement of California University, 
Vol. 24. 123-140 
Breiman, L (1996). Bagging Predic-
tors, Machine Learning, Vol. 24. 
123-140 
Dias., J. G.  And J.K. Vermunt. 2005. A 
Bootstrap based Aggregate Classi-
fier for model based clustering. 
Journals of Annals Statistics.  
Efron, B. dan Tibshirani, R.J. (1993) 
“An Introduction to the Bootstrap” 
Chapman Hall, New York. 
Hechenbichler, K. And Tutz, G. Bagging, 
Boosting and ordinal classification. 
Institus fur Statistic, Ludwig-
Maximilians-University Munchen. 
Margasari, A. (2014). Penerapan metode 
CART (Classification and Regres-
sion Trees) dan analisis regresi 
logistik Biner pada klasifikasi profil 
mahasiswa FMIPA Universitas 
Brawijaya. Studen Journal UB, vol 
2 no 4. 
http://statistik.studentjournal.ub.ac.i
d/index.php/statistik/article/view/15
1 [diakses tanggal 7 Agustus 2015] 
Nurgenita, Nita. (2015). Identifikasi 
Faktor-faktor Yang Mempengaruhi 
Ketepatan Waktu Kelulusan Maha-
siswa Program Sarjana IPB. Skripsi 
Departemen Statistika FMIPA IPB 
Bogor. (Tidak dipublikasikan). 
Otok, B.W (2008), “Pendekatan Boot-
strap pada Model Multivariate 
Adaptive Regression Spline”, 
Desertasi, Universitas Gadjah Ma-
da, Yogyakarta 
Paramita. 2008. Bagging Regresi Logistik 
Ordinal pada Klasifikasi Status 
Gizi Balita (Studi Kasus Kabupaten 
Nganjuk). Surabaya :Jurusan Statis-
tika FMIPA-ITS. 
Suniantara, IKP. (2016). Pendugaan La-
ma Studi Mahasiswa STIKOM BALI 
dengan Menggunakan Regresi Ber-
struktur Pohon. Penelitian Internal 
Tahap I STIKOM BALI 2016. 
Suniantara, IKP & M. Rusli. 2017. Klas-
ifikasi Waktu Kelulusan Mahasiswa 
STIKOM Bali Menggunakkan 
CHAID Regression – Trees dan 
Regresi Logistik Biner. Statistika, 
Vol, 5 No. 1, Hal: 27 – 32. 
Sutton, C.D. (2005),Classification and 
regression trees, Bagging, and 
Boosting, Handbook of statistics, 
Vol. 24. hal 303-329. 
Suryabrata, S. (2008). Psiklogi Pendidi-
kan. Raja Grafindo Persada: Jakarta 
Torrao, G.A., N.M. Rouphail., M.C. Coe-
lho. (2013). Binary Classification 
and Logistic Regression Models 
 I Ketut Putu Suniantara, Gede Suwardika, I Gede Agus Astapa (2018) 
19 
 
Application to Crash Severity. 13
th
 
WCTR July 15-18. Roi Brazil. 
Wezel, M.V. dan Potharst, R. (2007). 
“Improved Customer Choice Pre-
dictions using Ensemble Methods”, 
European Journal of Operational 
Research, Vol. 181, hal. 436-452. 
