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Abstract
In this paper, we are concerned with the global existence and convergence rates of strong solutions 
for the compressible Navier-Stokes equations without heat conductivity in R3. The global existence and 
uniqueness of strong solutions are established by the delicate energy method under the condition that the 
initial data are close to the constant equilibrium state in H 2-framework. Furthermore, if additionally the 
initial data belong to L1, the optimal convergence rates of the solutions in L2-norm and convergence rates 
of their spatial derivatives in L2-norm are obtained.
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In this paper, we are interested in the following well-known compressible Navier-Stokes equa-
tions, which describes the motion law of compressible viscous fluid,
⎧⎪⎨
⎪⎩
ρt + div(ρu) = 0,
(ρu)t + div(ρu ⊗ u) + ∇P = divT ,
(ρE)t + div(ρEu + Pu) = div(uT ) + kθ.
(1.1)
Here ρ = ρ(t, x), u = u(t, x), P = P(ρ, θ), θ = θ(t, x) stand for the fluid density, velocity, pres-
sure and absolute temperature functions respectively, at time t ≥ 0 and position x ∈ R3. The 
specific total energy E = 12 |u|2 +E, E is the specific internal energy. T is the stress tensor given 
by
T = μ(∇u + ∇uT ) + λ(divu)I,
where I is the identity matrix, μ and λ are the coefficient of viscosity and second coefficient of 
viscosity satisfying
μ > 0, 3λ + 2μ ≥ 0.
k represents the coefficient of heat conduction. In this paper, we study the case when the coeffi-
cient of heat condition k = 0 and the gas is ideal and polytropic, so that the equations of state for 
the fluids are given by
P = Rρθ, E = cνθ, P = Ae
S
cν ργ , (1.2)
where R > 0 and A > 0 are the universal gas constant, γ > 1 is the adiabatic exponent, S is the 
entropy, and cν is the specific heat at constant volume satisfying cν = R/(γ − 1).
As one of the most important systems in fluid dynamics, there are many important pro-
gresses on the global existence, stability and large time behavior of solutions to the compress-
ible Navier-Stokes equations, cf. [1–3,5–8,10–23,25,26,30,31,33–35,38–40] and the references 
therein. Among them, when the coefficient of heat conduction k > 0, we refer to Kazhikhov et 
al. [25,26] for the global existence of smooth solutions with strictly positive initial density in one 
dimension. For the multi-dimensional case, the global existence of classical solutions were first 
established by Matsumura-Nishida [33–35] for initial data close to a non-vacuum equilibrium 
in H(R3) with  ≥ 3. Hoff [14,15], Wen-Zhu [38] and Huang et al. [18,19] proved the global 
existence of weak or classical solutions for discontinuous initial data provided the initial energy 
is suitably small. Danchin et al. [1–3] proved the global existence and uniqueness of strong solu-
tions in the framework of hybrid Besov spaces. For arbitrary data, Lions [30] and Feireisl et al. 
[12] proved the global existence of weak solutions for the isentropic flow with suitably large γ . 
When the coefficient of heat conduction k = 0, (1.1)3 is a hyperbolic equation which makes the 
problem much more complicated and has different phenomena (see [39,41,42]). Liu and Zeng 
[32] reformulated the original system in the Lagrangian’s coordinates and proved the elaborate 
pointwise estimates and large-time behavior of solutions to (1.4) by studying the Green’s func-
tion and the nonlinear interaction of waves in one dimension. For the case of three dimensions, 
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[6] and Tan-Wang [36] proved the global existence of small strong solutions under the addi-
tional assumption that the initial data are bounded in the L1 space. It is worth to mention that 
the decay-in-time estimates on (P, u) is used to establish the uniform bound of S . Tan-Wang 
[37] studied the global existence of small strong solutions under the H-framework with  ≥ 4. 
Wu [39] investigated the global existence and asymptotic behavior to the initial boundary value 
problem. Compared to the Cauchy problem, the equilibrium state of pressure is a monotonically 
increasing function on time. Xin et al. [41,42] proved the smooth or strong solutions will blow 
up in finite time if the initial data have an isolated mass group, no matter how small the initial 
data are.
The main motivation of this paper is to establish the global existence without the low fre-
quency assumptions of the initial data by an elaborate energy method. To begin with, we note the 
fact that all thermodynamics variable ρ, θ, E, P as well as the entropy S can be represented by 
functions of any two of them. To overcome the difficulties arising from the non-dissipation on 
θ , we will rewrite system (1.1). We select the independent two variables to be P and S . On the 
basis of the state equations (1.2), we deduce that
ρ = A− cνcν+R P cνcν+R e− Scν+R . (1.3)
Thus under the aforementioned assumptions, the system (1.1) in terms of variables P, u and S
reads
⎧⎪⎨
⎪⎩
Pt + γP divu + u · ∇P = 	[u]cν ,
ρut + ρu · ∇u + ∇P = μu + (μ + λ)∇divu,
St + u · ∇S = 	[u]P ,
(1.4)
where 	[u] = μ2 |∇u + ∇uT |2 + λ(divu)2 is the classical dissipation function. It is worth noting 
that system (1.4) is a hyperbolic-parabolic system and the dissipation property comes from vis-
cosity. We are concerned with the initial value problem to system (1.4) with initial data satisfying
(P,u,S)(0, x) = (P0, u0,S0)(x) −→ (P̄ ,0, S̄), as |x| −→ ∞. (1.5)
For the global existence and large time behavior of strong solutions to the Cauchy problem 
(1.4)-(1.5), we have the following theorem.
Theorem 1.1. Given two constants P̄ > 0 and S̄ . Assume that (P0 − P̄ , u0, S0 − S̄) ∈ H 2(R3)
with δ0 := ‖(P0 − P̄ , u0, S0 − S̄)‖2 small, then the Cauchy problem (1.4)-(1.5) admits a unique 
globally strong solution (P, u, S)(t) satisfying
P − P̄ ,S − S̄ ∈ C0([0,∞);H 2(R3)) ∩ C1([0,∞);H 1(R3)),
u ∈ C0([0,∞);H 2(R3)) ∩ C1([0,∞);L2(R3)),
‖(P − P̄ , u)(t)‖22 +
t∫
‖∇P(τ)‖21 + ‖∇u(τ)‖22dτ  ‖(P0 − P̄ , u0)‖22, (1.6)0
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{
C‖(P0 − P̄ , u0)‖2
}
, for any t ≥ 0. (1.7)
Moreover, if (P0 − P̄ , u0) ∈ L1(R3), then for any t ≥ 0, it holds
‖(P − P̄ , u)(t)‖Lq  (1 + t)−
3
2 (1− 1q ), 2 ≤ q ≤ 6, (1.8)
‖∇(P,u)(t)‖1  (1 + t)− 54 , (1.9)
‖∂t (P,u,S)(t)‖  (1 + t)− 54 . (1.10)
Finally, denote
(P0,m0) = (cνP0
R
− cνP̄
R
+ 1
2
ρ0|u0|2, ρ0u0)
and assume that the Fourier transform (P̂0, m̂0) satisfies
P̂0(ξ) ≥ c0, m̂0(ξ) = 0, for 0 ≤ |ξ |  1, (1.11)
where c0 is a positive constant, then we also have the following lower bound time decay rates
min{‖(P − P̄ )(t)‖, ‖u(t)‖} ≥ c1(1 + t)− 34 , (1.12)
where c1 is a positive constant independent of time.
Remark 1.1. The boundedness of ‖(P0 − P̄ , u0)‖Lp is not used in proving the global existence, 
this is different from the previous work [6,36] where the condition on L1-norm boundedness of 
the initial perturbation plays a key role in the proof of the global existence.
Now let us outline the main points of the study and explain some of the major difficulties 
and techniques presented in this article. By a continued argument, the global existence of strong 
solutions can be proven by combining the local existence and the a priori estimates. The local 
well-posedness can be proven by the standard argument of the contracting map theorem as [34]. 
The key point is to obtain the a priori estimates of the strong solution. More specifically, since 
the dissipative variables P and u satisfy (1.4)1 and (1.4)2 whose linear parts possess the same 
structure as that of the compressible isentropic Navier-Stokes equations, the uniform bound of 
(P, u) can be established by a direct energy method as in [34] under a priori assumption that 
‖(P − P̄ , u, S − S̄)‖2 is sufficiently small. Due to the appearance of the non-dissipative variable 
S , the main difficulty lies in the closure of the energy estimates of the variable S . To overcome 
this difficulty, we introduce the useful tools of Besov spaces and exploit some delicate energy 
estimates to get a L1-decay on the velocity u, which enables us to close the energy estimates of 
the non-dissipative variable S .
Notation. In the following part of the paper, ∇ with an integer  ≥ 0 stands for the usual any 
spatial derivatives of order . For the sake of conciseness, we do not precise in functional space 
names when they are concerned with scalar-valued or vector-valued functions, ‖(f, g)‖X denotes 
‖f ‖X + ‖g‖X . We will employ the notation a  b to mean that a ≤ Cb for some positive con-
stant C which may change from line to line but whose meaning is clear from the paper. We use 
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m ≥ 0 and 1 ≤ p ≤ +∞. If m = 0, we just use || · || and || · ||Lq for convenience. The integration 
domain R3 will be always omitted without any ambiguity. 〈·, ·〉 represents the inner-product in 
L2(R3). Finally, F(f ) or f̂ denotes the Fourier transform of the function f .
Following that, let us introduce the Littlewood-Paley decomposition. Let ϕ(ξ) be a smooth 
function such that ϕ is supported in the shell {ξ ∈R3, 34 ≤ |ξ | ≤ 83 } and
∑
q∈Z
ϕ(2−qξ) = 1, for all ξ = 0.
We denote the space D′(R3) is the dual space of D(R3) = {f ∈ S(R3); Dαf̂ (0) = 0, for all
multi-index α ∈N3}, it also can be identified by the quotient space of S ′(R3)/P with polynomi-
als space P .
Defining the following the dyadic blocks
qf = F−1ϕ(2−qξ)Ff for q ∈Z.
Then the formal equality
f =
∑
q∈Z
qf
holds true for all f ∈D′(R3) which is the homogeneous Littlewood-Paley decomposition.
Definition 1.1. Given s ∈ R, 1 ≤ p, r ≤ +∞, then the homogeneous Besov space Ḃsp,r(R3) is 
defined by
Ḃsp,r (R
3) = {f ∈ D′(R3) : ‖f ‖Ḃsp,r < +∞},
here
‖f ‖Ḃsp,r  ‖2qs‖qf ‖Lp‖lr .
For s1, s2 ∈R, 1 ≤ p, r ≤ +∞, we define the hybrid Besov spaces B̃s1,s2p,r with norm B̃s1,s2p,r given 
by
‖f ‖
B̃
s1,s2
p,r
 (
∑
q≤0
‖2qs1qf ‖rLp )
1
r + (
∑
q>0
‖2qs2qf ‖rLp )
1
r .
The rest of the paper is structured as follows. In Section 2, we will reformulate the problem 
and state the equivalent results, Proposition 2.2. Section 3 is devoted to prove the global existence 
part of Proposition 2.2. In Section 4 and Section 5, we will give the decay part of Proposition 2.2.
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In this section, we first reformulate system (1.4). Set
α1 =
√
cν
(R + cν)ρ̄P̄
, α2 =
√
(R + cν)P̄
cνρ̄
, κ1 = μ
ρ̄
, κ2 = μ + λ
ρ̄
,
where ρ̄ = ρ(P̄ , ̄s). After the change of variables
n = P − P̄ , v = 1
α1
u, σ = S − S̄,
we rewrite the initial value problem (1.4)-(1.5) in the perturbation form as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
nt + α2divv = F,
vt + α2∇n − κ1v − κ2∇divv = G,
σt + α1v · ∇σ = H,
(n, v,σ )|t=0 = (n0, v0, σ0) = (P0 − P̄ , 1α1 u0,S0 − S̄),
(2.1)
where the nonlinear terms are given by
F  − (R + cν)α1
cν
n∇ · v − α1v · ∇n + 	[α1v]
cν
,
G  −α1v · ∇v − 1
α1
(
1
ρ
− 1
ρ̄
)∇n + μ( 1
ρ
− 1
ρ̄
)v + (μ + λ)( 1
ρ
− 1
ρ̄
)∇divv,
and
H  	[α1v]
n + P̄ .
For any T > 0, we define the solution space by
X(0, T ) = { (n, v, σ ) : n,σ ∈ C0([0, T );H 2(R3)) ∩ C1([0, T );H 1(R3)),
v ∈ C0([0, T );H 2(R3)) ∩ C1([0, T );L2(R3)),
∇n ∈ L2((0, T );H 1(R3)),∇v ∈ L2((0, T );H 2(R3)) },
and the solution norm by
X (T ) = sup
0≤t≤T
‖(n, v, σ )(t)‖22 +
T∫
0
‖∇n(τ)‖21 + ‖∇v(τ)‖22dτ.
Taking a standard contraction mapping argument as in [34], the local existence result for the 
Cauchy problem (2.1) can be stated as the following proposition.
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inf
x∈R3
{n0(x) + P̄ } > 0.
Then there exists a positive constant T0 depending on X (0) such that the Cauchy problem (2.1)
has a unique solution (n, v, σ) ∈ X(0, T0) satisfying
inf
t∈[0,T0],x∈R3
{n(t, x) + P̄ } > 0, and X (T0) ≤ 2X (0).
It is easy to check that Theorem 1.1 is equivalent to the following proposition.
Proposition 2.2. Assume that ‖(n0, v0, σ0)‖2 is sufficiently small, then the Cauchy problem (2.1)
has a unique global solution (n, v, σ) ∈ X(0, ∞) such that for any t ∈ [0, ∞),
‖(n, v)(t)‖22 +
t∫
0
‖∇n(τ)‖21 + ‖∇v(τ)‖22dτ  ‖(n0, v0)‖22, (2.2)
‖σ(t)‖2  ‖σ0‖2 exp{C‖(n0, v0)‖2}, for all t ≥ 0. (2.3)
Moreover, if (n0, v0) ∈ L1(R3), then for any t ≥ 0, it holds
‖(n, v)(t)‖Lq  (1 + t)−
3
2 (1− 1q ), 2 ≤ q ≤ 6, (2.4)
‖∇(n, v)(t)‖1  (1 + t)− 54 , (2.5)
‖∂t (n, v, σ )(t)‖  (1 + t)− 54 . (2.6)
Finally, if the Fourier transform (P̂0, m̂0) satisfies
P̂0(ξ) ≥ c0, m̂0(ξ) = 0, for 0 ≤ |ξ |  1,
where c0 is a positive constant, then we also have the following lower bound time decay rates
min{‖n(t)‖, ‖v(t)‖} ≥ c2(1 + t)− 34 , (2.7)
where c2 is a positive constant independent of time.
For later use, we show some useful analytic tools. First, we recall some Sobolev inequalities 
as follows, cf. [9].
Lemma 2.1. If f ∈ H 2(R3), then it holds
(1) ‖f ‖L∞ ≤ C‖∇f ‖ 12 ‖∇2f ‖ 12 ≤ C‖∇f ‖1;
(2) ‖f ‖L6 ≤ C‖∇f ‖;
(3) ‖f ‖Lq ≤ C‖f ‖1, 2 ≤ q ≤ 6.
We also need the following tame estimates for Besov spaces, cf. [2,4].
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s1+s2− 32
2,1 and
‖uv‖
Ḃ
s1+s2− 32
2,1
≤ C‖u‖
Ḃ
s1
2,1
‖v‖
Ḃ
s2
2,1
.
The next two lemmas are about some embedding estimates for the hybrid Besov spaces, cf. 
[2,4].
Lemma 2.3. The following embeddings for hybrid Besov spaces hold:
(1) We have B̃s,s2,1 = Ḃs2,1;
(2) If s ≤ t , then B̃s,t2,1 = Ḃs2,1
⋂
Ḃt2,1; Otherwise, B̃
s,t
2,1 = Ḃs2,1 + Ḃt2,1.
Lemma 2.4. There exists a positive constant C such that for all s ∈R, we have
1
C|s|+1
‖u‖Hs ≤ ‖u‖B̃0,s2,2 ≤ C
|s|+1‖u‖Hs .
For α, β ∈ R, let us define the following characteristic function on Z
φα,β(r) =
{
α, if r ≤ 0,
β, if r ≥ 1.
In order to get a L1-decay on the velocity v, we also need the following lemma which is 
devoted to estimates for the convection terms, cf. [2,3].
Lemma 2.5. Let F be a homogeneous smooth function of degree m. Suppose that − 32 <
s1, t1, s2, t2 ≤ 52 . The following two estimates hold:∣∣〈F(D)q(u · ∇a),F (D)qa〉∣∣ cq2−q(φs1,s2 (q−m))‖u‖
Ḃ
5
2
2,1
‖a‖
B̃
s1,s2
2,1
‖F(D)qa‖,
∣∣〈F(D)q(u · ∇a),qb〉 + 〈q(u · ∇b),F (D)qa〉∣∣
 cq‖u‖
Ḃ
5
2
2,1
×
(
2−qφt1,t2 (q−m)‖b‖
B̃
t1,t2
2,1
‖F(D)qa‖ + 2−qφs1,s2 (q−m)‖a‖B̃s1,s22,1 ‖qb‖
)
,
where the operator F(D) is defined by F(D)f := F−1F(ξ)Ff and ∑
q∈Z
cq ≤ 1.
3. The proof of global existence
By the standard continuity argument, the global existence of strong solution for the Cauchy 
problem (2.1) follows from Proposition 2.1 and a priori estimate. Suppose that the Cauchy prob-
lem (2.1) has a unique solution (n, v, σ) ∈ X(0, T ), with some T ∈ (0, +∞], we make a priori 
assumption
sup ‖(n, v, σ )(t)‖2 ≤ δ  1. (3.1)
0≤t≤T
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been proven in [36], thus we omit the proofs of them for simplicity.
Lemma 3.1. Under the a priori assumption (3.1), there exists a positive constant D1 > 0 suitably 
large which is independent of δ such that for any t ∈ [0, T ],
d
dt
{
D1‖(n, v)(t)‖2 + 〈∇n,v〉(t)
}+ ‖∇(n, v)(t)‖2  δ‖∇2v(t)‖2, (3.2)
d
dt
H1(n(t), v(t)) +
(‖∇2n(t)‖2 + ‖∇2v(t)‖21) δ‖∇(n, v)(t)‖2, (3.3)
and
d
dt
‖σ(t)‖22  (‖∇v(t)‖L∞ + ‖∇2v(t)‖L3)‖σ(t)‖22 + δ‖∇v(t)‖22, (3.4)
here H1(n, v) = D1‖∇(n, v)‖21 +
∑
|α|=1
〈∂αx ∇n, ∂αx v〉 and is equivalent to ‖∇(n, v)‖21 since D1 > 0
is large.
In order to close a prior estimate on σ , we need to derive a L1-decay on the velocity v.
Lemma 3.2. Under the a priori assumption (3.1), it holds
‖n(t)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(t)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖n(τ)‖
B̃
9
4 ,
3
2
2,1
dτ +
t∫
0
‖v(τ)‖
B̃
9
4 ,
5
2
2,1
dτ
 ‖n(0)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(0)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖∇v(τ)‖21dτ,
(3.5)
for any t ≥ 0.
Proof. First step: Low frequencies
Let q0  5 + [log2 α2κ1+κ2 ], then 1 < 2q0−4 κ1+κ2α2 ≤ 2. For any q ≤ q0, applying the operator 
q to the first two equations of (2.1), and taking the L2 product of the result equations with qn
and qv respectively, we obtain the following two identities:
1
2
d
dt
‖qn‖2 + α2〈qdivv,qn〉 = 〈qF,qn〉, (3.6)
and
1
2
d
dt
‖qv‖2 − α2〈qdivv,qn〉 + κ1‖ ∧ qv‖2 + κ2‖qdivv‖2 = 〈qG,qv〉. (3.7)
We also can obtain an identity involving 〈q ∧−1 divv, ∧qn〉. To achieve it, we apply q∇
to (2.1)1 and q to (2.1)2 and take the L2 product of the result equations with qv and q∇n
respectively, we arrive at
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dt
〈q ∧−1 divv,∧qn〉 − α2‖ ∧ qn‖2 + α2‖qdivv‖2 + (κ1 + κ2)〈∧qdivv,∧qn〉
= 〈qF,qdivv〉 + 〈qdivG,qn〉. (3.8)
A linear combination of (3.6), (3.7) and (3.8) we arrive at
d
dt
{1
2
D2‖(qn,qv)‖2 − 〈q ∧−1 divv,∧qn〉
}+ D2κ1‖ ∧ qv‖2
+ D2κ2‖qdivv‖2 + α2‖ ∧ qn‖2 − α2‖qdivv‖2 − (κ1 + κ2)〈∧qdivv,∧qn〉
= D2〈qF,qn〉 + D2〈qG,qv〉 − 〈qF,qdivv〉 − 〈qdivG,qn〉.
(3.9)
Noticing that
3
4
2q‖qf ‖ ≤ ‖ ∧ qf ‖ ≤ 8
3
2q‖qf ‖ ≤ 8
3
2q0‖qf ‖
for q ≤ q0, we have
|〈q ∧−1 divv,∧qn〉| ≤ ‖qv‖‖ ∧ qn‖ ≤ 8
3
2q0‖qv‖‖qn‖, (3.10)
|〈κ1qv + κ2∇(divqv),∇qn〉| ≤ (κ1 + κ2)‖ ∧2 qv‖‖ ∧ qn‖
≤ (κ1 + κ2)2q0‖ ∧ qv‖‖ ∧ qn‖. (3.11)
Thus if we choose D2 > 0 suitably large, denote for q ≤ q0
H2q 
1
2
D2‖(qn,qv)‖2 − 〈q ∧−1 divv,∧qn〉,
then Hq is equivalent to ‖(qn, qv)‖. It follows from Cauchy-Schwarz’s inequality, Hölder’s 
inequality, (3.9), (3.10) and (3.11) that
d
dt
H2q + 22qH2q  ‖(qF,qG)‖‖(qn,qv)‖. (3.12)
Let ε1 > 0 be a small parameter and denote Gq =
√
H2q + ε21 . From (3.12) we get
d
dt
Gq + 22q−1Gq  (‖(qF,qG)‖ + ε122q).
Integrating over [0, t] and making ε1 tend to 0, we arrive at
2
1
4 qHq(t)+
t∫
0
2
9
4 qHq(τ )dτ  2
1
4 qHq(0)+
t∫
0
2
1
4 q‖(qF,qG)(τ)‖dτ, for any t ≥ 0. (3.13)
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In this subsection, we suppose that q > q0, thus 2q
κ1+κ2
α2
≥ 2. Applying the operator ∧q to 
the first equation of (2.1) and multiplying the result equation by ∧qn and integrate over R3, 
we get
1
2
d
dt
‖ ∧ qn‖2 + α2〈∧qdivv,∧qn〉 + α1〈∧q(v · ∇n),∧qn〉
= 〈∧q(F + α1v · ∇n),∧qn〉.
(3.14)
Summing up 
2α22
κ1+κ2 × (3.7) + (κ1 + κ2) × (3.14) − α2 × (3.8), we get
d
dt
[ α22
κ1 + κ2 ‖qv‖
2 + 1
2
(κ1 + κ2)‖ ∧ qn‖2 − α2〈q ∧−1 divv,∧qn〉
]
+ 2κ1α
2
2
κ1 + κ2 ‖ ∧ qv‖
2 + 2κ2α
2
2
κ1 + κ2 ‖qdivv‖
2 − α22‖qdivv‖2 + α22‖ ∧ qn‖2
− 2α
3
2
κ1 + κ2 〈qdivv,qn〉 + α1(κ1 + κ2)〈∧q(v · ∇n),∧qn〉
=〈 2α
2
2
κ1 + κ2 qG,qv〉 + 〈(κ1 + κ2) ∧ q(F + α1v · ∇n),∧qn〉
− α2〈∧q(F + α1v · ∇n),q ∧−1 divv〉
− α2〈q(∧−1divG + α1v · ∇(∧−1divv)),∧qn〉
+ α2α1
{〈∧q(v · ∇n),q ∧−1 divv〉 + 〈q [v · ∇(∧−1divv)],∧qn〉}.
Since q > q0, it follows from Cauchy-Schwarz’s inequality and Hölder’s inequality that
|〈q ∧−1 divv,∧qn〉| ≤ ‖qv‖‖ ∧ qn‖,∣∣∣ 2α32
κ1 + κ2 〈qdivv,qn〉
∣∣∣≤ α2
2
‖ ∧ qn‖2 + 2α
4
2
(κ1 + κ2)2 ‖ ∧
−1 qdivv‖2
≤ α
2
2
‖ ∧ qn‖2 + 128α
4
22
−2q
9(κ1 + κ2)2 ‖qdivv‖
2
≤ α
2
2
‖ ∧ qn‖2 + 128α
4
22
−2q0
9(κ1 + κ2)2 ‖qdivv‖
2
≤ α
2
2
‖ ∧ qn‖2 + α
2
2
2
‖qdivv‖2.
Thus for q > q0, we denote
H2q 
α22 ‖qv‖2 + 1 (κ1 + κ2)‖ ∧ qn‖2 − α2〈∧−1qdivv,∧qn〉,κ1 + κ2 2
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lead to
d
dt
H2q +H2q  ‖
(
qG,∧q(F + α1v · ∇n),q(v · ∇(∧−1divv))
)‖Hq
+ cq‖v‖
Ḃ
5
2
2,1
(
2−2q‖v‖Ḃ22,1‖ ∧ qn‖ + 2
− 32 q‖n‖
Ḃ
3
2
2,1
‖qv‖
)

[
‖(qG,∧q(F + α1v · ∇n),q(v · ∇(∧−1divv)))‖
+ cq‖v‖
Ḃ
5
2
2,1
(2−2q‖v‖Ḃ22,1 + 2
− 32 q‖n‖
Ḃ
3
2
2,1
)
]
Hq .
(3.15)
Let ε2 > 0 be a small parameter and denote Gq =
√
H2q + ε22 . By (3.15), we obtain
d
dt
Gq + CGq  ‖
(
qG,∧q(F + α1v · ∇n),q(v · ∇(∧−1divv))
)‖
+ cq‖v‖
Ḃ
5
2
2,1
(2−2q‖v‖Ḃ22,1 + 2
− 32 q‖n‖
Ḃ
3
2
2,1
) + ε2.
Integrating over [0, t] and making ε2 tend to 0, we get
2
1
2 qHq(t) +
t∫
0
2
1
2 qHq(τ )dτ
 2 12 qHq(0) +
t∫
0
2
1
2 q‖(qG,∧q(F + α1v · ∇n),q(v · ∇(∧−1divv)))(τ )‖dτ
+ cq
t∫
0
‖v(τ)‖
Ḃ
5
2
2,1
(2−
3
2 q‖v(τ)‖Ḃ22,1 + 2
−q‖n(τ)‖
Ḃ
3
2
2,1
)dτ, for any t ≥ 0.
(3.16)
Combining (3.13) and (3.16), we conclude after summation over q in Z that
‖n(t)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(t)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖n(τ)‖
B̃
9
4 ,
3
2
2,1
dτ +
t∫
0
‖v(τ)‖
B̃
9
4 ,
1
2
2,1
dτ
 ‖n(0)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(0)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖(G,∧(F + α1v · ∇n), v · ∇(∧−1divv))(τ )‖
B̃
1
4 ,
1
2
2,1
dτ
+
t∫
0
‖v(τ)‖
Ḃ
5
2
2,1
(‖v(τ)‖Ḃ22,1 + ‖n(τ)‖Ḃ 322,1
)dτ. (3.17)
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on the right hand side of the above equation can be estimated as follows.
‖(G,v · ∇(∧−1divv))‖
B̃
1
4 ,
1
2
2,1
 ‖v · ∇v‖
B̃
1
4 ,
1
2
2,1
+ ‖v · ∇ ∧−1 divv‖
B̃
1
4 ,
1
2
2,1
+ ‖( 1
ρ
− 1
ρ̄
)∇n‖
B̃
1
4 ,
1
2
2,1
+ ‖( 1
ρ
− 1
ρ̄
)∇2v‖
B̃
1
4 ,
1
2
2,1
 ‖v‖
Ḃ
3
2
2,1
‖∇v‖
B̃
1
4 ,
1
2
2,1
+ ‖ 1
ρ
− 1
ρ̄
‖
B̃
1
2 ,
3
2
2,1
‖∇n‖
B̃
5
4 ,
1
2
2,1
+ ‖ 1
ρ
− 1
ρ̄
‖
Ḃ
3
2
2,1
‖∇2v‖
B̃
1
4 ,
1
2
2,1
 ‖∇v‖21 + ‖
1
ρ
− 1
ρ̄
‖2‖n‖
B̃
9
4 ,
3
2
2,1
+ ‖ 1
ρ
− 1
ρ̄
‖2‖v‖
B̃
9
4 ,
5
2
2,1
 ‖∇v‖21 + δ‖n‖
B̃
9
4 ,
3
2
2,1
+ δ‖v‖
B̃
9
4 ,
5
2
2,1
, (3.18)
and
‖(∧ (F + α1v · ∇n))‖
B̃
1
4 ,
1
2
2,1
 ‖F + α1v · ∇n‖
B̃
5
4 ,
3
2
2,1
 ‖n∇ · v‖
B̃
5
4 ,
3
2
2,1
+ ‖|∇v|2‖
B̃
5
4 ,
3
2
2,1
 ‖n‖
Ḃ
3
2
2,1
‖∇v‖
B̃
5
4 ,
3
2
2,1
+ ‖∇v‖
Ḃ
3
2
2,1
‖∇v‖
B̃
1
4 ,
3
2
2,1
 ‖∇v‖21 + δ‖v‖
B̃
9
4 ,
5
2
2,1
.
(3.19)
Substituting (3.18) and (3.19) into (3.17) gives
‖n(t)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(t)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖n(τ)‖
B̃
9
4 ,
3
2
2,1
dτ +
t∫
0
‖v(τ)‖
B̃
9
4 ,
1
2
2,1
dτ
 ‖n(0)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(0)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖∇v(τ)‖21dτ.
(3.20)
Third step: Further regularity properties for v
By (3.7) and taking the similar argument to (3.16), we arrive at
‖v(t)‖
B̃
5
4 ,
1
2
2,1
+
t∫
0
‖v(τ)‖
B̃
13
4 ,
5
2
2,1
dτ
 ‖v(0)‖
B̃
5
4 ,
1
2
2,1
+
t∫
‖n(τ)‖
B̃
9
4 ,
3
2
2,1
dτ +
t∫
‖G(τ)‖
B̃
5
4 ,
1
2
2,1
dτ (3.21)0 0
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B̃
1
4 ,
3
2
2,1
+ ‖v(0)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖∇v(τ)‖21dτ.
Combining (3.20) and (3.21), we obtain (3.5). The proof of lemma is completed. 
The proof of global existence. Now we are in a position to verify (2.2) and (2.3). From (3.2)
and (3.3), there is a function H2(n, v) which is equivalent to ‖(n, v)‖22 and such that
d
dt
H2
(
n(t), v(t)
)+ C(‖∇n(t)‖21 + ‖∇v(t)‖22)≤ 0, for any t ≥ 0, (3.22)
which implies (2.2) since δ is sufficiently small. Adding the above inequality to (3.4), then by 
Gronwall’s inequality, we obtain
‖σ(t)‖22  ‖(n(0), v(0), σ (0)‖2 exp
{
C
t∫
0
‖∇v(τ)‖L∞ + ‖∇2v(τ)‖L3dτ
}
. (3.23)
Taking (2.2) into (3.5), we obtain
‖n(t)‖
B̃
1
4 ,
3
2
2,1
+ ‖v(t)‖
B̃
1
4 ,
1
2
2,1
+
t∫
0
‖n(τ)‖
B̃
9
4 ,
3
2
2,1
dτ +
t∫
0
‖v(τ)‖
B̃
9
4 ,
5
2
2,1
dτ
 ‖n(0), v(0)‖2.
(3.24)
Noting that B̃
5
4 ,
3
2
2,1 ↪→ L∞ and B̃
1
4 ,
1
2
2,1 ↪→ L3, substituting (3.24) into (3.23) yields (2.3). Thus the 
proof of the global existence result of Proposition 2.2 is completed. 
4. Decay rates
In this section, we are devoted to prove the decay rates (2.4)-(2.6) in Proposition 2.2. We shall 
first obtain the energy inequality for the derivatives which can be controlled by the first order 
derivatives. Then a decay-in-time estimate for the first order derivatives is derived by the error 
related to the derivatives of the higher order. Combining these estimates we obtain the optimal 
decay rates. More specifically, adding ‖∇(n, v)‖2 to both sides of (3.3), we arrive at
d
dt
H1(t) + H1(t) + ‖∇3v(t)‖2 ≤ C‖∇(n, v)(t)‖2. (4.1)
In order to close the estimate (4.1), we shall establish the decay rates estimate for ‖∇(n, v)(t)‖. 
By Duhamel’s principle, we can represent the solution of the first two equations of (2.1) in term 
of the semigroup
U(t) = e−tAU(0) +
t∫
e−(t−τ)A(F,G)(τ)dτ, (4.2)
0
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A=
(
0 α2div
α2∇ −κ1 − κ2∇div
)
.
In terms of the Fourier expression A, the solution semigroup e−tA has the following property on 
the decay in time, which has been proven in [27–29,31].
Lemma 4.1. Let  ≥ 0 be an integer, 1 ≤ p < 65 and q ≥ 2. Then for any t ≥ 0, it holds that
‖∇e−tAU(0)‖Lq  (1 + t)−σ(p,q;)‖U(0)‖Lp + e−c(1+t)‖U(0)‖, (4.3)
where 0 < c < 1 is a constant and the decay rate is measured by
σ(p,q;) = 3
2
(
1
p
− 1
q
) + 
2
. (4.4)
Moreover, if n̂0 ≤ c0, v̂0 = 0 for |ξ |  1, then there exists a positive constant c2 such that
min{‖n(t)‖,‖v(t)‖} ≥ c2(1 + t)− 34 . (4.5)
The following lemma is concerned with the elementary but useful inequality, see [8].
Lemma 4.2. Let r1 > 1 and r2 ∈ [0, r1], then for any t ≥ 0, it holds that
t∫
0
(1 + t − τ)−r1(1 + τ)−r2dτ ≤ C(r1, r2)(1 + t)−r2 . (4.6)
Now we use the Lp − Lq estimates of the linear problem for the nonlinear problem 
(2.1)1-(2.1)2. Define the function
N (t) = sup
0≤τ≤t
(1 + τ) 52 H1(τ ),
then
‖∇(n, v)(t)‖1 
√
H1(t)  (1 + t)− 52
√
N (t), (4.7)
and the time decay rate for the first order derivatives of the solutions is obtained in the following 
lemma.
Lemma 4.3. Let (n, v, σ) be the solution of the initial value problem (2.1), then it holds
‖∇(n, v)(t)‖  (1 + t)− 54 (‖(n0, v0)‖L1 + ‖(n0, v0)‖1 + δ√N (t)). (4.8)
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‖∇(n, v)(t)‖  (1 + t)− 54 (‖(n0, v0)‖L1 + ‖(n0, v0)‖1)
+
t∫
0
(1 + t − τ)− 54 ‖(F,G)(τ)‖L1dτ
+
t∫
0
e−c(1+t−τ)‖(F,G)(τ)‖1dτ.
(4.9)
By right of Hölder’s inequality, Lemma 2.1, (3.1), (4.7) and some tedious but straightforward 
calculation, the nonlinear term (F, G) can be estimated as follows
‖(F,G)(t)‖L1  δ‖∇(n, v)(t)‖1  δ(1 + t)−
5
4
√
N (t),
‖(F,G)(t)‖1  δ‖∇(n, v)(t)‖1 + δ‖∇3v(t)‖
 δ(1 + t)− 54√N (t) + δ‖∇3v(t)‖.
Substituting the above inequalities into (4.9), we arrive at
‖∇(n, v)(t)‖  (1 + t)− 54 (‖(n0, v0)‖L1 + ‖(n0, v0)‖1)
+ δ
t∫
0
(1 + t − τ)− 54 (1 + τ)− 54√N (τ )dτ
+ δ
t∫
0
e−c(1+t−τ)‖∇3v(τ)‖dτ
 (1 + t)− 54 (‖(n0, v0)‖L1 + ‖(n0, v0)‖1)
+ δ(1 + t)− 54√N (t)
+ δ
t∫
0
e−c(1+t−τ)‖∇3v(τ)‖dτ.
(4.10)
We need to estimate last term on the right hand side of (4.10). To begin with, by Hölder’s in-
equality and (2.2), we have
t
2∫
e−c(1+t−τ)‖∇3v(τ)‖dτ
0
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( t2∫
0
e−2c(1+t−τ)dτ
) 1
2
( t2∫
0
‖∇3v(τ)‖2dτ
) 1
2
(4.11)
 δt 12 e−c(1+ t2 )  δ(1 + t)− 54 .
Furthermore, (4.1) gives rise to
d
dτ
(
e−c(1+t−τ)H1(τ )
)
+ (1 − c)e−c(1+t−τ)H1(τ ) + e−c(1+t−τ)‖∇3v(τ)‖2
e−c(1+t−τ)‖∇(n, v)(τ )‖2.
Integrating the above inequality from t2 to t , we deduce
t∫
t
2
e−c(1+t−τ)‖∇3v(τ)‖2dτ  e−c(1+t− t2 )H1
( t
2
)+
t∫
t
2
e−c(1+t−τ)‖∇(n, v)(τ )‖21dτ
 δ2e−c(1+ t2 ) +
t∫
t
2
e−c(1+t−τ)(1 + τ)−3( 1p − 12 )−1N (τ )dτ
 δ2e−c(1+ t2 ) + (1 + t)− 52 N (t),
which, together with Hölder’s inequality give
t∫
t
2
e−c(1+t−τ)‖∇3v(τ)‖dτ 
( t∫
t
2
e−c(1+t−τ)dτ
) 1
2
( t∫
t
2
e−c(1+t−τ)‖∇3v(τ)‖2dτ
) 1
2

(
δ2e−c(1+
t
2 ) + (1 + t)− 54 N (t)
) 1
2
 (1 + t)− 54 (δ +√N (t)).
(4.12)
Putting (4.11) and (4.12) into (4.10) we deduce (4.8). The proof of lemma is completed. 
The proof of the time decay rate. In terms of (4.1), (4.8) and Gronwall’s inequality, it is easy 
to get
H1(t)  e−tH1(0) +
t∫
0
e−(t−τ)‖∇(n, v)(τ )‖2dτ
 e−tH1(0) +
t∫
e−(t−τ)(1 + τ)− 52 (‖(n0, v0)‖2L1 + ‖(n0, v0)‖21 + δ2N (τ ))dτ
0
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that is
(1 + t) 52 H1(t) 
(‖(n0, v0)‖2L1 + ‖(n0, v0)‖22 + δ2N (t)). (4.13)
We note that N (t) is non-decreasing and δ is small enough, then (4.13) implies
N (t) ‖(n0, v0)‖2L1 + ‖(n0, v0)‖22. (4.14)
Taking (4.7) into (4.14) yields (2.5).
Next, we turn to prove (2.4). Applying (4.3) to (4.2) with  = 0, we have from (2.5) and (4.5)
that
‖(n, v)(t)‖  (1 + t)− 34 (‖(n0, v0)‖L1 + ‖(n0, v0)‖)
+
t∫
0
(1 + t − τ)− 34 (‖(F,G)(τ)‖L1 + ‖(F,G)(τ)‖)dτ
 (1 + t)− 34 (‖(n0, v0)‖L1 + ‖(n0, v0)‖)
+ δ
t∫
0
(1 + t − τ)− 34 ‖∇(n, v)(τ )‖dτ

[
(1 + t)− 34 + δ
t∫
0
(1 + t − τ)− 34 (1 + τ)− 54 dτ ]
(‖(n0, v0)‖L1 + ‖(n0, v0)‖2)
 (1 + t)− 34 (‖(n0, v0)‖L1 + ‖(n0, v0)‖2).
(4.15)
By the interpolation, it follows from (2.5) and (4.15) that for any 2 ≤ q ≤ 6
‖(n, v)(t)‖Lq  ‖(n, v)(t)‖
6−q
2q ‖∇(n, v)(t)‖ 3q−62q  (1 + t)− 32 (1− 1q )(‖(n0, v0)‖L1 + ‖(n0, v0)‖2),
which is (2.4).
Finally we turn to prove (2.6). Using (2.4), (2.5) and (2.1), it is easy to get
‖∂t (n, v, σ )(t)‖  ‖∇n(t)‖ + ‖∇v(t)‖1  (1 + t)− 54
(‖(n0, v0)‖L1 + ‖(n0, v0)‖2),
which is (2.6) and this completes the proof of the time decay rate results of Proposition 2.2. 
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In this section, we investigate the lower bound time decay for global solutions. Define
P = cνP
R
− cνP̄
R
+ 1
2
ρ|u|2,m0 = ρ0u0.
Then the second and third equations of system (1.1) can be rewritten as
{
Pt + (cν+R)̄P̄Rρ̄ divm =F,
mt + Rcν ∇P − κ1m − κ2∇divm = G,
(5.1)
where
F = −div(Pu + nu)− (cν + R)P̄
R
div
[
(
1
ρ
− 1
ρ̄
)m
]+ div(uT ),
and
G = −div
(m ⊗ m
ρ
)
+ μ[( 1
ρ
− 1
ρ̄
)m] + (μ + λ)∇div[( 1
ρ
− 1
ρ̄
)m] + R
2cν
∇(ρ|u|2).
Denote matrix-valued differential operator
A′ =
(
0 (cν+R)̄P̄
Rρ̄
div
R
cν
∇ −κ1 − κ2∇div
)
,
then the solution semigroup e−tA′ has the following property on the decay in time as the solution 
semigroup e−tA in Lemma 4.1.
The proof of lower bound time decay rates. By Duhamel’s principle, Lemma 4.1, and the 
condition (1.11), we arrive at
min{‖(P,m)(t)‖} ≥ ‖e−tA′(P0,m0)‖ −
t∫
0
‖e−(t−τ)A′(F,G)(τ )‖dτ
≥ c3(1 + t)− 34 −
t∫
0
‖e−(t−τ)A′(F,G)(τ )‖dτ.
(5.2)
The second term of the right-hand side of the above inequality can be estimated as follows.
On one hand, taking the same argument in (4.15), we get
t∫ ∥∥∥e−(t−τ)A(− div(Pu + nu)+ div(uT ),−div(m ⊗ m
ρ
)
+ R
2cν
∇(ρ|u|2)
)
(τ )
∥∥∥dτ
0
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t∫
0
(1 + t − τ)− 54
∥∥∥(Pu,nu,uT , m2
ρ
)
(τ )
∥∥∥
L1∩H 1dτ

t∫
0
(1 + t − τ)− 54 ‖(P, u)(τ )‖22dτ (5.3)

t∫
0
(1 + t − τ)− 54 (1 + τ)− 32 dτ
 (1 + t)− 54 .
On the other hand, by Lemma 2.2, we have
t∫
0
∥∥∥e−(t−τ)A(− (cν + R)P̄
R
div
[
(
1
ρ
− 1
ρ̄
)m
]
,μ[( 1
ρ
− 1
ρ̄
)m]
+ (μ + λ)∇div[( 1
ρ
− 1
ρ̄
)m]
)
(τ )
∥∥∥dτ

t∫
0
(1 + t − τ)− 76 (‖ ∧− 43 [( 1
ρ
− 1
ρ̄
)m](τ )‖ + ‖ ∧2 [( 1
ρ
− 1
ρ̄
)m](τ )‖)dτ

t∫
0
(1 + t − τ)− 76 [‖( 1
ρ
− 1
ρ̄
)(τ )‖
Ḃ
1
12
2,1
‖m(τ)‖
Ḃ
1
12
2,1
+ ‖∇2( 1
ρ
− 1
ρ̄
)(τ )‖‖m(τ)‖L∞
+ ‖∇( 1
ρ
− 1
ρ̄
)(τ )‖L3‖∇m(τ)‖L6 + ‖(
1
ρ
− 1
ρ̄
)(τ )‖L∞‖∇2m(τ)‖
]
dτ

t∫
0
(1 + t − τ)− 76 (‖ ∧ 124 m(τ)‖ + ‖∇m(τ)‖1)dτ

t∫
0
(1 + t − τ)− 76 (‖ ∧ 124 m(τ)‖ + ‖∇m(τ)‖1)dτ

t∫
0
(1 + t − τ)− 76 (1 + τ)− 3748 dτ
 (1 + t)− 3748 .
(5.4)
Plugging (5.3) and (5.4) to (5.2) gives
min{‖(P,m)(t)‖} ≥ c4(1 + t)− 34 . (5.5)
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lower bound time decay rates results of Proposition 2.2 is completed. 
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