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Summary 
Sinusoidal modeling has been successfully applied to a broad range of signal processing 
problems, and offers advantages over linear predictive modeling and the short-time 
Fourier transform for the analysis, synthesis and modification of speech and music 
signals. However, the most popular system used in sinusoidal modeling, the Sine-
wave Transform System, relies on an analysis procedure which estimates parameters 
by identifying the peaks of an interpolated discrete Fourier transform, and uses a 
synthesis model which is based on interpolating these estimated parameters over time. 
The objectives of this thesis are to consider whether a different analysis technique can 
more accurately determine sinusoidal model parameters (particularly in transitory 
regions), to explore whether a sinusoidal model formulation that correlates well with 
the proposed analysis procedure is useful in speech modification and music synthesis 
applications, and to determine if the proposed analysis and synthesis techniques may 
be implemented in a computationally efficient form. 
The research presented here improves the usefulness of sinusoidal models in dig-
ital signal processing by investigating the use of an analysis-by-synthesis procedure 
to determine the parameters of an overlap-add sinusoidal model formulation, and by 
developing this analysis/synthesis system for use in a variety of digital signal process-
ing applications. Specifically, the contributions of this work include (1) introduction 
of an analysis/synthesis system which combines an accurate and robust analysis-by-
synthesis procedure with an overlap-add sinusoidal model formulation, (2) derivation 
of a refined overlap-add sinusoidal model formulation capable of modifying speech 
and music signals without artifacts, (3) application of the developed system to the 
problems of speech modification and music synthesis, and (4) development of tech-
niques to reduce the computational load required in the analysis/synthesis system. 
The developed system was tested on a set of test utterances and musical tones in soft-
ware simulations, and its performance was evaluated relative to that of the Sine-wave 
Transform System using both objective and subjective measures. 
xii 
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C H A P T E R 1 
Introduction and Background 
1.1 Problem Statement 
One of the most important problems in digital signal processing is that of represent-
ing one-dimensional discrete-time sequences using parametric signal models. Broadly 
defined, a parametric signal model is a fixed mathematical construct which represents 
signals in terms of a set of variables or "parameters." In digital signal processing, 
the goal of signal modeling is to design a representation whose parameters can be 
more effectively processed than the original signal for a given purpose. This thesis 
will focus on the definition and implementation of a parametric model appropriate 
for processing audio signals. 
The need for parametric signal models can be seen by considering speech as an 
example. Digital speech processing has long been an active area of both theoretical 
research and practical application, particularly in the telecommunications field. One 
of the more interesting speech processing problems is low bit-rate speech coding, 
where the objective is to transmit high-quality speech over digital communication 
channels at the lowest possible transmission rate. 
While success has been achieved by manipulating and coding speech waveforms 
directly, there is much redundant information in speech for which such techniques 
cannot account. For this reason, parametric signal models which represent aspects 
of the speech production and human auditory processes have been widely used in 
high-quality speech coders operating below 8000 bits/sec; the most well-knowr, cod-
ing technique using a parametric model is linear predictive coding (LPC) [1]. The 
advantage of linear predictive models for coding applications is that their parameters 
relate directly to important (ana easily coded) parameters of speech production, such 
•• as pitch, voicing state, and configuration of the vocal tract. 
Another important digital speech processing problem is that of speech modi-
fication. Generally speaking, speech modification refers to the process of changing 
some perceptual property of a given speech signal without affecting other properties 
or speech quality. Speech modification is used in a variety of applications related to 
speech communication, such as speech enhancement, bandwidth reduction, aids to 
the hearing impaired, and man-machine communication. Among the many types of 
speech information which may be modified are pitch, rate of articulation, message 
content and speaker identity. 
Unfortunately, this embedded information is not easily separable when dealing 
directly with time-domain signals, thus the simple manipulation of speech signals in 
order to alter one type of information often produces undesirable changes in other 
types of information as well. For instance, modification of speech properties such as 
articulation rate or fundamental frequency may be performed by altering the play-
back sampling rate of speech.1 While this approach effectively changes articulation 
rate or fundamental frequency, it implies changing the two simultaneously, which is 
often undesirable. Furthermore, changes in the short-time speech spectrum brought 
about by altering playback rate degrade intelligibility and make speaker identification 
difficult. 
As mentioned previously, the parameters of signal models can often be related 
directly to speech production. Therefore, parametric signal models provide an effec-
tive means of separating and organizing the information contained in speech signals 
in ways not possible using time-domain signals directly. For speech modification 
applications, this organization provides the ability to independently access and con-
!The digital equivalent of changing the speed of a record player. 
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tro] speech properties, making parametric signal models extremely effective tools for 
speech processing. Two major objectives of this thesis will be the formulation of a 
parametric signal model for speech and associated techniques for determining model 
parameters given an input speech waveform, and on the application of this model to 
the areas of speech analysis/synthesis and speech modification. 
Digital music synthesis is another application area which benefits greatly from 
advances in signal modeling techniques. For instance, both linear prediction models 
and the digital phase vocoder [2, 3] have been successfully applied to music synthe-
sis and music signal processing applications. To date, however, there has existed a 
significant tradeoff between the quality of synthetic music and the simplicity of syn-
thesis. While music signal processing has traditionally been a less popular topic of 
research than speech processing, the rapidly developing electronic musical instrument 
market, as well as demands in multimedia applications for computationally efficient, 
high-quality music synthesis and signal processing techniques are steadily increasing 
the importance of research in this area. Therefore, this thesis will also focus on the 
development of a system appropriate for the analysis, synthesis and modification of 
musical tones, based on the same system developed for speech signals. 
1.2 Research Approach 
The thesis research began with an exploration of the techniques presented by McAulay 
and Quatieri for modeling speech signals as a sum of sinusoidal components. Their si-
nusoidal model formulation, referred to as the Sine-wave Transform System (STS) [4], 
has proven to be useful in a wide range of speech processing applications [5, 6,7, 8]. In 
addition, both the analysis and synthesis techniques used in the STS are well-justified 
and reasonable, given assumptions that are commonly made concerning speech sig-
nals. However, a thorough investigation and analysis of the Sine-wave Transform 
System revealed that for segments of speech in which these assumptions are not 
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valid, distortions can be introduced. 
Two factors are responsible for distortions observed in the STS. The first arises 
due to the peak-picking analysis procedure used in the STS; in this procedure, fre-
quency locations of significant spectral peaks are assumed to correspond to opti-
mal component frequencies, and the amplitude and phase of spectral values at these 
frequencies are assumed to optimally represent the speech signal over a short time 
frame. While these assumptions may be somewhat justified for the case of steady-
state speech, they result in suboptimal performance due to frequency-domain inter-
ference effects caused by windowing. Furthermore, the performance of peak-picking 
is sensitive to the validity of the assumed steady-state condition. 
The second factor is the sinusoidal model used for speech synthesis. In the Sine-
wave Transform System, analyzed frequency parameters from adjacent frames are 
matched using a "nearest-neighbor" algorithm; given matched pairs of frequencies, 
amplitude and phase parameters are interpolated along the resulting frequency tracks. 
yielding piecewise-continuous parameters. While the resulting functional form makes 
speech modification possible in the STS, the parameter set produced represents an 
uncontrolled departure from the theoretical basis of peak-picking analysis and is com-
pletely consistent with the analysis technique only in the case of steady-state speech. 
Furthermore, the nonlinear form of the model makes it very difficult to understand 
from a theoretical standpoint, making algorithm analysis and improvement difficult. 
The next research step was to review recent advances in low bit-rate speech cod-
ing techniques. One of the most interesting approaches to LPC excitation analysis 
encountered is referred to as analysis-by-synthesis. This technique, first introduced 
in the context of speech coding by Atal and Remde [9], has achieved dramatic perfor-
mance gains in several linear predictive vocoders [10, 11, 12], Much of the success of 
analysis-by-synthesis can be attributed to several factors: First, analysis-by-synthesis 
is a tractable approach to highly nonlinear or underconstrained optimization prob-
lems which are often encountered in signal modeling. Second, analysis-by-synthesis 
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is well-defined and easily understood in terms of vector space theory, making design 
analysis and improvement feasible. Third, analysis-by-synthesis allows properties of 
aural perception to be accounted for in the modeling of audio signals. 
After examining various sinusoidal model formulations, it was quickly recognized 
that an overlap-add sinusoidal model might be viewed as an approximation to a signal 
vector, and that model parameters for this formulation could be determined using 
nonlinear approximation techniques. Since analysis-by-synthesis is particularly well-
suited for nonlinear vector space approximation, it was decided to investigate the 
effects of applying analysis-by-synthesis to an overlap-add sinusoidal model for audio 
signal processing applications. 
Preliminary experimentation with this approach yielded very positive results; 
however, the high computational requirements of analysis-by-synthesis seriously lim-
ited its utility for practical applications. Further research solved this problem by 
casting analysis-by-synthesis in the frequency domain and making use of the Fast 
Fourier Transform (FFT) algorithm. In addition, it was found that overlap-add syn-
thesis could be performed using the inverse FFT (IFFT) algorithm, making audio 
analysis/synthesis using the modeling system practicable. 
Given that the sinusoidal modeling system was to be applied primarily to the 
modification of audio signals, the next major challenge was to determine the means 
to use an overlap-add sinusoidal model effectively for this application. Frame-based 
models are difficult to apply to signal modification; this is due to the isolated nature 
of frames and the resulting difficulty in accounting for complex signal dynamics when 
producing a modified signal. 
After studying the modulation effects inherent in overlap-add sinusoidal mod-
eling and quantifying those effects in the frequency domain, it was found that a 
quasi-harmonic overlap-add model with component frequencies adjusted to preserve 
intra-frame phase coherence was capable of performing artifact-free modifications, 
and could do so with minimal computational overhead. Given this refined modifi-
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cation model, the fully developed sinusoidal modeling system, dubbed the Analysis-
by-Synth esis/Overlap-Add (ABS/OLA) system, was then applied to the problems of 
time-, frequency- and pitch-scale modification of speech. In addition, it was deter-
mined that music signals (which are very well modeled using sinusoids) could be 
analyzed and synthesized as easily as speech signals, with very pleasing musical re-
sults. 
Having applied the ABS/OLA system to useful problems in digital signal pro-
cessing. the remaining question was how well it performed relative to the Sine-wave 
Transform System in similar applications, and whether any advantages were gained 
by the new approach. This question was answered first by comparing the amount of 
computation required by both systems, and then by testing the ABS/OLA system 
against the STS using both objective and formal subjective measures. The results of 
this testing clearly demonstrated the success of the ABS/OLA system. 
Since the research presented in this thesis will be applied primarily to the areas 
of speech modification and digital music synthesis, it is important to discuss previous 
work in these application areas, to provide both an historical framework for the 
present research and meaningful benchmarks for the performance of the developed 
signal processing algorithms. Therefore, the following section will survey research 
into the problem of speech modification using digital computers. A brief summary 
of digital music synthesis algorithms follows, with a more in-depth discussion of this 
research field deferred until Chapter 6. 
1.3 Approaches to Speech Modification 
As mentioned before, linear predictive models of speech have been very popular in the 
area of low bit-rate speech coding, since their parameters correspond to important 
parameters of the speech production process. From the above discussion of speech 
modification, however, it is expected that such models would be useful for modifying 
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speech as well. In linear predictive modeling, speech production is represented by the 
convolution of a linear time-varying, all-pole vocal tract filter with an excitation signal. 
While many variations on this basic model have been used in speech coding [10, 11, 
12. 13. 14], the formulation known as pitch-excited LPC has been very popular for 
speech synthesis and modification as well. 
In pitch-excited LPC, the excitation signal is modeled either as a pulse train for 
voiced speech or as white noise for unvoiced speech. This spectraUy flat excitation is 
then shaped by the slowly-varying vocal tract filter, which incorporates characteristics 
of the glottal source, vocal tract resonance, and radiation effects [15]. The parameters 
of fundamental frequency and voicing state, and the linear prediction coefficients 
which determine the vocal tract filter, are determined at fixed intervals in time from 
measurements of the speech waveform; Figure 1.1 shows a block diagram of the pitch-

























Figure 1.1: Block diagram of pitch-excited LPC model (from [15]). 
By effectively separating and parameterizing the voicing state, pitch frequency 
and articulation rate of speech, pitch-excited LPC can modify analyzed speech in 
a vip-ety of ways. For instance, the perceived pitch frequency of a speaker may 
be modified by changing the measured fundamental frequency to a desired value. 
Similarly, by changing the rate at which parameters are updated during synthesis, the 
apparent rate of articulation is altered. In fact, pitch-excited LPC provides enough 
control over analyzed speech that it is capable of producing artificial speech given 
linguistic production rules (referred to as synthesis-by-rule [16]). 
However, pitch-excited LPC is an inherently constrained representation of speech 
which suffers from well-known distortion characteristics. Linear predictive modeling is 
based on the assumption that the vocal tract may be modeled using an all-pole filter; 
depending on how much an actual vocal tract conforms to this ideal assumption, the 
resulting excitation signal may not possess the purely pulse-like or noisy structure 
assumed in the excitation model. Pitch-excited LPC therefore produces synthetic 
speech with a noticeable and objectionable "synthetic" or "buzzy" quality for certain 
speakers. 
Furthermore, linear predictive modeling assumes a priori that a given signal is 
the output of a time-varying filter driven by an easily represented excitation signal. 
which limits its usefulness to those signals (such as speech) which are reasonably well 
modeled using this structure. Finally, pitch-excited LPC requires a "voiced/unvoiced" 
classification and a pitch estimate for voiced speech; unfortunately, the quality of 
synthetic speech is very sensitive to the accuracy of pitch and voicing state estimation, 
and serious distortions result from the inevitable errors in both procedures. 
The main problems with linear prediction as applied to speech synthesis and 
modification are related to the difficulty of modeling human speech production. An 
alternative approach to speech modeling is related to knowledge of the nature of 
speech signals and of the manner in which human listeners perceive speech. Time-
frequency representations of speech exploit the observation that speech signals are 
quasi-periodic, short-time stationary sequences, and attempt to mimic the ear's short-
time spectral analysis of audio signals using digital structures [17, 18]. While a va-
riety of time-frequency representations have been formulated, to date the most pop-
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ular for the purpose of speech processing has been the short-time Fourier transform 
(STFT) [19]. For a given discrete-time signal x[n], the STFT is defined as 
CX 
X(n,u>)= £ x[m]w[n-m]e-ju;Tn. (1.1) 
m=—oo 
In this formulation. w[n — m] is a real window sequence which slides along the input 
speech signal, serving to emphasize an interval of x[m] for spectral analysis at time 
n. 
Two interpretations of the STFT are widely used as frameworks in which to de-
fine speech modification systems. One interpretation is seen by rewriting Equation 1.1 
as 
oc 
X{n,w) = i"jun £ x[n - m]w[m]eJU,m. (1.2) 
m= —oo 
Examining this expression, for fixed LO the STFT may be viewed as the result of con-
volving x[n] with a filter whose impulse response is given by tu[n]e-7u;n, and modulating 
the result by e~JU,n. If w[n] corresponds to a lowpass filter with a bandwidth of 2T/N 
(or an approximate lowpass filter under certain conditions [20]), and the STFT is 
sampled in the frequency domain at frequencies of 
2ick 
•Uk = ir' 
then the resulting discrete short-time Fourier transform (DSTFT) [21], A'[n,fc], can 




Figure 1.2 illustrates the structure just defined. 
This paradigm, referred to as the filter bank interpretation of the DSTFT, forms 
the basis of the digital phase vocoder (DPV) [22]. In order to understand the operation 
of the DPV, consider the case when x[n] corresponds to a sum of complex exponential 
components with time-varying amplitude and offset phase functions; 
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where the bandwidth of Ai[n]ej<i,i^ is less than 2ir/N for all i. Referring to Figure 1.2 
and assuming an ideal filter bank, the ?'-th component in this sum is passed unaltered 
by the ?-th filter and rejected by all others. Recalling the derivation of the filter bank 
interpretation, after modulating the filter outputs by €-JC**/
N)kn the resulting DSTFT 
is 
X[n,k] = Ak[n]e
j*k[n\ 0 < k < N. (1.3) 
In this example, for a given value of k the DSTFT is seen to correspond to the 
slowly-varying amplitude and phase offset functions of the k-th. component, where 
Ak[n] = \X[n,k]\ 
$k[n] = lX[n,k]. (1.4) 
It is these amplitude and phase functions which are manipulated in the phase vocoder 
to modify analyzed speech. In the DPV. phase information embedded in $*M *s 
processed in terms of a phase derivative sequence fljjn]. which is often approximated 
by 
n,[n] = ^[n]-$>,t[72-l] , 
where $ [̂r?] is first "unwrapped" to remove 2?r phase ambiguities, thus avoiding 
discontinuities in £2jt[n]. If Ar is sufficiently large that only one harmonic of the speech 
signal falls in the passband of a given filter at a given point in time, it can be argued 
that the amplitude functions {A/Jn]} correspond to the slowly varying amplitude 
frequency response of the vocal tract, and that the phase derivative functions {n^[n]} 
provide information about the time evolution of the excitation [23]. 
Given this parameterization of speech production in terms of phase vocoder 
parameters, it is possible to perform a variety of useful speech modifications. For 
instance, frequency-scale modification, or alteration of the frequency dimension of 
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analyzed speech without corresponding change in the rate of articulation, may be 
accomplished by scaling the "instantaneous frequency'1 of each component, 
27rA- _ . . 
by a factor 0. Conversely, if frequency-scale modified speech is played back at 1/8 
speed, then the rate of articulation of analyzed speech is scaled by 1/0 without 
altering its frequency content; this is known as time-scale modification. 
Unfortunately, frequency-scale modification of speech using the DPV alters com-
ponent frequencies without changing component amplitudes, resulting in a com-
pressed or expanded short-time spectral envelope for the modified speech. While 
this may be desirable in applications such as bandwidth compression for the hearing 
impaired [24]. for purposes of altering the pitch of an analyzed speaker the resulting 
loss of intelligibility and identifiability is very undesirable. 
This effect may be counteracted by noting that the frequency response of the 
vocal tract filter derived from LPC analysis, corresponds to an estimate of the spec-
tral envelope of X(n.u>) [13]. Given this spectral envelope estimate, it is possible 
to alter component amplitudes in the presence of frequency modification such that 
the fundamental frequency of analyzed speech is changed while its original formant 
structure remains intact [25]; this process is referred to as pitch-scalt modification. Of 
course, other types of spectral envelope estimates such as those based on smoothing 
|A'(n,u?)|, or homomorphic signal processing [26], may be used in place of the LPC 
estimate. Henceforth in this work, spectral envelope estimates will be denoted as 
H(t'«). 
The most significant advantage of using the DPV (or any time-frequency rep-
resentation, for that matter) to perform speech modifications is that while speech 
production parameters are accounted for in modeling and modification, the quality 
of synthetic and modified speech is not contingent on explicit approximation of these 
parameters, and is thus relatively insensitive to the accuracy or appropriateness of 
such an approximation. As a result, speech synthesized and modified using the DPV 
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generally sounds very natural and artifact-free, unlike synthetic speech generated 
using pitch-excited LPC. 
Unfortunately, to generate the amplitude and phase functions used in the phase 
vocoder it is necessary to implement TV/2 digital filters2 at the same rate as the input 
speech. As a result, the DPV is computationally intensive, limiting its usefulness in 
many applications. However, certain observations are useful in reducing the compu-
tational load associated with the DPV; for instance, noting that A"[n, k] is the output 
of a lowpass digital filter with cutoff frequency 7r/Ar, X[n,fc] may be downsampled 
in time by a factor of N without information loss, reducing the computational load 
required to determine X[n,fc]. 
One approach to further reducing computation in the context of speech modifi-
cation may be seen by referring to the previous discussion of DPV behavior, and to 
Equation 1.3. In that discussion, phase vocoder analysis of a slowly-varying quasi-
periodic sequence with fundamental frequency 2xJN was argued to produce ampli-
tude and phase functions which may then be altered to yield desired modifications. 
Malah [27] has used this observation to define a pitch-adaptive structure for the DPV, 
where the filter bank frequencies are constrained to be multiples of an estimated fun-
damental frequency. 
While such a structure would be unwieldy if implemented directly, Malah has 
shown that this pitch-adaptive phase vocoder may be approximated in the time do-
main by manipulating windowed segments of x[n] in a pitch-synchronous fashion. 
This approach, known as Time-Domain Harmonic Scaling (TDHS), produces very 
high quality time- and frequency-scale modified speech given accurate pitch esti-
mates, and does so at a computational load of one multiplication and two additions 
per sample. The main problem with TDHS is that, like pitch-excited LPC', modi-
fied speech quality is very sensitive to pitch estimation errors; nevertheless, TDHS 
remains a popular algorithm for real-time speech modification due to its simplicity. 
2lnstead of N filters, due to symmetry properties when x[n] is real. 
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Another approach to reducing the computational load of the DPV is derived 
by making use of the Fourier transform interpretation of the downsampled DSTFT, 
given from Equation 1.1 as 
X[nNik]= £ x[m]w[nN-Tn]e-Ji2ir/N)km. (1.5) 
m——oo 
It can be shown that by time-aliasing the sequence x[nN -m]w[m], X[nN, k] may be 
viewed as a sequence of discrete Fourier transforms (DFT's) calculated at intervals 
of A' samples in time using the FFT algorithm, at a significant computational sav-
ings [28]. Furthermore, it can also be shown that x\n] is recoverable from X[nN, k] by 
overlapping and adding sequences derived from the downsampled DSTFT of Equa-
tion 1.5 (a process referred to as overlap-add synthesis [29, 30]), and that these se-
quences may be computed using the FFT algorithm [31]. 
Using the DSTFT formulation just described, Portnoff has proposed a system for 
performing time- and frequency-scale modification of speech [32]. In this system, the 
phase of synthetic speech is derived by approximating the phase behavior of the DPV, 
using stationarity arguments and inter-frame phase continuity constraints. While this 
approach takes advantage of the computational efficiency gained by using the FFT 
for implementation and provides much of the functionality of the DPV, the approxi-
mate nature of synthetic phase causes problems in speech modification. Specifically, 
approximation of the phase behavior of the DPV in the presence of modifications 
results in the propagation of phase offsets in components used for synthesis; these 
phase offsets cause the response of the overall analysis/synthesis system to deviate 
from the desired "flat" response with linear phase, resulting in modified speech with 
a distinct reverberant quality [19]. 
In an attempt to deal with phase problems encountered in Portnoff's approach. 
Griffin and Lim [33] have proposed an algorithm designed to estimate optimal phase 
for a time-scale modified sequence x[n] such that the STFT magnitude of x[n] is as 
close as possible to the time-scaled STFT magnitude of x[n]. This algorithm is based 
on the calculation of a sequence x[n] whose STFT is as close as possible to a desired 
14 
STFT, Y(nN.uj). using the error norm 
£ ) ±- [r[X(rN,u;)-Y(rN,u;)}2; (1.6) 
The optimal sequence x[n] may be calculated as 
oo 
y^ w[rN — n]y[rN, n] 
i H = r ^ 2 £ » — : — - — - . (i-7) 
^2 w2[rN — n] 
r= —oo 
where y[rN,n] is the inverse transform of Y(rN,u>) for a given value of r. This 
approximation is necessary because Y(nN,oj) is not, in general, a valid STFT. In 
other words, given an arbitrary y(nAT,w), there is no guarantee that a sequence 
exists whose STFT is Y(nN, w). Equation 1.7, then, calculates the sequence whose 
valid STFT is closest to Y(nN,u>) in the sense of Equation 1.6. 
In the context of time-scale modification, the modified STFT magnitude 
|}'(nAr,u;)| is derived from X{nN.v) by interpolating |A(nA\u;)| to have the de-
sired time scale. Since no phase information is now available in the modified STFT, 
it is necessary to generate this information iteratively. This is accomplished as fol-
lows: Given an estimated signal at the ?'-th iteration, x![n], the STFT of this sequence. 
A''(7?.A7, u,') is calculated. An ?'-th modified STFT is constructed which has the desired 
magnitude but the phase of A'(riAr,u;), i.e., 
y'(nA,u;) = |y(r7A,u?)|e
jZ;e,(nN'w). 
The inverse transform of y*(rAf,u;), yl[rN,n], is then substituted into Equation 1.7 
to generate ir,+1[n], and the process is repeated for the next iteration. This algo-
rithm, known as the Least-Squarts Error Estimation from the Modified Short-Time 
Fourier Transform Magnitude (LSEE-MSTFTM) algorithm, was reported to generate 
high-quality time-scale modified speech after approximately 25 iterations, and largely 
eliminates the reverberant artifact associated with PortnofTs method. In addition. 
other modifications such as pitch-scale modification and formant shifting are possible 
by specifying other desired STFT magnitudes [34]. 
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Unfortunately, the LSEE-MSTFTM algorithm requires nearly as much compu-
tation to implement as the DPV, due to the large number of iterations required to 
converge on a reasonable solution. The souice of these computational requirements 
can be traced in large part to the initial estimate of x[n] used to initialize the al-
gorithm. In Griffin and LmVs work, x°[n] is initially a Gaussian random sequence. 
Random initialization, while more general in form, ignores much of the information 
embedded in speech signals which may be used to form a better initial estimate. 
Roucos and Wilgus have formulated an algorithm which attempts to find a more 
meaningful initial estimate for the LSEE-MSTFTM algorithm [35]; in their approach. 
the formula of Equation 1.7 is used to determine £°[n], with the sequences y[rAT.n] 
substituted with windowed segments of the original speech signal which are shifted to 
maximize cross-correlation. The Synchronized Overlap-Add (SOLA) algorithm signif-
icantly reduces the number of iterations required to generate high-quality synthetic 
speech: in fact, reasonable quality time-scale modification with this technique is pos-
sible without using the LSEE-MSTFTM algorithm at all, resulting in a modification 
system with computation comparable to TDHS, but without the attendant need for. 
or sensitivity to, pitch estimation. 
1.3.1 Sinusoidal Modeling 
As discussed in the previous section, the advantage of speech models based on short-
time Fourier analysis over linear predictive models is the robustness gained in speech 
synthesis and modification by using a less constrained, more general representation 
of speech production parameters. However, the discussion above also makes it clear 
that, in the case of the phase vocoder with a fixed number of frequencies, the rela-
tion of speech production parameters to model parameters is indirect and at times 
tenuous. Furthermore, referring to the discussion of PortnofF's method, limited time 
and frequency resolution in the parameterization of speech using computationally 
tractable formulations of the DSTFT can cause significant problems in the presence 
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of modifications. 
An approach to further generalizing time-frequency parameterizations of speech 
was suggested by Hedelin [36], who used a pitch-independent sinusoidal representa-
tion of speech excitation in the baseband for the purposes of medium bit-rate speech 
coding. His work was based on the idea that speech signals may be represented di-
rectly using amplitude- and frequency-modulated sinusoids which reflect the pitch 
structure of voiced speech and the formant structure and random character of un-
voiced speech. Similar ideas were developed by Almeida and Silva for mid-rate coding 
using harmonic models [37]. 
The notion of representing speech using sinusoidal signals was developed in a 
more genera] framework by McAulay and Quatieri [4], whose work introduced a vari-
ety of techniques for dealing with the estimation and modeling problems encountered 
in sinusoidal modeling, resulting in the aforementioned Sine-wave Transform System. 
For instance, given a sequence composed of a sum of sinusoids as 
s[n] = ]jr.4/cos(u;/n + 0|)5 (1.8) 
• / 
it can be shown that the component frequencies of s[n] are approximately given by the 
location of magnitude peaks of the spectrum of tufl[n]s[n], where wa[ii] is a symmetric. 
tapered analysis window such as a Hamming window whose spectrum approximates 
a frequency-domain impulse [38], and that reasonable estimates of the amplitude and 
phase parameters of each component are derived from complex spectral values at the 
corresponding frequencies. 
On this basis, McAulay and Quatieri developed an analysis algorithm using an 
alternate formulation of the STFT 3 given by 
_ No 
X(n,uj)= £ wa[m]x[m, + n]e-
J"m = eju'nX(n,uj). (1.9) 
m=-Na 
Assuming that (1) the analysis window tx;a[m] is short enough that the windowed 
portion of x[m + n] can be assumed to be short-time stationary and (2) wa\m] is long 
3Assuming a symmetric, finite-length analysis window. 
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enough to resolve the component frequencies of the speech segment, the sinusoidal 
model parameters which approximately represent s[n] over time may be calculated 
every Ns samples in time from the alternate DSTFT 
X[kN9,i]±X(kN3,(27r/I)i) 
by locating magnitude peaks oi \X[kNs,i]\ to determine frequency estimates {ijf} 
and sampling X[kNs,i] at peak locations to determine amplitudes {A[} and phases 
The DFT length I is typically much larger than Ara to ensure accurate compo-
nent frequency estimation, and X[kNs,i] is calculated using the FFT algorithm by 
zero-padding u?a[m]:r[m -f kNs] to length /. To provide reasonably good frequency 
resolution for a wide range of pitch frequencies, Na is adapted to the average pitch 
frequency of a given speaker to provide an analysis window length of 2.5 pitch pe-
riods [4]. The spectrum of a typical voiced speech segment, and the amplitude and 
frequency estimates derived from its magnitude peaks, is shown in Figure 1.3. 
Given sinusoidal model parameters determined from this peak-picking algorithm. 
a straightforward method for synthesizing speech is simply to overlap and add window-
weighted signals generated using the analyzed parameters, according to the relation 
oc 
s[n]= £ ws{n-kNa]i
k[n - kN£], (1.10) 
fc=-oc 
where 
Sfc[n] = 53i4fco6(wfn + ^ ) , (1.11) 
using a suitable complementary window function (such as a triangular window or 
Hanning window) for wa[n]. While this strategy succeeds for synthesis frame lengths 
on the order of 10 msec, synthetic speech quality seriously degrades for longer frame 
lengths due to violation of the stationarity assumption. In order to use longer frame 
lengths (and hence less computation), and to provide a functional framework for 
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Figure 1.3: Example of the peak-picking analysis algorithm of McAulay and 
Quatieri used for sinusoidal modeling (from [4]). 
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thesis model for speech based on parameter interpolation over time using piecewise 
continuous polynomial functions. 
To perform parameter interpolation, it is necessary to match sets of parameters 
from one frame to the next; furthermore, since the pitch and spectral content of speech 
changes over time, it is necessary to deal with changing numbers of components in the 
proposed synthesis model. Both of these goals are achieved in the Sine-wave Trans-
form System by using a simple "nearest-neighbor" frequency-matching algorithm. In 
this algorithm, frequencies determined from peak picking at frames k and (fc-t-1) are 
compared: given a frequency ujf from frame k. the closest unmatched frequency u;^+1 
in frame /c -h 1 is determined. If u>£>+1 is within a "matching interval" A of w*, and u?Jj+1 
is not closer to another unmatched frequency in frame /:, then the two frequencies 
are matched. This process is repeated until no valid pairings are available. 
The nearest neighbor algorithm produces related frequencies over a series of 
frames which form a "frequency track." Due to the nature of the algorithm, some 
frequencies in frame k or k-\-1 may not be matched to frequencies in adjacent frames, 
corresponding to the "death" and "birth," respectively, of frequency tracks; this be-
havior is shown in Figure 1.4(a). Given matched parameter sets from one frame to 
the next, amplitude functions are generated by linear interpolation according to 
A[n] = Ak + ± }-ny 0 < n < Na; (1.12) 
in order to avoid discontinuous parameter tracks, unmatched components are in-
terpolated to zero amplitude across the synthesis frame, shown by dotted lines in 
Figure 1.4(a). Phase functions are determined by a piecewise cubic interpolator of 
the form 
0[n] - a + bn + en2 + dn3 (1.13) 
designed to match boundary phase and frequency constraints. An additional compli-
cation in phase interpolation is the need to "unwrap" phase as in the phase vocoder; 
this is accomplished in the Sine-wave Transform System by calculating a multiple of 
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2x which, when added to #f+1, results in an interpolated phase function with minimal 
curvature. This unwrapping process is illustrated in Figure 1.4(b). Given interpolated 
amplitude and phase parameters, synthetic speech is given by 
s[n] = £ i , [ n ] cos 0,[n]. (1.14) 
Since synthesis in the STS is based on parameter tracks possessing a functional 
form, time- and frequency-scale modification can be performed in a manner similar 
to the DPV [5]. Specifically, the amplitude and phase functions given above may be 
associated with underlying continuous functions A(t) and 0(t) simply by replacing 
the discrete variable n with t. Thus it is possible to alter the rate of synthetic speech 
by an arbitrary factor 1/p without changing pitch by time-scaling A(t) and u>(<), the 
phase derivative of 0(2), according to the relations 
A'{t') = M?/p) 
«-<<') = w/p), 
where'/' denotes the "warped'' time variable. Modified synthetic phase is produced 
from the time-scaled frequency track by symbolic integration, yielding 
£'(*') = a'+ W+-(02 + ~(0 3 , 
P P 
where the offset phase a' is adjusted to maintain phase continuity at frame bound-
aries. These modified functions are then sampled at integer values of t' and used in 
Equation 1.14 to generate modified synthetic speech. A similar process may be used 
to modify the frequency scale of synthetic speech, simply by scaling Cj(t) by a factor 
3. 
Unfortunately, since phase parameters in the Sine-wave Transform System are 
calculated at intervals of Ns samples, this simple approach to modification results in 
phase error propagation similar to that found in Portnoff's approach, resulting in re-
verberant modified speech. However, noting that this effect can be viewed as a break-
down in phase coherence due to independent parameter modification for each com-
ponent, and making use of the source/filter model for speech, McAulay and Quatieri 
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Figure 1.4: Demonstration of phase interpolation process in the Sine-wave Trans-
form System (from [4]). 
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developed a strategy for speech modification using a pitch onset time excitation model 
based on sinusoidal model parameters [39]. 
In this model, given a spectral envelope estimate Hk(eJU) of the speech signal 
at 7? ='kNs, the underlying excitation sequence in the fc-th synthesis frame may be 
expressed as (ignoring frame notation), 
e[n] = 5^a/cos(&/n + ^ / ) , 
= £ a K o s ( ^ [ n - * J + </>,(<0)) (1-15) 
where 
a, = Ail\H{^)\ 
\ 4>i = Oi-lHie^1) 
M*o) = tpt + uttc. (1.16) 
According to the source/filter model for voiced speech, ek[n] should approximately 
correspond to a sequence of impulses separated by the pitch period of speech in frame 
k. Equation 1.15 parameterizes this behavior in terms of the "pitch onset. time* t0 
at which a pulse occurs relative to n = kN8. Under ideal conditions, at n = i0 
the components of ek[n] wiU add coherently, implying that residual phase parameters 
{vi{i0)} will all equal zero or r. Thus, t0 can be estimated by calculating the likelihood 
function 
Z^o) = ^2 aj cos tptito) = 5 I a f c o s ( ^ + aJ^0) (1.17) 
/ i 
for candidate values of t0, choosing the value corresponding to the absolute maximum 
of t(t0) [39]. 
The result of pitch onset time estimation is knowledge of the location of pitch 
pulses of unmodified speech. For the purpose of speech modification, this information 
is combined with fundamental frequency values from frame to frame and exploited in 
the Sine-wave Transform System to maintain the relationship of pitch pulse locations 
in the presence of speech modification, a technique referred to as shape invariant 
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modification [40]. To understand this process in the context of time-scale modification, 
consider the case of a segment of voiced speech covering several synthesis frames, 
shown in Figure 1.5; the pitch onset time of unmodified speech relative to frame 
boundary T is shown in the upper plot. The pitch pulse at this location is located 
approximately a pitch period from an adjacent pulse located in the previous frame. 
•iX) 
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Figure 1.5: Illustration of shape-invariant time-scale modification algorithm (from 
[40]). 
In the presence of time-scale modification, pitch pulse separations are unchanged. 
but synthesis frame lengths are altered by a factor of p. Therefore, it is necessary 
to introduce a time shift to the excitation sequence in each modified frame to ensure 
that the distance between pulses across modified frame boundaries (such as V in the 
lower plot) are the same as across unmodified frame boundaries. As seen in the lower 
plot, this results in a modified pitch onset time t'0 for the frame of interest. Since time 
shifts introduced to underlying excitation sequences ek[n] correspond to similar time 
shifts of sk[n], time-scale modification may be implemented in the STS by introducing 
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a shift of Sk = (t'0 — t0) to s
k[n], yielding modified synthetic phases of 
$'l = 6l + ll>l6
k. 
These modified phase parameters are then separated in time by pN$ samples and 
used in conjunction with unaltered amplitude parameters {Ai} and frequencies {u>;} 
to form interpolated amplitude and phase functions. The modified functions are then 
used in Equation 1.14 to generate modified speech. As in the previous discussion 
of modification using the STS, the same strategy may be used for frequency-scale 
modification by scaling pitch pulse spacing by 1/8 and frequency parameters by 8. 
Shape-invariant modification, as the name implies, is capable of producing a 
modified speech signal whose waveform maintains the structure of the original speech. 
and largely eliminates phase distortion associated with other time-frequency ap-
proaches to speech modification. The reason for this level of performance is actually 
quite simple: Since a global time shift is applied to sk[n] in each synthesis frame 
to account for temporal phase continuity, the original phase relationships between 
components of sk[n] are preserved reasonably well regardless of the transformation. 
provided the time shift is not excessive. It is also worth noting that while pitch 
information is used in shape-invariant modification to determine modified phase pa-
rameters. the resulting modification system is not pitch-driven since the frequency 
parameters used in synthesis are not required to be harmonic. 
As in the case of modification using the STFT, it is possible in the Sine-wave 
Transform System to use a time-varying spectral envelope estimate of the speech 
signal to perform pitch-scale modification. Generally speaking, this is accomplished 
by generating parameters for the speech excitation using Hk(e^) and the formula 
of Equation 1.15, performing frequency-scale modification of the resulting excitation 
signal, then generating modified amplitude and phase parameters for the synthesis 
model by reversing the operations of Equation 1.16. However, a serious problem with 
this strategy is that most popular methods for spectral envelope estimation assume, 
for the sake of simplicity, that the vocal tract is a minimum-phase system [41]; this 
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assumption typically results in an excitation sequence with considerably dispersed 
pitch pulses. In the presence of frequency-scale modification, this dispersion is in-
creased or decreased depending on /?, resulting in inconsistent quality in pitch-scale 
modification. 
To deal with this problem, McAulay and Quatieri have formulated a method 
for generating a "mixed-phase" spectral envelope estimate within the context of the 
pitch onset time excitation model, based on H(ejuJl) and analyzed sinusoidal model 
parameters [42]. Referring to Equation 1.16, 0\ may be expressed as 
0, = it + lH(e
j"1) 
so that 
9l-(lH(e^) + MU)) = -^it0, 
Using this result, the mixed-phase spectral estimate Hmp(e
JUJ) may be defined at 
component frequencies {w/} by 
Hmvie3"1) = \H{e^)\ejUH^l^^\ (1.18) 
and at arbitrary frequencies by complex interpolation in frequency of these samples. 
By substituting Hmp(e
JU1)) into Equation 1.16, the resulting excitation sequence has 
the form 
CmpW = Sa /COs(w/ [n - t 0 ] ) ; (1.19) 
i 
This mixed-phase excitation sequence possesses no pitch pulse dispersion due to phase, 
thus when used in the pitch-scale modification strategy described above in conjunction 
with HmpieJ"1), the subjective quality of resulting pitch-modified speech is consider-
ably improved. 
While the Sine-wave Transform System as described so far succeeds in produc-
ing high-quality synthetic speech and performing robust speech modification which 
ehminates the distortions associated with other approaches to speech modification, it 
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still has a serious weak spot. Referring to Equation 1.14, the STS synthesis model is 
seen to be of the same form as that used in the phase vocoder; as a result, this model 
must be implemented by generating each component sinusoid over time using digital 
oscihator structures or stored tables of sinusoidal values. The computational load of 
such an implementation is formidable, and seriously limits the ability to use the STS 
in a real-time environment. 
As mentioned previously, it is possible to implement synthesis with a sinusoidal 
model using an overlap-add structure for synthesis frame lengths on the order of 
10 msec or less; furthermore, in this approach each sk[n] may be generated us-
ing the IFFT algorithm, which dramatically reduces computational requirements. 
Since shape-invariant speech modification does not require interpolated amplitude 
and phase parameters per se, it is possible to implement the Sine-wave Transform 
System using overlap-add synthesis given a sufficiently high frame rate. However, to 
insure a frame length of 10 msec in the context of time-scale modification by a factor 
of two, for instance, requires analysis at 5 msec intervals, considerably increasing the 
computation required for analysis. 
To deal with this paradox, McAulay and Quatieri have devised a strategy for 
analyzing speech every Ns samples while performing overlap-add synthesis every Ns/2 
samples [43]. This strategy is based on estimating sinusoidal model parameters at 
the middle of a synthesis frame by averaging matched parameter sets in adjacent 
frames, yielding amplitudes {A/}, frequencies {u>/} and phases {#/} which produce a 
"midframe" synthetic sequence lk[n]. Synthetic speech is then produced in a synthesis 
frame using overlap-add synthesis of the three sequences sk[n], ~sk[n] and s*+1[n] with 
a synthesis window half as long as would otherwise be required. Figure 1.6 illustrates 
the concept of half-rate synthesis in the STS. 
The Sine-wave Transform System represents a high-quality alternative to linear 
predictive modeling and speech modification using the STFT, and offers advantages 
over these approaches for synthesis and modification problems. As with the STFT, 
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Figure 1.6: Illustration of half-rate overlap-add synthesis in the Sine-wave Trans-
form System (from [43]). 
28 
sinusoidal modeling pperates without an "all-pole" constraint, which results in nat-
ural sounding synthetic and modified speech. Also, sinusoidal modeling does not re-
quire the restrictive "source/filter'1 structure of linear predictive modeling; sinusoidal 
models are thus capable of representing signals from a variety of sources, including 
speech from multiple speakers, music signals, speech in musical backgrounds, as well 
as marine biological and certain biomedical signals. The Sine-wave Transform Sys-
tem parameterizes speech production in a more direct fashion than the STFT, thus 
providing greater access to and control over speech production parameters than the 
STFT; the most significant result of this level of control is the ability to deal with 
phase coherence issues in modification, thus largely eliminating the phase distortion 
associated with speech modification using the STFT. 
While the Sine-wave Transform System represents a significant step forward in 
the area of speech analysis/synthesis and speech modification, it does have some 
drawbacks. As discussed previously, peak-picking analysis assumes the optimality of 
peak parameters, based on stationarity arguments; for non-stationary speech events 
such as plosives, this assumption tends to result in undesirable smoothing effects. 
Furthermore, spectral interference effects due to windowing reduce the accuracy of 
parameter estimates, particularly in the mid- to high-frequency ranges; the result is 
often a subtle but persistent "tonal" quality to synthetic and modified speech. 
As mentioned before, the interpolated parameter synthesis model of the STS de-
parts from the theoretical basis of analysis, significantly so for non-stationary speech 
events: this further exacerbates the smoothing effect for plosives. While shape-
invariant modification is largely successful in avoiding phase problems associated with 
other time-frequency approaches to modification, it possesses some sensitivity to the 
time-shifts introduced to preserve phase coherence, depending on the harmonicity or 
stationarity of analyzed speech; this sensitivity can manifest itself as a reververant 
quality when slowing fast speakers. 
The "mixed-phase" pitch modification algorithm produces high-quality pitch 
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modified speech, but fails to deal with the effect of bandwidth compression when 
lowering pitch, resulting in a "muffled" speech quality. Furthermore, the issue of noise 
migration still exists in this approach, i.e. noise effects which are not perceptually 
important in unmodified speech may be amplified when shifted in frequency to a 
formant region. Finally, while the half-rate overlap-add synthesis algorithm succeeds 
in reducing computational requirements, it makes no attempt to account for the time-
frequency behavior of speech in its implementation, which places limits on the amount 
of modification possible using this approach. McAulay and Quatieri have reported a 
loss in reproduction accuracy due to parameter estimation in half-rate synthesis, but 
interestingly have noted a slight improvement in subjective quality as a result [43]. 
1.4 Approaches to Music Synthesis 
Many techniques for the digital generation of musical sounds have been studied, 
and many are used in commercially available music synthesizers. In all of these 
techniques a basic tradeoff is encountered; namely, the conflict between accuracy 
and generality4 on the one hand and computational efficiency on the other. Some 
techniques, such as frequency modulation (FM) synthesis [44], are computationally 
efficient and can produce a wide variety of musicaUy interesting sounds, but lack the 
ability to accurately model the sounds of existing musical instruments. 
On the other hand, sinusoidal additive synthesis implemented using the DPV is 
capable of analyzing the sound of a given instrument, synthesizing a perfect replica 
and performing a wide variety of modifications. However, as previously mentioned, 
the amount of computation needed to calculate time-varying sinusoidal components 
prohibits real-time synthesis using relatively inexpensive hardware [45]. As in the case 
of time-frequency speech modeling, the computational problems of additive synthesis 
of musical tones may be addressed by formulating the DPV in terms of the DSTFT 
4 Defined as the ability to model a wide variety of sounds ^— 
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and implementing this formulation using the FFT algorithm. Unfortunately, this 
strategy produces the same type of distortion when applied to musical tone synthesis 
as to speech synthesis. 
1.5 Thesis Outline 
This thesis presents a new, highly structured analysis/synthesis system for audio 
signals based on the combination of an overlap-add sinusoidal model formulation 
and an analysis-by-synthesis procedure which determines appropriate model param-
eters. The research presented contributes to the area of parametric signal modeling 
in general and to sinusoidal modeling in particular by investigating the effect of com-
bining overlap-add sinusoidal modeling with analysis-by-synthesis, and by assessing 
the impact of this analysis/synthesis system for speech and music signal processing 
applications. In particular, the following topics will be addressed: 
1. Introduction of a sinusoidal analysis/synthesis system based on analysis-by-
synthesis. and detailed discussion of issues related to its operation. 
2. Development of a generalized overlap-add sinusoidal model which allows for 
distortion-free modification of speech and music signals. 
3. Application of the above system to the problems of speech analysis/synthesis, 
speech modification and music synthesis. 
4. Development of techniques to reduce the computational load involved in analysis 
and synthesis procedures. 
5. Testing and evaluation of the developed system relative to similar results gen-
erated using the Sine-wave Transform System. 
The next chapter presents a mathematical treatment of an iterative technique 
for approximating vectors in finite-dimensional vector spaces, referred to as iterative 
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vector approximation. Chapter 3 describes the application of iterative vector ap-
proximation in an analysis-by-synthesis procedure to the problem of determining the 
parameters of an overlap-add sinusoidal model formulation. Chapter 4 derives the 
refined overlap-add model formulation required for the purposes of modification, and 
describes the application of this new model to the problems of time-, frequency- and 
pitch-scale modification. Chapter 5 derives several relationships between equations 
in the analysis and synthesis algorithms and the discrete Fourier transform (DFT), 
which can be used to significantly reduce the required computational load. Chapter 6 
details the use of the developed system in the analysis, synthesis and modification of 
musical tones. Chapter 7 compares the performance of the analysis/synthesis system 
presented with that of the Sine-wave Transform System of McAulay and Quatieri. 
using, both objective and subjective measures. Finally, Chapter 8 concludes the the-
sis by reviewing the research results presented, interpreting the results to determine 
their significance, and discussin possible future directions for research on this topic. 
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C H A P T E R 2 
Iterative Vector Approximation 
Mathematical representations of discrete-time signals are often derived as the solu-
tions to finite-dimensional vector space problems; LPC filter parameters, for instance, 
are determined by minimizing a mean-square prediction error norm in terms of the 
prediction filter coefficients. Similarly, the discrete Fourier transform may be viewed 
as a simple change of basis from Cartesian coordinates to a basis composed of orthog-
onal complex exponentials. Such signal space formulations are desirable since they 
can lead to tractable, closed-form, often highly efficient solutions in terms of sets of 
linear equations, and are easily analyzed in terms of the large body of results from 
vector space theory and linear algebra. 
There are. however, many interesting signal representations whose vector space 
formulations lead to intractable problems. One example is the multiph-pulsi excited 
LPC (MPLPC) model introduced by Atal and Remde for low bit-rate speech cod-
ing [9]. The MPLPC (or "multipulse") model may be viewed as a weighted sum of 
vectors which approximate a given "signal" vector, and can thus be formulated in 
terms of a least-squares approximation problem to determine optimal weighting coef-
ficients. Unfortunately, the vector set used in the multipulse model typically has too 
many members to be linearly independent. Therefore, an unambiguous least-squares 
approximation cannot be determined using standard analytical approaches. 
In order to provide a tractable solution to the MPLPC problem, Atal and Remde 
employed an analysis-by-synthesis procedure which incorporates an iterative, search-
based approach to vector approximation. This approach, which has since been applied 
successfully to other linear prediction-based vocoders [11, 12], also forms the basis of 
the analysis procedure presented in this thesis. This chapter thus introduces iterative 
vector approximation as an approach to solving a non-unique vector approximation 
problem in a real, finite-dimensional vector space, details the concepts and formulas 
associated with the technique, and analyzes its properties in terms of vector space 
theory. 
2.1 General Concepts and Formulas 
Suppose we are given the p-dimensional Cartesian vector space Rp of real ordered 
"p-tuples," where for a vector x G f l p , 
•x = (x1,x2,...,xp)
T. (2.1) 
This vector space is an inner product space, where the inner product (x.y) between 
vectors x and y is denned as 
(x,y)^X>t-yt-, .. (2.2) 
tasl 
and where the Euclidean norm of x is given by 
/ p \ 1 / 2 
I x l l ^ l M ) 1 ^ J j 1 ! • (2-3) 
Now consider the following problem: Given a vector x € Rp, an approximation 
to x of the form 
J 
* = £ * ; (2.4) 
is to be constructed such that x is "close" in some sense to x. The components of the 
approximation are given by 
**«£«&'• (2-5) 
k=l 
The vectors vj/ are drawn from K vector ensembles, each a set of / vectors indexed 
fr.im 1 to I. Thus, the approximation vector x is composed of vectors { i t ] , . . . , x j } , 
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and each of these component vectors is itself a linear combination of the K vectors 
{ v j ; . . . . . v^-} drawn from the vector ensembles at a fixed index value ir It is worth 
noting that the sequence of indices t 1 ? . . . , i: is not required to possess any structure: 
however, if unique values of each index are desired, J should clearly be less than or 
equal to / . 
The most common approach to determining appropriate values for the parame-
ters of x is to minimize the squared error norm 
£=| |e | | 2 = ||x-x||2 (2.6) 
in terms of these parameters. Unfortunately, two problems arise with this approach. 
First, if J < I. then the set of ensemble indices {ij} must be determined as well as the 
set of weighting coefficients {aJk}\ this is a very difficult task to accomplish formally. 
Second, given a fixed set of ensemble indices, when JK > p the replacement lemma of 
linear algebra states that the approximating vectors must form a linearly dependent 
set: as mentioned previously, in this case the error norm of Equation 2.6 cannot be 
uniquely minimized in terms of {aJk} using analytical techniques. 
In either of these circumstances, straightforward approaches to error minimiza-
tion fail to provide a satisfactory solution to the problem. However, given that K < p 
it is possible to solve for the components of x in an iterative fashion. Iterative vector 
approximation is formally described as follows: Suppose that the parameters of L - 1 
components have been determined previously, yielding a sequential approximation 
vector. 
* - i 
x̂ _1 = 2IxJ, (2.7) 
j s l 
and a sequential error vector 
f - i 
e{-y = x - x , _ i = x - ^ X j . (2.8) 
j=i 
Given the initial conditions Xo = 0 and eo = x, these vectors may be updated 
recursively according to the relations 
X; = Xf_! + Xe 
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e£ = ee-y-kt, (2.9) 
for C > 1. The goal of iterative vector approximation is then to detern^ne the 
parameters of X( by minimizing the squared sequential error norm Et, defined as 
Et = l|ef||
2 
= ||ef_i - xf||
2 
= | | e / . , - j : » i v i ' | | * , (2.10) 
in terms of {a[,..., a(K}. 
Assuming that the ensemble index i( is fixed, and assuming that the vectors 
{v | ' , . . . . v){-} form a linearly independent set, this problem is simply a linear least-
squares approximation of. e^_i by X( 6 Slr where Sl{ = span{v
,
1
/,..., v^-}. The 
projection theorem states that a necessary and sufficient condition for minimizing Ei: 
in terms of X( is that ê  be orthogonal to the subspace 5 t / , or e* ± S;,.
1 Equivalent!}-. 
this condition is met when e< is orthogonal to the vectors making up Xc, i.e. 
(e,,v^) = 0 l < m < A \ (2.11) 
Substituting Equations 2.9 and 2.5 into this expression yields the normal equations, 
K 
E->L G n = <//, l < m < A \ (2.12) 
n=l 
where 
V = /v*' vil) 
!mn \vmi ' n h 
t/4 = (ei-wvitt. (2.13) 
]As a result, the approximation x^ is referred to as the projection of ef_j onto 5, , 
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The normal equations may be written in matrix form as2 
\ £ ( t 
7 n 7i2 ' * ' ^lA' 
/12 722 72 *v 
[ 7i A- 72A • • ' 7A-A 
or 
rv = 
The Gram matrix Tc is symmetric, and since the vector set { v j ' , . . . , vjj} is linearly 
independent, T( is also positive definite. Therefore, Cholesky decomposition [46] may 
be used to efficiently solve the normal equations for weighting coefficients which min-
imize E(. 
At this point it is useful to derive an explicit expression for the minimum error 
term E{ in terms of the above results. Beginning with Equation 2.10 and substituting 
Equation 2.9. we have 
E{ = (e,,e<) 
= (e,,e/_i -xe) 
= ( e £ , e<_! ) - (ee,Ste). (2.16) 
Since ec 1 Su, and since xf € 5,-,, (e^x*) = 0, thus 
E't = ( e , , ^ ) 
= (ef_i,ef_i> - (e*_i ,x<) 
A' 
= 4i-E4^ (2.17) 
*=i 
This expression provides a means for computing the squared sequential error norm as 
an update of the previous error, ^iven the optimal weighting coefficients {a[,..., a(K} 
and the inner products {\b{, '.. ,</';;} i'sed to compute them. 
According to Eqr.itioii-2.2, l^n = Tnm 




.°'K. > ! - . 
(2.14) 
* ' . (2.15) 
i7 
Solving the above normal equations determines optimal weighting coefficients 
for a single component of x assuming a fixed ensemble index value, but does hot 
address the problem of determining an appropriate value of this last parameter. To 
this end an ensemble search procedure may be used. The simplest such procedure is 
an exhaustive search, whereby optimal weighting coefficients are calculated for each 
possible value of the ensemble index, yielding a corresponding value of E'( according 
to Equation 2.17. The optimal ensemble index if is then chosen as that index value 
corresponding to the minimum error norm produced, and the weighting coefficients 
associated with this index value are used to construct the M h component x*. Having 
determined parameters for X(. the sequential approximation and error vectors are 
updated by Equation 2.9, and the procedure is repeated for the next component. 
2.2 Properties of Iterative Vector Approximation 
Several properties of the iterative vector approximation procedure described above 
provide insight into its operation and will later be useful for incorporating the tech-
nique in a sinusoidal modeling framework. The first and most important of these 
properties is seen by reconsidering the error update expression of Equation 2.17. 
Substituting Equation 2.9 into this expression and recalling that e^ is orthogonal to 
X/yields 
E'c = £;_! - (ee-uxe) 
= ^ _ ! — (e^,x^) - ||x^||2 
= EU - \\xe\\
2. (2.18) 
This result is simply a generalized version of the well-known Pythagorean theorem. 
Since \\x(\\ > 0 for all 5Q € 5 t / , the approximation error resulting from the addition 
of the ^-th component is therefore less than or equal to the previous error; hence, 
under no circumstances does iterative vector approximation result in increasing ap-
proximation error. 
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As will be shown next, under a mild condition on the vector ensembles, iterative 
vector approximation in fact yields only decreasing error: 
Theorem 2.1 If the union of the K vector ensembles spans Rp, and e/_i / 0, then 
iterative vector approximation as described in Section 2.1 yields an optimal sequential 
error norm E[ with the property that E'£ < E'^ for I > 1. 
Proof. Suppose that the union of the K vector ensembles spans Rp and that 
e^-i ^ 0, but that E[ = E'^. Then by Equation 2.18, ||5Q|| = 0 and therefore k( = 0. 
Since the vector set {v\...., v^-} is linearly independent for any value of z, this implies 
that a[ = 0 for 1 < k < K. Then, according to Equation 2.12, (e^.j.v^) = 0 for 
1 < k < K and for all i. Since the union of vector ensembles spans Rp. this implies 
that e^_i 1 Rp. thus ec-\ — 0 in contradiction to the original premise. I 
Under the condition that the entire space Rp is "covered" by the vector ensembles, this 
result guarantees that X( converges to x as more components are added, providing 
theoretical justification for iterative vector approximation as well as an important 
guarantee of performance. 
Another important property of iterative vector approximation relates the tech-
nique to simultaneous least-squares approximation in special circumstances: 
Theorem 2.2 If JK < p, and if the subspaces StJ,.. . , StJ are mutually orthogo-
nal. then iterativt vector approximation is equivalent to simultaneous least-squares 
approximation of x using the set of vectors denoted by 
v=(jLK'. 
i = i k=i 
Proof. Referring to Equation 2.14, the normal equations associated with each 
component X( may be arranged in block-matrix form as 




aJ . * J . 
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If it is true that Stn) ± Stfl for m ^ n, then examining Equation 2.14 indicates 
that the left-hand block matrix in this equation corresponds to the Gram matrix of 
simultaneous least-squares approximation of x using the vector set V defined above. 
The column vector on the right-hand side of this matrix equation may be derived 
using Equations 2.13 and 2.8: 
4<l = (e«.„vi> 
(-1 
= <x,vX)-B*;.vii>-
j - 1 
Since Stj € S ,• , x, JL vj£ for j < C and therefore 
• v4 = (x.v^). 
The right-hand column vector thus corresponds to that of the normal equations in 
least-squares approximation of x using V, and since JK < p the above matrix equa-
tion possesses a unique solution identical to that produced by iterative vector approx-
imation. | 
This theorem is simply a block-matrix extension of the well-known result that a set 
of mutually orthogonal vectors produces a diagonal Gram matrix. 
As is clear from the above theorem, given a set of ensemble indices {i(}. it-
erative vector approximation achieves optimal performance only when the resulting 
component vectors {5Q} are mutually orthogonal or uncorrelated. In order to quantify 
the effect of correlation between components on the performance of iterative vector 
approximation, it is useful to define a measure of correlation between a vector and 
a subspace. Referring to Equation 2.18, we have the result that (e^_!,Xf) = ||x^||2; 
thus, the correlation coefficient between e ^ i and 5Q may be written as 
*«_„*) = p ^ r . = J ^ J =. \f*L. (2.19) 
| |e/_i| | | |x/| | | |e/-i| | | |x^|| He^H 
This correlation coefficient has the property that 0 < p(ec.i,X() < 1; as a result, 
the concept of an angle between vectors [47] may be introduced by setting 
cos[0(e/_i,x*)] = p(e*-i;x/). 
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The vector angle 0{et-\,%e) has the property that 0 < 0(e/_i,x*) < 7r/2, with 
0[e(-i.X() = 0 indicating collinearity and 0(e*_i,X{) = 7r/2 indicating orthogonal-
ity. It is useful to note that E\ may be expressed in terms of 0(e*_i,X/) as 
^ ^ { l - c o s ' ^ e , . , , * , ) ] } . (2.20) 
Since the least-squares approximation 5Q is unique for a given e^_j and subspace Sin 
the angle 9(ee-i,X() is easily shown to be equivalent to the principal angle between S,, 
and the subspace spanned by 5Q [48]. This observation is generalized in the following 
definition: 
Defini t ion 2.1 Given a vector x € Rv and a subspace Y . the "principal angle" 
between x and Y is defined by 
COS[0(X. y )] = COS[0(X, Xy)] = Xpf, 
where Xy is the projection ofx onto Y . 
The principal angle 0(x, Y ) may be interpreted as a measure of how "close" x is 
to the subspace Y . For instance, if x € Y , then 0(x,Y ) = 0; likewise, if x _L Y , 
then 0(x. y ) = 7r/2. In general, smaller values of 0(x, Y ) indicate greater correlation 
between x and Y . 
We are now prepared to quantify the performance of iterative vector approxi-
mation in terms of 0(x,Y ): 
Theorem 2.3 The sequential error norm E't has the following property: 
E'e>co8
2[B(ke,SiM )]£;_, . 
Proof. The component vector x*> may be expressed as its projection onto the 
subspace S,-w plus an error vector ex , hence 
ex = x ^ - s ^ i , 
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where Sf_i € S t(_}. According to Equation 2.20, the squared norm of this error vector 
is given by 
I M ^ I I x / l l ^ l - c o s ^ ^ S , - ^ ) ] } . 
Likewise, the error vector ex is given in terms of its least-squares approximation by 
£(-i as 
( e r , e r - iL , 0 i e * = M. 112 e ^ - i + e*-i> 
where 
le.-j 'i  
e ^ = ex HT"
e^-i •*- e ' - i -
lle*-i|l 
Recalling that e^_] _L Sj_] and referring to Equation 2.18, the inner product term in 
this expression is given by 
( e x . e ^ ! ) = (x( - s f _] , e< - i ) = (x£,eC-i) = | |5Q| |2 . 
Using the second expression for e r . the squared norm of ex is thus expressed as 
l l v I I4 
| i._ i|2 _ l l X l l l , II -JL ||2 
lle*-l|l 
Substituting the first expression for ||ex||2 into this equation and noting that 
||e/-_!||2 > 0 yields 
^ L < {I-cos2 e^Stt.S^)]}. 
Rearranging terms on both sides of this inequality leads to 
£; = £ ; _ ! - i|x,n2 > cos2[0(x,,s ,-,_,)]£;_!. 
The result of this theorem is a lower bound on the approximation error E'c in 
terms of the amount of correlation between the component vector x^ and the space 
spanned by { v j ' _ 1 , . . . , vJJ""1}. Theorem 2.2 indicates that mutually orthogonal com-
ponent vectors perform optimally in iterative vector approximation; conversely, The-
orem 2.3 shows that highly correlated component vectors result in inefficient approx-
imation, and that performance improves as the components become less correlated. 
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It is important to note that Theorem 2.3 only addresses the question of correlation 
from one component to the next: although no simple proof exists to establish the 
result, experience indicates that if a given component vector x^ is highly correlated 
with any previous component, approximation will be inefficient. 
Another useful property of iterative vector approximation is determined by ex-
amining Equation 2.18. Since E'e is the square of a norm, it must be true that E'{ > 0. 
This, combined with the result from Theorem 2.1, leads to the expression 
0 < £ < - i - Il*dl2 < E'e-v 
When rearranged, this becomes 
0 < ||x<||2 < £;_•! (2.21) 
for ( > 1. In other words, the squared norm of successive components is nonzero. 
positive, and bounded above by a quantity which decreases with increasing £. If the 
component vectors are mutually orthogonal as in Theorem 2.2, then the component 
norms will be a strictly nonincreasing sequence, since in this case the norm of any 
given component is independent of other components. Although in the case where 
components are correlated it can be shown by counterexample that ||x^||2 need not 
decrease with increasing C. it has been observed that the closer component vectors are 






(ABS/OLA) Sinusoidal Model 
Given an understanding of the iterative vector approximation procedure described in 
Chapter 2, the question which remains is how to apply this approximation technique 
in a useful way to the problem of sinusoidal signal modeling. This chapter describes 
in detail a sinusoidal model formulation whose parameters may be determined using 
an analysis-by-synthesis technique, and discusses how analysis-by-synthesis may be 
combined with iterative vector approximation. A good deal of signal notation is 
introduced in this chapter, and is listed in order of appearance at the end of the 
chapter. Henceforth, a discrete-time sequence s[n] is assumed to be a sampled version 
of a continuous-time audio signal sc(t), sampled at a rate of Fs samples/sec. i.e. 
s[n] = sc(n/Fs), (3.1) 
where sc(t) is assumed bandlimited to Fa/2 Hz. 
3.1 Synthesis Model 
The model proposed to represent s[n] is an overlap-add sinusoidal model formulation 
given in its most general form by 
00 
3[n] = <r{n] ]T ws[n - kNs]s
k[n - kNs]. (3.2) 
k= — oo 
The synthesis window ws[n] is a complementary window obeying the constraint 
f; ws[n-kN.] = l, (3.3) 
k--oo 
for all n, where Ns determines synthesis frame length as discussed in Section 1.3.1. 
The A--th synthetic contribution, sk[n], is given by 
m 
sk[n) = J2 A1; cos(2nf'n/F^^) 
m 
= ^ X j c o s ( ^ r i + ^ ) , (3.4) 
j-y 
where 0 < / * < Fs/2, and the envelope sequence cr[n] reflects time-varying changes 
in the energy of s[n]\ its purpose in the model is to boost accuracy during transitory 
regions of s[n]. In words, s[n] is a sum of window-weighted synthetic waveforms over-
lapped by A:, samples, added together and modulated by a[n], where each synthetic 
waveform is produced by adding together sinusoids of various amplitudes, frequencies 
and phases. 
This sinusoidal model formulation resembles overlap-add synthesis using the 
DSTFT in that constant-amplitude, constant-frequency sinusoids (derived from com-
plex exponentials) are used to represent s[n] on a frame-by-frame basis, but differs 
in its use of a modulating envelope sequence c[n], variable numbers of sinusoidal 
components, and arbitrary component frequencies. Note that when cr[n] = 1 the 
model formulation is identical to that defined in Equations 1.10 and 1.11 as discussed 
in Section 1.3.1. While any complementary window ws[n] will suffice, a symmetric, 
tapered window7 such as a triangular window or a Hanning window of the form 
f cos2(n7r/27Va), \n\ < Ns 
ws[n] = I _ (3.5) 
I 0, otherwise, 
is typically used. With a synthesis window of length 2Ars + 1, a synthesis frame of A
7
S 
samples of s[n] may be expressed in a relatively compact form: 
5{n + kNs] = a[n + kNs](ws[n]s
k[n] + ws[n - Na]s
M[n - Ns\), (3.6) 
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for 0 < 77 < A*5. Figure 3.1 illustrates a synthesis frame and the overlapping synthetic 
contributions which produce it. As with any frame-based approach to speech model-
ing. care must be taken in choosing Ns such that the speech signal may be assumed 
stationary over a given frame interval. Typical values of A75 correspond to between 5 
and 20 msec, depending on application requirements. The parameter set which must 
ws[n - kNs]s
k[n - kNs] ws[n - (k + l)N9}s
k+l[n - (*.+ 1)N,] 
Synthesis Frame k 
Figure 3.1: Illustration of overlap-add synthesis structure using complementary syn-
thesis windows. 
be determined in order to represent a given s[n] consists of the envelope sequence 
a[n] and the amplitudes {A*}, frequencies {w*} and p h a s e s ^ } of each synthetic 
contribution sk[n], The problem of determining a[n] is discussed first. 
3-2 Envelope Estimation 
The envelope sequence cr[n], which reflects syllabic variations in the average magni-
tude of s[n], can be reasonably estimated by lowpass filtering \s[n]\ [49]. While a wide 
variety of lowpass envelope estimation filters may be used, a recursive implementation 
is de: irable since <r[n\ is required for all n. Early experimentation was with a simple 
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first-order recursive filter defined by the difference equation 
a[n] = A a [ n - l ] + - ( l - A ) | 5 [ n ] | , (3.7) 
where 0 <• A < 1. While this filter has the advantage of simplicity, requiring two 
multiplies and one add per sample to compute, it exhibits poor performance as an 
envelope estimation filter. Large values of A are required to make the envelope es-
timation filter sufficiently lowpass to eliminate harmonic components from <j[n], but 
large values of A imply slow response to energy changes, defeating the purpose of 
the envelope sequence. Figure 3.2(a) demonstrates a large amount of ripple resulting 
from a small value of A, and 3.2(b) shows how, for a larger value of A, a[n] tracks 
temporal energy variations poorly and still exhibits some ripple. 
It was noted, however, that given cr[n] from Equation 3.7 with a smaller value of 
A. the resulting ripple could be reduced by applying the same filter to v[n], without 
losing the trends in syllabic energy. Repeating this process 1 times results in an 
envelope estimation filter defined by the recursive relation 
y,-[n] = Ay1-[n-l] + ( l -A)y I - . 1 [n] , 1 < i < / , n > 0, (3.8) 
where yo[n] = |s[n]|- and where j/,-[—1] = 0 for 1 < i < I. In this formulation, the 
envelope sequence is then given by 
a[n] = yj[n + na]. (3.9) 
Since the envelope estimation filter is causal, the shift of na samples is necessary to 
account for the delay introduced by filtering, ensuring temporal correlation between 
s[n] and a[n]. 
The envelope estimation filter defined in Equation 3.8 has the transfer function 
The nature of this filter may be easily understood by applying statistical principles. 
According to Equation 3.10, this filter may be viewed as the cascade of / filters, each 
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with the causal impulse response 
\[n] = (1 - X)Xnu[n]. 
The impulse response of the overall filter, / [n ] , is then simply the convolution of h[n] 
with itself J times. Since h[n] takes only positive values, and since 
>(e*>) = 1 = f; /[«], 
n=0 
the central limit theorem [50] states that with increasing / , f[n] tends toward a sam-
pled Gaussian curve, i.e. 
f[n]&—i—e-^')2/2*/, (3.11) 
<7/v27r 
where the mean. fij. corresponds to the envelope estimation filter delay na. and where 
(jj. the standard deviation, determines the frequency selectivity of the filter. 
Since, according to this interpretation. f[n] is viewed as a discrete probability 
density function, the value of na may be calculated as 
^ 0 ^ 
(3.12 
w=0 
By substituting the expression for F{eJUJ) given in Equation 3.10, na is approximately 
given by1 
^ = ( 7 T 3 A ) - (3-13) 
While it is possible to calculate crj given in Equation 3.11 in terms of / and 
A, the calculation is rather involved and not necessary. Instead, empirical testing on 
speech waveforms sampled at Fs -- 8000 samples/sec has demonstrated that values of 
A = .9. / = 20 and na = 180 at this sampling rate yield satisfactory performance over 
speakers with various average pitch frequencies. In order to maintain this performance 
over a range of sampling rates, A (and nlT) must be varied to maintain similar frequency 
'where (•) rapi-esen',s the ' -ound to nea/est integer" operator. 
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selectivity. A simple method of achieving this goal is to consider the filter response 
/?[??] to be sampled from the continuous response hc(t) — (1 — Ac)A*tz(t), and to vary 
A to maintain a fixed 3 dB filter bandwidth. This leads to the relation 
X(FS) = .9
Fa /800°. (3.14) 
Figure 3.2(c) demonstrates the effect of quasi-Gaussian filtering applied to the esti-
mation of a[n\. Compared to first-order filters, the envelope sequence resulting from 
this approach is seen to closely follow the desired time-varying trends in signal energy, 
while eliminating undesirable ripple effects. The cost of quasi-Gaussian filtering is, of 
course, a considerably increased computational load over the simpler filters. 
3.3 Analysis-by-Synthesis 
Given a\n]. the objective of analysis is to determine amplitude, frequency and phase 
parameters for each sk[n] in Equation 3.2 such that J[77.]. is "closest"' to s[n] in some 
sense. An approach typically employed to solve problems of this type is to minimize 
the mean-square error 
£ = £ i5W - 5W)2 (3-!5) 
n = —00 
in terms of the parameters of s[n]. However, attempting to solve this problem simul-
taneously for all the parameters is not practical. 
Fortunately, if s[n] is approximately stationary over short time intervals, it is 
feasible to solve for the amplitude, frequency and phase parameters of sk\n] in isolation 
by approximating s[n\ over an analysis frame of length 2Na + 1 samples centered at 
n = kNs. The synthetic contribution s
k[n] may then be determined by minimizing 
AV 
Ek= Yl wa{n]{s[n + kNs]-a{n + kNa}s
k{n}}2 (3.16) 
with respect to the amplitudes, frequencies and phases of sk[n]. The analysis window 
wa[n] may be z.11 •vbitraj'y positive function, but is typically a symmetric, tapered 
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First order filter, lambda=.9 (a) 
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0.6 First order filter, lambda=.99 
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Figure 3.2: Plots of a speech segment and envelope sequence determined by (a) 
first-order recursive filter (A=.9), (b) first-order recursive filter (A=.99), 
and (c) quasi-Gaussian lowpass filter. 
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window which serves to force greater accuracy at the frame center, where the con-
tribution of sk[n] to s[n] is dominant. Strategies for choosing an analysis window 
function and appropriate values of Na will be discussed later, but in order to ensure 
the accuracy of s[n], Na should be greater than or equal to Ns. 
Defining x[n] and' g\n] by 
x[n] t (wa[h])^
2s[n^kN9] 
g[n] t [WaWaln + kN.], (3.17) 
and making use of Equation 3.4, Ek may be rewritten as 
E = E {*M-*M}2 
= E {'W-'L*An}y 
n=-A?0 j=l 
A7 0 J 
= E { x [ n ] - ^ A ^ [ n ] c o s K n + ^ ) } 2 , (3.18) 
n=-Na j=l 
where the frame notation superscripts have been omitted to simplify the equations. 
Unfortunately, without a priori knowledge of the frequency parameters, this mini-
mization problem is highly nonlinear and therefore very difficult to solve. Various 
techniques have been proposed to determine, in a closed-form fashion, an appropriate 
set of component frequencies to use in a sinusoidal representation. These approaches 
typically involve computationally intensive procedures such as eigenanalysis [51] or 
high-order polynomial rooting [52], and are often sensitive to the number of compo-
nents assumed in the model, which is itself unknown beforehand. 
As an alternative, a slightly suboptimal but relatively efficient analysis-by-
synthesis algorithm may be employed to determine model parameters. Generally 
speaking, analysis-by-synthesis operates by varying the parameters of a given sig-
nal model in a systematic, iterative fashion to detarmiiii parameters which yield a 
minimum error measure obtainable within the constraints of the parameter variation 
procedure [53]. In the case of sinusoidal modeling, an effective and efficient analysis-
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by-synthesis technique may be formulated by incorporating the iterative vector ap-
proximation technique described in Chapter 2. This was first suggested in [54] and 
refined in [55]. 
Comparing Equation 3.18 with Equations 2.6 and 2.3, the mean-square error 
term in this expression is seen to be identical to the approximation error norm defined 
in Equation 2.6 on the vector space R^a+1\ In this interpretation, using the notation 
of Equation 2.1, the signal vector being approximated is given by 
x = (x[-Na]ix[-Na + l],...,x[Na]). (3.19) 
Furthermore, the approximation to x is made up of J component vectors {x,} as in 
Equation 2.4, where 
iij = {Ajg[-Na]cos(-ujjNa + <pj),Ajg[-Na + 1] c o s ( ^ ( - A ' a + 1) + $>,), 
...,A^[7Vfl]cos(u;jA
r
fl + ^ ) ) . (3-20) 
Note that each component sequence ij[n] may be expressed as 
*.i ["] = AJ9 ["•] cos(u-j n + 4>j) 
= a\g[n] cosu^-n + aJ2g[n] sin UJJTI, (3.21) 
where the quadrature parameters are given by 
a\ = Aj cos <f>j 
<4 = -A, sin fa. (3,22) 
By constraining the frequency parameters {u?j} to be of the form 
uj = 2iriJIM, (3.23) 
w^here 0 < i3 < M/2 (assuming M is even), each component vector Xj is clearly a 
linear combination of K = 2 ensemble vectors as in Equation 2.5, where 
V ? = (9 [~ *Na] COS Wj ( ~ Na ) , • • • , 9 \^a] COS LJj Na ) 
v ? = {g[-Na}sinu;:i{-Na),...,g[Na}sinujJNa). (3.24) 
52 
The two vector ensembles, one corresponding to cosinusoidal sequences of various 
frequencies weighted by g\n) and the other to weighted sinusoidal sequences, each 
nave / = M/2 4 1 members corresponding to equally spaced frequencies in the range 
[0.7T]. 
Rewriting Equation 2.9 in terms of sequential approximation and sequential error 
sequences corresponding to signal vectors and in terms of sinusoidal model parameters 
yields 
xc[n] = £{_i[n] 4- xt[n] = £*-i[n] 4- Atg[n] cos(uvn + fa) 
tc[n] = e*_i[n] — xe{n] = e*_i[n] - A^[n] cos(a>*n 4 fa) (3.25) 
for 17?.| < Na. At this point the iterative vector approximation algorithm described in 
Chapter 2 may be applied directly to the sinusoidal modeling problem. The resulting 
2 x 2 set of normal equations is given by 
7iiai + 7i2a2 = ^i , 
0 1 2 ^ + 7 2 2 ^ = ^ i (3.26) 
where 
Na 
l M t / n 2 Y ^ 2 r 1 2 
7ii = llvj'H = 2 ^ g [n]cos'iven 
ri=-Na 
A'° 
7i2 = (v l '»v2'> = 5Z g2[n] cos u;en sin ujen 
n=-Na 
tU = IK'H2= £ S2NsinW 
n=-Na 
N° 
\j}[ = (e<_i,v;') = Yl et-i[n]g[n] cosuin 
n=-Na 
Na 
ii - (e/-irV2'> = £ 1 ee-i[n]g[n] sin usen. (3.27) 
n=-JV0 
These normal equations may be solved directly for a[ and a^ yielding 
< = ( 0 ^ - 7 ^ 2 ) / A r 
4 = ( 7 i i ^ 2 - 7 i 2 ^ i ) / A r , (3.28) 
53 
where Ar = 7n722 ~~ (7'i2)2- By Equation 2.17, given a[ and ac2 we can calculate Et 
by 
£ , = Et-i - a[il>[ - ae2tj>l (3.29) 
Having determined a[ and a\, the amplitude and phase parameters of the Mh com-
ponent are given by the relations2 
At = .[(*{)'+ (<4)2]1/2 
& = -tan_ 1(4/a5). (3.30) 
A necessary and sufficient condition for the invertibility of the Gram matrix in 
this case is that the Gram determinant Ar be nonzero. Noting that the parameters of 
Equation 3.27 are inner products, the well-known Cauchy-Schwartz inequality states 
that 
0<J^^L,i^<1 
llVl HIIV2 II 7ll^22 
and therefore 
A r > 0; 
furthermore, Ar = 0 only when v\l is some constant multiple of v2', or vice-versa. 
Referring to Equation 3.24 and assuming that g[n] > 0, since cos(0) = 1 and sin(0) = 
0. then v}' cannot be a multiple of v2', and the only circumstance where the reverse 
is true is when v2' = 0, which only occurs when ue = 0 or W( = ir. Therefore, if 
g[n] > 0 the Gram matrix is invertible for all frequencies except U( — Oorwf = 7r. At 
the degenerate frequencies a unique solution is forced by assuming that b[ = 0 and 
solving the least-squares problem in terms of vj' alone, yielding the solution 
a{ = V'f/7n (3.31) 
As discussed in Chapter 2, an appropriate ensemble index value for each compo-
nent may be determined using an exhaustive ensemble search procedure. Referring to 
2These relations are verified by substituting the quadrature parameters defined in Equation 3.22. 
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Equation 3.23. this is equivalent to a frequency search over the candidate frequency 
set given by u;c[i] = 2?>/M for 0 < i < M/2. For each u;c[i], the corresponding value 
of E( is calculated using Equation 3.29, and LL>( is chosen as tnat value of uc[i] which 
yields the minimum error. At and fa are chosen as the amplitude and phase parame-
ters associated with that frequency value, and the procedure is repeated to determine 
the next sinusoidal component. Figure 3.3 shows a functional block diagram of the 
analysis procedure just described, illustrating its iterative, "closed-loop" structure. 
What may be noted from this figure is that the parameters of each successive com-
ponent are chosen to minimize the error "left over" after approximation by previous 
components. Figure 3.4 illustrates this characteristic of analysis-by-synthesis using 
an example of analysis-by-synthesis applied to a segment of speech. 
An important consideration in the analysis-by-synthesis algorithm proposed is 
whether X(\n] converges to x[n]. As discussed in Theorem 2.1, convergence is guar-
anteed provided the union of vector ensembles spans the space J l ( 2 A a + 1 \ Referring 
to Equation 3.24, the ensemble vector elements are expressed in functional form as 
v\[n] = g[n]cos2mn/M = g{n]{ej2*intM+ e-i2nin'M)/2 
t-'iM = g[n]sm2vin/M = g[n}(ej2ntn/M - e-
j2irtn/M)/2j. (3.32) 
Since the ensemble vectors are themselves constrained combinations of complex ex-
ponential vectors, if the sequence g[n] is nonzero then the space spanned by the union 
of ensembles is a subspace of the space spanned by the complex basis vectors {v'} 
whose elements are given by3 
V[n] = e
j2lrtn/M, 0 < i < M - l. (3.33) 
As is well known, these vectors are mutually orthogonal in the complex space 
C M of complex "M-tuples," therefore the basis vectors {v*} span CM. Clearly, 
R(2Na+i) j s a s ubspace of C
M if and only if M > 2Na. Furthermore, if g[n] = 0 
3Note that e-i
2*in/M = eJ^(M-i)n/\f 
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Figure 3.4: Illustration of analysis-by-synthesis applied to sinusoidal modeling. 
Left-hand plots show sequential error sequences'e/[n], with best approxi-
mations xc[n] dotted. Right-hand plots show sequential approximations 
xAn]. 
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for any 77. € [-A ra,A
;
a], then the vector ensembles cannot span H
( 2 A a + 1 ' . Therefore 
the conditions g[n] ^ 0 and M > 2Na are sufficient to guarantee convergence in 
an alysis-by-synthesis. 
As a practical matter, the value of M used in analysis-by-synthesis will be con-
siderably larger than 2Na. in order to provide a fine grid of candidate frequencies so 
that component frequencies are well estimated. Of course, larger values of M imply 
more analysis computation, so the choice of M is a tradeoff. In order to provide 
a level of accuracy that is independent of the analysis frame length, M should be 
proportional to A*a. i.e. 
M = vaNa 
where va is typically in the range from three to six, depending on quality require-
ments [56]. 
3.3.1 Stopping Conditions 
In the preceding discussions of iterative vector approximation and its application 
to sinusoidal modeling, the recursive nature of analysis-by-synthesis implies that as 
many (or as few) components as desired may be calculated. The obvious problem 
that now arises is how to determine the number of components needed to adequately 
represent a given audio signal. 
The simplest approach to the problem would be to set a fixed number of compo-
nents J . large enough to achieve perceptual identity in all cases of interest. Although 
this makes sense for certain signals (such as musical tones) whose characteristics are 
relatively simple, stationary, and well-known in advance, using a set number of com-
ponents for more complicated audio signals is less effective. For instance, the number 
of components required to adequately model any given segment of a speech signal 
can vary widely, depending on voicing state, pitch, and background noise level. As a 
result, using the minimum number of sinusoids required for a "worst-case" segment to 
model an entire utterance is very inefficient and results in much unnecessary analysis 
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computation. 
To account for the variable requirements of complicated audio signals, it is useful 
to derive a local measure of approximation for overlap-add sinusoidal modeling. Note 
that a by-product of analysis-by-synthesis is the sequential error norm Ei, which may 
be interpreted as an energy measure of the error between a signal segment and its 
synthetic approximation as a function of the number of components. Since Et is 
known to decrease with increasing £, it makes sense to define a performance measure 
based on Ec which correlates reasonably well to subjective quality and which can be 
compared to a threshold value to determine when a given signal segment has been 
sufficiently approximated. 
Perhaps the most widely used measure of modeling performance is the segmen-
tal signal-to-noise ratio (SNR), defined in terms of frame-based models as the ratio 
between the energy of a signal segment and its local approximation error energy. 
Referring to Equation 3.17 and suppressing frame notation, for a given number of 
components, segmental SNR is defined using Et as 
S[e] i M ! = J £ Wa[ny[n + kNA /Eu (3.34) 
and a corresponding decibel measure is given by £<IBM = 101°gio«^M- Since E0 = 
||x||2 and since Et decreases monotonically, £43 [^always increases monotonically from 
a value of S<IB[0] = 0 dB. As a result of this predictable behavior, the segmental SNR 
SdB^] is very well-suited to serve as a performance measure in analysis-by-synthesis. 
While the exact relationship of segmental SNR to the subjective quality of syn-
thetic audio signals is ungear [57], experimental results indicate that subjective qual-
ity improves uniformly as the SNR increases. Therefore, a reasonable approach is 
to calculate component parameters until S[i\ surpasses a given threshold value S j 
which corresponds to good subjective quality in all cases of interest. For audio sig-
nals, informal testing indicates that a value of 30 dB is a good benchmark threshold 
to achieve perceptual identity for a wide variety of conditions. 
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Although a high SNR threshold can guarantee high subjective quality while 
reducing the number of components needed to model many audio signals, a constant-
SNR threshold can still result in serious over approximation. To see this, consider the 
analysis-by-synthesis example shown in Figure 3.4. In that example the synthetic 
sequences X([n] quickly converged to x[n] after only a few iterations; this behavior 
is typical of quasi-periodic sequences, which are well-modeled by narrowband signals 
such as sinusoids. In realistic environments, however, analysis-by-synthesis must deal 
with signals which are not represented so easily. A good example is the background 
noise often encountered in the ''silent'1 portions of audio signals. 
As noted previously, any sequence may be approximated with arbitrary accu-
racy using analysis-by-synthesis, given enough components. However, the random. 
wideband character of noise implies that many more sinusoids may be required than 
for quasi-periodic sequences to achieve similar SNR values. For example, background 
noise in audio signals sampled at 8 kHz may require as many as 100 components to 
achieve an SNR value of 30 dB: since low-energy background noise is perceptually 
unimportant in audio signals, going to such lengths to accurately approximate it is 
clearly unwarranted. 
A qualitative interpretation of the above statement is that while higher SNR 
levels are needed to accurately model high-energy segments of audio signals, as the 
signal energy ||x||2 decreases the SNR requirement may be relaxed. In other words, 
rather than using a constant SNR threshold <Sj, in signals with large variations in 
local energy it makes sense to have an energy-dependent SNR threshold <Sj(x) which 
decreases as signal energy decreases. The simplest such threshold corresponds to 
an "energy threshold,r where approximation ceases when Et < Ej. Substituting 
Equation 3.34, this condition is equivalent to 
S[i\ > K = ST(x). (3.35) 
Unfortunately, while ereigy thresholding reduces the effort applied to approx-
imating low ene•:•£•'• .;ignal segments when ET is set high, the linear dependence of 
6C 
5 j ( x ) on ||x|| can result in a threshold which is too low for high-energy segments, 
causing distortion. Conversely, setting Ej low enough to adequately model high-
energy segments results in overapproximation of most low-energy segments. For this 
reason it is desirable to have an energy-dependent threshold with a nonlinear depen-
dence on ||x||. Since constant-SNR thresholds are more appropriate for high-energy 
segments and constant-energy thresholds are better for low-energy segments, one ap-
proach is to use a piecewise SNR threshold defined by 
( S^| |x| |2/£V, ||x||2 < ET 
ST(x) =
 T" (3.36) 
( 5J-, ||x||2 > Er. 
This threshold provides a better balance between the accuracy requirement of high-
energy segments and the low numbers of components desired in background noise; 
however, it also requires deciding whether a given signal segment is background noise 
based on its energy. To avoid underapproximating important perceptual features 
because of misclassification, a threshold which does not require this decision would 
be preferable. 
Such a threshold function appears in waveform coding theory. In order to pro-
vide consistent signal-to-quantizing noise ratios over a wide dynamic range, "/i-law" 
companding [58] is often used in scalar quantization. As a function of signal variance 
a\. where 
• *l = E(x2[n]), (3.37) 
the average signal-to-quantizing noise ratio in //-law quantization is given as 
5A72(<Tx) = $J.--101og10 j + f e V + v ^ (3.38) 
/*<** / \ VOx 
where X^x is the maximum absolute value of x[n\ and // determines the amount of 
compression. Figure 3.5 shows plots of SNR(ax) as a function of ax/Xm&x for the case 
when S'j — 30 dB and for several values of //. 
As is clear from the plots, SNR{ax) approaches S'T asymptotically as energy 
increases, and approaches a linear dependence on ax as energy decreases, with \L con-
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trolling the transition point between the two modes of operation. This is precisely the 
behavior desired for 5j(x). The //-law SNR function of Equation 3.38 is advantageous 
to use as a threshold, since its parameters correspond to well-understood properties 
of a given signal such as maximum level and variance, which can easily be adapted 
to changing environments without requiring trial-and-error adjustment. 
As a final point, note that calculating the SNR threshold 5j(x) for a given 
signal segment requires the signal variance ax rather than ||x||
2. According to Equa-
tion 3.37. this is a statistical quantity which cannot be determined from x[n]\ however, 
examining Equation 3.34 reveals that 
l|x||2= J2 wa[n]s
2{n + kNt] 
n=-Na 
is a biased estimate of cr2x. Assuming ergodicity and short-time stationarity, we can 
then calculate an unbiased estimate of ax by 
*x= £ wa[n]s
2[n.+ kNa]/ £ wa[n]\ (3.39) 
\n=-Na n=-Na J 
which is then used in Equation 3.38 to determine an appropriate threshold for a given 
signal segment. Experimentation on a variety of speech signals indicates that values 
of \i in the range from 50 to 255 result in accurate synthetic approximation without 
overapproximating background noise, but that care must be taken not to set /i too 
low due to "squelching" or suppression of (perhaps desired) low-energy signals. 
3.3.2 Frequency-Domain Interpret at ion 
As mentioned before, there is a direct correlation in analysis-by-synthesis between 
ensemble indices and radian component frequencies. Furthermore, much of the com-
putation required to determine overlap-add sinusoidal model parameters is in the form 
of inner products between sinusoids of various frequencies and between sinusoids and 
arbitrary discrete-time sequences. As a result, much of the analysis-by-synthesis al-
gorithm might be expected to be expressible in terms of frequency-domain operations 




Figure 3.5: Plots of '//-law threshold curves for several values of //. Note that as 
\i increases the threshold more closefy corresponds to a constant-SNR 
threshold. 
and transforms. This is in fact the case, and as we will see, frequency-domain inter-
pretation of analysis-by-synthesis provides a great deal of useful information for the 
purposes of design and implementation as well as analysis. 
The discrete-time Fourier transform (DTFT) of a sequence x[n] is defined by 
X(eJU,) = f ; x[n]e-jun. (3.40) 
n=—oo 
When x[n] is a real-valued sequence the following identities hold: 
£ x[n]cosun = $t{X(e>u)} 
n= —oc 
oo 
J2 x[n]sinu>n = -%m{X(eju;)}. (3.41) 
n=—oo 
The DTFT's of the sequences e^[n]^[n], x[n]^[n], x/[n]<7[n], i^[n]^[n] and g2[n] will be 
referred to as EGi(e>u), XG{e^), XGtie'"), XGe(e
JW) and GG{eJW), respectively. 
Equations 3.25 and 3.21 state that the sequential approximation sequence X([n] 
and error sequence t([n] are given recursively by 
xt\n] = if_i[n] + x([n] 
ee[n] = et-iln] - xt[n]; 
substituting the first relation into the formula for the DTFT XGt{eJUJ) yields 
XGc(en = £ (xe-Mgln]* xeln]g[n])e~>»
n 
n=~Na 
= XGt-1(e*») + XGi(e>'"yi (3.42) 
likewise, EGc{e^w) may be expressed as 
. EGt(e^) = EGe.l (e>
u)-XGt(f?u)r (3.43) 
These relations imply a direct duality between recursively updating the sequential 
approximation and error sequences and updating spectra associated with these se-
quences. According to the assumed initial conditions, EGoie^) = XG{eju) and 
XG0(e>
u) = 0. 
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The "component spectrum" XG((e^) may be expressed in terms of component 
parameters At, u-v and <b[ using Equation 3.21. Substituting this expression yields 
^ W» 
XGl(e




= At Y, g2[n] (-e^^^ + \t-J^+tAe-^71. (3.44) 
Letting ctr = \Aee^t, this becomes 
XGe(e^) = Q, £ </2[»k"j(w"w')n + a" £ 02[n]e-j(u,+u")n 
n = — 7Va n = — A
r
a 
=• afiG^-"*) + OLmtGG(J
{y*ut)). (3.45) 
In other words, the component spectrum XG{t^) is simply the conjugate sum of 
two identical spectra GG(eJU/). the DTFT of p2[n], shifted left and right by u>t. This 
result is due to the modulation property of the DTFT [59]. When combined with Equa-
tion 3.42 we see that the "approximation spectrum'" XGi(eJu;) is simply a weighted 
sum of shifted versions of GG(eJu;). 
Referring to Equation 2.11, the orthogonality conditions of iterative vector ap-
proximation for the case of sinusoidal components may be expressed as 
Na Na 
y^ ee[n]g[n] cosuJen = ]P c/[n]p[n] sinu^n = 0. (3.46) 
n= — Na n=—Na 
Making use of Equation 3.41, these orthogonality conditions are equivalent to 
EGt{e>
u') = 0\ (3.47) 
that is, under optimal conditions the "error spectrum'' obtained by subtracting the 
component spectrum from the previous error spectrum as in Equation 3.43 will have 
a spectral null at the component frequency u>(. Another interpretation follows by 





This implies that, for a given component frequency u^, the amplitude and phase 
parameters which minimize Et cause the component spectrum XGe(ej") to match 
the previous error spectrum EGc-\{z3U)) at u^. Figure 3.6 shows an example of the 
operation of analysis-by-synthesis from a frequency-domain standpoint, illustrating 
the interpretations discussed above. 
Another interpretation of analysis-by-synthesis in the frequency domain which 
will prove very useful later relates inner product expressions which must be calculated 
in analysis-by-synthesis to the spectra defined above. By making use of the identities 
of Equation 3.41 and the trigonometric relations cos2 6 = 3 + 5 cos 26. sin2 0 = \ — 
I cos 26 and cos 6 sin 6 = ~ sin 26, the parameters of Equation 3.27 may be expressed 
as 
7n = .\*te{GG(e») + GG(e>*«)} 
7i2 = -\%m{GG(e^)} 
72*2 = l-%e{GG(e*)-GG(e^<)} 
v[ = XeiEGc-^')} 
$ = - O m i ^ - i ^ ' ) } . (3.49) 
Now consider the form of XG{e^) and GG{eiu)). According to Equation 3.17, 
the sequences a;[n]̂ [7?;] and g2[n] are given by 
z[n]<j[n] = wa[n]a[n + kN3]s[n-\-kNa] 
g2[n] = wa[n](r
2[n + kN.]. (3.50) 
If it may be assumed that &[n] is constant, as in the case of steady-state voiced speech 
or other stationary audio signals, then XG(t'u) is the DTFT of a segment of s[n] 
multiplied by the analysis window, and GG(eju>) is simply Wa{e
JU>), the DTFT of the 
analysis window. 
Under this "steady state" assumption, the computation involved in analysis-
by-synthesis becomes very straightforward. For instance, under the assumption that 
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EG0{e^) = XG{e^) 
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Figure 3.6: Frequency-domain interpretation of analysis-by-synthesis. Left-hand 
plots show error spectra EGtie*"), with optimal component spec-
tra XGe(eju)) dotted. Right-hand plots show approximation spectra 
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wa[n] is a symmetric analysis window, GG(e
}u) is real-valued: referring to Equa-
tion 3.49, this implies that 7(3 = 0. From Equation 3.26, the quadrature parameters 
a[ and ac2 are then given by 
A = tf/if, 
a(2 = rihi2, (3.51) 
and the sequential error norm E'c is expressed as 
E. = E._^^_m (3.52) 
7li 722 
According to Equation 3.49. 7^ is given in the steady-state case by 
In = {»'.(**) + W0(e^')}/2. 
As is we]] known, tapered windows produce spectra which approximate a frequency-
domain impulse centered about u: = 0. As a result, except for small values of u>( it 
may be assumed that Wa(e^) ^> Wa(e
Jwt), hence 7^ and 722 are approximately equal 
to |H'Q(e
? 0) . Substituting this approximation into Equation 3.52 yields the result 
for most frequency values. 
The above results may be used to understand how analysis window choice affects 
analysis-by-synthesis, in terms of the vector space principles introduced in Chapter 2. 
Recall from Theorems 2.2 and 2.3 that the performance of iterative vector approxima-
tion is best when correlation between component vectors is minimized. To illustrate 
this point in the context of sinusoidal modeling, consider the problem of approximat-
ing the component vector xc by projecting onto the space 5t/_j spanned by the vectors 
vj '"1 and v 2 '
- 1 . In the steady-state case, recalling Equation 2.18 and substituting the 
results of Equation 3.51, we have 
UMf = (a[)Wn + (4)H* 
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substituting the approximations for 7^ and 722 yields 
\\M\2"\A2eWa(^). (3.54) 
According to Equation 3.53, the error term E[ in this problem is given by substituting 
| |x r | |
2 for E[_^ and XGtie'"'-1) for EGi-i{ejut). Combining this with the formula of 
Equation 2.20 and Definition 2.1 yields 
~''*^»-7wS- (3.55) 
Referring to Equation 3.45, under the steady-state assumption and assuming 






cos^S,,.,)]*1 a{Wa(ejQ) " . (3.56) 
The principal angle cosine given here, which according to Theorem 2.3 should be 
kept as small as possible to improve the performance of iterative vector approxima-
tion. depends only on the difference between u^_i and u>t and on the analysis window 
spectrum Wa(e
JuJ). As mentioned previously, the spectrum of a tapered window ap-
proximates a frequency-domain impulse, with a mainlobe width inversely proportional 
to A'a and sidelobes whose magnitudes are independent of Na. The mainlobe width, 
as well as the magnitude of accompanying sidelobes, also depends on the window's 
functional form, with different functions representing different compromises between 
sidelobe magnitude and mainlobe width [38]. 
Thus, to keep the magnitude of cos[0(X{, S ^ ) ] relatively small in cases of in-
terest, it is important to choose an analysis window wa[n] such that Wa(e
ju;) has a 
narrow mainlobe and sidelobes with relatively small magnitude, and to choose Na 
such that the smallest differential frequency expected between any two signal com-
ponents does not fall in the mainlobe of Wa(e?
u) (known as mainlobe interference). 
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Two good choices in terms of mainlobe width and sidelobe behavior are the Hamming 
window, given by 
1 " " ^ I I XT 
wa[n] = .54 -h . 4 6 c o s — , \n\ < Na, 
J ' a 
and the Kaiser window (with a = .5), described in [60]. Both have mainlobe widths of 
approximately 4ir/Na and sidelobe magnitudes less than -40 dB. The Kaiser window 
has better rolloff properties than the Hamming window, but the Hamming window is 
considerably simpler to generate and is used henceforth in this work. 
Addressing the problem of differential frequencies requires some knowledge of 
the signal being analyzed. Dealing with signals such as voiced speech and music. 
which possess a quasi-harmonic structure, it is expected that the minimum frequency 
between any two signal components is the fundamental frequency u;0. One reasonable 
approach to preventing mainlobe interference is to adapt Na such that the expected 
average pitch of the signal in question is greater than half the mainlobe width of 
W-*a(e-
7'u') [4]. For the Hamming window, whose mainlobe width is approximately 






where Ar0 is the average pitch period of the signal. In practice, a value of A
7
a = 1.25A^0 
is used to allow for lower pitch frequencies and for inharmonicity. 
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C H A P T E R 4 
Application of the A B S / O L A System to 
Speech Processing 
Having introduced the overlap-add sinusoidal model, and having described how anal-
ysis-by-synthesis and successive approximation may be combined to provide an effec-
tive means of finding appropriate model parameters, what remains is to apply this 
analysis/synthesis system to problems of interest in signal processing. This chapter 
discusses some of the relevant issues involved in applying the system in the area of 
speech processing, and in particular to the problem of speech modification. 
4.1 Perceptual Factors in Analysis-by-Synthesis 
The analysis-by-synthesis procedure defined in Chapter 3 makes use of a mean-square 
error norm, which is typical of many approaches to parametric signal modehng. The 
primary motivations for using this error measure are that it facilitates computation 
by providing unique, closed-form solutions which can be evaluated numerically, and 
that it allows analysis in terms of familiar frequency-domain concepts (which, as will 
be seen later, also enhances computational speed). Also, as previously mentioned, 
decreasing mean-square error corresponds to increasing subjective quality. 
For audio signals, however, mean-square error in the form of segmental SNR 
does not correlate very well with subjective measures of fidelity perceived by human 
listeners: -?.s a result, while analysis-by-synthesis as described before can come very 
close to achi-2viT\,3 the highest segmental SNR possible for a given number of compo-
nent sinusoids, this may not imply that perceived quality is as high as possible. The 
reasons for this behavior are made apparent by considering the analysis-by-synthesis 
example illustrated in Figures 3.4 and 3.6, and by noting that this example obeys 
the steady-state assumption made in the previous section. The signal segment be-
ing approximated in this example corresponds to voiced speech with a fundamental 
frequency of approximately 240 Hz; the quasi-harmonic nature of the signal is recog-
nizable in the major spectral peaks of XG(e^) shown in Figure 3.6. 
Since the perceptually relevant information of quasi-periodic sequences is con-
tained in the form of sinusoidal components with approximately harmonic frequencies. 
we might expect analysis-by-synthesis to choose components with such frequencies, 
which is precisely what occurs in the first three iterations of analysis-by-synthesis. 
Since the segment is assumed steady-state, this behavior is easily understood by 
examining Equation 3.53: because £%_] and Wa(e
i0) are fixed values, the optimal 
component frequency u.7 corresponds to the maximum magnitude of EG^i(eju;). Re-
ferring to Figure 3.6, in the first three iterations this results in choosing the first three 
harmonic frequencies, as expected. 
However, note what occurs when XG(eJUJ) is updated after the first iteration to 
produce EGi{eJu;): Although the first component spectrum XG\{e^) exactly matches 
'XG(e^) at o î, there is no guarantee how well it will match the signal spectrum at 
other frequencies. In particular, note that even though this signal segment is well-
modeled as a sum of quasi-harmonic sinusoids, significant spectral energy is left in 
EGi{eJUJ) in the vicinity of u?i corresponding to the mainlobe bandwidth of Wa(z'
w). 
This behavior is due to several factors: First, although speech is assumed to be 
short-time stationary for the sake of defining an overlap-add model, the continuously 
variable nature of speech production means that no natural speech signal is completely 
stationary, even in the short term. Also, while estimating the envelope sequence 
cr[n] improves the performance of analysis-by-synthesis in transitory regions, envelope 
estimation does not perfectly account for all variations of syllabic energy. In addition, 
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the necessity of searching for an optimal frequency requires a certain amount of error 
in component frequency estimation. Finally, background noise and the small amount 
of cross-interference between components can throw analysis off slightly, resulting in 
residual spectral energy. 
In this example, spectral error energy after the third iteration is of higher mag-
nitude near the first three harmonic frequencies than at higher harmonic frequencies. 
As a result, analysis-by-synthesis will tend to concentrate on reducing this residual 
spectral error in subsequent iterations rather than choosing components at higher 
harmonic frequencies. Figure 4.1 shows the amplitudes and frequencies of the first 
fifteen components determined in analysis-by-synthesis for this example, and an LPC 
spectral envelope estimate based on the analyzed segment. This figure clearly indi-
cates the tendency of analysis-by-synthesis to "cluster" small amplitude components 
near high-amplitude components. 
Component clustering is undesirable from both a computational and percep-
tual standpoint. Referring to Figure 4.1, the spectral envelope plot indicates that 
analysis-by-synthesis has chosen no components in the frequency range of the highest 
formant near 2.5 kHz; in fact, up to this point analysis-by-synthesis has chosen no 
components with frequencies higher than 1.5 kHz. Since high-frequency information 
is perceptually important in audio signals, this behavior implies that more iterations 
will be necessary to accurately model the speech segment. 
To make matters worse, a well-established result from psychoacoustics states 
that low-amplitude components clustered about high-amplitude components are per-
ceptually irrelevant, since they are "masked" by the larger sinusoids [61]. Clearly, 
since no perceptual gain is achieved by determining such components, whose analysis 
adds significantly to the computational load of analysis, steps should be taken in 
analysis-by-synthesis to discourage clustering. 
Because analysis-by-synthesis zealously minimizes mean-square error, regardless 
of the resulting distribution of component frequencies, one approach to preventing 
74 
Model Amplitudes and LPC Spectrum 
1.5 2 2.5 
Frequency (kHz) 
Figure 4.1: Illustration of clustering behavior in analysis-by-synthesis. Note that 
perceptually insignificant components are determined near major com-
ponents. 
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component clustering is to formulate an error measure which is similar to the Eu-
clidean norm but which accounts for the perceptual properties of human hearing. 
One such error measure, based on the idea of error spectrum shaping, has been pro-
posed by Atal and Schroeder [62], and is given in the frequency domain by 
EPt±.Jo
2'\P(e'-)(S(e'-)-S(en)\^. (4.1) 
The perceptual weighting filter transfer function P(z) is given in terms of the LPC 
vocal tract transfer function H(z) by 
P W - ^ g l , (4.2, 
where 7 takes values in the range from 0 to 1; a smaller value of 7 corresponds to a 
greater amount of error spectrum shaping. 
As shown in Figure 4.2, P(eJUJ) has dips in the formant regions of the spectrum 
and peaks in the inter-formant regions, and this behavior becomes more pronounced 
for smaller values of 7. Perceptual filtering thus exploits the propert}" of noise masking 
by concentrating error energy near the formant frequencies, where the ear is less 
sensitive to it. Using Parseval's relation, Ep may be expressed in the time domain as 





Comparison of Ep with E in Equation 3.15 reveals that the two measures are identi-
cal except for the convolution operation in Ep. Furthermore, Equation 4.3 suggests 
a practical implementation of perceptual weighting, as follows: The input audio sig-
nal s[n] is first prefilteredhy the perceptual weighting filter. Analysis-by-synthesis is 
then performed using the standard Euclidean norm to produce sp[n], which is then 
postfiltered by the perceptual weighting filter inverse, yielding s[n]. Using this im-
plementation, experiments with speech signals indicate that 7 = .4 yields^t-he best 
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Figure 4.2: An example of the LPC spectral envelope H(ei") of a speech segment 
and its corresponding perceptual weighting filter spectrum P(eJU>) for a 
value of *> = .4 
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The results of perceptual weighting in analysis-by-synthesis have been dramatic, 
producing both significant improvements in subjective quality over unweighted syri-
theJc speech with a fixed number of components and a considerable reduction in the 
number of sinusoids required to produce high-quality synthetic speech. Figure 4.3 
is a plot of the first fifteen component amplitudes and frequencies used to model a 
prefiltered version of the speech segment analyzed before. As is evident, perceptual 
weighting has greatly reduced clustering about major components; while some off-
harmonic components are still determined in this case, most components analyzed 
now correspond to harmonic frequencies. Furthermore, the upper limit of analyzed 
frequencies has been increased to 2.5 kHz, hence much more high-frequency informa-
tion has been captured in the approximation. 
Unfortunately, perceptual weighting as described above requires applying pre-
and post-filters to s[n], which further requires performing LPC analysis to determine 
H(z): these operations represent a considerable computational overhead in analysis-
by-synthesis. Consider now the effect of prefiltefing on 5(7?]: According to Equa-
tion 4.2. if the original audio signal has H{e'") as its spectral envelope, then sp[n] 
has a spectral envelope corresponding to H(t*u fr). This change of variable implies 
that poles located at z = z0 in the original LPC transfer function are shifted to 
z = -)Z0 in the "prefiltered" transfer function, implying that H(e*"/^) becomes "flat-
ter" for smaller values of 7, approaching unity as 7 approaches zero. This is seen in 
the LPC spectral envelope shown in Figure 4.3. 
With this in mind it is possible to understand how perceptual weighting works 
in the context of sinusoidal modeling. As me::icicned earlier, the reason clustering 
occurs is that there is considerable variation in the spectral energy of s[n] in different 
frequency ranges. Since the prefiltered signal sp[n] k; spectrally flatter than s[n], 
clustering is reduced; this is because n-^monic components at higher frequencies 
become as important to reducing Ep as those at lower frequencies. Thus, perceptual 
weighting can be viewed as "equalizing"' ŝ .e ?,v :;;.c c?spal before analysis, eliminating 
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Figure 4.3: Effect of perceptual weighting on analysis-by-synthesis. Note the rela-
tive absence of clustering effects compared to Figure 4.1. 
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frequency-dependent bias. 
To achieve this effect, however, it is not always necessary to perform LPC anal-
ysis or implement a complicated filter. In the case of speech signals, for instance, 
there is a natural attenuation in the vocal tract of -6 dB/octave referred to as spectral 
tilt [63] which causes energy to be concentrated in the low-frequency range. Therefore, 
it is possible to equalize speech signals in the same fashion as perceptual weighting 
by applying a fixed low-order highpass filter which compensates for spectral tilt, such 
as that given by 
sp[n] = s[n] - .9s[n — 1]. 
This simple approach to prefiltering has very little of the computational over-
head associated with applying the perceptual weighting filter discussed before, and 
achieves similar effects. However, the advantage gained is not as pronounced, since 
removing spectral tilt does not flatten the signal spectrum as much as the perceptual 
weighting filter. In addition, the simple filter works only with signals (such as speech) 
which exhibit spectral tilt, and is therefore less general than the more sophisticated 
approach.. 
A third, even simpler approach to the problem of clustering is based on the 
observation made before that masked low-amplitude sinusoids tend to be clustered 
around a high-amphtude sinusoid mainly in the frequency range corresponding to 
the mainlobe bandwidth of Wa(e?
u). Since analysis-by-synthesis tends to choose 
components in order of decreasing energy, if Na is sufficiently large that perceptually 
significant components do not interfere then once a component with frequency u^ is 
determined, frequencies in the range 
#ml ^ ^ . #ml 
ut - 7b~2~ ~ U - W / + 7 b ~ 2 ~ ' 
where B^ is the mainlobe bandwidth, are eliminated from the ensemble search there-
after. This "frequency blanking'1 method, which requires no computational overhead, 
very effectively reduces clustering, as demonstrated in Figure AA IU addition, it 
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works well for audio signals in general since no a priori assumptions of signal proper-
ties are required. The parameter 7b, which controls the amount of frequency blanking, 
takes values in the range from 0 to 1; % = 0 corresponds to straightforward analysis-
by-synthesis. Experiments with speech signals indicate that 7b = .75 yields the best 
perceptual results, but again this value is not critical. 
However, frequency blanking directly affects the operation of analysis-by-syn-
thesis, unlike preflltering. This is due to pruning the search space, which results in 
termination of analysis-by-synthesis once all frequencies have been analyzed or elimi-
nated. While this is not a problem if A?a is large enough to meet the non-interference 
assumption, if ArQ is too small then analysis accuracy quickly degrades. Since the 
computational requirements are significantly less than perceptual weighting and the 
results superior to simple prefiltering (given a judicious choice of A7a), frequency blank-
ing is the preferred method in this work to account for perceptual factors in speech 
analysis. 
4.2 Quasi-Harmonic Modeling and Fundamental 
Frequency Tracking 
Before proceeding, it is important to introduce a formulation of the overlap-add sinu-
soidal model which will be useful for modification applications. The sinusoidal model 
described in Section 3.1 is capable of producing, without constraints, approximations 
to audio signals that are perceptually identical to the originals; for many applications 
this is sufficient [64]. However, for the purpose of modifying speech signals it is helpful 
for the structure of a synthetic contribution to reflect pitch information embedded in 
the signal. To this end. sk[n] may be written in quasi-harmonic form: 
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Figure 4.4: Illustration of the effect of frequency blanking to reduce clustering. Note 
that few spurious components are analyzed. 
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where u,-J" =' ju'J 4- A j , and J[fc] is now the greatest integer such that J\k]u* < T. 
Note that only one component is associated with each harmonic number j . 
With this formulation, it is how necessary to calculate the fundamental frequency 
u.'J = 2tif*./F8 associated with a synthetic contribution as well as the amplitudes, 
frequencies and phases of 5fc[n]:in each analysis frame. The problem of estimating 
the fundamental frequency of speech has been extensively studied; the most popular 
approaches are based on time-domain processing of speech [65] or LPC excitation sig-
nals [66]. However, since the analysis of Section 3.3 provides frequency-domain param-
eters. and since the estimated fundamental will be employed in a frequency-domain 
representation, it is reasonable to approach the fundamental frequency estimation 
problem in the frequency domain as well, using the sinusoidal model parameters de-
termined in analysis. 
McAulay and Quatieri have introduced an algorithm which exhaustively eval-
uates a range of candidate fundamental frequencies in terms of a mean-square error 
criterion [67]. This approach provides accurate and robust fundamental frequency 
estimation over a wide range of speech environments, but is also fairly complex. 
Therefore, a novel algorithm is described here which possesses the same accuracy as. 
and robustness similar to McAulay and Quatieri's algorithm but which is considerably 
less complex and hence faster to implement. 
Suppose that the component frequencies of sk[n] in Equation 3.4 are such that 
the differential frequencies {A*} are relatively small. In this case, it can be shown [55] 
that by defining u;* as that value of u> which minimizes the error induced by quantizing 
frequency parameters to harmonic values, 
*o (m ) 2 
£ F M = £ < E ' ^ M w > + ̂ )-W8(i^n + ̂ )]j , (4.5) 
n=-Na U=0 J 
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then u.'* is approximately equal to 
J[k) 
B«'4)V/i 
** = i%r-—' (4-6) 
B^?)2 
assuming that AJQ is on the order of a pitch period or larger. Note that this estimate 
is simply the average of {vf/i} weighted by (iAl-)2. 
Again suppressing frame notation, given the sinusoidal model parameters de-
termined using analysis-by-synthesis as in Section 3.3 and an initial fundamental 
frequency estimate u;'0 = 2Trf^/Fs. it is possible to arrange a subset of the analyzed 
parameter set in the quasi-harmonic form of Equation 4.4 and to refine the fundamen-
tal frequency estimate recursively. This is accomplished by examining the component 
parameters determined by analysis-by-synthesis in order of increasing j (which, as dis-
cussed in Chapter 2, is equivalent to examining the components in order of decreasing 
energy). 
For 1 < j < J, the harmonic number associated with ujj (defined as (u3'/u:0)) is 
calculated. If this number does not conflict with any previous component's harmonic 
number, the component is included in the quasi-harmonic representation of Equa-
tion 4.4. and its amplitude and frequency parameters are used to update u:0 accord-
ing to Equation 4.6; otherwise, the component is assigned to the set S of components 
excluded from the quasi-harmonic representation. For reasons that will become clear, 
any harmonic numbers left unassigned are associated with zero-amplitude sinusoids 
at appropriate multiples of the final u>0. Note that since component energies tend to 
decrease with increasing j , this process tends to assign the highest energy component 
possible to each harmonic number, producing the best approximation possible for a 
given fundamental frequency and enhancing the algorithm's performance in noise [67]. 
This refinement algorithm presents a paradox when applied to speech signals, 
since the required initial estimate is usually not available. The above algorithm must 
therefore be supplemented to determine an appropriate initial estimate. In condi-
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tions of low-energy, wideband interference, high-amplitude components correspond 
to signal components; also, as noted above, higher energy components tend to be de-
termined early in analysis-by-synthesis. Furthermore, much of the energy contained 
in voiced speech is in the range from 0 to 1000 Hz, and the effects of 60 Hz hum and 
other low-frequency interference may be avoided without significant loss of informa-
tion by ignoring frequencies below 100 Hz. Under these conditions, it is reasonable 
to assume that the highest amplitude component whose frequency is in the range 
from 100 to 1000 Hz is a signal component, whose frequency / is approximately some 
integer multiple of the actual pitch frequency, i.e. f0 « f/i for some i. Thus, a set of 
candidate initial fundamental frequency estimates can be derived from / . 
In order to determine an appropriate candidate, a set of values of i are deter-
mined such that f'0\i] — f/i falls in the range from 40 to 400 Hz, the typical pitch 
frequency range for human speech. For each i in this set, the recursive fundamental 
frequency refinement algorithm is performed using an initial frequency estimate of 
uj'0[i) — 27rf'0[i]/Fs. Given the resulting refined estimate w0[i], a measure of the error 
power induced over the speech analysis frame by fixing the quasi-harmonic frequencies 
to harmonic values may be derived [55], yielding 
Pf = ^ (&*&)'-UoWZAlJuX. (4.7) 
° V=o ;=o / 
Unfortunately, this error measure alone is not sufficient to unambiguously re-
solve which candidate is best. This is seen by considering the case of a purely periodic 
signal with fundamental frequency ft0; according to Equation 4.7, the frequency-
quantization error measure is zero for integer submultiples of ft0 as well as the fun-
damental itself. To overcome this inherent ambiguity, a second error measure is 
needed to resolve which candidate is most appropriate. This second quantity, Pa, 
results from modeling the quasi-harmonic amplitude parameters using a spectral en-
velope estimate i/(eJu;), and is a measure of the error power induced by excluding 
components from the quasi-harmonic parameter set and by quantizing the included 
quasi-harmonic amplitude parameters to a constant multiple of the spectral envelope 
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magnitude at the component frequencies. The error measure Pa is given by 
P« = P< + \\X^)-KIDA, (4.8) 
where Pe is the power associated with the components excluded from the quasi-
harmonic representation, 
ft = J l 4 (4.9) 
and where 
J 




At this point a composite error function Pr[i] rnay be constructed as PT[I] = Pj + Pa-
and the refined estimate u;0[i] corresponding to the minimum value of Pr[i] is chosen 
as the final estimate xv0, 
4.3 Time- and Frequency-Scale Modification 
As discussed in Section 1.3, speech modification generally refers to the process of 
changing some perceptual property of a given speech utterance without affecting 
other perceptual properties or speech quality. Time-scale modification, for instance. 
refers to changing the articulation rate of speech without changing its fundamental 
frequency; conversely, frequency-scale modification refers to changing fundamental 
frequency without altering the articulation rate of processed speech, and pitch-scale 
modification adds the constraint that frequency-modified speech must maintain the 
same abort-time spectral envelope as the original. As diescussed in Section 1.3.1, 
sinusoid*.! models a/e well-suited to the task of independently controlling information 
which corresponds to the perceptual properties of speech. The challenge, then, is 
Ic specify tec'iniqi.cs :or using the proposed ABS/OLA system to perform speech 
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modifications with the desired perceptual effects and without objectionable artifacts. 
The algorithms involved in these techniques are by no means simple, and this section 
discusses them in detail for the cases of time- and frequency-scale modification. 
4.3.1 Early Attempts 
The Sine-wave Transform System of McAulay and Quatieri performs synthesis using 
sinusoids whose amplitude and frequency vary in a piecewise continuous manner over 
time. Time-scale modification can therefore be achieved by varying the rate at which 
the amplitudes and frequencies change in time, and frequency-scale modification is 
accomplished by scaling the frequencies of the components without altering their rate 
of change. In the overlap-add sinusoidal model, however, such continuous param-
eter functions are not available. With this model, modifications must instead be 
accomplished by modifying individual synthetic contributions sk[n] in Equation 3.2 
to achieve both the desired changes in time and frequency scale and to maintain phase 
coherence when the modified contributions are summed together. 
As previously mentioned, an approach to performing time- and frequency-scale 
modification using an overlap-add model formulation (namely the DSTFT) has been 
reported by PortnorT [32]. By way of analogy to this approach, a simple strategy 
for performing time- and frequency-scale modification was devised using the quasi-
harmonic formulation of the overlap-add sinusoidal model. The technique operates 
as follows: Referring to Equations 3.6 and 4.4, each synthesis frame is time-scale 
modified by a factor pk and frequency-scale modified by a factor 0k by changing the 
synthesis fra.me length from N3 to pkN3, changing the time scale of the envelope signal 
tr[n] and. window signal ws[n] by p*, scaling the component frequencies of the synthetic 
signals sk[n] and lfc+i[n] by /3* and /3jt+i, respectively, and introducing time shifts to 
the modified synthetic contributions to account for changes in phase coherence due 
tc the iY:ci.1-jicat:c>Tis. This approach is given quantitatively by the synthesis equation 
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which generates the modified sequence s[n] in the k-th modified synthesis frame: 




+ w[- - Ns]s
k+l[f3k+l(n + S
k+1 - pkN.)]}, (4.12) 
Pk 
for 0 < n < pkNs, where Nk = Ns Efjo Pi
 }S t n e starting point of the modified 
synthesis frame. Several points are worth noting here: In order to preserve the 
complementary nature of overlap-add synthesis, the same time scale factor is applied 
to both synthesis windows in each synthesis frame. However, in order to prevent 
frequency discontinuities in the synthetic contributions, frequency-scaling is applied 
independently to each synthetic contribution in Equation 4.12. Furthermore, the time 
shift parameter Sk+l may be used as the value of Sk for the subsequent synthesis frame 
without phase discontinuity: this allows for a recursive approach to determining time 
shifts. 
The results of this approach were not encouraging, particularly for time or 
frequency scale factors greater than one. As in the case of modification using the 
DSTFT, speech modified using this approach tended to have reverberant artifacts as 
well as a noisy, "rough" quality. Examination of Equations 3.6 and 4.4 reveals the rea-
son for this. By lengthening the synthesis frame to the point where Ns > N0. values 
of sh[n] that lie outside the normal analysis frame are used to synthesize the modi-
fied speech. Referring to Equation 3.16, the analysis-by-synthesis procedure clearly 
places no constraints on the behavior of sk[n] outside the analysis frame. This ex-
trapolation thus yields unpredictable (and hence undesirable) results, as illustrated in 
Figure 4.5. A more sophisticated model formulation is therefore necessary to achieve 
higher quality modifications. 
4.3.2 A Refined Modification Model 
The form of such a model may be derived by making the following observations: In the 
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Figure 4.5: Illustration of distortion due to extrapolation beyond analysis frame 
boundaries (Ara = 100). The phase coherence of s
k[n] is seen to break 
down quickly outside the original analysis frame. 
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thesis windows account for any slowly-varying amplitude modulation factors involved 
in the synthesis equation. Slowly-varying amplitude modulation terms correspond 
to temporal variations in the vocal apparatus during articulation [4]; as a result, the 
time scale of these modulation terms should be altered during time-scale modification 
and left unchanged during frequency-scale modification, with no time shift imparted 
in any case. Furthermore, the synthetic contributions sk[n] and sfc+1[n] are unaltered 
(save for time shifts) during time-scale modification, and their component frequencies 
undergo the same multiplicative change for frequency-scale modification. 
But consider the rotating phasor form of sk[n] as given in Equation 4.4, which 
may be written as 
j[k] 
sk[n] = B e { £ A j e J ' « ^ + A J > n + * ' f c > } 
£~b 
J{k] 
= B e { £ a J e j A ' V * " « n } , (4.13) 
*=o 
where a* = A^e^t. Since the differential frequencies {A*} are assumed to be rel-
atively small, each complex exponential factor ejAtn may be viewed as a slowly-
varying amplitude modulation term acting independently on each harmonic compo-
nent akeiiu)°n. Based on the previous discussion of the role of amplitude modulation 
in modification, the time scale of these terms should therefore be altered during time-
scale modification and left unchanged during frequency-scale modification, with no 
time-shift imparted in either case. The harmonic frequencies are then scaled by the 
factor dk to produce a fundamental frequency change., and a global time shift pa-
rameter is imparted to harmonic components in order to preserve temporal phase 
coherence in the modified speech. 
These observations may be used to construct a synthesis equation in the context 
of time- and frequency-scale modification which is similar to Equation 4.12: 
i[„ + A',] = «r£ + kN^y^-KAW + H~ - N.]**^ [n - pkNs]}, (4.14) 
where 
90 
s « A W = £ A) cos( i&^(n + <*) + - ! - + # ) . 
J[k+i] Ak+ln 
ftkj"] = E 4 + , C 0 * ^ ! + 1 ( « + ^ ) + ^ - + O - (4.15) 
This approach to modification is very similar in form to the strategy used in DSTFT-
based modification, but with a very important difference: the component frequencies 
of synthetic contributions are altered according to the relation 
u> = j0u>o + Aj/p. (4.16) 
This implies that as the time scale factor p is increased, component frequencies tend 
to "pull in" towards the harmonic frequencies, and in the limit the synthetic contri-
butions become purely periodic sequences. 
To understand this behavior, consider the effect of differentia] frequency terms 
on the intra-frame coherence of harmonic components. Since the differential frequen-
cies are independent of one another, they cause the phase of each component sinusoid 
to evolve nonuniformly with respect to other components, resulting in a breakdown 
of coherence in sk[n] as the time index deviates beyond analysis frame boundaries, 
as shown in Figure 4.5. By scaling the differential frequencies according to Equa-
tion 4.16, this phase evolution is slowed, so that intra-frame coherence breaks down 
proportionally farther from the frame center to account for the longer synthesis frame 
length. This behavior is illustrated in Figure 4.6 for the case when p — 3, /? = 1. 
At this point what remains is to specify the time shifts 6k and 6k+l of the modi-
fied synthetic contributions. These time shifts may be specified in terms of constraints 
designed to preserve the coherence of synthetic contributions from frame to frame. 
To quantify inter-frame coherence, we begin with the pitch onset time model of the 
glottal excitation waveform e[n] described in Section 1.3.1, which is based on a spec-
tral envelope estimate Hk(t^) and the quasi-harmonic sinusoidal representation of 
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Figure 4.6: Illustration of the effect of differential frequency scaling in the refined 
modification model. Phase coherence breaks down more slowly in this 
model due to "pulling in" the differential frequencies (cf. Fig. 4.5). 
92 
sk [n] are replaced by contributions of the form 
j[k) 
ek[n] = Y, bkt cos(wf n + # ) , (4.17) 
e=o 
where the amplitude and phase parameters of ek[n] are given by 




These operations act to remove the effects of the vocal tract in the sense of frequency-
domain deconvolution [42]. Assuming for simplicity that u;k = tuok0 and suppressing 
frame notation, Equation 4.17 may be rewritten as 
J 
e[n] = ^btcosiiuoin - rp) + ^ ( r p ) ) , (4.19) 
/=o 
where 
MrP) = 0( + £U;0TP. (4.20) 
Since the glottal excitation waveform of voiced speech is expected to correspond 
approximately to a pulse train whose fundamental frequency varies with changes in 
pitch, each synthetic contribution to the excitation waveform may be expected to 
correspond approximately to a periodic pulse train with fundamental frequency u?J. 
As a result, the representation of Equation 4.19 will have the property that for some 
value of rp (referred to as the pitch onset time), the "time-shifted" phase parameters 
{ibciTp)} wm* aU D e close to either zero or 7r, or maximally coherent. Based on this 
phenomenon, a technique for estimating the pitch onset time parameter is proposed 
here which is an extension of the technique reported by McAulay and Quatieri in [39]. 
For any given value of rp in Equation 4.19, an approximation to s
k[n] may 
be constructed by assuming the condition of maximal coherence and reversing the 
deconvolution process of Equation 4.18, yielding 
m 
* i W = E ^cos (£u£ (n - rp) + lH(e>»') + nwr), (4.21) 
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where m is either zero or one. Note t h a t sk [n] may be viewed in this context as the 
signal produced by driving t h e vocal t rac t filter with a pulse t rain offset from the 
t ime origin by rp samples. T h e pi tch onset t ime paramete r rp may then be formally 
defined as t h a t value of r which yields the min imum mean-square error between sk[n] 
and sk[n], 




J"<) + mir)\ . (4.22) 
n=-Na [ £=0 J 
Since ATa is typically greater than a pitch period, this is approximately equivalent to 
finding the absolute m a x i m u m of the pitch onset likelihood function 
L(r) = fi A\ cos(Mr)) (4-23) 
*=o 
in te rms of r . Unfortunately, this problem does not have a closed-form solution: 
however, due to t h e form of t /^(r ) , L(r) is periodic with period 2n/u:0. Therefore, the 
pitch onset t ime may be es t imated by evaluating L(r) a t uniformly spaced points on 
the interval [—z/u;0, n/u>0] and choosing rp to correspond to the m a x i m u m of | L ( T ) | . 
As previously ment ioned, the ideal glottal excitation waveform for voiced speech 
is a variable-frequency pulse t rain; to produce such a s t ruc tured waveform using 
an overlap-add model , the pulse locations of the synthet ic contr ibut ions given by 
Equat ion 3.4 m u s t be highly correlated from one frame to the next . Therefore, in the 
presence of modifications this correlation must be mainta ined if t h e result ing modified 
voiced speech is to be free from artifacts. To accomplish th is , t h e t ime shifts 6k and 
6k+l in Equa t ion 4.15 may be determined such t h a t t he underlying exci tat ion signal 
obeys specific constra ints in both t h e unmodified and modified cases [40]. In t h e 
A B S / O L A sys tem this is done using an extension of t h e shape-invariant modification 
coherence a lgor i thm of the STS , which is described next . 
As t h e n a m e implies, t h e pitch onset t ime rp represents the location of a pitch 
pulse in t h e exci ta t ion waveform relative to the synthesis frame boundary . As illus-
t r a t e d in Figure 4.7, by examining Equat ions 4.19 and 3.6 it is clear t h a t in synthesis 
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frame k the k-th unmodified synthetic contribution to the excitation, e [n], has pulse 
locations relative to the left frame boundary (n — kNs = 0) given by 
**,[*] = rp* + tT0*, (4.24) 
where T^ = 2TT/U;J. These pulse locations are denoted by O's. Likewise, the pulse 





these pulses are denoted by X's. As shown in Figure 4.7, for some integer i* a pulse 
location of ek[n] is adjacent to the center of the frame (denoted by the dotted line): 
similarly, for some ik+\ a pulse location of e*+1[rc] is adjacent to the frame center. 
The values of ?!* and ik+\ can be found as1 
»* = [(A'./2 - r,*)/7?J 
«*+i = [ - (AV2 + T * + 1 ) / r * + I J + l . (4.26) 
The time difference between these adjacent pulses is given by 
A = ^ ] - C ' [ U + 1 ] + A'S, (4.27) 
and is typically somewhere between Tj1" and T0
fc+1 for voiced speech. 
In the presence of time- and frequency-scale modification, modified speech is 
produced by overlap-add synthesis using the modified contributions given in Equa-
tion 4.15. By frequency-domain deconvolution as in Equation 4.18, this results in 
modified synthetic excitation contributions2 of 
j[k\ 
£ . * > ] = £ 6 > s ( j & u , > + **) + 0*) 
J=0 
J[k+l] 




+\n + 6k+l) + 0k^). (4.28) 
1 [J denotes the "greatest integer less than or equal to" operator. 
2Assuming zero differential frequencies. 
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Recalling from Equation 4.20 that 6k = tpj{rp) -ju;
krk, this implies that the modified 
excitation contributions have pulses located at 
*w - i~sk+i 
-k+l rpk+l 
P*+i P*+i 
relative to the left and right frame boundaries, respectively. As in the unmodified 
case, pulses from the modified excitation contributions are adjacent to the modified 
frame center for i = ik and i = i*+1, respectively. Assuming that the value of S
k is 
known beforehand, Sk+l is the only free parameter left in the synthesis equations and 
can be used to adjust the time difference between the adjacent pulses. 
A = ikJik}-i
k+'[ik+,] + PkNs. (4.30) 
In order to ensure that the overall modified excitation waveform exhibits no 
unexpected fluctuations in pitch period in the presence of modifications, the time 
shift 6k+] must be adjusted such that A is altered by frequency scale modification 
in the same way as the excitation contributions. Since the frequency scale factors &k 
and /?*+! may be different, a reasonable constraint is to require that A = A//?av as 
shown in Figure 4.7, where /?av = (ft •+• ft+i)/2. Substituting the values of A and 
A from Equations 4.27 and 4.30, this requirement leads to an equation which can be 
solved recursively for 6k+1, 
6** = 6k + (Pk - l/ftv)AV+
 A ~ / w (4- + 4 





ik = l(A(«* + P„N./2) - r*)/r*j . (4.32) 
An important point to make concerning this algorithm relates to its performance 
in the presence of common fundamental frequency estimation errors. Consider the 
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Figure 4.7: Illustration of inter-frame coherence preservation algorithm. 
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case when the estimated fundamental frequency in frame k is the actual fundamental 
divided by an integer factor m. The true adjacent pulse spacing A of Equation 4.27 
can be expressed as A = T% + t. Since the only effect of the fundamental frequency 
error on pitch onset time estimation is to increase the number of candidate onset 
times, it may be assumed that no error is induced in the resulting value of r*. Due 
to the erroneous pitch estimate, successive pulses in frame k are now spaced by mTj ; 
since r* is accurate, the erroneous adjacent pulse spacing assumed in the coherence 
algorithm is expressible as Ae = IT0 4- e for some /. In the presence of time- and 
A 
frequency-scale modification, this spacing becomes Ae = lTo/0 4- c//3. 
Since the excitation waveform is periodic with period T£//3 when modified, the 
integer / becomes irrelevant; it may thus be set to one, yielding 
At = T0//3 + e/ /?= A; 
a similar argument may be invoked to show that the case of a fundamental frequency 
estimate which is an integer multiple of the actual frequency produces the same 
result, provided pitch onset time estimation is robust. These examples demonstrate 
the ability of this coherence preservation algorithm to correct itself in the presence 
of the most common types of fundamental frequency estimation errors encountered. 
Since pitch estimators will always make such gross errors, this result is extremely 
important in terms of modified speech quality. 
4.4 Pitch-Scale Modification 
While frequency-scale modification successfully changes the fundamental frequency 
of analyzed speech without changing its time scale or introducing artifacts, when 
applied to pitch alteration frequency-scale modification has significant disadvantages. 
Referring to Equation 4.4, the radian frequencies of components in the quasi-harmonic 
model are seen to span the frequency range [0, TT]; when frequency scale factors greater 
than Cxi? are used in modification, the modified component frequencies of higher 
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harmonics can fall outside this range, resulting in aliasing. For this reason it is 
necessary to set the amplitude of any component whose modified frequency is greater 
than 7r to zero, resulting in a loss of information. 
Conversely, when scale factors less than one are used, the modified component 
frequencies span a proportionally smaller range, resulting in a loss of high-frequency 
energy and imparting a "muffled" quality to the modified speech. In addition to 
these difficulties, frequency-scale modification can seriously degrade the intelligibility 
of modified speech. In frequency-scale modification, the component amplitudes {Ak.} 
are unaltered; as a result, changing the component frequencies compresses or expands 
the short-time spectral envelope of speech for scale factors less or greater than one, 
respectively. Since both message content and speaker identity depend critically on 
the spectral envelope, this spectral distortion is undesirable. For these reasons it is 
important to consider an approach to pitch-scale modification, which attempts to 
change the fundamental frequency of analyzed speech while preserving its spectral 
envelope. 
One approach to pitch-scale modification was proposed in the context of the 
Sine-wave Transform System in [5] and [42]. As discussed in the previous section, 
the glottal excitation waveform may be represented using a sinusoidal mod^l whose 
parameters are determined by the relations of Equation 4.18. Since the excitation 
waveform is spectrally flat, the approach suggested by Quatieri and McAulay is to 
first frequency-scale modify the excitation signal, then to "reconvolve" the excitation 
parameters with the spectral envelope estimate H{t^) at the modified frequencies. 
While this approach succeeds in preserving the spectral envelope of modified 
speech, several problems are apparent. Since the excitation signal is frequency-scale 
modified, the problems of aliasing and high-frequency energy loss are not addressed, 
implying that modified speech still sounds muffled. In addition, deconvolving the 
signal i>t produce the excitation implies amplification of noise in low-energy portions 
oi rb.e spectrum; when the excitation signal is modified and reconvolved, any noise 
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added to components which began in an inter-formant region and ended up near a 
formant will therefore be highly amplified; this noise amplification can seriously affect 
the quality of pitch-modified speech. What follows is a description of an alternate 
approach to pitch-scale modification which addresses these problems using the quasi-
harmonic sinusoidal model. 
As noted above,.frequency-scale modification of the excitation sequence results 
in a loss of high-frequency energy in pitch-scale modification for scale factors less than 
one. To address this problem, consider a single synthetic contribution to e[n]: 
j[k] 
ek[n] = £ bk( cos(£u;
kn + Ajfn + 0kt). (4.33) 
fcO 
The objective in modifying the fundamental frequency of e [n] without information 
loss is to specify a set of amplitude, differential frequency and phase parameters for 
a modified excitation contribution similar in form to cf ^ [n] in Equation 4.28, given 
by 
J[k] 
*hM = E hi «>s(ft^e*(n + S
k) + Akn + §k), (4.34) 
(=o 
such that the component frequencies of cj?t[n] span the range [0,7r]. Since as a func-
tion of frequency the pairs of amplitude and phase parameters are evenly spaced, a 
reasonable approach to this problem is to interpolate the complex phasor form of 
the unmodified amplitude and phase parameters in the frequency domain and to re-
sample this interpolated function at modified frequencies to derive the parameters of 
Equation 4.34. In other words, given the interpolated function £(u;), where 
J 
£(u0 = J > e * ' / ( u ; - &;,), (4.35) 
*=o 
and where frame notation is again suppressed, the modified amplitudes are given by 
be = \S(!3Cu:0)\, and the modified phases by dc — IS(3£UJ0). 
While any interpolation function /(a;) with the properties I(£LJ0) = 0 for L ^ 0 
and 7(0) = 1 may be employed, interpolation using a bandlimited function such as a 
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raised-cosine of the form 
COS2(TTU>/2UJ0), \LV\ < u? 
/(u>) = (4.36) 
0, otherwise. 
is usefule. Such an interpolator makes the computation of S(u) simpler, since all 
but two terms drop out of Equation 4.35 at any given frequency. Furthermore, since 
I(u:) is bandlimited, the effect of any single noise-corrupted component of ek[n] on 
the modified parameters is strictly limited to the immediate neighborhood of that 
component's frequency. This greatly reduces the problem of noise amplification by 
assuring that noise effects in one part of the speech spectrum do not "migrate" to 
another part of the spectrum upon modification. 
The discussion of phasor interpolation to this point has ignored one important 
factor: the interpolated function €(LJ) is seriously affected by the phase terms {6^}. 
To see this, consider the case when 6e :=:: 0 for all l\ in this case, S{LJ) is simply a 
straightforward interpolation of the amplitude parameters. However, if every other 
phase term is x instead, £{&) interpolates adjacent amplitude parameters with op-
posite signs, resulting in a radicaUy different set of modified amplitude parameters. 
It is therefore reasonable to formulate phasor interpolation such that the effects of 
phase on the modified amplitudes is minimized. 
As mentioned above, when the phase terms are all close to zero, phasor interpo-
lation approximates amplitude interpolation. Furthermore, examining Equation 4.35 
reveals that when the phase terms are all close to 7r, phasor interpolation is approxi-
mately interpolation of amplitudes with a sign change, and that deviation from either 
of these conditions results in undesirable nonlinear amplitude interpolation. As de-
scribed in the previous section, pitch onset time estimation is designed such that 
the "time-shifted" phase parameters { ^ ( T P ) } . are close to zero or 7r; therefore, given 
the pitch onset time and {»Mrp)"K' Use phasor interpolation procedure outlined above 
may be performed using the • '^"iximally .^herein" phases instead of {Ot}, yielding 
the modified amplitude p?.i-am.-:
;:^3 [b^ :iid interpolated phase parameters {T/V(TP)}. 
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Referring to Equation 4.29, the k-th. modified excitation contribution should 
have a pulse located at n — ft/fa — 6k', however, using the interpolated phase pa-
rameters {*/v(Tp)} in Equation 4.34 produces a modified excitation contribution with 
a pulse location of n = — Sk. Therefore, the phase terms must be adjusted such that 
a time shift of-7*//?* samples is imparted to c/sk[n], yielding 
# = titf) - *"#• (4-37) 
At this point all that remains is to specify appropriate differential frequency terms 
in the equation for e/jk[n]. Although this task is somewhat arbitrary, by referring to 
the complex representation of sk[n] in Equation 4.13 it is reasonable to expect that 
the differential frequency terms may be interpolated uniformly in a manner similar 




This interpolation has the effect that the modified differential frequencies follow the 
same trend in the frequency domain as the unmodified differentials, which is impor-
tant both in preventing migration of noise effects and in modifying speech segments 
which have a noise-like structur^ in certain portions of the spectrum [68]. 
Given the amplitude, phase and differential frequency parameters of the modified 
residual, the specification of a synthetic contribution to pitch-scale modified speech 
is completed by reintroducing the effects of the spectral envelope to the amplitude 
and phase parameters at the modified frequencies £>* = filu* + AJ: 
Al* = bk\Hk{e^)\ 
ty = ek + LHk{eiC<k<) (4.39) 
The parameter set thus determined may now be used in the modification synthesis 






At first glance the analysis-by-synthesis algorithm described in Section 3.3 appears 
to involve a great deal of computation, since in each analysis frame five inner product 
expressions (Equation 3.27) must be evaluated a total of M/2-f 1 times for each of J 
sinusoidal components. Furthermore, direct evaluation of the overlap-add synthesis 
expressions (Equations 3.4 and 3.6) requires the direct computation of J sinusoids at 
2.YS -f 1 points in each synthesis frame, representing a prohibitive computational load 
for many real-time applications. 
However, making use of the frequency-domain dualities derived in Section 3.3.2 
leads to a formulation of analysis-by-synthesis which operates entirely in terms of dis-
crete Fourier transforms. This frequency-domain formulation of analysis-by-synthesis 
may then be implemented using the FFT algorithm, significantly improving its com-
putational efficiency. In addition, since constant-amplitude, linear-phase sinusoids 
are used in overlap-add synthesis, the inverse FFT (IFFT) algorithm may be used 
there as well. This chapter discusses techniques for exploiting these observations. 
5.1 Use of the FFT in Analysis-by-Synthesis 
The M-point DFT of an M-point sequence x[n] is defined by 
M-l 
X[m] £ £ x[n]WJSn, 0 < m < M, (5.1) 
n=0 
where 
WJJn = e-M*/M)mn; ( 5 > 2 j 
the original sequence is recoverable from X[m] using the inverse DFT formula 
-. M-\ 
Tin] = 77 £ X[m]W^m\ 0<m<M. (5.3) 
™ m=0 
Comparing equation 5.1 with Equation 3.40, if x[n] is nonzero only on the interval 
[0. M — 1], it is easily seen that 
X\m] = X{e?u) ; (5.4) 
in other words, the DFT of a sequence with support limited as above is obtained by 
sampling the DTFT of the same sequence at M equally spaced points in the frequency 
range 0 < u: < 2TT [69]. For the purposes of analysis-by-synthesis, the M-point DFT's 
of ei-i[n]g[n] and g2[n] may be expressed as 
EGi-ilml = £ '<-.["M#'7 
n= — Na 
GG[m] = £ g>ln]WS". (5.5) 
n=—Na 
Noting that W$n+M) = W%\ th ese DFT's may be cast in the form of Equation 5.1 
(provided that M > 2A"0) by adding M to the negative summation index values and 
zero-padding the unused index values. 
Recall now the relations derived in Section 3.3.2 between the inner product ex-
pressions calculated in analysis-by-synthesis and the DTFT's GG(e3ul) and £GVi(eJW). 
From Equation 3.49, 
tf, = l-Xe{GG(e'°) + GG(e»")}.. (5.6) 
Clearly, from Equation 5.4 for the case of u^ = u:c[i] = 2tV/Af, 7^ is given by 
ifi = 5»e{GG[0] + GG[2i}}. (5.7) 
Similarly, expressions for ~f{2
 an<^ 722 c a n a^s0 ^ e derived: 
7(2 = ~Qm{GGl2i\} 
722 = Tpe{GG[0] - GG{2i]}. (5.8) 
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Examining these relations, it is seen that the first three parameters are determined 
from the stored values of a single DFT which need only be calculated once per anal-
ysis frame. This DFT may be computed via the FFT algorithm using approximately 
M log2 M complex multiplications and additions, yielding dramatic savings in com-
putation over direct evaluation of the inner product terms. 
Similar expressions for %!>[ and t/>j are derived directly from Equation 3.49: 
# = »e{£G*-i[i]} (5-9) 
and 
^ = - 5 m ( f ; G M [ i ] } . (5.10) 
These parameters are thus expressed in terms of the stored values of EGt-\\rn\. Of 
course, since Q-jfn] changes for each new component added to the approximation, 
this DFT must be computed J times per frame. In order to reduce the amount of 
computation further, the relations derived in Section 3.3.2 may be used to update 
EG(-i[m]. 
Combining the results of Equations 3.43 and 3.45, the updated "error spectrum" 
EGc{e3u;) is given by 
EGc(e^) = £ ^ . ] ( V
W ) - j U ^ G G ^ - ^ ) - )-Att->+'GG(e>{,*rut')). (5.11) 
Making use of Equation 5.4, and recalling that use = 2wi(/M^ the updated error DFT 
EG([m] is written as 
EGc[m] = £ G W H - 5 ^ " < < 3 G [ ( ( m - i ^ (5.12) 
where ({-))M denotes the "modulo M" operator. EG([m] can therefore be expressed 
as a simple linear combination of EG{-i[m] and circularly shifted versions of GG[rn]. 
This method of updating EGt[m] is not only more elegant than that of subtracting 
successive components from e*[n] and recalculating the DFT, it also represents a con-
siderable improvement in computational efficiency over the direct method. This is 
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because the component xi[n\ does not have to be evaluated after calculating its pa-
rameters, and because the FFT algorithm only has to be used once per analysis frame 
to calculate EG0[m]: in fact, the only computation required to update EGi\m] is the 
approximately M additions and multiplications needed to implement Equation 5.12. 
5.2 Use of the IFFT in Overlap-Add Synthesis 
Referring to Equation 3.4 and using the inverse DFT formula of Equation 5.3, the 
expression for sk\n] may be written as 
J 
^M = ^ At cosfa^n -f <j>c) 
*=i 
= *'\jj'Y.MAl<J*'W2'"\. (5.13) 
From this we see that sk[n] may be calculated by constructing an A/-point sequence 
in m with values of MAte**1 at m — i£ and zero otherwise, then taking the real part 
of the inverse DFT of this sequence. This establishes a basis for using the IFFT 
algorithm to perform synthesis. 
According to Equation 4.15, in the presence of time- and frequency-scale modi-
fication a synthetic contribution is given by 
j[k) 
^ A W = E ^ C O S ( ^ + C"), (5.14) 
£=0 
where 
uk = fatwk0 + Aj/pfc, (5.15) 




Except for the case when /3k = Pk = 1, the modified frequency terms of skk(3k[n] 
no longer fall at multiples of 2x/M; however, the IFFT algorithm may still be used 
to accurately represent skk pk[n]. Ignoring frame notation, this is accomplished by 
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calculating DFT indices whose corresponding frequencies are adjacent to u>*: 
LO(Mk 
' Z*~. 
*V = t'i/ + l. (5.18.) 
h,t = !5.17) 
Recalling the discussion of approximation accuracy relative to frame length at 
the end of Section 3.3, it is important to adapt A/^, the length of the DFT used in 
modification synthesis, so that consistent accuracy (as well as consistent computation) 
is achieved over the varying frame lengths required in time-scale modification. To this 
end. Mjt may be set to 
Mk = v8pkNs\ 
experiments with audio waveforms sampled at 8 kHz and 16 kHz indicate that a 
value of us = 5 is sufficient to guarantee high-quality synthesis over a wide range of 
modifications. 
At this point, each component of skpk 0k[n] is approximated using two components 
with frequencies wlif = 2r?'i.f/A/fc &nd &2,t ~ 2ni2,e/Mk in the following manner: 
Given a single sinusoidal component with an unconstrained frequency £J>I of the form 
C([n] = Accos(£jcn + Q) = â  cosu^n + 6f sinw^n, (5.19) 
two sinusoids with constrained frequencies are added together to form an approxima-
tion to C([n]: 
cc[n) = J 4 I / COS(U>I/ n + d,e) + A2,t cosfu^,* n + (2,e) 
= ai/cosu>i/ n + 61/sint^i^ n + a^t cosu>2,(Ti + 62^s in t l^n . (5.20) 
Letting Na = pkNs and using the squared error norm 
N, 
Ee= £ {ce\n}-ci[n}}\ (5.21) 
n——Ni 
minimization of E{ in terms of the coefficients of ct[n] leads to the conditions 
dEt dEe dEe dEe 
dciij da2,( db\j dl>2,t 
= 0. (5.22) 
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Expanding the first condition using Equation 5.20 yields 
A', Nt 
y^ Ci[n] cos LOI/TI = XI c/[n] cos wi^n. (5.23) 
n=-A\. n = - A \ 
Equations 5.19 and 5.20 may be substituted into this equation; however, noting that 
y^ cos an sin fin = 0 
for all Q. fi and A7, the resulting expression simplifies to 
AY A75 • A \ 
oi.f XI cos2u;1^r?-f a2 / XI c o s & i ^ n c o s u ^ n = a* XI cosu>;ncosu>i/n. 
n=-N. n=—A:, n= — Nt 
(5.24) 
Similarly, the other conditions of Equation 5.22 are given by the equations 
A\. A\, A\ 
•di/ X I COS ^ ^ M COS U>2/W +'02,f X I COS2 1̂ 2̂  n = 0/" X I COSU>^7?COS<J2/n, 
n=-A r« n=—A*s n= — N. 
(5.25) 
A \ A T , ^ A7, 
'61/ XI sin2<i>i.̂  7? -f 62,/- XI s i n d ^ 7? sinu>2/n = ^ XI
 s m ^ r / s i nu^ r? , (5.26) 
n=-A T . n = - A \ n = - A r 5 
and 
AT, A' , A N } 
61(f XI sinwi^nsinu^/n--f &2,* XI sin
2u>2^n = 6/ XI sin w r̂? sin t j 2 /n . (5.27) 
n=—A\« n=—A'g n=—Nt 
Equations 5.24 and 5.25 form a pair of normal equations in the form of Equation 3.26 
which may be solved using the formulas of Equation 3.28 for a ^ and o 2 / , likewise, 
Equations 5.26 and 5.27 are a second, independent pair of normal equations which 
yield b\jt and b2,e. 
Since the inner product terms in Equations 5.24-5.27 are given in terms of fixed 
functional forms, they may be calculated in closed-form using the relations 
Ar 1 1 
XI cos a n cos 0n = -FN(a - fi) + -FN{a + fi) (5.28) 
ns-N l l 
N N 
XI sin an sin fin = F^j{a — fi) — XI cosancosfln, (5.29) 
n s - N n=-A r 
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where the function FH(UJ), defined as 
A sin(2A
r + l)a;/2 
^ N M = : ^ 
sinu;/2 
may be precalculated and used as required. Given parameters determined from the 
two sets of normal equations, the amplitude and phase parameters of ce[n] are derived 
using Equation 3.30. These parameters can then be assigned to the A^-point sequence 
Z[m) as described previously at index values ii/ and in. The inverse DFT of Z[m] 
may then be calculated by the inverse FFT algorithm using on the order of Mk log2 Mk 
complex multiplications and additions. 
5.3 Computational Comparisons of ABS/OLA 
and Sine-wave Transform Systems 
In order to gauge the effectiveness of the computational enhancements described in 
this chapter within a meaningful context, it is useful to compare the resulting compu-
tational load of the ABS/OLA system with that of the Sine-wave Transform System 
of McAulay and Quatieri. The STS serves as a useful benchmark for comparison, not 
only because of its similarity to the ABS/OLA system, but also because it has been 
established as implementable in real time. These computational comparisons will not 
be exhaustive, but will instead focus on diiferences in the implementations of the two 
systems. The parameters used will correspond to those defined in this chapter and in 
Chapters 3 and 4. 
5.3.1 Analysis Techniques 
For each analysis frame^ the peak-picking procedure used in the STS requires compu-
tation of a single Af-point DFT of windowed signal data, using M log2 M multiplica-
tions and additions. Establishing the locations of all spectral peaks requires another 
M multiplications and M/2 additions, and determining the J most significant peaks 
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requires an additional 2J 2 multiplications and J 2 additions. Thus the total number 
of multiplications and additions needed per frame in peak-picking analysis is 
M l o g 2 M + M + 2J
2 
and 
Mlog 2 A/ + A//2 + J
2 , 
respectively. 
By contrast, the analysis-by-synthesis procedure of the ABS/OLA system re-
quires computation of two M-point DFT's EGo[m] and GG[rn], Instead of peak-
picking. an exhaustive frequency search procedure is used to determine the frequency 
of each component frequency LV1-, requiring calculation of M/2 sets of parameters 
and corresponding error terms per component; referring to Equation 3.28 and Equa-
tions 5.6-5.8, some parameters must be calculated only once per frame, resulting in 
a total of 3M/2 additions and M multiplications. 
Other parameters must be calculated for each component, requiring a total of 
AJ M multiplications and 3 J M / 2 additions per analysis frame. Finally, as discussed 
above, updating the error DFT EG([m] after determining the parameters of each com-
ponent involves a total of JM multiplications and additions per analysis frame. The 
total computation required to implement these operations in analysis-by-synthesis is 
then 
2M\og2M + M + 5JM 
multiplications and 
2M log2 M + 3M/2 + 5 JM /2 
additions. 
Comparing the computational counts for the two analysis techniques, analysis-
by-synthesis requires a surplus of 2Mlog2M complex operations over peak-picking 
analysis due to calculation of an additional DFT, and approximately l.bJM real 
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floating-point operations due to computation of least-squares parameters and the fre-
quency search procedure. To get a feel for the magnitude of these surpluses, consider 
a typical cast of analysis for J = 30 sinusoids using an M = 512-point DFT: the 
additional FFT requires 9 000 extra operations per analysis frame, while the search 
procedure contributes to a total surplus of 11.5 000 operations per frame; for a frame 
length of Ns = 80 samples
1, analysis-by-synthesis adds 1 400 floating point operations 
per sample to the computational load of analysis. 
While the amount of computation of analysis-by-synthesis as implemented in this 
chapter is considerably higher than that required for peak-picking, it is worth reiter-
ating that the comparison given above does not completely account for overhead com-
putation involved in both algorithms, thus in the context of a full analysis/synthesis 
system the two algorithms are much closer in performance than it might appear; in ac-
tual implementations on general-purpose minicomputers and workstations2, analysis-
by-synthesis runs approximately fifty percent slower than peak-picking. For certain 
.applications, however, the computational burden of analysis-by-synthesis as described 
in the thesis would be prohibitive; fortunately, in such circumstances it is possible 
to adjust analysis-by-synthesis to be much more efficient than the fully developed 
algorithm, with only slight decreases in performance. 
For instance, while the overlap-add model defined in Equation 3.2 uses an en-
velope sequence <?[n] to improve the model's performance in non-stationary portions 
of audio signals, this sequence is not required for the model to function. By assum-
ing the steady-state condition where a[n] = 1 as described in Section 3.3.2, several 
computational advantages are gained: First, the computation required to estimate 
the envelope sequence as described in Section 3.2 is eliminated, saving 27 multiplica-
tions and I additions per sample. Second, as noted in Section 3.3.2. the DFT GG[m] 
required to perform analysis-by-synthesis no longer varies from frame to frame, im-
UO msec at Fs =8000 Hz. 
2Multiflow Trace and Sun Sparcstation 2 computers. 
I l l 
plying that it may be stored once and read from memory as needed in each frame. 
Likewise, the inner product terms depending on GG[m\ may also be stored. As a 
result, analysis-by-synthesis without the use of cr\n] requires 
M l o g 2 M + 5 J M 
multiplications and 
M l o g 2 M + 5 J M / 2 
additions. 
Unfortunately, eliminating the envelope sequence in analysis-by-synthesis re-
duces the overall computational load only slightly. In the example above, for in-
stance. this version of ana]ysis-by-synthesis still requires an extra 100 000 operations 
per frame over peak-picking. Examining the expressions for overall computation in 
analysis-by-synthesis given before, it is clear that the main computational bottleneck 
results from the loJM/2 operations involved in the exhaustive frequency search. In 
order to reduce this figure, consider the approximate relation for Ec given in Equa-
tion 3.53. which is repeated here: 
\EGt->{e>»')\> . 
1 '"' JW.(e*) ' ( ° - 3 0 ) 
This relation holds for all but very low or very high frequencies, wThere little percep-
tually important energy is found; thus, assuming equality in this relation has little 
impact on the overall performance of analysis-by-synthesis, and considerably simplifies 
the frequency search procedure. According to Equation 3.53, the optimal component 
frequency corresponds to the maximum of |£G^_i[m]|2. The overall computation 
required then reduces to 
Aflog2M + 6J + 2 J M 
multiplications and 
Mlog 2 A/ + 2J + 3 J M / 2 
additions. Given the parameters used for comparison as above, this version of analysis-
by-synthesis requires 50 000 operations per frame more than peak-picking analysis, a 
twofold decrease in the surplus of the fully developed analysis-by-synthesis algorithm. 
5.3.2 Synthesis Techniques 
As discussed in Section 1.3, the notion of performing synthesis using overlap-add tech-
niques which incorporate the IFFT algorithm is not novel to the ABS/OLA system. 
and has been explored by McAulay and Quatieri for use in the Sine-wave Trans-
form System [43]. As mentioned previously, their approach is based on matching 
components in adjacent analysis frames, estimating the parameters of a "midframe'' 
synthetic contribution, then performing overlap-add synthesis at half the frame rate 
of analysis, using M = 512-point DFT's (for Fs = 8000 Hz) to generate synthetic 
contributions. One synthetic contribution is passed from the previous frame, and 
two new contributions must be calculated to generate the remainder of the frame. 
Thus, a total of 9200 complex multiplications and additions are required to generate 
a synthesis frame of Ars points, provided that the synthesis frame is less than 20 msec 
long. 
Unlike the overlap-add synthesis strategy used in the Sine-wave Transform Sys-
tem. the ABS/OLA system requires two rather than three synthetic contributions 
to generate a synthesis frame; this is possible due to the refined modification model 
derived in Section 4.3.2. Synthesis accuracy is maintained in this model over vari-
able synthesis frame lengths by keeping the DFT length proportional to pkNs. For 
the typical case used in the last section for comparison, the amount of computation 
required to generate a synthesis frame is approximately 400/9^ log2 400/)̂ . operations. 
On a per sample basis, the ABS/OLA system requires approximately 
5log2400^ 
operations, while the Sine-wave Transform System requires llb/pk operations. For 
a time scale factor of one, ihe A.83/OLA system uses approximately 45 complex 
MS 
operations per sample, less than half the amount of computation used in the Sine-
wave Transform System. The computational performance of the STS improves for 
higher time scale factors, becoming approximately equal to the ABS/OLA system for 
Pk = 2. 
Besides the result that synthesis in the ABS/OLA system is generally more effi-
cient than in the Sine-wave Transform System, two other important points are appar-
ent from the above discussion: First, the computational complexity of STS synthesis 
is inversely proportional to pk, while in the ABS/OLA system the computational rate 
is proportional to log2 400/?^, which is much more consistent over typical time scale 
factor values. Second, while the STS might appear to be more efficient than the 
ABS/OLA system for time scale factors greater than two, it is important to remem-
ber that in this example a value of pk = 2 corresponds to a synthesis frame length of 
20 msec, which is the maximum allowable frame length for the Sine-wave Transform 
System. Thus, in order to perform time-scale modification at higher factors with 
comparable quality it is necessary to use smaller values of A's; doing so increases the 
analysis frame rate, which in turn increases the computational load of the analysis 
procedure. By contrast, the ABS/OLA system, which uses variable length DFT's in 
conjunction with a refined overlap-add modification model, is capable of performing 
time-scale modification over a broader range of scale factors with more consistent 
quality and rate of computation. 
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C H A P T E R 6 
Application of ABS/OLA System to 
Music Synthesis 
The ABS/OLA system described in Chapters 3-5 has been designed specifically to 
perform speech analysis/synthesis and speech modifications by making use of the 
quasi-harmonic representation of Equation 4.4. The quasi-harmonic overlap-add si-
nusoidal model represents speech signals very well, since it captures the harmonic 
character of speech as well as time variations of pitch, voicing state and spectral 
content. However, these properties are not exclusive to speech signals; pitched mu-
sical instruments such as horns, woodwinds and stringed instruments produce quasi-
harmonic signals as well. In fact, with the exception of pitch-scale modification, all of 
the modifications described in the preceding chapters may be performed on arbitrary 
pitched musical tones with equal effectiveness. 
In several ways, music signals are easier to process than speech. For instance, the 
fundamental frequency of sustained pitched tones is approximately known a priori. 
In addition to eliminating the need for pitch tracking algorithms, this knowledge 
allows analysis and synthesis to be tuned for optimum performance at the given 
pitch. Another advantage to analyzing pitched musical tones is that except for well-
defined attack and release portions,1 musical tone signals are more stationary and 
easily represented with a quasi-harmonic model than speech signals; this makes their 
analysis simpler and modification more robust. 
1 Attack - the onset portion of a musical tone; release - the clos;ug portion of a musical tone. 
However, the quality requirements of music synthesis (which is often used in 
high-fidelity audio environments) are much more stringent than those of speech syn-
thesis. where intelligibility is often of greater concern than fidelity. These require-
ments impact both on the accuracy needed in analysis and the bandwidth at which 
tones are synthesized. This chapter discusses the adaptations required to use the 
ABS/OLA system for high-fidelity music synthesis and modification, and begins with 
a background discussion of popular approaches to music synthesis using computers. 
6.1 Digital Music Synthesis (DMS) Techniques 
One of the earliest attempts to synthesize music digitally in the time-domain was 
made by Mathews in 1958 [70]. In his technique, known as fixed-waveform synthesis 
(FWS), AT samples of one period of a periodic waveform (typically calculated from 
Fourier coefficients) are stored in a wavetablt denoted by x[n]. The synthetic signal 
s[n] is then generated by 
s[n] = A{n]x[T\n}}, (6.1) 
where. A[n] is a time-varying amplitude envelope. The index T[n] is given by 
T{n] = ((T[n-l] + Nf[n]/Ft))N, (6.2) 
where f[n] is the time-varying fundamental frequency in Hz. For a fixed value of 
f[n]. this cyclic table lookup procedure yields periodic replications of x[n] multiplied 
by A{n]. 
Unfortunately, synthetic music produced by FWS sounds very unnatural and 
"mechanical.'" The reason for this is its inability to capture the time variation of spec-
tral content critical to the timbre or tone quality of a given instrument. Nevertheless, 
this technique is very simple and fast and is often used when quahty requirements are 
not high or when hardware is limited. Furthermore, wavetables remain the method 
of choice for producing waveforms in other DMS techniques. 
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Since the timbre of a musical tone depends on its behavior from beginning to 
end. an obvious extension of fixed-waveform synthesis is to store the entire tone in a 
wavetable and play it back on demand. This is the basis ol sampling, one of the most 
popular DMS techniques in use today. 
Some control over basic parameters such as the frequency- and time-scale of 
sampled tones is necessary for sampling to be useful. The simplest approach to time-
scale modification of sampled tones is looping, whereby the steady-state portion of a 
tone is simply repeated to lengthen a tone or bypassed to shorten it. When combined 
with sampling rate changes, frequency-scale modification results. A refinement of 
looping is the Synchronized Overlap-Add method of Roucous and Wilgus [35], which 
performs time-scale modification by repeating or omitting short segments of the sam-
pled tone while accounting for phase coherence. However, these techniques suffer 
from objectionable artifacts due to spectral discontinuities. 
Sampling enjoys the advantage that sampled sounds can be played back with 
very high fidelity, and when combined with looping provides enough control for many 
musical applications. Also, sampling lends itself to very simple hardware implemen-
tations. explaining its popularity. However, a considerable drawback to sampling is 
that very little control beyond crude time- and frequency-scale modification is possible 
since there is no underlying model which produces the tone. 
By way of contrast, additive techniques typically employ signal models which al-
low for flexible modification of analyzed tones. Perhaps the most well known additive 
technique is sinusoidal additive synthesis (SAS). Very similar to the ABS/OLA model. 
SAS is a time-frequency representation of musical signals. This characteristic is crit-
ical to its performance for, as previously mentioned, any synthesis technique must 
capture the time-variant spectral character of a musical tone in order to effectively 
reproduce its timbre. 
Additive synthesis is described by the equation 
K 
s[n] = "£Ak[n}cos(ek[n]), (6.3) 
k=0 
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where the control functions Ak[n] and 0^[n] are the time-varying amplitude and phase, 
respectively, of the /r-th partial. 0jt[n] is given recursively as 
0*[n] = 0 f c [ n - l ] + u;fc[n], (6.4) 
where u?fc[n] represents the time-varying frequency of the k-th partial. Given these 
relations, it is possible to create a wide variety of musical sounds by specifying the 
amplitude and frequency control functions of each of the K + 1 sinusoids. 
In an early application of SAS, Jean-Claude Risset used time-dependent spec-
tral analysis of trumpet tones to formulate a simple time-frequency model of that 
instrument. This enabled him to use SAS to produce realistic synthesized trumpet 
tones whose character could change with intensity to match the behavior of the nat-
ural instrument [71]. Unfortunately, such manual analysis procedures require a great 
deal of time, expertise and insight into the behavior of musical instruments. Further-
more. they are not amenable to analyzing more complicated instruments, especially 
the singing voice. 
Were it always necessary to manually analyze tones and specify control func-
tions. additive synthesis would not be considered a useful technique. However, one of 
the greatest advantages of SAS is that it is possible to analyze sampled tones automat-
ically using the DSTFT, just as with time-frequency approaches to speech processing. 
The most popular approach to analysis in additive synthesis uses the digital phase 
vocoder to determine appropriate amplitude and frequency control functions i4^[n] 
and u^[n]. The ability to analyze real musical sounds, combined with the functional 
form of the model parameters, makes additive synthesis capable of both reproducing 
musical tones and performing a wide variety of useful modifications. 
As mentioned before, though, the amount of computation required to synthe-
size a sum of sinusoids with arbitrary amplitude and phase functions is formidable, 
since wavetables must be used to generate individual components. For this reason 
it is necessary in real-time applications to limit the number of partials that can be 
used, often greatly reducing the fidelity of the synthetic tone. Furthermore, since the 
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computational load is so high, SAS cannot be implemented using inexpensive hard-
ware. As in the case of speech processing, computation can be greatly enhanced by 
implementing the DSTFT using the FFT algorithm, but at the cost of modification 
artifacts [31, 32, 33]. 
Of course, sinusoids are not the only functions which can be added together 
to produce complex waveforms. For certain applications other basic functions are 
preferable. One such application is the synthesis of sung vowels. It is well known in 
speech processing that vowels have a formant structure which can be modeled using 
an all-pole filter excited by a pulse train at the desired pitch period. By partial 
fraction expansion this filter may be represented as a bank of parallel filters of low 
order, each corresponding to a single formant, which are excited by the pulse train 
and whose outputs are summed to produce the synthetic, vowel. 
Formant synthesis techniques generalize this process by using waveforms rather 
than filters in the parallel structure to represent formant behavior. Synthetic vowels 
are thus produced by 
s[n] = .4[n]]T{X>,[n-/rA']}, (6.5) 
k t = l 
where A[n] is the amplitude envelope, A* is the pitch period, / is the number of 
formants (typically a small number) and 6t-[n] is the waveform corresponding to the 
7-th formant. The remaining problem is to specify the formant waveforms st[n] for a 
given vowel sound. 
One approach to formant synthesis is voice simulation (VOSIM) [72]. It uses 
formant waveforms composed of A'* concatenated raised-cosine pulses of duration T. 
The amplitude of the first pulse is one, and successive pulses are related to each other 
by a multiplicative factor 6. By analyzing the Fourier transform of this signal, it is 
seen that T controls the formant frequency and b and N control the formant's "skirt 
width" and bandwidth respectively. The resulting signal is then scaled to account 
for the relative amplitude of the formant, yielding Si[n]. The difficulty with VOSIM 
is that the formant waveform spectrum exhibits ripples, and the formant parameters 
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are considerably coupled, making the system difficult to use. 
An alternative to the VOSIM approach is the Time-Domain Formant-Wave-
Function (FWF) synthesis technique proposed by Rodet [73] which, by analogy to a 
second order filter excited by a more sophisticated pulse waveform, uses the causal 
formant waveform given by 
r ( sin
2(ftn/2)e-°"-n cosfo-n + <&), 0 < n < ir/ft 
Si[n] = < (6.6) 
[ e -° ' n cos(wt-n + &), n > ir/fa. 
Like YOSIM, the formant frequency, bandwidth and skirt width are controlled by u.\. 
Q, and 3i respectively. Unlike VOSIM, however, these formant parameters are largely 
decoupled, and the formant spectrum is considerably smoother. Analysis of vowel 
sounds using FWF is performed manually, with the formant parameters adjusted to 
match the spectrum of the original. When factors such as loudness-dependent spectral 
tilt, vibrato and transitional behavior are taken into account, FWF synthesis of the 
singing voice is most impressive [74]. 
Since formant synthesis requires fewer wavetables than SAS, its computational 
requirements are considerably lower, making it an attractive alternative to the more 
general technique. Also, as the pitch of the synthetic sound is changed, its formant 
structure is unaltered, making formant synthesis useful for modeling sounds such 
as speech which obey this property. However, formant synthesis is applicable only 
to sounds which possess a formant structure, and the lack of an automatic analysis 
technique limits its usefulness. 
W;hile time-domain techniques are very computationally efficient, they are in-
capable of providing fine control over the timbres they produce or of creating new 
musical sounds. Additive techniques are capable of creating arbitrarily complex tim-
bres. but at the expense of efficiency and ease of control. The class of DMS tech-
niques known as nonlinear techniques use modulation and distortion to create complex 
sounds with a small parameter set and with very little computation. 
The oldest and simplest synthesis technique using modulation principles is ring 
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modulation (RM). It is widely used in analog music synthesis and is still used for 
various purposes in digital music synthesis. The formula for RM is 
s(t) = x(t)cos2irfct. (6.7) 
In communication parlance, this is simply double sideband suppressed carrier ampli-
tude modulation. The difference between the communication application and this is 
that /<- is in the audio frequency range. 
The frequency-domain effect of RM can be seen as follows: If x(t) is a real 
periodic signal with fundamental frequency fm expressed as 
A7 
x(t) = Y,A* cos(2ickfmt + ok), (6.8) 
k=o 
then the Fourier transform of x(t) is simply 
*(/)=. E <*k6(f-kfm), (6.9) 
k=-N 
where of course a_^ = a"k. The Fourier transform of s(t) is then given by 
S(f) = i[A'(/ + /c) + A ' ( / - / c ) ] (6.10) 
= iljt <*k(*(f + fc-kfm) + t(f-fc-kfm))]. (6.11) 
1 k=-N 
This is illustrated in Figure 6.1. 
As seen from this figure, the relation between fm and fc is critical in determining 
the frequencies of the components of s(t) and the shape of the resulting spectrum. 
In fact, very general statements can be made of any spectrum in the form of Equa-
tion 6.11 in terms of tne value of / c / / m , known as the C:M ratio [44]. Depending 
on the C:M ratio, s{t) will correspond to a harmonic signal as in Figure 6.1(a), a 
harmonic signal with certain harmonics missing as in Figure 6.1(b), or an inharmonic 
signal as in Figure 6.1(c). These characteristics are clearly useful in designing sounds 
to have desired properties, and in fact more general organizational techniques have 
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Figure 6.1: Illustration of spectra resulting from ring modulation; (a) Spectrum of 
periodic modulating signal x(t) for N = 3; (b) Spectrum of s(t) resulting 
when fc = | / m ; (c) Inharmonic spectrum resulting when fc = y/2fm: 
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Ring modulation is nearly as simple as fixed-waveform synthesis; it can be im-
plemented using a multiplier and two wavetables, one loaded with a period of x{i) 
and the other loaded with a cosine function. Since RM is capable of producing a 
variety of spectra at a variety of fundamental frequencies, it is considerably more use-
ful than FWS. Its major drawback is that it is incapable of producing time-varying 
spectra, hence it is rarely used in isolation. Nevertheless, its ability to produce inhar-
monic spectra from harmonic spectra makes it very useful when combined with other 
techniques. 
One of the most widely used techniques for digital music synthesis is frequency 
modulation synthesis (FM), introduced by John Chowning in 1973 [44]. This tech-
nique has its roots in communication theory, with the observation that when even a 
simple signal frequency modulates a carrier, the result can be a signal with a much 
greater bandwidth than the modulator and whose spectrum is very complex. 
Chowning*s formulation, known as simple FM, is given by the equation 
s{1) = A(t)sm{2Tct + I.{t)sm{2irmt)), (6.12) 
where A(t) is an envelope signal which controls loudness, c is the carrier frequency. 
m is the modulating frequency, and I(t) is the index of modulation. For fixed values 
of A(t) and J(t), s(1) may be written as [76] 
oo 
s(t) = A £ Jk{I)8m{2ir(c+-km)t), (6.13) 
fc=-oo 
where Jk(I) are A~-th order Bessel functions of the first kind. Clearly the Fourier 
transform of s(t) may be expressed in the form of Equation 6.11, hence the statements 
made before concerning the C:M ratio apply to signals produced by simple FM as 
well-
Examples of the one-sided spectra produced by simple FM for several values of 
I are shown in Figure 6.2. An important aspect of the behavior of FM is clear from 
this: As the modulation index increases, harmonics farther from the carrier frequency 
increase in magnitude. In perceptual terms, the resulting signal becomes brighter as 
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the index increases. This behavior, coupled with the ability to vary the modulation 
index with time, explains much of the power of FM to mimic the timbre of natural 
instruments. 
However, increasing bandwidth implies that the modulation index / must be 
limited to prevent aliasing distortion. Also, the relationship of the modulation index 
to the spectral content of s(t) is very complex and counterintuitive, meaning that in 
order to achieve specific results using FM it is often necessary to resort to trial-and-
error. Furthermore, this complex linkage makes automatic analysis of sampled tones 
using simple FM impossible. 
Even with these disadvantages is mind, FM has one compelling advantage: It 
is vtry simple to implement. Simple FM can be implemented using two wavetables. 
or roughly twice the computational load of fixed-waveform synthesis. Considering 
that FM is capable of producing harmonic, inharmonic and time-varying spectra and 
produces reasonable facsimiles of most instruments known, twice the computational 
level of FWS is a small price indeed. 
The ability to control output spectra is important for many musical applica-
tions and is very difficult with FM Synthesis. A DMS technique that enjoys nearly 
the same computational load as FM and whose spectrum is controllable is wave-
shaping synthesis. As any audiophile knows, if a sinusoid of a given frequency and 
amplitude is fed through a nonlinear amplifier, the output signal is harmonic with 
the same frequency but contains components at multiples of the original fundamental. 
Wa-veshaping makes deliberate use of such nonlinear functions to produce harmonic 
distortion, and hence complex spectra, from simple sinusoidal inputs. 
. The general formulation of waveshaping is [77] 
s(t) = f{a{t)cos27rfmt), (6.14) 
where f(x) is the shaping function and a(t) is the index. While any arbitrary f(x) 
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Figure 6.2: One-sided spectra resulting from simple FM for several values of I 
125 
necessary to consider simpler polynomial shaping functions of the form 
}(x) = j^dxx\ (6.15) 
i-0 
Polynomial shaping functions have the distinct advantage that their output spectra 
are bandlimited to Ifm. 
By expressing this function as a sum of Chebychev polynomials of the first kind, 
shaping functions can be designed to produce spectra with specific component mag-
nitudes. To see this, recall that a fundamental relation of Chebychev polynomials is 
!T7-(cos0) = cos iO and hence 
/ / 
f(cos2v fmt) = ^ / i tT,(cos27r/m f ) = £ > t c o s 2 7 n 7 m f . (6.16) 
t=0 t=0 
By specifying the desired coefficients /i, as a vector, it is then possible to derive the 
polynomial coefficients by multiplying the vector with a transition matrix [78]. 
Note that Equation 6.16 only holds for an index value of one. As the index value 
is changed the component magnitudes vary in complex ways, making precise spectral 
control difficult. However, given the polynomial coefficients and an index value the 
resulting spectrum can be analyzed by recalculating the coefficients as di(a) = o'd,-
and multiplying by the inverse of the aforementioned transition matrix. 
One problem with waveshaping is that since the index is the amplitude of the 
input sinusoid, the overall loudness of the synthetic tone depends on the index. If the 
loudness is supposed to remain constant, this means that some form of normaliza-
tion is necessary. Also, waveshaping by itself is capable of producing only harmonic 
tones, requiring that it be combined with ring modulation to produce more complex 
frequency-domain behavior. However, waveshaping is implemented with roughly the 
same complexity as RM by itself and is capable of producing time-varying, bandlim-
ited spectra, making it a very popular synthesis technique. 
While waveshaping synthesis provides more spectral control than FM, it is still 
difficult to predict the exact spectral behavior as the index is changed. A synthesis 
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technique which overcomes this problem is summation formula synthesis (SFS), in-
troduced by Moorer [79]. SFS is based on the realization that for well-defined sets of 
magnitudes and frequencies, additive combinations of sinusoids can be expressed in 
closed-form using relatively simple formulas. For example, 
N 
s(t) = £ a* sin(0 + *0) 
sin6-a sin(fl - /?) - aN+1[sm{0 + {N + 1)0} - a sin(fl + N0)] 
1 + a2 — 2a cos 0 
When Q = 2icJmt the resulting signal is in the form of Equation 6.8 which can then 
be ring modulated to produce a spectrum such as in Equation 6.11. Also, the index 
o can change with time to produce dynamic spectra. 
The key advantage of SFS is that variations of the index a produce predictable 
changes in the resulting spectrum. Since it yields bandlimited spectra, aliasing is 
not a problem. However, since the index affects energy as well as spectral shape, 
normalization is necessary. Furthermore, SFS requires a minimum of four wavetables. 
0 
a divider and an exponentiator to implement, making it the most computationally 
intense nonlinear synthesis technique. 
Digital filters have been commonly used in speech processing for years, but have 
only recently begun to play an important role in digital music synthesis. Digital filter 
based techniques represent one of the most promising research areas in computer music 
today. The simplest such technique is digital subtractive synthesis (DSS). The basic 
idea of DSS is to start with a harmonically rich excitation signal such as a square 
or sawtooth signal produced by an oscillator, then to filter the excitation to alter its 
spectral shape. 
Digital subtractive synthesis is typically implemented using simple second order 
all-pole Ulcers connected in cascade or in parallel. The control parameters for each 
filter are the center frequency and bandwidth of the filter formant, which are mapped 
to the niter coefficients. Thus by varying these parameters it is possible to change 
th? i'cv.Trant structure of the overall filter. The excitation signal can be random or 
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deterministic or a combination of the two, but is usually broadband. This technique 
is not very versatile, is difficult to control for many sections and requires power 
normalization. Nevertheless, it can be implemented inexpensively and is widely used 
when quality requirements are low. 
A familiar theme to anyone working in speech processing is the use of digital 
filter structures to model the vocal production process for speech synthesis. The 
use of digital filters to model sound production in musical instruments has become 
a topic of great interest in the computer music community recently. Musical instru-
ments are more amenable to such modeling than speech, since many of the resonant 
structures of traditional instruments are inherently time-invariant and can be more 
closely approximated using linear models. 
The process of physical modeling is also familiar to speech processing engineers. 
Starting with knowledge of the mechanical structure of an instrument and the laws 
of physics, a set of coupled nonlinear partial differential equations and boundary 
conditions describing the sound production process of the instrument is derived. After 
considerable simplification the equations are represented as a set of coupled linear 
difference equations which can be implemented in a digital filter structure. Such 
analyses have been performed for bowed-string instruments [80] as well as for more 
general classes of instruments [81]. 
By far the most successful application of physical modeling to date is the plucked 
ctring algorithm of Karplus and Strong [82]. Based on an analysis of the vibrational 
behavior of strings [83], this technique simulates string vibration using the remarkably 
Sli.TP-c i 'JiatlOn 
3(h) = J s ( n - N) + £s{n - N - 1) + i ( n ) , (6.17) 
•vhere o < ... is the decay factor, N is approximately the pitch period of the sound and 
lin) :v v.i / ' : ample noise burst which represents the string pluck. This is nothing 
•:•'•••?, vV\r. --:-1 (/\r + l)-order recursive filter whose pole-zero plot is shown in Figure 6.3 
: P . ' • - . , » , : . ( 7 = 1 . 
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i 
Figure 6.3: Pole-zero plot of Karphis-Strong filter for A" = 10 and p = 1 
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Despite its simplicity, the Karplus-Strong algorithm manages to capture many 
of the salient features of plucked string dynamics. Examining Figure 6.3, it can be 
seen that the pole locations lie further within the unit circle with increasing frequency. 
Also, the frequency locations of the poles are close to (but not exactly) multiples of 
'2x /{N + 1/2). Thus the impulse response is a sum of exponentially damped sinusoids 
that are approximate multiples of a fundamental frequency, and the high-frequency 
sinusoids decay faster than the low-frequency sinusoids. This is completely consistent 
with the observed behavior of plucked strings. 
A variety of refinements have been made to the basic algorithm [84] which al-
low arbitrary tuning, simulate instrument characteristics such as string stiffness and 
sympathetic vibration, and provide for a variety of performance effects. While this 
algorithm does not accurately model the sound of existing stringed instruments it 
nonetheless sounds like a stringed instrument of some sort. 
The advantage of physical modeling is that unlike other synthesis models, the 
instrument and performance parameters are directly accessible in the model and can 
be changed at. will with predictable results. Furthermore, physical modeling makes it 
possible to extrapolate from given instruments to synthetic instruments which could 
not be built in the real world. Unfortunately, analyzing a given instrument's physical 
structure is a very difficult and not always successful process, and although recent 
advances in VLSI architectures have improved the situation., implementing high-order 
digital filters in real-time remains a difficult problem. 
Based on the foregoing discussion, it is clear that a strong tradeoff exists: On 
the one hand, very ccr.npiiiaticnaiiy siaupie ip^r caches to digital music synthesis 
either produce poor -representations of natural musical instruments or allow minimal 
flexibility to modify the sounds prc'duced. On the other hand, very powerful and 
flexible techniques wh.ch pre dace high-fidelity replicas of musical instruments are so 
computationally i^mi:^ th'it "..>si-- *•nplsmev.'ta^ion is often prohibitively expensive. 
At the present tim-v>,-',.?"e :.s- - "1-"'̂ s-r!i "short v-;e of music sjnathesis techniques which 
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fall between the two extremes. 
However, due to the similarity of speech and music signals, the ABS/OLA sys-
tem is capable of analyzing pitched musical tones and synthesizing faithful replicas of 
the same. In addition, the refined quasi-harmonic model formulation allows modifica-
tions to be performed without the reverberant distortion associated with other time-
frequency approaches to music synthesis. Furthermore, the computational shortcuts 
described in Chapter 5 allow the ABS/OLA system to be implemented much more 
simply than other approaches of similar quality and flexibility. The following section 
describes alterations of the ABS/OLA system made possible when analyzing and 
synthesizing pitched musical tones. 
6.2 Design Details 
Since the goal of sinusoidal modeling of musical tones is synthesis and modification, 
the quasi-harmonic model formulation of Equation 4.4, rewritten here for convenience. 
is used in music synthesis: 
j[k] 
5 *M = E AJ cos((ju;e* + Aj)n + *)). (6.18) 
.7=0 
As in the case of speech analysis, the fundamental frequency u;£ and the ampli-
tude. frequency and phase parameters of sk[n] must be computed in each analysis 
frame. However, since an unambiguous initial estimate of u^ is available a priori. 
the analysis-by-synthesis algorithm described in Section 3.3 may be modified both to 
simultaneously refine the initial estimate using calculated parameters and to ensure 
the resulting parameter set maintains the structure of Equation 6.18. 
Harmonically-constrained $,nalyS:z-by-synthesis begins with an initial fundamen-
tal frequency estimate ':•;* =- '•/c -
 c''r''JFs, where f0 is the nominal pitch frequency 
of the tone in Hz. As e3ch ;.:/:didv. .a frequency wc[t] is tested to determine the i-
th component of x[n] :':..z )\< ivonk • mber is calculated as the nearest integer to 
u;c[i]/u:0". If this equals the harmonic number of any of the previous l—\ components 
determined, the candidate is disqualified, thus insuring that only one component 
is associated with each harmonic number. As each new component is determined, 
the estimate of UJ^ is updated according to Equation 4.6. This algorithm eliminates 
the need for further processing to resolve pitch ambiguity, considerably reducing the 
required computational overhead for analysis. 
Given a tone's nominal pitch frequency, that knowledge may be used to optimize 
the performance of the analysis algorithm. Defining the nominal pitch period of a 
given musical signal in samples as N'0 — Fa/f0, note that the number of sinusoids in 
Equation 6.18 is approximately A"/2. Since each sinusoid has three parameters, there 
are approximately |A^ model parameters corresponding to each Ns samples of the 
original sequence. In order to maintain the same number of parameters as samples 
of the original sequence, and to make the number of model parameters independent 
of the pitch frequency, the synthesis frame length may thus be set to N3 = \N'0. 
Furthermore, the analysis frame length 2NQ + 1 should be at least 2N'0 in order to 
insure adequate spectral resolution in the analysis procedure, but should be as small as 
possible to avoid violating the assumption of stationarity. Letting Na — Ns provides 
an analysis frame length of 3A^, which is sufficient. 
Pitch information also allows for more specific design of the digital filter used to 
estimate a[n]. Referring to Equation 3.10, the transfer function F(eJU!) corresponds 
approximately to a simple first-order lowpass filter section with unity DC gain, a 
3-dB bandwidth controlled by A, and a -6 dB/octave rolloff. Given a quasi-periodic 
sequence s[n] with nominal fundamental frequency «J, \s[n]\ is also periodic with the 
same frequency. In order to capture the changes in energy of a tone as rapidly as 
possible without introducing ripple to <j[n], the filter should attenuate all frequencies 
above JJ'0 while passing information below UJ'0. A simple but effective constraint which 
achieves this goal is to adjust A such that the half-power frequency of F(e^) occurs 
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at u> = UJ'0. Quantitatively, this is given by 
\F(e3u;'o)\2 = i 1 ~ A) ' . - = I (6 19) 
l*tc )\ - i + A
2-2Acosu;; 2" { > 
Solving this expression for A leads to a quadratic equation with two real roots; 
however, only one root leads to a stable filter. This yields A as a function of u'0: 
Wo) = t-JF1i (6.20) 
where ( — 2 — cosu£. The parameter X(u/0) has limiting values of 1 at u>'0 = 0 and 
3 — y/S at UJ'0 = ir and decreases monotonically with increasing frequency. Since 
the attenuation at u> = u'D is now known to be 3 dB, cascading / sections provides 
a minimum of 3/ dB attenuation of signal components and —6/ dB/octave rolloff; 
I can therefore be adjusted to provide a desired amount of attenuation and rolloff. 
Experiments indicate that / = 14 (40 dB attenuation) is a minimum number of 
sections to use for most instrumental tones. The filter delay na is then calculated 
according to Equation 3.13, and is inversely proportional to the nominal fundamental 
frequency. Using / = 14 (40 dB attenuation), nff ss 2N'0. 
Referring to the discussion of speech modifkeition in Section 4.3, one of the 
main advantages of the coherence preservation algorithm used to calculate time shifts 
6k and 6k+l for speech modifications is that the algorithm is relatively insensitive 
to errors in fundamental frequency estimation resulting in an tstirrate which is tba 
actual fundamental multiplied or divided by an integer factor. However, lor the ;a3e 
of pitched musical tones, such considerations are irrelevant sfcce the fucJamental 
frequency is approximately known a priori. Therefore, :. simpler ccns;i.-iiv' rr.^y be 
invoked to determine appropriate time shifts. 
Specifically, denoting the phase terms of the sinusoid:; r F la t t en '4 . IVey '&j[n] 
and $*+1[n] respectively, where 
Pk 
*}+,M = iA+i^ , (n + ̂ ,)-i-^-- , l--f^-, (fin) 
Pk 
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and denoting the unmodified phase terms from Equation 4.4 as $J[rc] and $J-+1[n], a 
reasonable constraint on the phase behavior of corresponding components from each 
synthetic contribution is to require that the differential between the unmodified phase 
terms at the center of the unmodified synthesis frame match the differential between 
the modified phase terms at the modified frame center. Formally, this requirement is 
given by 
^+1[-PkNa/2] - *)[PkN,l2] = *J
+1[-7V./2] _ S*[iV,/2], for all j . (6.22) 
Solving this equation for Sk+1 using the phase functions just defined yields the 
recursion 
o k 
^ + 1 = o^UA6" + ("* -l/fo)N,/2) + (Pk - l/ft+1)A',/2. (6-23) 
Note that there is no dependence on j in this recursion, verifying that 6*+1 is a 
global time shift that needs to be calculated only once per frame. The advantage of 
this approach to maintaining temporal phase coherence is that it requires much less 
computation than the coherence preservation algorithm, since no estimate of pitch 
onset time is required. 
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C H A P T E R 7 
Comparat ive Testing of the ABS/OLA 
System and the Sine-wave Transform 
System 
At this point the Analysis-by-Synthesis/Overlap-Add system and its associated algo-
rithms have been completely described as applied to the problems of speech modifi-
cation and music synthesis. However, any discussion of this new system is incomplete 
without considering its effects in terms of performance relative to competing ap-
proaches to the same problems. While this question has been partially answered in 
Chapter 5 by considering the computational cost of the ABS/OLA system in com-
parison to the Sine-wave Transform System, a full discussion of performance issues 
also requires comparison in terms of the quality of processed speech produced by the 
two systems. This chapter thus compares the ABS/OLA and Sine-wave Transform 
systems using both objective and formal subjective criteria, and attempts to interpret 
the results of these tests. 
7.1 Objective Testing 
As has been noted throughout the thesis, many approaches to speech modeling an-
alyze speech signals by attempting to minimize some error norm in terms of model 
parameters. This is the case for both analysis-by-synthesis and the peak-picking 
procedure used in the STS. Analysis-by-synthesis operates by directly minimizing 
the segmental squared error norm of Equation 3.16 in terms of the parameters of a 
synthetic waveform which is a sum of constant-amplitude, constant-frequency sinu-
soids. This is equivalent to maximizing the segmental SNR defined in Equation 3.34. 
Similarly, peak-picking uses stationarity arguments to justify choosing spectral peak 
parameters to minimize the same error norm using the same synthetic waveform [4], 
Since both competing techniques attempt to minimize the same segmental SNR mea-
sure, comparing their performance in terms of this measure is a fair objective test of 
modeling accuracy. 
Based on this observation, the following test methodology was defined to test 
different analysis procedures: A given analysis technique was applied to a variety of 
equal length speech utterances sampled at 8000 samples/sec to determine parameters 
for the overlap-add sinusoidal model defined in Equation 3.2 with cr[n] = 1; a value of 
Ar5 = 80 (10 msec) was used in the overlap-add sinusoidal model, which approximated 
each utterance with a given fixed number of components. Using the parameters 
determined by analysis, a synthetic version of each utterance was generated. Given 
the original and synthetic utterances, segmental SNR was calculated in each synthesis 
frame, and the average taken over all frames in the utterance served as a measure of 
accuracy for the analysis technique applied to that utterance. Finally, the average of 
this measure over all utterances yielded the performance of a given analysis technique 
for a given number of components. 
Three different analysis techniques were evaluated using the procedure described 
above. They were: 
1. Peak-Picking, which is described in Section 1.3 and in [4]. The input signal is 
windowed using a pitch-adaptive Hamming window, zero-padded to 512 sam-
ples, then sent to an FFT routine to calculate the 512-point DFT. This high-
resolution DFT is then analyzed to determine the frequencies of significant spec-
tral peaks; the peak frequencies and the magnitudes and phases of the DFT at 
those frequencies are chosen as the model parameters. 
136 
2. Analysis-by-Synthtsis. This is the technique described in Section 3.3, using a 
pitch-adaptive Hamming window as in peak-picking and the frequency blanking 
technique described in Section 4.1 with 7b = .75 to account for perceptual 
factors. 
3. ABS-PP technique. There are two major differences between analysis-by-syn-
thesis and peak-picking: The first is that peak-picking assumes spectral peak 
frequencies are optimal, while analysis-by-synthesis searches for optimal fre-
quencies. The second is that peak-picking ignores sidelobe interference effects in 
determining model parameters, while analysis-by-synthesis explicitly accounts 
for and counteracts those effects. This technique uses the peak frequencies deter-
mined by peak-picking as a pruned frequency ensemble, then applies analysis-
by-synthesis to determine amplitude and phase parameters; the technique is 
designed to assess how the differences between peak-picking and analysis-by-
synthesis contribute to performance differences. 
Figure 7.1 illustrates the average segmental SNR achieved by the three analysis 
techniques described above as a function of the number of sinusoids used to model 
speech. As expected, all three techniques display uniformly poor performance using 
low numbers of components. Furthermore, the SNR of each improves with increasing 
numbers of sinusoids, and performance gains decrease with each additional component 
used in the model. Beyond these similarities, though, analysis-by-synthesis displays 
better SNR levels than peak-picking for all numbers of components tested, with an 
increase of approximately 5 dB in SNR for more than 30 components. 
As interesting, however, is the only marginal improvement in average SNR 
achieved using peak-picking to determine component frequencies in analysis-by-syn-
thesis. This result suggests that , in terms of mean approximation accuracy, the major 
drawback of peak-picking analysis is inaccuracy caused by estimating incorrect com-
ponent frequencies. However, average SNR figures do not tell the entire story, since 
the ABS-PP technique yields much better approximations of transitory speech events 
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Figure 7.1: Plots of average segmental SNR versus number of sinusoids for three 
different analysis techniques. 
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such as plosives than does peak-picking. This is due to sidelobe interference effects for 
which analysis-by-synthesis can compensate, but which peak-picking ignores. While 
perceptually important, such speech events are relatively infrequent and thus have 
little effect on average SNR. 
7.2 Subjective Testing 
As mentioned in Section 3.3.1. objective measures of accuracy often correlate poorly 
with subjective listener preferences. An example of this phenomenon is seen in the 
above paragraph, where infrequent errors in the synthetic speech signal have a dispro-
portionate effect on perceived quality due to their "noticeability." Objective measures 
tend to have difficulty accounting for such subtleties of human aural perception, cast-
ing doubts on their ability to discriminate between the subjective performance of 
speech processing techniques with comparable scores. To make matters worse, modi-
fied speech signals have no reference signal on which to base measurements, rendering 
signal-based comparison between modification techniques impossible. 
Of course, listener preferences are the most important quality measure for speech 
synthesis and modification systems; therefore, some effort must be made to compare 
the ABS/OLA and Sine-wave Transform systems on the basis of subjective quahty. 
The approach taken in this work is to use statistical testing to establish mean listener 
preference scores for various systems over a reasonably broad set of test subjects, and 
to use hypothesis testing techniques to determine if score differences are statistically 
meaningful. 
A variation of the Paired Acceptability Rating Method (PARM) [85] was used to 
quantify relative listener preferences between the ABS/OLA system and the Sine-wave 
Transform System for speech analysis/synthesis and in the presence of various speech 
modifications. The PARM is an isometric speech quahty test in which listeners rate 
the Cv'Vrrcive quality of speech processing systems by assigning scores to sentences 
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presented in pairs. As with other isometric speech quality measures. PARM testing is 
most effective when the systems under test exhibit similar types of distortion [86]. For 
a given type of speech modification, both the ABS/OLA and Sine-wave Transform 
systems produce similar alterations in perceptual quality, thus PARM results are a 
useful measure for comparison. 
However, comparisons between time-, frequency- or pitch-scale modification sys-
tems are not as meaningful, since different types of artifacts result from these speech 
modifications. Therefore, PARM testing in this work is organized in several PARM 
modules, with each module corresponding to a single type of modification. A PARM 
module rates a sentence processed by a set of six different systems in terms of hstener 
preference scores on a 0 to 100 scale. Two of the systems are references designed 
to normalize testing results and minimize listener bias. A high anchor, the original 
speech, is assigned a score of 80: a poor-quality low anchor, which in this work was 
speech approximated with five sinusoids, is assigned a score of 20. The high and low 
anchors and their scores were presented to listeners periodically during each test. 
Listeners were asked to rate processed sentences presented exhaustively in dis-
tinct pairs, thus the total number of pairs presented in each test was 
OH 
and a single system was presented five times in each test. To avoid training the 
listeners to recognize systems under test, sentences were presented in random order. 
To minimize bias due to interactions of the tested systems with given sentences or 
cpeakers, three unrelated sentences spoken by low pitched male, high pitched male 
v/:d female speakers were run in independent tests using the same systems. A total 
c-f fifteen untrained listeners1 participated in the testing. Each system under test is 
v:.-.:s associated with a total of 225 hstener preference scores. 
:The listeners included graduate students, faculty and staff members in the School of Electrical 
-.i.̂ inaering at Georgia Tech. 
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The test results are assumed to follow a normal distribution, and are interpreted 
in terms of the mean preference score and the standard deviation about the mean. 
The mean score provides a primary measure of subjective quality, and the standard 
deviation indicates the amount of agreement among listeners with the mean score. 
To be certain that differences between scores for different systems are not due to 
statistical artifact, the Newman-Keuls test for statistical significance'[87] was applied 
to the results from each PARM module. This test is defined as follows: A collection 
of scores for the ?'-th system in a module is denoted as 
{sj,...,sj.},-
where Js = 225 is the number of sample scores associated with the system. Since the 
score distribution above is assumed to be normal, its statistics are described by the 
mean and variance 
i J-
s j = i 
A'] = y £{3-?H)2; 
the score distributions are then rank ordered according to increasing mean. The 
unbiased mean-square error measure for the module is then defined as 
M ^ J T T T 0 - (7.1) 
where the average variance is given by 
and where / = 6 is the number of systems under test. The error measure MScrr is 
interpreted as an indication of the consistency of test scores among the systems in a 
given PARM module. 
For a pair of systems [/,m] (where I > m) in the PARM module, the following 
statistic is defined: _ 
qim = — r - . ( ( .2) 
yJMSm/n 
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To determine the level of significance between systems / and m, qim is compared to the 
tabulated studentized range statistic qQ(Nf,k), where Nj == I(JS — 1) is the number 
of degrees of freedom in the test and where k = / — m + 1. For a given value of a, the 
range statistic establishes a threshold which q\m must exceed to achieve a confidence 
percentage of 100a. 
Confidence percentages are interpreted as follows: A confidence of 99 percent 
between two systems implies the probability that random chance could account for 
different mean scores is less than one percent, which is a widely accepted benchmark 
of statistical significance. A confidence of 95 percent is considered borderline, while 
less than 95 percent confidence implies no significant difference between systems. 
The result of the Newman-Keuls test is a matrix showing percentage of confidence 
between mean scores of the various systems, with insignificant differences denoted by 
an asterisk in the matrix. 
7.2.1 Interpretation of Test Results 
Table 7.1 illustrates the results of PARM Test 1. This test repeats the comparison 
of analysis-by-synthesis and peak-picking in Section 7.1, this time using a subjec-
tive measure. The test compares synthetic speech produced using an overlap-add 
sinusoidal model with fixed numbers of components, using analysis-by-synthesis or 
peak-picking to determine model parameters. The systems under test are denoted 
ABSJV for analysis-by-synthesis with Ar components and PPJV for peak-picking with 
AT components. Twenty and t.bi.rty components were used in the tested systems. 
The test results indicate a * p d n t (iiTp^inzt between system ABS-30 and system 
PP_30, and the Newm^-Keuk ':,r& den^astraLes that this difference is significant. 
The difference between "î î'7',i.;~:v-7-syn.r.-h,2Gî -arid peak-picking is less pronounced for 
20 sinusoids, bec&us.-; :>io.v.;:' . . • ,;.-f*^ cy *,•:.*> tew components masks differences 
between tl ? ans.h-j-is . - , . >;.. <?•'.' :c^ C:z standard deviation was relatively 
small. ir.'d'--•?/••-.'.g •:. -,i-'•••••• -
1 4 1 
Another important result from Test 1 is the fact that analysis-by-synthesis with 
30 sinusoids scores very nearly the same as original speech. The difference is statisti-
cally significant, but by a very narrow margin. Furthermore, referring to Figure 7.1, 
further gains in accuracy using analysis-by-synthesis can be expected by raising the 
number of components slightly, while the performance curve of peak-picking is nearly 
flat at 30 sinusoids. 
Tables 7.2-7.4 illustrate comparisons between the fully developed ABS/OLA 
system (denoted OLA) described in the thesis and the fully developed Sine-wave 
Transform System (denoted STS) discussed in [4, 5, 43] and in [67]-[40], for isolated 
time-, frequency- and pitch-scale modifications. Table 7.2 compares the two systems 
for time-scale modification. The tested systems are denoted OLA_TS_/9 and STS_TS_/9 
for time-scale expansion factors p — 2 and 3. 
Table 7.2 shows that the ABS/OLA system achieves a three point gain over the 
Sine-wave Transform System for a time scale factor of 2, and a four point gain when 
p = 3. This indicates that the ABS/OLA system performs better in this application. 
and that its performance does not break down as rapidly as the STS for large time 
scale factors. The confidence matrix shows that all results are significant. 
Note that the standard deviations of modified speech are all rather high, in-
dicating disagreement among listeners as to quality. This is to be expected, since 
modification of speech is itself a "distortion" of sorts, and its effect is difficult to 
separate from modification artifacts in listening tests. Also note that even though 
there is considerable overlap between score distributions in the test, mean scores 
differences are nevertheless considered significant. This is due to the fact that the 
Newman-Keuls test does not require the same separation to discriminate between 
distributions as might be :equired of a pattern classifier. 
Table 7.3 compares i\e performance of the ABS/OLA and Sine-wave Trans-
form systems for frequency-scale modification. Systems are denoted OLA_FS-# and 
14o 
(«) 
PARM1 System Mean Score Standard Deviation 
HIGH ANCHOR 75.71 8.35 
ABS.30 73.27 7.76 
PP.30 68.67 8.92 
ABS-20 66.83 10.51 
PP^O 65.29 10.13 
LOW ANCHOR 23.02 7.78 
(b) 
HIGH ABS.30 PP_30 ABS-20 PP.20 
ABS-30 99 
PP_30 99 99 
ABS_20 99 99 95 
PP.20 99 99 99 * 
LOW ANCHOR 99 99 99 99 99 
Table 7.1: Results of PARM Test 1, testing analysis-by-synthesis against peak-
picking: (a) Statistics of system scores in Test 1, listed in order of de-
creasing mean; (b) Matrix showing level 'af confidence between systems. 
144 
<v 
PARM2 System Mean Score Standard Deviation 
HIGH ANCHOR 78.04 4.28 
OLA.TS.2 52.84 13.49 
STS.TS-2 49.72 13.92 
OLA.TS-3 44.99 13.87 
STS.TS-3 40.88 15.08 
LOW ANCHOR 25.09 10.10 
fl>) 
HIGH OLA-TS.2 STS-TS.2 OLA_TS_3 STS.TS.3 
OLA.TS-2 99 
STS.TS-2 99 99 
OLA.TS.3 99 99 99 
STS.TS.3 99 99 99 99 
LOW ANCHOR 99 99 99 99 99 
Table 7.2: Results of PARMTest 2, comparing A3S/GLA md STS for time-scale 
modification: (a) Statistics of system scores in-Test ?,. listed in order of 
decreasing mean; (b) Matrix showing level of ."..V.-?KJ ».ace between sys-
tems. 
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STS-FS.i? for frequency-scale factors2 /? = .75 and 1.33. The results show an insignif-
icant difference between the systems when 3 = .75, due to compression of information 
into the low frequency band and the resulting masking of modification artifacts. How-
ever, the ABS/OLA system gains four points over the Sine-wave Transform System 
when 0 = 1.33. at which point the shortcomings of the STS become more apparent. 
Table 7.4 compares the performance of the ABS/OLA and Sine-wave Transform 
systems for pitch-scale modification. Systems are denoted OLA_PS_/9 and STS-PS./3 
for pitch-scale factors /9 = .75 and 1.33. Table 7.4 shows a dramatic performance 
improvement for the ABS/OLA system of 25 points when pitch is raised and 15 
points when the pitch is lowered. Perhaps the most significant result of Table 7.4 is 
the scores of ABS/OLA pitch modification, which are the highest of all modification 
systems and not vastly different from the high anchor score. This suggests that the 
ABS/OLA system is largely successful in capturing and preserving speech quality, 
naturalness and intelligibility in the presence of pitch modification. 
However, the low perfomance figures of the STS for pitch-scale modification 
come with a serious caveat: Pitch-scale modification is the least documented fea-
ture of the STS. hence it is likely that significant undocumented improvements have 
been built into more recent versions of the system for this application. Indeed, while 
the ABS/OLA system demonstrates clear performance improvements over the STS 
for the applications of speech analysis/synthesis and speech modification, it is worth 
mentioning that the version of the Sine-wave Transform System tested here was imple-
mented from published results and from private communications with Drs. McAulay 
and Quatieri; since certain implementation details are unpublished and often pro-
prietary, it is possible that comparison of the ABS/OLA System with the Sine-wave 
Transform System as, implemented at Lincoln Laboratories would be more competi-
tive than shown here. 
2These values correspond to lowering and raising pitch 5 half steps on the musical scale. 
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(a) 
PARM3 System Mean Score Standard Deviation 
HIGH ANCHOR 75.85 7.22 
OLA.FS..75 58.66 14.57 
STS.FS-.75 57.46 14.38 
OLA.FS_l.33 56.38 12.28 
STS-FS-1.33 52.01 12.35 
LOW ANCHOR 24.33 8.23 
W 
HIGH OLA.FS_.75 STS.FS-.75 OLA.FS.1.33 STS.FS-1.33 
OLA.FS_.75 99 
STSJFS-.75 99 * 
OLA.FS_l.33 99 * * 
STS-FS-1.33 99 99 99 99 
LOW ANCHOR 99 99 99 99 99 
Table 7.3: Results of PARM Test 3, comparing frequency-scale modification: (a) 
Statistics of system scores in Test 3, listed in order of decreasing mean; 
(b) Matrix showing level of confidence between systems. 
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PARM4 System Mean Score.. Standard Deviation 
HIGH ANCHOR 73.25 9.91 
OLA_PS_1.33 62.56 11.36 
OLA.PS_.75 61.25 11.92 
STS_PS_.75 46.02 16.27 
STS.PS_1.33 37.55 13.44 
LOW ANCHOR 24.99 9.18 
w 
HIGH OLA_PS_1.33 STS-PS-1.33 OLA_PS_.75 STS.PS_.7o 
OLA.PS_l.33 99 
STS-PS-1.33 99 99 
OLA.PS..75 99 * 99 
STS_PS_.75 99 99 99 99 
LOW ANCHOR 99 99 99 99 99 
Table 7.4: Results of PARM Test 4, comparing pitch-scale modification: (a) Statis-
tics of system scores in Test 4, listed in order of decreasing mean; (b) 
Matrix showing level of confidence between systems. 
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C H A P T E R 8 
Conclusions 
This chapter concludes the discussion of Analysis-by-Synthesis/Overlap-Add sinu-
soidal modeling by reviewing the work completed to date, interpreting the results of 
research presented in the thesis, and suggesting possible areas of future research. 
8.1 Review of Major Results 
The major objectives of the research presented in this thesis were: (1) to explore the 
use of analysis-by-synthesis in conjunction with an overlap-add sinusoidal model for 
the applications of speech analysis/synthesis, speech modification and digital music 
synthesis: (2) to develop working speech modification and music synthesis systems 
based on the results of this research; and (3) to evaluate the effectiveness of the 
systems developed by way of comparison with similar results generated using the 
Sine-wave Transform System of McAulay and Quatieri. 
The work of this thesis attempted to answer several key questions concerned 
with these objectives: First, could analysis-by-synthesis be formulated in the con-
text of sinusoidal modeling in a useful and meaningful way? Second, could overlap-
add sinusoidal modeling be formulated to be used effectively for the applications of 
speech modification and music synthesis? Third, could a system based on analysis-
by-synthesis overlap-add sinusoidal modeling be implemented in a computationally 
efficient manner? Finally, could the use of this fully developed modification system 
be supported by improvements in the subjective quality of synthetic and modified 
speech relative to the quality produced using the Sine-wave Transform System and 
by favorable computational comparisons with this popular modification system? 
To meet these objectives and answer these questions, the thesis research began 
with an investigation of iterative vector approximation, an approach to vector-space 
approximation which forms the mathematical basis of many analysis-by-synthesis 
techniques. This discussion served to cast the implementation of analysis-by-synthesis 
in a general framework, and allowed the use of results from vector space theory and 
linear algebra to analyze the performance of analysis-by-synthesis. 
For instance, a simple condition was derived which guarantees approximation 
convergence in analysis-by-synthesis, and an equally simple mutual orthogonality con-
dition was determined for which analysis-bj'-synthesis produces an optimal approxi-
mation. In addition, it was found that the effectiveness of iterative vector approxima-
tion could be evaluated directly in terms of the amount of cross-correlation of vectors 
used in the approximation. 
The research continued with the definition of an overlap-add sinusoidal model for 
audio signals similar to other overlap-add model formulations, but with the addition 
of a modulating envelope sequence to improve model performance in signals which 
exhibit temporal energy variations/After considering other methods for calculating 
this envelope sequence, it was found that quasi-Gaussian lowpass filtering resulted in 
an envelope sequence which tracked energy variations very well while exhibiting very 
little ripple. 
It was then observed that the problem of determining sinusoidal model parame-
ters on a frame-by-frame basis could be cast as a nonlinear least-squares approxima-
tion problem. Further study revealed that this problem could easily be cast into the 
mathematical framework of analysis-by-synthesis discussed above, and on this basis 
computational methods were derived to implement an analysis-by-synthesis algorithm 
to determine overlap-add sinusoidal model parameters in a successive manner. In ad-
dition, it was determined that this algorithm converges for all but degenerate cases. 
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Several types of stopping conditions for the analysis algorithm were explored, and a 
//-law derived SNR threshold was employed for audio signal analysis. 
Since sinusoidal sequences are used in the overlap-add model and associated anal-
ysis algorithm, it was found that the analysis-by-synthesis procedure for this model 
could be expressed in terms of a frequency-domain dual, based on matching spectral 
values at component frequencies and successive subtraction of circularly-shifted spec-
tra. It was then observed that this frequency-domain interpretation could be used in 
conjunction with results from iterative vector approximation to establish criteria for 
choosing an analysis window to minimize cross-correlation and hence maximize the 
performance of analysis-by-synthesis. 
The basic definition of analysis-by-synthesis for sinusoidal modeling employs a 
segmental signal-to-noise error criterion for approximation; as a result, the subjec-
tive quality of analyzed speech signals is often lower than might be expected for a 
given number of component sinusoids. This effect was quantified in the frequency 
domain as "clustering'" of components with small amplitudes around major compo-
nents. Several methods of counteracting clustering were explored, including adaptive 
prefiltering based on the Atal/Schroeder weighting filter [62], fixed prefiltering to 
account for spectral tilt, and a novel "frequency blanking" algorithm to discourage 
spurious component frequencies; this latter algorithm was implemented in analysis-
by-synthesis due to its simplicity, generality and effectiveness. 
Given the fully developed approach to speech analysis, a quasi-harmonic for-
mulation of the overlap-add sinusoidal model was defined to facilitate application of 
che ABS/OLA system to the problem of speech modification. Based on model pa-
rameters determined in analysis-by-synthesis, a new algorithm was defined which si-
multaneously estimated an optimal fundamental frequency parameter, resolved pitch 
ambiguities, and organized an appropriate subset of analyzed parameters in quasi-
ha>:rr.en:c form. This algorithm has been demonstrated to provide accurate, robust 
ivr.rb.^nta1 f-squency estimates at a relatively low computational load, assuming 
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wideband interference. 
A considerable amount of research effort went into formulating an overlap-add 
sinusoidal model which could be used directly to perform speech modifications. The 
basic difficulty addressed was that of preserving the phase coherence of modified 
synthetic segments used to construct a modified speech signal. After considering 
the complex form of sums of sinusoids, it was realized that manipulating component 
frequencies in the quasi-harmonic model made it possible to explicitly control and 
guarantee phase coherence in the presence of time- and frequency-scale modifications 
using very simple frequency relations. 
A variation of the pitch onset time excitation model defined by McAulay and 
Quatieri [39] was used in conjunction with this refined modification model to derive 
an algorithm to preserve temporal phase coherence in modified speech, based on inter-
frame coherence constraints. This algorithm has the significant advantage of being 
"self-correcting" in the presence of common fundamental frequency estimation errors. 
greatly improving the ABS/OLA System's robustness to such errors. 
Having addressed the basic issues of performing speech modifications using an 
overlap-add synthesis model, the problem of performing pitch-scale modification us-
ing the resulting system was studied next. This investigation yielded an algorithm 
for pitch modification using the pitch onset time excitation model described above 
and phasor interpolation of excitation parameters to produce a modified excitation 
sequence with altered fundamental frequency. By producing excitation parameters 
across the available spectrum and localizing noise influences, the phasor interpolation 
algorithm effectively preserves speech bandwidth and avoids noise amplification, two 
common problems in other approaches to pitch modification. 
While the ABS/OLA System is capable of producing high-quality synthetic and 
modified speech signals, when implemented in direct form it is also extremely compu-
tationally complex. Since, as mentioned above, analysis-by-synthesis may be viewed 
*s a frequency-domain approximation problem, it was decided to explore this formu-
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lation in an attempt to gain computational advantages. It was soon discovered that 
frequency-domain analysis-by-synthesis using uniformly spaced candidate frequencies 
may be expressed as a manipulation of two discrete Fourier transform sequences per 
analysis frame; since these sequences can be computed using the FFT algorithm, the 
resulting fast analysis-by-synthesis algorithm requires significantly less computation 
to implement than the direct approach. 
In addition, since synthetic contributions in the overlap-add sinusoidal model 
are generated from constant-amplitude, constant frequency sinusoids, it was possible 
to use the IFFT algorithm to perform synthesis. These computational enhancements 
of the ABS/OLA system make its implementation possible in a near real-time envi-
ronment with current hardware. The ABS/OLA System was demonstrated to have 
better computational performance in synthesis than the Sine-wave Transform System 
(using half-rate overlap-add synthesis), but higher computational load in analysis 
than the simpler peak-picking algorithm. 
After gaining familiarity with the current state of the art in digital music syn-
thesis techniques, a considerable technological tradeoff was noted between simple 
but crude music synthesis techniques and sophisticated but computationally intense 
analysis/synthesis algorithms, with few techniques exhibiting reasonable compromises 
between these extremes. Noting the similarity of the ABS/OLA system to the clas-
sical additive synthesis model, it was expected that overlap-add sinusoidal modeling 
would serve as an appropriate music synthesis technique. Furthermore, this analy-
sis/synthesis system combines high-quality synthesis with a particularly fast synthesis 
algorithm, an attractive combination for music synthesis applications. Also, using a 
priori pitch information in analysis-by-synthesis, it was possible to optimize analy-
sis performance and to reduce the overhead computation of fundamental frequency 
estimation and inter-frame coherence constraints. 
In order to gauge the effectiveness of the research presented and algorithms 
developer in t> is ihccis, v?? \ist topic addressed was a comparison of the quality of 
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synthetic and modified speech produced by the ABS/OLA and Sine-wave Transform 
Systems in a comparative testing environment. An objective comparison between 
analysis-by-syi.thesis and peak-picking was performed on the basis of a segmental 
SNR measure, using parameters determined by the two analysis algorithms; this test 
indicated a gain of 5-6 dB using analysis-by-synthesis versus peak picking for nominal 
numbers of components. 
In an attempt to quantify the relative subjective performance of the ABS/OLA 
and Sine-wave Transform systems, formal subjective testing was performed using a 
variation of the Paired Acceptability Rating Method (PARM). Synthetic speech, as 
well as time-, frequency- and pitch-scale modified speech produced by both systems 
was compared in a series of PARM modules: test results were analyzed in terms of 
their statistical distributions, with the Newman-Keuls test [87] applied to determine 
statistical significance. These subjective tests demonstrated a marked improvement 
in the quality of synthetic and modified speech using the ABS/OLA system, with 
almost all comparative results established as statistically significant. 
8.2 Interpretation of Results 
The Analysis-by-Synthesis/Overlap-Add system presented in this thesis possesses a 
number of positive features when applied to the problems of speech analysis/synthesis 
and speech modification.. Since the development of the ABS/OLA system often par-
allels that of the Sine-wavv? Transform System, it is particularly useful to highlight 
these features by way of comparison between the two techniques. 
Beginning with syiit:.2sis model definitions, consider the overlap-add sinusoidal 
model used '<n t'be AD3/C VA system (Equation 3.2), and the overlap-add model used 
to derive peak-pick;.ng-%2 0ys5.s in the STS (Equation 1.10). The difference between 
these models is the '.-ic.^r.oraticn of an envelope sequence a[n] in the ABS/OLA 
model to ?,c:ov-^ 5' '.-vv: *•) ^nsrgy va.-iatrons; the advantage of using this envelope 
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is that analysis-by-synthesis is able to explicitly use a[n] to increase performance 
when signal energy changes rapidly, whereas peak-picking assumes stationarity for 
all analyzed signal segments. Thus analysis-by-synthesis is capable of more uniform 
signal approximation than peak-picking. 
As mentioned before, a primary difference between the peak-picking and analysis-
by-synthesis algorithms is that peak-picking assumes spectral magnitude peaks cor-
respond to optimal frequencies, and that spectral values at these frequencies yield 
optimal amplitude and phase parameters; by contrast, analysis-by-synthesis attempts 
to explicitly determine parameters for each component in the approximation which 
minimize approximation error. There are two main advantages gained by the lat-
ter approach: First, since analysis-by-synthesis incorporates an explicit parameter 
search, it comes closer to optimal performance for a given number of components 
than peak-picking, particularly when stationarity assumptions break down. Inter-
estingly. as discussed in Section 7.1, the greatest source of approximation error in 
peak-picking can be traced to errors in frequency estimation; this makes sense when 
considering how sensitive sinusoidal modeling is to frequency errors. 
The second important advantage of analysis-by-synthesis is seen by referring to 
the frequency-domain analysis-by-synthesis example of Figure 3.6. The top left plot 
shows a signal spectrum and the "single component" spectrum which best approxi-
mates it; the sidelobes of the window spectrum are apparent in the single component 
spectrum. When a number of components are added together, sidelobes from com-
ponent spectra will interfere with each other, even if the mainlobes do not overlap, 
causing slight parameter estimation errors in peak-picking. 
While interference is arguably negligible for high-amplitude, low-frequency com-
ponents. the errors caused by low-frequency component sidelobes on relatively low-
amplitude high-frequency components is not so slight; this interference accounts for 
the "tonal quality'" often perceived at high frequencies in the Sine-wave Transform 
System. The advantage of analysis-by-synthesis is that since component spectra are 
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successively subtracted from the original spectrum, sidelobe interference is subtracted 
as well. Thus, this technique has the built-in ability to counteract interference, which 
eliminates tonal artifacts. 
One of the most significant features of the AB'S/OLA system is the ability to 
perform artifact-free speech modification using an overlap-add sinusoidal model. By 
manipulating quasi-harmonic component frequencies, the refined modification model 
of the ABS/OLA system manages to preserve phase coherence and waveform shape 
in the same manner as shape-invariant modification in the STS (as discussed in Sec-
tion 1.3.1). The main difference between the two approaches is that while the STS 
requires an interpolated parameter model, the refined modification model maintains 
exactly the same overlap-add structure used to define the analysis-by-synthesis tech-
nique. This correlation between analysis and synthesis techniques in the ABS/OLA 
system leads to more consistent and predictable quality in speech synthesis and mod-
ification. 
Another important distinction between the refined modification model of the 
ABS/OLA system and shape-invariant modification is seen by considering the strat-
egy used in the latter approach: In shape-invariant modification, temporal phase 
coherence is preserved by introducing a time shift to sk[n]. However, as discussed in 
Section 4.3.1 and illustrated in Figure 4.5, since component frequencies are not al-
tered to preserve intra-frame coherence, the time shift can cause a breakdown of phase 
coherence in the STS, particularly for non-stationary speech segments. By contrast, 
although a similar time-shifting strategy is used in the refined modification model, 
Equation 4.15 reveals that the time shift is only applied to harmonic components, 
hence intra-frame phase coherence is unaifected by the shift. 
The phasor interpolation algorithm represents a novel approach to performing 
pitch-scale modification using sinusoidaJi model parameters and a minimum-phase 
spectral envelope estimate H(e?u). Phasor interpolation bears a resemblance to the 
mixed-phase deconvolution algorithm. of the Sins-wavs T-rr^isfcrm 3ys':em, in that 
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residual phase parameters from the pitch onset time excitation model are incorpo-
rated in the parameterization of speech, and accounted for in the presence of modifi-
cation. However, while pitch modification using mixed-phase deconvolution performs 
frequency-scale modification of the excitation signal, phasor interpolation instead de-
fines an underlying function of frequency based on excitation. parameters which is 
resampled at the new fundamental frequency. As mentioned earlier, this implies both 
that speech bandwidth is preserved and that noise effects do not migrate (assuming 
bandlimited interpolation). 
As a final point, note that the refined overlap-add model in the ABS/OLA sys-
tem allows synthesis to be performed using two synthetic contributions per synthesis 
frame, regardless of the modification performed. By contrast, the Sine-wave Trans-
form System uses a third "mid-frame" synthetic contribution to perform overlap-add 
synthesis for frame lengths greater than 10 msec. As discussed in Chapter 5. this 
extra contribution per frame implies that ABS/OLA synthesis is typically faster than 
STS synthesis. 
8.3 Suggestions for Future Research 
While the research presented in this thesis has been largely successful in meeting 
the stated objectives and dealing with the necessairy questions involved in meeting 
these objectives, and while the ABS/OLA system has proven to be useful for the 
applications of speech analysis/synthesis, speech modification and music synthesis, 
a number of unresolved issues of performance, computation and application remain 
to be addressed. This section will summarize these issues and suggest some possible 
approaches to dealing with them. 
The envelope sequence <r[n] used in the ABS/OLA system is helpful in achiev-
ing accurate approximations of signals, parti calar-y when ism* .':>.e quasi-harmonic 
model. However, the quasi-Gaussian filtering t e c h n i c s .us-:.-"" : ^e'." mine a[n], while 
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effective, is computationally expensive. A more efficient filter structure which achieves 
similar performance would be in order for real-time implementations; an alternative 
approach would be to determine conditions under which a certain amount of ripple 
in ff[n] could be incorporated into the model without causing distortion. 
The computational load of analysis-by-synthesis, while manageable, remains an 
obstacle for real-time implementation on certain platforms. As pointed out in Chap-
ter 5, part of the computational load in analysis-by-synthesis derives from the need to 
calculate optimal component parameters for each candidate frequency. As mentioned 
there. Equation 3.53 suggests that simply choosing the maximum of each successive 
error spectrum provides a reasonable approximation of the optimal component fre-
quency for most frequency values. However, this approach can result in artifacts due 
to underapproximation in the low-frequency range. 
Most of the computational load in analysis-by-synthesis derives from exhaustive 
frequency searching. While exhaustive searching tends to optimize analysis accuracy. 
there is sufficient information in speech and music signal spectra to allow pruning of 
the search space with little loss of quality. One strategy that will be explored further 
is to pick a certain number of peaks from the original spectrum, perform analysis-
by-synthesis in narrow bands around those frequencies, then repeat the process after 
removing the analyzed components. 
Stopping conditions in analysis-by-synthesis are defined in terms of how close 
the approximation error is to zero. While this is useful for analysis of signals with 
little noise interference, significant additive noise can result in overapproximation 
and the undesirable tendency to capture noise as well as signal. For enhancement 
applications, it would be helpful to define a different stopping condition based on, for 
instance, the "whiteness" of the error for the condition of additive white noise. 
While the frequency blanking algorithm for perceptual enhancement of analysis-
by-synthesis works well for many cases, it results in poor quality speech when wa[n] 
is too short. Indeed, the question of perceptual factors in analysis-by-synthesis is an 
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open question. One possible solution is seen by considering Figure 3.6. As noted 
in Section 4.1. analysis-by-synthesis using the least-square error norm only accounts 
for the spectral magnitude at a given candidate frequency; if an error norm were 
defined which accounts for the match of spectral shape in the mainlobe, then very 
few spurious components would be chosen, without requiring a hard decision as in 
frequency blanking. 
The phasor interpolation algorithm for pitch-scale modification has several ad-
vantages as noted before; however, speech modified using this approach can sound 
strange for significant alterations of pitch. To deal with this problem, the pitch mod-
ification algorithm requires refinement to account for vocal tract changes which occur 
in human speech production at different pitch frequencies [25]. A more significant 
problem is the sensitivity of phasor interpolation to pitch estimation errors and the 
artifacts which often result. To deal with this problem, the causes of this sensitivity 
should be isolated and eliminated. 
Finally, it is worth noting that while speech modification and music synthesis 
were the primary application areas developed in this thesis, they are by no means the 
only area to which the ABS/OLA system may be applied. Currently, several other 
applications/such as helium speech enhancement, co-channel speaker separation, and 
speaker normalization for speech recognition are being explored. Also, the application 
of low bit-rate speech coding is worthy of special note. While sinusoidal modeling was 
originally developed for this application, the problem of parameterizing and coding 
phase has always been a stumbHng block; the discussion of phase coherence issues 
for speech modification using an overlap-add sinusoidal model suggests a possible 
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