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SOLUTIONS OF WEINSTEIN EQUATIONS REPRESENTABLE BY BESSEL
POISSON INTEGRALS OF BMO FUNCTIONS
JORGE J. BETANCOR, ALEJANDRO J. CASTRO, JUAN C. FARIÑA, AND L. RODRÍGUEZ-MESA
Abstract. We consider the Weinstein type equation Lλu = 0 on (0,∞)× (0,∞), where Lλ =
∂2t + ∂
2
x − λ(λ−1)x2 , with λ > 1. In this paper we characterize the solutions of Lλu = 0 on
(0,∞)×(0,∞) representable by Bessel-Poisson integrals of BMO-functions as those ones satisfying
certain Carleson properties.
1. Introduction
The space BMO(Rn) of bounded mean oscillation functions in Rn was introduced by John and
Nirenberg ([37]) in the context of partial differential equations. A function f ∈ L1loc(Rn) is in
BMO(Rn) provided that
‖f‖BMO(Rn) := sup
B
1
|B|
∫
B
|f(x)− fB |dx <∞,
where the supremum is taken over all balls B in Rn. Here, |B| denotes the Lebesgue measure of B
and fB represents the average of f on B, that is, fB = 1|B|
∫
B
f(x)dx. By identifying those functions
that differ by a constant, (BMO(Rn), ‖ · ‖BMO(Rn)) is a Banach space.
A celebrated result of Fefferman and Stein ([31]) establishes that BMO(Rn) is the dual space
of the Hardy space H1(Rn). The spaces H1(Rn) and BMO(Rn) turned out to be the correct
substitutes for L1(Rn) and L∞(Rn), respectively, as the domain and the target spaces of operators
appearing in harmonic analysis.
Since Fefferman and Stein’s paper ([31]) appeared, the space of bounded mean oscillation func-
tions has motivated the investigations of many mathematicians (see, for instance, [15], [18], [19],
[21], [22], [32], [35], [36], [38], [41], [43], [47], [48], [52] and [53]).
The space BMO(Rn) is closely connected to certain positive measures in Rn+1+ known as Carleson
measures. These measures were introduced by Carleson to solve the corona problem ([13]). A
positive measure µ on Rn+1+ is called a Carleson measure when
(1) ‖µ‖C := sup
Q
µ(Q× (0, `(Q))
|Q| <∞,
where the supremum is taken over all cubes Q in Rn. Here `(Q) denotes the length of the edge of
Q.
If f is a measurable function on Rn such that
∫
Rn |f(x)|(1 + |x|)−n−1dx < ∞, then, for every
t > 0, the Poisson integral Pt(f) of f is defined by
Pt(f)(x) =
∫
Rn
Pt(x− y)f(y)dy, x ∈ Rn and t > 0,
where
Pt(z) =
Γ(n+ 1/2)
pin+1/2
t
(|z|2 + t2)(n+1)/2 , z ∈ R
n and t > 0.
The characterization of the bounded mean oscillation functions via Carleson measures was given by
Fefferman and Stein.
Theorem A. ([31, p. 145]) Let f ∈ L1loc(Rn). Then, f ∈ BMO(Rn) if, and only if,
∫
Rn |f(x)|(1 +
|x|)−n−1dx <∞ and the measure t|∇Pt(f)(x)|2dxdt is Carleson in Rn+1+ , where ∇ = (∂x1 , . . . , ∂xn , ∂t).
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Some versions of this result for BMO-type spaces associated with operators have been established
in the last decade (see [6], [23], [25], [35] and [40], amongst others).
Theorem A was completed by Fabes, Johnson and Neri ([28] and [29]). An harmonic function u
defined on Rn+1+ is said to be in HMO(R
n+1
+ ) provided that
sup
Q
1
|Q|
∫ `(Q)
0
∫
Q
|t∇u(x, t)|2 dxdt
t
<∞,
where the supremun is taken over all cubes in Rn. Theorem A implies that Pt(BMO(Rn)) ⊆
HMO(Rn+1+ ) suitably understood. The equality is established in the following.
Theorem B. ([29, Theorem 1.0]). A function u ∈ HMO(Rn+1+ ) if, and only if, there exits f ∈
BMO(Rn) such that u(x, t) = Pt(f)(x), (x, t) ∈ Rn+1+ .
Other proof of Theorem B can be encountered in [28, Theorem 1.0]. The result in Theorem
B was also proved by Fabes and Neri [30] when Rn+1+ is replaced by a bounded starlike Lipschitz
domain ([30, Theorem p. 35]). More recently, Chen [16, Theorems A and 18] and Chen and Luo [17]
characterized the harmonic functions in M × (0,∞), where M is a complete connected Riemannian
manifold with positive Ricci curvature, having BMO(M) traces. In [23, Theorem 1.1] Duong, Yang,
and Zhang have extended Theorem B to Poisson integrals and BMO functions in the Schrödinger
operator setting.
Our objective in this paper is to establish a version of Theorem B in the Bessel operator context.
The study of harmonic analysis associated with Bessel operators was began in a systematic way
by Muckenhoupt and Stein ([42]). In the last decade Bessel harmonic analysis has been developed
(see, for instance, [3], [4], [8], [9], [10], [24], [45] and [54]).
For λ > 0 we consider the Bessel operator on (0,∞)
Bλ =
d2
dx2
− λ(λ− 1)
x2
= x−λ
d
dx
x2λ
d
dx
x−λ.
According to [42, §16] the Poisson semigroup {Pλt }t>0 associated with the Bessel operator Bλ is
defined as follows. If f ∈ Lp(0,∞), 1 ≤ p ≤ ∞,
Pλt (f)(x) =
∫ ∞
0
Pλt (x, y)f(y)dy, x, t ∈ (0,∞),
where
Pλt (x, y) =
2λ(xy)λt
pi
∫ pi
0
(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+1 dθ, x, y, t ∈ (0,∞).
Lp-boundedness properties of {Pλt }t>0 and the associated maximal operators were studied in [11]
and [46]. The semigroup {Pλt }t>0 has not the Markovian property, that is, Pλt does not map
constants into constants. This fact produces technical difficulties when studying Bessel Poisson
semigroups on functions of bounded mean oscillation (see [6]).
We denote by BMOo(R) the space of all those odd functions f ∈ BMO(R). Let 1 < p < ∞.
For every f ∈ BMOo(R) there exists C > 0 such that,
(2)
{
1
|I|
∫
I
|f(x)− fI |pdx
}1/p
≤ C,
for every interval I = (a, b), 0 < a < b <∞ and
(3)
{
1
|I|
∫
I
|f(x)|pdx
}1/p
≤ C,
for each interval I = (0, b), 0 < b < ∞. Moreover, the quantity inf{C > 0 : (2) and (3) hold} is
equivalent to ‖f‖BMO(R).
Conversely, if f ∈ L1loc[0,∞) satisfies (2) and (3) for all admisible intervals, then the odd extension
fo of f to R belongs to BMOo(R) and ‖fo‖BMO(R) is equivalent to the quantity ‖f‖BMOo(R) :=
inf{C > 0 : (2) and (3) hold} (see [12, Proposition 12] and [50, Corollary p. 144]). In this case we
also say that f ∈ BMOo(R).
As in (1) we say that a positive measure µ on (0,∞)× (0,∞) is Carleson when
‖µ‖C := sup
I
µ(I × (0, |I|))
|I| <∞,
where the supremun is taken over all bounded intervals I ⊂ (0,∞).
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In [6] it was proved a Bessel version of Theorem A.
Theorem C. ([6, Theorem 1.1]). Let λ > 0. Assume that f ∈ L1loc[0,∞). Then, the following
assertions are equivalent.
(i) f ∈ BMOo(R).
(ii) (1 + x2)−1f ∈ L1(0,∞) and
dγf (x, t) =
∣∣t∂tPλt (f)(x)∣∣2 dxdtt
is a Carleson measure on (0,∞)× (0,∞).
Moreover, the quantities ‖f‖2BMOo(R) and ‖γf‖C are equivalent.
Remark. Another characterization of BMOo(R), slightly different to (ii) in Theorem C and that
will be used in Section 3, is given in Lemma 3.1.
If Ω ⊆ (0,∞)× R we say that a function u ∈ C2(Ω) is λ-harmonic provided that
∂2t u(x, t) +Bλ,xu(x, t) = 0, (x, t) ∈ Ω.
The operator ∂2t +Bλ,x is related to the Weinstein operator associated with the generalized axially
symmetric potential theory (see [14] and the references there). We can write Bλ = −D∗λDλ, where
Dλ = x
λ d
dxx
−λ and D∗λ is the formal adjoint operator of Dλ in L
2(0,∞). We define the λ-gradient
∇λ by
∇λ = (Dλ,x, ∂t) .
The main result of this paper is the following.
Theorem 1. Let λ > 1. Assume that u is a λ-harmonic function on (0,∞) × (0,∞) such that
x−λu(x, t) ∈ C∞(R × (0,∞)) and is even in the x-variable. Then, the following assertions are
equivalent.
(i) There exists f ∈ BMOo(R) such that u(x, t) = Pλt (f)(x), (x, t) ∈ (0,∞)× (0,∞).
(ii) The measure
dµλ(x, t) = |t∇λu(x, t)|2 dxdt
t
is Carleson on (0,∞)× (0,∞).
Moreover, the quantities ‖f‖2BMOo(R) and ‖µλ‖C are equivalent.
Note that the property (ii) in Theorem 1 is stronger than the condition (ii) in Theorem C.
In the next sections we prove Theorem 1. In the sequel by C we always denote a positive constant
not necessarily the same in each occurrence.
2. Proof of (i) =⇒ (ii) in Theorem 1
As it can be observed along the proof, this part of Theorem 1 is valid for λ > 0.
Assume that u(x, t) = Pλt (f)(x), x, t ∈ (0,∞), for a certain f ∈ BMOo(R). According to
Theorem C the measure
dγf (x, t) =
∣∣t∂tPλt (f)(x)∣∣2 dxdtt
is Carleson on (0,∞)× (0,∞). Moreover, we have that
‖γf‖C ≤ C‖f‖2BMOo(R),
where C > 0 does not depend on f .
We are going to see that the measure
dρf (x, t) = |tDλ,xPλt (f)(x)|2
dxdt
t
is Carleson on (0,∞)× (0,∞) and that
‖ρf‖C ≤ C‖f‖2BMOo(R),
for certain C > 0 which does not depend on f .
Let I = (a, b) where 0 ≤ a < b <∞. We decompose f as follows
f = (f − f2I)χ2I + (f − f2I)χ(0,∞)\2I + f2I =: f1 + f2 + f3.
Here 2I = (xI − |I|, xI + |I|) ∩ (0,∞) and xI = (a+ b)/2.
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We will prove that
(4)
1
|I|
∫ |I|
0
∫
I
|tDλ,xPλt (fj)(x)|2
dxdt
t
≤ C‖f‖2BMOo(R), j = 1, 2, 3,
for certain C > 0 independent of I and f .
2.1. Proof of (4) for j = 1. We introduce the Littlewood-Paley function gλ defined by
gλ(F )(x) =
(∫ ∞
0
|tDλ,xPλt (F )(x)|2
dt
t
)1/2
, x ∈ (0,∞),
for every F ∈ L2(0,∞).
Lemma 2.1. Let λ > 0. The Littlewood-Paley function gλ is a bounded (sublinear) operator from
L2(0,∞) into itself.
Proof. We consider the Hankel transformation hλ defined by
hλ(F )(x) =
∫ ∞
0
√
xyJλ−1/2(xy)F (y)dy, x ∈ (0,∞),
for every F ∈ L1(0,∞). Here Jν denotes the Bessel function of the first kind and order ν. The
transformation hλ can be extended from L1(0,∞)∩L2(0,∞) to L2(0,∞) as an isometry of L2(0,∞),
where h−1λ = hλ ([51, Ch. VIII]).
Let F ∈ L2(0,∞). According to [42, (16.1’)] we have that
Pλt (F )(x) = hλ(e
−ythλ(F ))(x), x, t ∈ (0,∞).
Since ddz (z
−νJν(z)) = −z−νJν+1(z), z ∈ (0,∞), and e−ythλ(F ) ∈ L1(0,∞), t > 0, we get
Dλ,xP
λ
t (F )(x) = −hλ+1(ye−ythλ(F ))(x), x, t ∈ (0,∞).
Then,
‖gλ(F )‖2L2(0,∞) =
∫ ∞
0
∫ ∞
0
|tDλ,xPλt (F )(x)|2
dxdt
t
=
∫ ∞
0
t
∫ ∞
0
|hλ+1(ye−tyhλ(F )(y))(x)|2dxdt
=
∫ ∞
0
t
∫ ∞
0
y2e−2ty|hλ(F )(y)|2dydt
=
∫ ∞
0
y2|hλ(F )(y)|2
∫ ∞
0
te−2tydtdy =
1
4
‖hλ(F )‖2L2(0,∞) =
1
4
‖F‖2L2(0,∞).

Lemma 2.1 leads to
1
|I|
∫ |I|
0
∫
I
|tDλ,xPλt (f1)(x)|2
dxdt
t
≤ 1|I|
∫ ∞
0
|gλ(f1)(x)|2dx ≤ C|I|
∫ ∞
0
|f1(y)|2dy
=
C
|I|
∫
2I
|f(y)− f2I |2dy ≤ C‖f‖2BMOo(R),
being C independent of I and f .
2.2. Proof of (4) for j = 2. First of all we establish the following estimation for the kernel
Dλ,xP
λ
t (x, y), x, y, t ∈ (0,∞).
Lemma 2.2. Let λ > 0. Then,
|Dλ,xPλt (x, y)| ≤
C
(x− y)2 + t2 , x, y, t ∈ (0,∞).
Proof. We write the following decomposition
Dλ,xP
λ
t (x, y) = −
4λ(λ+ 1)
pi
(xy)λt
∫ pi
0
(sin θ)2λ−1(x− y cos θ)
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
=: Pλ,1t (x, y) + P
λ,2
t (x, y), x, y, t ∈ (0,∞),(5)
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where
Pλ,1t (x, y) = −
4λ(λ+ 1)
pi
(xy)λt
∫ pi/2
0
(sin θ)2λ−1(x− y cos θ)
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 dθ, x, y, t ∈ (0,∞).
We have that
(6) |Pλ,2t (x, y)| ≤ C(xy)λt
x+ y
((x− y)2 + t2 + 2xy)λ+2 ≤
C
(x− y)2 + t2 , x, y, t ∈ (0,∞).
On the other hand, since
|x− y cos θ| ≤ |x− y|+ min{x, y}(1− cos θ), x, y ∈ (0,∞), θ ∈ R,
and sin θ ∼ θ and 2(1− cos θ) ∼ θ2, θ ∈ [0, pi/2], it follows that
|Pλ,1t (x, y)| ≤ C(Pλ,1,1t (x, y) + Pλ,1,2t (x, y)), x, y, t ∈ (0,∞),
where
Pλ,1,1t (x, y) = (xy)
λt|x− y|
∫ pi/2
0
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2 dθ, x, y, t ∈ (0,∞),
and
Pλ,1,2t (x, y) = (xy)
λtmin{x, y}
∫ pi/2
0
θ2λ+1
((x− y)2 + t2 + xyθ2)λ+2 dθ, x, y, t ∈ (0,∞).
We get
Pλ,1,1t (x, y) ≤ C(xy)λt|x− y|
∫ ∞
0
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2 dθ
≤ C t|x− y|
((x− y)2 + t2)2 ≤
C
(x− y)2 + t2 , x, y, t ∈ (0,∞),
and
Pλ,1,2t (x, y) ≤ C
(xy)λtmin{x, y}
((x− y)2 + t2)3/2
∫ pi/2
0
θ2λ+1
(xyθ2)λ+1/2
dθ
≤ C
(x− y)2 + t2
min{x, y}√
xy
≤ C
(x− y)2 + t2 , x, y, t ∈ (0,∞).
Hence,
(7) |Pλ,1t (x, y)| ≤
C
(x− y)2 + t2 , x, y, t ∈ (0,∞).
Thus, the result follows from (5), (6) and (7). 
We now proceed as in [6, pp. 468-469]. By Lemma 2.2 we can write
|Dλ,xPλt (f2)(x)| ≤ C
∫
(0,∞)\2I
|f(y)− f2I |
(x− y)2 + t2 dy ≤ C
∫
(0,∞)\2I
|f(y)− f2I |
(xI − y)2 + t2 dy
≤ C|I|
∞∑
k=1
1
2k
(
1
2k|I|
∫
2k+1I
|f(y)− f2k+1I |dy + |f2k+1I − f2I |
)
≤ C|I| ‖f‖BMOo(R), x ∈ I and t > 0.
In the last inequality we have taken into account [33, Ch. VI (1.3)] and that, if k ∈ N \ {0} and
2k|I| > xI , then 2k+1I ⊂ (0, 2k+1|I|) and∫
2k+1I
|f(y)− f2k+1I |dy ≤
∫ 2k+1|I|
0
(|f(y)|+ |f2k+1I |)dy ≤ 2k+3|I|‖f‖BMOo(R).
We conclude that
1
|I|
∫ |I|
0
∫
I
|tDλ,xPλt (f2)(x)|2
dxdt
t
≤ C‖f‖2BMOo(R),
with C independent of I and f .
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2.3. Proof of (4) for j = 3. Note firstly that
|f2I | ≤ 1|I|
∫
2I
|f(y)|dy ≤ xI + |I||I| ‖f‖BMOo(R).
Then, estimation (4) for j = 3 will be proved once we show the following.
Lemma 2.3. Let λ > 0. There exists C > 0 such that
(8)
(xJ + |J |)2
|J |3
∫ |J|
0
∫
J
|tDλ,xPλt (1)(x)|2
dxdt
t
≤ C,
for every bounded interval J on (0,∞).
Proof. We take in mind the decomposition (5). As in (6) we get
|Pλ,2t (x, y)| ≤ C
(x+ y)t
(x2 + y2 + t2)2
≤ C
x2 + y2 + t2
, x, y, t ∈ (0,∞).
Then,
(9)
∣∣∣∣∫ ∞
0
Pλ,2t (x, y)dy
∣∣∣∣ ≤ C ∫ ∞
0
dy
x2 + y2 + t2
≤ C
x+ t
, x, t ∈ (0,∞).
Now we write the following spliting∫ ∞
0
Pλ,1t (x, y)dy =
(∫ x/2
0
+
∫ 3x/2
x/2
+
∫ ∞
3x/2
)
Pλ,1t (x, y)dy
=: Q1t (x) +Q
2
t (x) +Q
3
t (x), x ∈ (0,∞).
According to (7) we get
|Q1t (x)| ≤ C
∫ x/2
0
dy
(x− y)2 + t2 ≤ C
x
x2 + t2
≤ C
x+ t
, x, t ∈ (0,∞),
and
|Q3t (x)| ≤ C
∫ ∞
3x/2
dy
(y − x+ t)2 ≤
C
x+ t
, x, t ∈ (0,∞).
We decompose Q2t (x), t, x ∈ (0,∞), in the following way.
Q2t (x) = −
4λ(λ+ 1)
pi
t
∫ 3x/2
x/2
(xy)λy
∫ pi/2
0
(1− cos θ)(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 dθdy
− 4λ(λ+ 1)
pi
t
∫ 3x/2
x/2
(xy)λ(x− y)
×
∫ pi/2
0
(
(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 −
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2
)
dθdy
+
4λ(λ+ 1)
pi
t
∫ 3x/2
x/2
(xy)λ(x− y)
∫ ∞
pi/2
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2 dθdy
− 4λ(λ+ 1)
pi
t
∫ 3x/2
x/2
(xy)λ(x− y)
∫ ∞
0
θ2λ−1
((x− y)2 + t2 + xyθ2)λ+2 dθdy
=:
4∑
j=1
Ij(x, t), x, t ∈ (0,∞).
Observe firstly that I4(x, t) = 0, t, x ∈ (0,∞). Indeed, we have that
I4(x, t) = −4λ(λ+ 1)
pi
t
∫ ∞
0
u2λ−1
(1 + u2)λ+2
du
∫ 3x/2
x/2
(xy)λ(x− y)
(xy)λ((x− y)2 + t2)2 dy
= −2t
pi
∫ x/2
−x/2
z
(z2 + t2)2
dz = 0, x, t ∈ (0,∞).
We are going to see that
|Ij(x, t)| ≤ C
x+ t
, x, t ∈ (0,∞) and j = 1, 2, 3.
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Since 2(1− cos θ) ∼ θ2 and sin θ ∼ θ, when θ ∈ [0, pi/2], we can write
|I1(x, t)| ≤ Ctx2λ+1
∫ 3x/2
x/2
∫ pi/2
0
θ2λ+1
((x− y)2 + t2 + (xθ)2)λ+2 dθdy
≤ Ct
∫ 3x/2
x/2
∫ ∞
0
dθdy
((x− y)2 + t2 + (xθ)2)3/2
≤ C t
x
∫ 3x/2
x/2
dy
(x− y)2 + t2 ≤ C
t
x
∫ x/2
0
dz
z2 + t2
≤ C t
x
∫ x/2
0
dz
(z + t)2
≤ C
x+ t
, x, t ∈ (0,∞).
Also,
|I3(x, t)| ≤ Ctx2λ
∫ 3x/2
x/2
∫ ∞
pi/2
θ2λ−1
((x− y)2 + t2 + (xθ)2)λ+3/2 dθdy
≤ Ct
∫ 3x/2
x/2
1
((x− y)2 + t2)3/2
∫ ∞
pi
2
x√
(x−y)2+t2
u2λ−1
(1 + u2)λ+3/2
dudy
≤ C t
x
∫ 3x/2
x/2
√
(x− y)2 + t2
((x− y)2 + t2)3/2 dy
∫ ∞
0
u2λ
(1 + u2)λ+3/2
du
≤ C t
x
∫ 3x/2
x/2
dy
(x− y)2 + t2 ≤
C
x+ t
, x, t ∈ (0,∞).
By using that |(sin θ)2λ−1 − θ2λ−1| ≤ Cθ2λ+1, θ ∈ (0, pi/2), and that∣∣∣∣ 1((x− y)2 + t2 + 2xy(1− cos θ))λ+2 − 1((x− y)2 + t2 + xyθ2)λ+2
∣∣∣∣ ≤ C xyθ4((x− y)2 + t2 + xyθ2)λ+3 ,
for each θ ∈ (0, pi/2) and t, x, y ∈ (0,∞), we obtain∣∣∣∣ (sin θ)2λ−1((x− y)2 + t2 + 2xy(1− cos θ))λ+2 − θ2λ−1((x− y)2 + t2 + xyθ2)λ+2
∣∣∣∣
≤ C
(
θ2λ+1
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 + θ
2λ−1 xyθ
4
((x− y)2 + t2 + xyθ2)λ+3
)
≤ C θ
2λ+1
((x− y)2 + t2 + xyθ2)λ+2 , θ ∈
(
0,
pi
2
)
, x, y, t ∈ (0,∞).
Then,
|I2(x, t)| ≤ Ctx2λ
∫ 3x/2
x/2
|x− y|
∫ pi/2
0
θ2λ+1
((x− y)2 + t2 + (xθ)2)λ+2 dθdy
≤ Ctx2λ
∫ 3x/2
x/2
∫ pi/2
0
θ2λ+1
((x− y)2 + t2 + (xθ)2)λ+3/2 dθdy
≤ Ctx2λ
∫ 3x/2
x/2
dy
(x− y)2 + t2
∫ pi/2
0
θ2λ+1
(xθ)2λ+1
dθ
≤ C t
x
∫ 3x/2
x/2
dy
(x− y)2 + t2 ≤
C
x+ t
, x, t ∈ (0,∞).
We conclude that
|Q2t (x)| ≤
C
x+ t
, x, t ∈ (0,∞).
Hence,
(10)
∣∣∣∣∫ ∞
0
Pλ,1t (x, y)dy
∣∣∣∣ ≤ Cx+ t , x, t ∈ (0,∞).
Let J a bounded interval in (0,∞). If xJ < |J |, we obtain by (9) and (10)
(xJ + |J |)2
|J |3
∫ |J|
0
∫
J
t
∣∣∣∣∫ ∞
0
|Dλ,xPλt (x, y)dy
∣∣∣∣2 dxdt ≤ C|J |
∫ |J|
0
∫ 2|J|
0
t
(x+ t)2
dxdt
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≤ C|J |
∫ |J|
0
dt√
t
∫ 2|J|
0
dx√
x
≤ C.
If xJ ≥ |J |, again by (9) and (10) we can write
(xJ + |J |)2
|J |3
∫ |J|
0
∫
J
t
∣∣∣∣∫ ∞
0
|Dλ,xPλt (x, y)dy
∣∣∣∣2 dxdt ≤ C (xJ + |J |)2|J |3
∫ |J|
0
tdt
∫ xJ+|J|/2
xJ−|J|/2
dx
x2
≤ C (xJ + |J |)
2
|J |
(
1
xJ − |J |/2 −
1
xJ + |J |/2
)
≤ C (xJ + |J |)
2
(xJ + |J |/2)(xJ − |J |/2)
≤ C xJ + |J |
2xJ − |J | ≤ C.
Note that the constant C does not depend on J . Thus, (8) is established. 
By considering Lemma 2.3 and the estimate for |f2I | we deduce that
1
|I|
∫ |I|
0
∫
I
|tDλ,xPλt (f3)(x)|2
dxdt
t
≤ C‖f‖2BMOo(R).
Property (4) is established and we conclude that ρf is a Carleson measure on (0,∞) × (0,∞)
and
‖ρf‖C ≤ C‖f‖2BMOo(R).
Thus the proof of (i) =⇒ (ii) in Theorem 1 is finished.
3. Proof of (ii) =⇒ (i) in Theorem 1
We start this section showing the following characterization of BMOo(R) which we need later.
Its proof follows the arguments in [6, Theorem 1.1] with minor modifications.
Lemma 3.1. Let λ > 0. Suppose f ∈ L1loc[0,∞). Then, the following assertions are equivalent.
(i) f ∈ BMOo(R).
(ii) xλ(1 + x2)−λ−1f ∈ L1(0,∞) and
dγf (x, t) =
∣∣t∂tPλt (f)(x)∣∣2 dxdtt
is a Carleson measure on (0,∞)× (0,∞).
Moreover, the quantities ‖f‖2BMOo(R) and ‖γf‖C are equivalent.
Proof. (i)⇒ (ii). It follows from Theorem C.
(ii) ⇒ (i). We can proceed as in [6, Section 4] by establishing the result in [6, Proposition 4.4]
for the new conditions on f . Actually, we only have to take into account the following estimations.
Let a be an (odd)-atom, that is, a measurable function satisfying one of the next properties:
(a) a = δ−1χ(0,δ), for some δ > 0;
(b) there exists a bounded interval I ⊂ (0,∞) such that supp a ⊂ I, ∫
I
a(x)dx = 0 and
‖a‖L∞(0,∞) ≤ |I|−1.
We have that
(11)
∫ ∞
0
|t∂tPλt (y, z)∂tPλt (a)(y)|dy ≤ C
zλ
(1 + z2)λ+1
, z, t ∈ (0,∞),
with C independent of z.
Indeed, since
∂tP
λ
t (x, y) =
2λ
pi
(xy)λ
[∫ pi
0
(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+1 dθ
−2(λ+ 1)t2
∫ pi
0
(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+2 dθ
]
, x, y, t ∈ (0,∞),
we get
(12)∣∣∂tPλt (x, y)∣∣ ≤ C ∫ pi
0
(xy)λ(sin θ)2λ−1
((x− y)2 + t2 + 2xy(1− cos θ))λ+1 dθ ≤ C
(xy)λ
((x− y)2 + t2)λ+1 , x, y, t ∈ (0,∞),
and also
(13)
∣∣∂tPλt (x, y)∣∣ ≤ C(x− y)2 + t2 , x, y, t ∈ (0,∞).
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Assume that supp a ⊂ (0, α) for certain α > 0. Then,∣∣∂tPλt (a)(y)∣∣ ≤ ‖a‖L∞(0,∞) ∫ α
0
(yz)λ
((y − z)2 + t2)λ+1 dz
≤ Cyλ

t−2λ−2
∫ α
0
zλdz, 0 < y ≤ 2α,
(y2 + t2)−λ−1
∫ α
0
zλdz, y ≥ 2α,
≤ C y
λ
(1 + y2)λ+1
, y, t ∈ (0,∞),
where C > 0 does not depend on y. Hence, by using (12) and (13) it follows that∫ ∞
0
|t∂tPλt (y, z)∂tPλt (a)(y)|dy
≤ C
[(∫ z/2
0
+
∫ ∞
2z
)
t(yz)λ
((y − z)2 + t2)λ+1
yλ
(1 + y2)λ+1
dy +
∫ 2z
z/2
t
(y − z)2 + t2
yλ
(1 + y2)λ+1
dy
]
≤ Ctzλ
[
1
(z2 + t2)λ+1
∫ z/2
0
y2λ
(1 + y2)λ+1
dy +
1
(1 + z2)λ+1
∫ ∞
2z
y2λ
(y2 + t2)λ+1
dy
+
1
(1 + z2)λ+1
∫ 2z
z/2
dy
(x− y)2 + t2 dy
]
≤ C z
λ
(1 + z2)λ+1
, z, t ∈ (0,∞).
Here, the constant C can depend on t, but is independent of z.
On the other hand we need to estimate supt>0 |Mλt (a)(z)|, z ∈ (0,∞), where
Mλt (a) =
1
4
[
t∂vP
λ
2v(a)|v=t − Pλ2t(a)
]
, t ∈ (0,∞).
According to [6, p. 492] we have that
sup
t>0
|Mλt (a)(z)| ≤ C
{
1, 0 < z ≤ 2α,
z−λ−2, z ≥ 2α. ≤ C

1, 0 < z ≤ 2α,
zλ
(1 + z2)λ+1
, z ≥ 2α,
which allows us to obtain
(14)
∫ ∞
0
|f(z)| sup
t>0
|Mλt (a)(z)|dz ≤
∫ 2α
0
|f(z)|dz +
∫ ∞
2α
zλ|f(z)|
(1 + z2)λ+1
dz <∞.
By using (11) and (14) and proceeding as in [6, Section 4] we conclude our result. 
Assume that u is a λ-harmonic function on (0,∞)×(0,∞) such that x−λu(x, t) ∈ C∞(R×(0,∞))
is even in the x-variable and that the measure
dµλ(x, t) = |t∇λu(x, t)|2 dxdt
t
is Carleson on (0,∞)× (0,∞).
The function u satisfies the equation
∂2t u+ ∂
2
xu−
λ(λ− 1)
x2
u = 0,
in a weak sense on R× (0,∞), that is, for every φ ∈ C∞c (R× (0,∞)), the space of smooth functions
having compact support on R× (0,∞),
(15) 0 =
∫
R×(0,∞)
(
∂tu(x, t)∂tφ(x, t) + ∂xu(x, t)∂xφ(x, t) +
λ(λ− 1)
x2
u(x, t)φ(x, t)
)
dxdt.
Indeed, let φ ∈ C∞c (R × (0,∞)). We choose 0 < a < ∞ and 0 < b1 < b2 < ∞ such that
supp(φ) ⊂ [−a, a]× [b1, b2] and define v(x, t) = x−λu(x, t), (x, t) ∈ R× (0,∞).
Since v ∈ C2(R× (0,∞)) and λ > 1, we have that ux2 , ∂xu and ∂tu are in L1loc(R× (0,∞)), and
limx→0 ∂xu(x, t) = 0, for every t ∈ (0,∞). Moreover,
∂2t u(x, t) + ∂
2
xu(x, t)−
λ(λ− 1)
x2
u(x, t) = 0, (x, t) ∈ (R \ {0})× (0,∞).
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Then, we can write∫
R×(0,∞)
(
∂tu(x, t)∂tφ(x, t) + ∂xu(x, t)∂xφ(x, t) +
λ(λ− 1)
x2
u(x, t)φ(x, t)
)
dxdt
= lim
ε→0+
∫ b2
b1
(∫ −ε
−a
+
∫ a
ε
)(
∂tu(x, t)∂tφ(x, t) + ∂xu(x, t)∂xφ(x, t) +
λ(λ− 1)
x2
u(x, t)φ(x, t)
)
dxdt
= lim
ε→0+
∫ b2
b1
(∫ −ε
−a
+
∫ a
ε
)(
−∂2t u(x, t)− ∂2xu(x, t) +
λ(λ− 1)
x2
u(x, t)
)
φ(x, t)dxdt = 0.
Since (15) holds, by proceeding as in [23, Lemma 2.6] (see also [49, Lemma 2.1]) we can prove that
the function u2 is subharmonic in R× (0,∞). Hence, for every x0 ∈ R, t0 ∈ (0,∞) and 0 < r < t0,
|u(x0, t0)| ≤
(
1
pir2
∫
B((x0,t0),r)
|u(x, t)|2dxdt
)1/2
.
It is clear that ∂tu satisfies the same properties than u. Then, for every x0 ∈ R, t0 ∈ (0,∞) and
0 < r < t0,
|∂tu(x0, t0)| ≤
(
1
pir2
∫
B((x0,t0),r)
|∂tu(x, t)|2dxdt
)1/2
.
Since the measure t|∂tu(x, t)|2dxdt is Carleson on (0,∞)× (0,∞) we have that, for every x0, t0 ∈
(0,∞),
|(∂su(x0, s))|s=t0 | ≤ C
(
1
t20
∫
B((x0,t0),t0/2)
|∂tu(x, t)|2dxdt
)1/2
≤ C
(
1
t20
∫ 3t0/2
t0/2
∫ x0+t0/2
x0−t0/2
|∂tu(x, t)|2dxdt
)1/2
≤ C
t0
(
1
t0
∫ 3t0/2
0
∫
I(x0,t0)
t|∂tu(x, t)|2dxdt
)1/2
≤ C
t0
‖t|∂tu(x, t)|2dxdt‖1/2C ,(16)
where I(x0, t0) = (x0 − 3t04 , x0 + 3t04 ) ∩ (0,∞). We have used that |∂tu(x, t)| = |∂tu(−x, t)|, x ∈ R
and t ∈ (0,∞).
From (16) we deduce that, for every t0 > 0, there exists C > 0 such that
(17) |∂tu(x, t)| ≤ C, x ∈ R and t ≥ t0.
Our next objective is to show that, for every t0 > 0,
(18) ∂tu(x, t+ t0) = Pλt ((∂su(·, s))|s=t0)(x), x, t ∈ (0,∞).
In order to see this property we establish previously some results.
Lemma 3.2. Let λ > 0. Suppose that f is a continuous function on (0,∞) such that∫ ∞
0
yλ|f(y)|
(1 + y2)λ+1
dy <∞.
Then, the function
v(x, t) =
{
Pλt (f)(x), x, t ∈ (0,∞),
f(x), x ∈ (0,∞), t = 0
is λ-harmonic in (0,∞)× (0,∞) and continuous in (0,∞)× [0,∞).
Proof. Differentiating under the integral sign and using [42, (16.1’)] it is not hard to see that v is
λ-harmonic function on (0,∞)× (0,∞).
Suposse firstly that f is bounded in (0,∞). Let x0 ∈ (0,∞). We write the following decomposi-
tion
Pλt (f)(x)− f(x0) =
∫ ∞
0
Pλt (x, y)[f(y)− f(x0)]dy +
(∫ ∞
0
Pλt (x, y)dy − 1
)
f(x0)
=: I1(x, t) + I2(x, t), x, t ∈ (0,∞).
Assume that ε > 0. There exists δ ∈ (0, x0/2) such that |f(y)−f(x0)| < ε provided that |y−x0| < δ,
because f is continuous in x0. Since f is bounded in (0,∞) we get
|I1(x, t)| ≤
(∫
|y−x0|<δ
+
∫
|y−x0|≥δ
)
Pλt (x, y)|f(y)− f(x0)|dy
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≤ ε
∫
|y−x0|<δ
Pλt (x, y)dy + 2‖f‖L∞(0,∞)
∫
|y−x0|≥δ
Pλt (x, y), x, t ∈ (0,∞).
By [42, p. 86, (b)] we obtain∫
|y−x0|<δ
Pλt (x, y)dy ≤ C
∫ +∞
−∞
t
(x− y)2 + t2 dy ≤ C, x, t ∈ (0,∞),
and ∫
|y−x0|≥δ
Pλt (x, y)dy ≤ C
∫
|y−x0|≥δ
t
(x− y)2 + t2 dy ≤ Ct
∫
|y−x0|≥δ
dy
(x− y)2
≤ Ct
∫
|y−x|≥δ/2
dy
(x− y)2 ≤ C
t
δ
, |x− x0| < δ
2
and t > 0.
Hence,
(19) |I1(x, t)| ≤ C
(
ε+
t
δ
)
, |x− x0| < δ
2
and t > 0.
On the other hand, by taking into account that
∫∞
0
x−λyλPλt (x, y)dy = 1, x, t ∈ (0,∞), (see,
[26, p. 29 (4)], [34, §2 (1), (2)] and [42, (16.1’)]), we get∣∣∣∣∫ ∞
0
Pλt (x, y)dy − 1
∣∣∣∣ ≤ ∫ ∞
0
∣∣∣∣1− (yx)λ
∣∣∣∣Pλt (x, y)dy.
We choose η ∈ (0, 1) such that |1 − zλ| < ε provided that |1 − z| < η. From [42, p. 86, (b)] we
deduce that∣∣∣∣∫ ∞
0
Pλt (x, y)dy − 1
∣∣∣∣ ≤
(∫ (1−η)x
0
+
∫ (1+η)x
(1−η)x
+
∫ ∞
(1+η)x
)∣∣∣∣1− (yx)λ
∣∣∣∣Pλt (x, y)dy
≤ C
(∫ (1−η)x
0
(1 + (1− η)λ)t
(x− y)2 + t2 dy + ε
∫ (1+η)x
(1−η)x
t
(x− y)2 + t2 dy
+
∫ ∞
(1+η)x
((y
x
)λ
− 1
)
t(xy)λ
((x− y)2 + t2)λ+1 dy
)
≤ C
(
(1 + (1− η)λ)t
(ηx)2
∫ (1−η)x
0
dy + ε+ t
∫ ∞
(1+η)x
(yλ − xλ)yλ
( ηy1+η )
2λ+2
dy
)
≤ C
(
t
η2x
+ ε+
t
η2λ+2
∫ ∞
(1+η)x
dy
y2
)
≤ C
(
ε+
t
η2λ+2x
)
≤ C
(
ε+
t
η2λ+2
)
, |x− x0| < x0
2
and t > 0.
Then
(20) |I2(x, t)| ≤ C
(
ε+
t
η2λ+2
)
, |x− x0| < x0
2
and t > 0.
Putting together (19) and (20) we conclude that
lim
(x,t)→(x0,0)
x,t∈(0,∞)
Pλt (f)(x) = f(x0).
We now study the general case, that is, consider f a continuous function such that∫ ∞
0
yλ|f(y)|
(1 + y2)λ+1
dy <∞.
Let x0 ∈ (0,∞). For every n ∈ N we denote by φn a smooth function on (0,∞) such that φn(x) = 1,
x ∈ (1/n, n), and φn(x) = 0, x ∈ (0,∞) \ (1/(n+ 1), n+ 1).
Suppose that ε > 0 and let n0 ∈ N such that x0 ∈ (1/n0, n0). We can write
|Pλt (f)(x)− f(x0)| ≤ |Pλt (f − fφn)(x)|+ |Pλt (fφn)(x)− (fφn)(x0)|+ |(fφn)(x0)− f(x0)|
= |Pλt (f − fφn)(x)|+ |Pλt (fφn)(x)− (fφn)(x0)|, n ≥ n0.(21)
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According to [42, p. 86 (b)] we have that, for each |x−x0| < x0/2, t ∈ (0, 1) and n ∈ N, n ≥ 4n0,
|Pλt (f − fφn)(x)| ≤ Ctxλ
(∫ 1/n
0
+
∫ ∞
n
)
yλ|f(y)|
((x− y)2 + t2)λ+1 dy
≤ Cxλ0
(∫ 1/n
0
yλ|f(y)|
(x20 + t
2)λ+1
dy +
∫ ∞
n
yλ|f(y)|
(y2 + t2)λ+1
dy
)
≤ C
(
1
xλ+20
∫ 1/n
0
yλ|f(y)|dy + xλ0
∫ ∞
n
yλ|f(y)|
y2λ+2
dy
)
≤ C
(
1
xλ+20
∫ 1/n
0
yλ|f(y)|
(1 + y2)λ+1
dy + xλ0
∫ ∞
n
yλ|f(y)|
(1 + y2)λ+1
dy
)
,
with C independent of x, t and n.
Then, we can find n1 ∈ N, n1 ≥ 4n0, such that
(22) |Pλt (f − fφn)(x)| < ε, |x− x0| <
x0
2
, t ∈ (0, 1), n ∈ N, n ≥ n1.
On the other hand, for each n ∈ N, since fφn is continuous and bounded on (0,∞),
(23) lim
(x,t)→(x0,0)
x,t∈(0,∞)
Pλt (fφn)(x) = (fφn)(x0).
By considering (21), (22) and (23) we conclude that
lim
(x,t)→(x0,0)
x,t∈(0,∞)
Pλt (f)(x) = f(x0).

The space of λ-harmonic functions on (0,∞) × R form a Brelot harmonic space. Then, it is
well-known that λ-harmonic functions on (0,∞)×R satisfy the mean value properties with respect
to the λ-harmonic measures. Recently, Eriksson and Orelma ([27]) have established explicit mean
value properties for solutions of Weinstein operators. We recall some results in [27] specified for our
particular case and that will be useful.
We consider on (0,∞)× R the hyperbolic metric dh defined by
dh(a, b) = arcosh σ(a, b), a, b ∈ (0,∞)× R,
where
σ(a, b) =
(a1 − b1)2 + (a2 − b2)2 + 2a1b1
2a1b1
, a = (a1, b1), b = (b1, b2) ∈ (0,∞)× R.
The hiperbolic ball Bh(a, r) with center a ∈ (0,∞)× R and radius r > 0 is defined as usual by
Bh(a, r) = {b ∈ (0,∞)× R : dh(a, b) < r}.
For every a ∈ (0,∞)× R and r > 0, Bh(a, r) is actually an Euclidean ball. We have that, for each
a = (a1, a2) ∈ (0,∞)× R and r > 0
Bh(a, r) = {b ∈ (0,∞)× R : |a˜− b| < a1 sinh r},
where a˜ = (a1 cosh r, a2).
In [1] Akin and Leutwiler introduced the function
ϕα(r) =
(1− r2)α
2
∫ 1
−1
dy
|r − y|2α , 0 < r < 1,
in their investigations about Weinstein equations.
From [27, Theorem 3.3] it follows the following mean value property for λ-harmonic functions.
Lemma 3.3. Let λ > 0. Assume that U is an open subset of (0,∞) × R. If v is a λ-harmonic
function in U then, for every a ∈ U and r > 0 such that Bh(a, r) ⊂ U ,
(24) v(a) =
1
2 sinh(r)ϕα(tanh(r/2))
∫
∂Bh(a,r)
v(b1, b2)
dτ(b1, b2)
b1
,
where α = (1 + |2λ− 1|)/2 and τ denotes the length measure on ∂Bh(a, r).
We now prove the converse of Lemma 3.3.
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Lemma 3.4. Let λ > 0 and let U be an open subset of (0,∞)×R. Suppose that v is a continuous
function on U such that the mean value property (24) holds for every a ∈ U and r > 0 such that
Bh(a, r) ⊂ U . Then, v is λ-harmonic in U .
Proof. In order to show this property we follow a procedure similar to the classical one used to
establish the corresponding result for harmonic functions.
In a first step we prove a maximum principle in this context. Let a ∈ U and r > 0 such that
Bh(a, r) ⊂ U . Since v is continuous in Bh(a, r), the set
A = {b ∈ Bh(a, r) : v(b) ≥ v(c), c ∈ Bh(a, r)} 6= ∅.
Suppose that A ∩ ∂Bh(a, r) = ∅. Since A is closed,
d(A, ∂Bh(a, r)) = min{|c− z| : c ∈ A, z ∈ ∂Bh(a, r)} > 0.
We choose b ∈ A such that
d(b, ∂Bh(a, r)) = inf{|b− z| : z ∈ ∂Bh(a, r)} = d(A, ∂Bh(a, r))
and R > 0 such that Bh(b, R) ⊂ Bh(a, r). We consider the sets
M+ = A ∩ ∂Bh(b, R) and M− = Ac ∩ ∂Bh(b, R).
Since τ(M−) > 0 we deduce that
1
2 sinh(R)ϕα(tanh(R/2))
∫
∂Bh(b,R)
v(z1, z2)
dτ(z1, z2)
z1
=
1
2 sinh(R)ϕα(tanh(R/2))
(∫
M+
+
∫
M−
)
v(z1, z2)
dτ(z1, z2)
z1
< v(b).
We have taken into account that∫
∂Bh(b,R)
dτ(z1, z2)
z1
= 2 sinh(R)ϕα
(
tanh
R
2
)
.
Hence, since v satisfies (24) for every a ∈ U and r > 0 such that Bh(a, r) ⊂ U , A ∩ ∂Bh(a, r) 6= ∅.
Then,
max
b∈Bh(a,r)
v(b) = max
b∈∂Bh(a,r)
v(b).
We now observe that the operator
Lλ = ∂
2
t + ∂
2
x −
λ(λ− 1)
x2
,
is uniformly elliptic on every bounded domain Ω such that Ω ⊂ (0,∞)× R. Then, for every b ∈ U
and R > 0 such that Bh(b, R) ⊂ U and every continuous function f on ∂Bh(b, R), there exists
a continuous function w in Bh(b, R) such that w|∂Bh(b,R) = f and w is λ-harmonic in Bh(b, R).
Hence, according to Lemma 3.3, this function w satisfies the mean value property (24) for every
a ∈ Bh(b, r) and r > 0 such that Bh(a, r) ⊂ Bh(b, R).
Let b ∈ U and R > 0 such that Bh(b, R) ⊂ U . We define f = v|∂Bh(b,R) and denote by w the
continuous function in Bh(b, R) such that w|∂Bh(b,R) = f and w is λ-harmonic in Bh(b, R). We
consider the function F = v − w in Bh(b, R). It is clear that F|∂Bh(b,R) = 0 and F satisfies the
mean value property (24) for every a ∈ Bh(b, R) and r > 0 such that Bh(a, r) ⊂ Bh(b, R). The
maximum (minimum) property allows us to conclude that v = w in Bh(b, R). Thus, we prove that
v is λ-harmonic in U . 
Remark As it can be deduced from the proof of Lemma 3.4 , in order to see that a function
v continuous in an open subset U of (0,∞) × R is λ-harmonic in U , it is sufficient to show that,
for every a ∈ U , there exists a sequence (rn)n∈N ⊂ (0,∞) such that, rn −→ 0, as n → ∞, that
Bh(a, rn) ⊂ U , n ∈ N, and
v(a) =
1
2 sinh(rn)ϕα(tanh(rn/2))
∫
∂Bh(a,rn)
v(b1, b2)
dτ(b1, b2)
b1
,
with α = (1 + |2λ− 1|)/2.
Now we establish a uniqueness result for λ-harmonic functions in (0,∞)× (0,∞).
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Lemma 3.5. Let λ > 1. Suppose that v is a bounded and continuous function on (0,∞)×[0,∞) such
that v is λ-harmonic in (0,∞)× (0,∞) and v(x, 0) = 0, x ∈ (0,∞). Then, v = 0 in (0,∞)× [0,∞).
Proof. We define
w(x, t) =
{
v(x, t), x ∈ (0,∞), t ∈ [0,∞)
−v(x,−t), x ∈ (0,∞), t ∈ (−∞, 0).
w is a continuous function in (0,∞)×R. Moreover, w is λ-harmonic in (0,∞)×R \ {0}. According
to Lemma 3.4, in order to see that w is λ-harmonic in (0,∞)×R it is sufficient to observe that, for
every x ∈ (0,∞) and r > 0 such that Bh((x, 0), r) ⊂ (0,∞)× R,
0 =
∫
∂Bh((x,0),r)
w(b1, b2)
dτ(b1, b2)
b1
.
Note that this property holds because w is odd in the second variable and every hyperbolic ball
centered in the line (0,∞)× {0} is actually an Euclidean ball with center in the same line.
Since v is bounded in (0,∞)× [0,∞), w is also bounded in (0,∞)×R. Then, there exists M > 0
such that |w(x, t)| ≤ M , x ∈ (0,∞) and t ∈ R. The function g(x, t) = xλ + x1−λ, x ∈ (0,∞) and
t ∈ R, is λ-harmonic in (0,∞)× R. We define the function
w˜(x, t) = w(x, t) +M(xλ + x1−λ), x ∈ (0,∞) and t ∈ R.
Thus, w˜(x, t) ≥ 0, x ∈ (0,∞) and t ∈ R, and w˜ is λ-harmonic in (0,∞) × R. According to [39,
Theorem 2.2] there exists a positive σ-finite measure γ on R and m ≥ 0 such that
w˜(x, t) = xλ
(
m+
∫ +∞
−∞
dγ(s)
((t− s)2 + x2)λ
)
, x ∈ (0,∞) and t ∈ R.
Then,
w(x, t) = −M(xλ + x1−λ) + xλ
(
m+
∫ +∞
−∞
dγ(s)
((t− s)2 + x2)λ
)
, x ∈ (0,∞) and t ∈ R.
Since w(x, 0) = 0, x ∈ (0,∞), we have that
−Mx1−2λ +m−M +
∫ +∞
−∞
dγ(s)
(s2 + x2)λ
= 0, x ∈ (0,∞).
By letting x→ +∞ and by dominated convergence theorem we deduce that m = M . Hence,
(25) w(x, t) = x1−λ
(
−M +
∫ +∞
−∞
x2λ−1
((t− s)2 + x2)λ dγ(s)
)
, x ∈ (0,∞) and t ∈ R,
and again, since w(x, 0) = 0, x ∈ (0,∞), we deduce that
(26) M =
∫ +∞
−∞
x2λ−1
(s2 + x2)λ
dγ(s), x ∈ (0,∞).
By using Radon-Nikodym theorem we can write dγ(s) = hds + dµ(s), where 0 ≤ h ∈ L1loc(R) and
µ is a positive measure that is orthogonal to the Lebesgue measure on R.
It can be seen that
(27) lim
x→0+
∫ +∞
−∞
x2λ−1
((t− s)2 + x2)λ dγ(s) = Ah(t), a.e. t ∈ R.
Here, a.e. is understood with respect to the Lebesgue measure on R and
A =
∫ +∞
−∞
1
(s2 + 1)λ
ds =
√
piΓ(λ− 1/2)
Γ(λ)
.
Indeed, fix N ∈ N. It is sufficient to see (27) for a.e. |t| ≤ N . Denote by Kx, x ∈ (0,∞), the kernel
Kx(t, s) =
x2λ−1
((t− s)2 + x2)λ , t, s ∈ R.
For every n ∈ N, let us define hn(t) = h(t)χ(−n,n)(t), t ∈ R. Then, since
∫ +∞
−∞ Kx(t, s)ds = A,
x ∈ (0,∞), t ∈ R, it follows that, for each n ∈ N, n ≥ N , we can write∫ +∞
−∞
Kx(t, s)dγ(s)−Ah(t) =
∫ +∞
−∞
Kx(t, s)[h(s)− hn(s)]ds+
∫ +∞
−∞
Kx(t, s)hn(s)ds−Ahn(t)
+
∫ +∞
−∞
Kx(t, s)dµ(s), x ∈ (0,∞), |t| ≤ N.(28)
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When n ≥ 2N , the first term can be bounded as follows,∣∣∣∣∫ +∞−∞ Kx(t, s)[h(s)− hn(s)]ds
∣∣∣∣ ≤ ∫|s|>n x
2λ−1|h(s)|
((t− s)2 + x2)λ ds ≤ C
∫
|s|>n
|h(s)|
(s2 + x2)λ
ds
≤ C
∫
|s|>n
|h(s)|
s2λ
ds ≤ C
∫
|s|>n
|h(s)|
(s2 + 1)λ
ds, x ∈ (0, 1), |t| ≤ N.
Thus, for every ε > 0, there exists n0 ∈ N, n0 ≥ 2N , independent of x ∈ (0, 1) and |t| ≤ N , such
that
(29)
∣∣∣∣∫ +∞−∞ Kx(t, s)[h(s)− hn0(s)]ds
∣∣∣∣ < ε, x ∈ (0, 1), |t| ≤ N.
On the other hand, we observe that
|Kx(t, s)| ≤ C

1
x
, |t− s| < x,
1
2(2λ−1)k2kx
, 2k−1x ≤ |t− s| < 2kx,
, x ∈ (0,∞), t, s ∈ R, k ∈ N.
Then, since λ > 1, it is not difficult to see that
sup
x∈(0,∞)
∣∣∣∣∫ +∞−∞ Kx(t, s)hn0(s)ds
∣∣∣∣ ≤ CM (|hn0 |)(t), t ∈ R,
and
sup
x∈(0,∞)
∣∣∣∣∫ +∞−∞ Kx(t, s)dµ(s)ds
∣∣∣∣ ≤ CM (µ)(t), t ∈ R,
whereM represents the classical Hardy-Littlewood maximal function defined on L1(R) and on the
set of the Borel measures on R.
By following standard arguments (see [2, Theorems 6.39 and 6.42], for instance) we obtain that
(30) lim
x→0+
∫ +∞
−∞
Kx(t, s)hn0(s)ds = Ahn0(t), a.e. t ∈ R,
and
(31) lim
x→0+
∫ +∞
−∞
Kx(t, s)dµ(s) = 0, a.e. t ∈ R.
Putting together (28), (29), (30) and (31) we obtain (27) for a.e. |t| ≤ N .
By taking into account that w is a bounded function in (0,∞) × R and λ > 1, from (25) we
deduce that
−M +Ah(t) = 0, a.e. t ∈ R,
and by (26), it follows that ∫ +∞
−∞
dµ(s)
(s2 + x2)λ
= 0, x ∈ (0,∞).
Hence, µ = 0. By using again (25) we obtain
w(x, t) = x1−λ
(
−M + M
A
∫ +∞
−∞
x2λ−1
((t− s)2 + x2)λ ds
)
= 0, x ∈ (0,∞) and t ∈ R.
Then v(x, t) = 0, x ∈ (0,∞) and t ≥ 0. 
Proof of (18). Let t0 > 0. We define the function v(x, t) = ∂tu(x, t+ t0), x ∈ (0,∞) and t ∈ [0,∞).
We have that v is bounded (see (17)), continuous in (0,∞)×[0,∞) and λ-harmonic in (0,∞)×(0,∞).
We consider f(x) = v(x, 0), x ∈ (0,∞), and define
V (x, t) =
{
Pλt (f)(x), x, t ∈ (0,∞),
f(x), x ∈ (0,∞) and t = 0.
Since f is bounded and continuous in (0,∞), by Lemma 3.2, the function V is continuous and
bounded in (0,∞) × [0,∞) and λ-harmonic in (0,∞) × (0,∞). The function V − v is bounded
and continuous in (0,∞)× [0,∞), and λ-harmonic in (0,∞)× (0,∞). Moreover, V (x, 0) = v(x, 0),
x ∈ (0,∞). According to Lemma 3.5, V (x, t) = v(x, t), x ∈ (0,∞) and t ∈ [0,∞). Thus, (18) is
established. 
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Our next objective is to establish that
(32) u(x, t+ r) = Pλt (u(·, r))(x), x, t, r ∈ (0,∞).
We have that, for every r > 0,
(33)
∫ ∞
0
yλ|u(y, r)|
(1 + y2)λ+1
dy <∞,
and then the integral defining Pλt (u(·, r))(x) is absolutely convergent, for every x, t ∈ (0,∞).
In order to show (32) we see previously that
(34) lim
r→∞ ∂t
∫ ∞
0
Pλt (x, y)u(y, r)dy = 0, x, t ∈ (0,∞).
We note that the arguments that we will use to prove (34) also allow us to obtain (33).
Proof of (34). Since, for every x, t ∈ (0,∞), ∫∞
0
Pλt (x, y)y
λdy = xλ ([42, p. 84]) we can write
∂t
∫ ∞
0
Pλt (x, y)u(y, r)dy = ∂t
∫ ∞
0
Pλt (x, y)y
λy−λu(y, r)dy
= ∂t
∫ ∞
0
Pλt (x, y)y
λ[y−λu(y, r)− x−λu(x, r)]dy
= ∂t
∫ ∞
0
Pλt (x, y)y
λ
∫ y
x
∂z[z
−λu(z, r)]dzdy, x, t, r ∈ (0,∞).(35)
Moreover, we have that∣∣∣∣∫ y
x
∂z[z
−λu(z, r)]dz
∣∣∣∣ ≤ ∫ y
x
|Dλ,zu(z, r)|z−λdz ≤ C|y1−λ−x1−λ| sup
z∈Ix,y
|Dλ,zu(z, r)|, x, y, r ∈ (0,∞).
Here, Ix,y = [min{x, y},max{x, y}], x, y ∈ (0,∞).
Since u is λ-harmonic in (0,∞)× (0,∞), we get(
∂2t −Dλ,xD∗λ,x
)
Dλ,xu(x, t) = Dλ,x
(
∂2t −D∗λ,xDλ,x
)
u(x, t) = 0, x, t ∈ (0,∞).
Note that
−DλD∗λ = xλDx−2λDxλ = u′′ −
(λ+ 1)λ
x2
u = Bλ+1.
Then, Dλ,xu is (λ+ 1)-harmonic in (0,∞)× (0,∞). Moreover, x−λ−1Dλ,xu = 1x∂x(x−λu) is regular
in R × (0,∞) and even in the x-variable. By proceeding as in the beginning of Section 3 after
Lemma 3.1 we can see that (Dλ,xu)2 is subharmonic in R× (0,∞).
Let x, t ∈ (0,∞). The subharmonicity of (Dλ,xu)2 allows us to write
sup
z∈Ix,y
|Dλ,zu(z, r)| ≤ C sup
z∈Ix,y
(
1
r2
∫
B((z,r),r/4)
|Dλ,au(a, b)|2dadb
)1/2
≤ C
(
1
r2
∫ 5r
4
3r
4
∫ x+ 5r4
x− 5r4
|Dλ,au(a, b)|2dadb
)1/2
≤ C
r
‖b|Dλ,au(a, b)|2dadb‖1/2C , |x− y| ≤ r, y, r ∈ (0,∞).(36)
Also, we have that (see [44, Lemma 3.2])
(37) |y1−λ − x1−λ| ≤ C|x− y|min{x, y}
2−λ
xy
, y ∈ (0,∞).
Then, by using (12) we obtain∣∣∣∣∣
∫ ∞
0,|x−y|≤r
∂tP
λ
t (x, y)y
λ
∫ y
x
∂z[z
−λu(z, r)]dzdy
∣∣∣∣∣
≤ C ‖b|Dλ,au(a, b)|
2dadb‖1/2C
r
∫ ∞
0,|x−y|≤r
xλ−1y2λ−1|x− y|min{x, y}2−λ
((x− y)2 + t2)λ+1 dy
≤ C
r
[∫ x
max{0,x−r}
xλ−1yλ+1|x− y|
((x− y)2 + t2)λ+1 dy +
∫ x+r
x
xy2λ−1|x− y|
((x− y)2 + t2)λ+1 dy
]
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≤ C
r
[
xλ−1
t2λ+1
∫ x
0
yλ+1dy +
x
t2λ+1
∫ 2x
x
y2λ−1dy + x
∫ ∞
2x
y2λ
(y + t)2λ+2
dy
]
≤ C
r
[(x
t
)2λ+1
+
x
x+ t
]
≤ C
r
, r ∈ (0,∞),(38)
being C depending on x and t but not on r.
We now make the following decomposition
y−λu(y, r)− x−λu(x, r) = y−λ[u(y, r)− u(y, |x− y|)] + y−λu(y, |x− y|)
− x−λu(x, |x− y|) + x−λ[u(x, |x− y|)− u(x, r)]
= −y−λ
∫ |x−y|
r
∂su(y, s)ds+ x
−λ
∫ |x−y|
r
∂su(x, s)ds
+
∫ y
x
z−λDλ,zu(z, |x− y|)dz, y, r ∈ (0,∞).
We get
|y−λu(y, r)− x−λu(x, r)| ≤ C
[
y−λ
∫ |x−y|
r
|∂su(y, s)|ds+ x−λ
∫ |x−y|
r
|∂su(x, s)|ds
+|y1−λ − x1−λ| sup
z∈Ix,y
|Dλ,zu(z, |x− y|)|
]
, |x− y| > r, y, r ∈ (0,∞).
From (37), as in (36), it follows that
|y1−λ − x1−λ| sup
z∈Ix,y
|Dλ,zu(z, |x− y|)| ≤ C|x− y|min{x, y}
2−λ
xy
sup
z∈Ix,y
|Dλ,zu(z, |x− y|)|
≤ Cmin{x, y}
2−λ
xy
‖b|Dλ,au(a, b)|2dadb‖1/2C , y ∈ (0,∞).
By (16) we get
y−λ
∫ |x−y|
r
|∂su(y, s)|ds+ x−λ
∫ |x−y|
r
|∂su(x, s)|ds ≤ C(x−λ + y−λ)‖b|∂bu(a, b)|2dadb‖1/2C
∫ |x−y|
r
ds
s
≤ C min{x, y}−λ log |x− y|
r
‖b|∂bu(a, b)|2dadb‖1/2C , |x− y| > r, y, r ∈ (0,∞).
Then, by (12),∣∣∣∣∣
∫ ∞
0,|x−y|>r
∂tP
λ
t (x, y)y
λ[y−λu(y, r)− x−λu(x, r)]dy
∣∣∣∣∣
≤ Cxλ
∫ ∞
0,|x−y|>r
y2λ
((x− y)2 + t2)λ+1
(
min{x, y}−λ log |x− y|
r
+
min{x, y}2−λ
xy
)
dy, r ∈ (0,∞).
We analyze each term separately. We have that, for every r > x,
xλ
∫ ∞
0,|x−y|>r
y2λ min{x, y}2−λ
((x− y)2 + t2)λ+1
dy
xy
≤ x
r
∫ ∞
x+r
y2λ−1
(y − x+ t)2λ+1 dy ≤ C
x
r
∫ ∞
2x
dy
(y − x)2 ≤
C
r
,
and
xλ
∫ ∞
0,|x−y|>r
y2λ min{x, y}−λ
((x− y)2 + t2)λ+1 log
|x− y|
r
dy ≤
∫ ∞
x+r
y2λ
(y − x+ t)2λ+2 log
y − x
r
dy
≤ C
∫ ∞
x+r
1
(y − x)2 log
y − x
r
dy ≤ C
r
∫ ∞
1
log u
u2
du ≤ C
r
.
Here the constant C can depend on x and t, but not on r.
We conclude that
(39)
∣∣∣∣∣
∫ ∞
0,|x−y|>r
∂tP
λ
t (x, y)y
λ[y−λu(y, r)− x−λu(x, r)]dy
∣∣∣∣∣ ≤ Cr , r > x.
By combining (35), (38) and (39) we deduce that (34) holds. 
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Proof of (32). According to (18) we have that
∂tu(x, t+ r) = ∂ru(x, t+ r) = P
λ
t
[
∂ru(·, r)
]
(x), x, t, r ∈ (0,∞).
Since the differentiation under the integral sign is justified by the properties of the function u, we
obtain
∂r[u(x, t+ r)− Pλt (u(·, r))(x)] = 0, x, t, r ∈ (0,∞),
and
∂r
[
∂tu(x, t+ r)− ∂tPλt (u(·, r))(x)
]
= 0, x, t, r ∈ (0,∞).
From (16) and (34) it follows that
lim
r→∞
[
∂tu(x, t+ r)− ∂tPλt (u(·, r))(x)
]
= 0, x, t ∈ (0,∞).
Then,
∂t[u(x, t+ r)− Pλt (u(·, r))(x)] = 0, x, t, r ∈ (0,∞).
Also, (33) and Lemma 3.2 lead to
lim
t→0+
(u(x, t+ r)− Pλt (u(·, r))(x)) = 0, x, r ∈ (0,∞).
We conclude that
u(x, t+ r) = Pλt (u(·, r))(x), x, t, r ∈ (0,∞),
and (32) is proved. 
For every k ∈ N, we define
uk(x, t) = u
(
x, t+
1
k
)
, x ∈ (0,∞), t ∈ [0,∞).
We now establish that there exists C > 0 such that
(40) sup
I
1
|I|
∫ |I|
0
∫
I
t|∂tuk(x, t)|2dxdt ≤ C‖t|∂tu(x, t)|2dxdt‖C ,
where the supremum is taken over all bounded intervals I ⊂ (0,∞).
Proof of (40). Let k ∈ N and let I be a bounded interval in (0,∞). Suppose that |I| ≥ 1/k. We
obtain
1
|I|
∫ |I|
0
∫
I
t|∂tuk(x, t)|2dxdt ≤ 1|I|
∫ |I|
0
∫
I
(
t+
1
k
) ∣∣∣∣(∂tu)(x, t+ 1k)
∣∣∣∣2 dxdt
≤ 1|I|
∫ 2|I|
0
∫
Î
s|∂su(x, s)|2dxds ≤ 2‖s|∂su(x, s)|2dxds‖C ,(41)
where Î = (a, 2b− a) when I = (a, b) with 0 ≤ a < b <∞.
Assume now that |I| < 1/k. According to (16) we deduce that∣∣∣∣∂tu(x, t+ 1k)
∣∣∣∣ ≤ Ct+ 1/k ‖s|∂su(x, s)|2dxds‖1/2C , x, t ∈ (0,∞).
Then
1
|I|
∫ |I|
0
∫
I
t
∣∣∣∣∂tu(x, t+ 1k)
∣∣∣∣2 dxdt ≤ C|I| ‖s|∂su(x, s)|2dxds‖C
∫ |I|
0
∫
I
t
(t+ 1/k)2
dxdt
≤ C‖s|∂su(x, s)|2dxds‖C k2
∫ |I|
0
tdt ≤ C‖s|∂su(x, s)|2dxds‖C .(42)
Putting together (41) and (42) we prove (40). 
We define, for every k ∈ N, fk(x) = uk(x, 0), x ∈ (0,∞). By (32), (33), (40) and Lemma 3.1 we
obtain that, for every k ∈ N, fk ∈ BMOo(R) and
(43) ‖fk‖BMOo(R) ≤ C‖s|∂su(x, s)|2dxds‖1/2C .
Hardy spaces associated with Bessel operators have been studied in [7] and [24]. A function f ∈
L1(0,∞) is in the Hardy space H1o (R) provided that
sup
t>0
|P νt (f)| ∈ L1(0,∞),
SOLUTIONS OF WEINSTEIN EQUATIONS AND BESSEL POISSON INTEGRALS OF BMO FUNCTIONS 19
for some (equivalently, for every) ν > 1. For every ν > 1, we define
‖f‖H1ν := ‖ sup
t>0
|P νt (f)|‖L1(0,∞), f ∈ H1o (R).
For each ν, µ > 1, the norms ‖ ·‖H1ν and ‖ ·‖H1µ are equivalent on H1o (R). The space H1o (R) endowed
with the norm ‖ · ‖H1ν (ν > 1) is a Banach space. The dual space of H1o (R) is BMOo(R) ([20,
Theorem 1]).
To finish the proof the following results will be useful.
Lemma 3.6. Let ν > 0. For every x, t ∈ (0,∞), P νt (x, ·) ∈ H1o (R).
Proof. Let x, t ∈ (0,∞). From the semigroup property it follows that
P νs [P
ν
t (x, ·)](z) =
∫ ∞
0
P νs (z, y)P
ν
t (x, y)dy = P
ν
t+s(x, z), z, s ∈ (0,∞).
According to [42, p. 86, (b)] we have that
|P νs [P νt (x, ·)](z)| ≤ C
(t+ s)(xz)ν
((t+ s)2 + (x− z)2)ν+1 ≤ C
(xz)ν
(t+ s+ |x− z|)2ν+1
≤ C (xz)
ν
(t+ |x− z|)2ν+1 , z, s ∈ (0,∞).
Then, ∫ ∞
0
sup
s>0
|P νs [P νt (x, ·)](z)|dz ≤ C
(∫ 2x
0
+
∫ ∞
2x
)
(xz)ν
(t+ |x− z|)2ν+1 dz
≤ C
(∫ 2x
0
(xz)ν
t2ν+1
dz +
∫ ∞
2x
(xz)ν
(t+ z)2ν+1
dz
)
≤ C
((x
t
)2ν+1
+
(x
t
)ν)
.
Thus, we prove that P νt (x, ·) ∈ H1o (R). 
Lemma 3.7. Assume that g ∈ BMOo(R) and G ∈ H1o (R) satisfying that gG ∈ L1(0,∞). Then,
(44) 〈g,G〉BMOo(R),H1o (R) =
∫ ∞
0
g(x)G(x)dx
Proof. According to the atomic characterization ofH1o (R) ([7, Theorem 1.10]) we can find a sequence
of measurable functions of compact support (Gj)j∈N such that, for every j ∈ N, Gj is a linear
combination of H1o (R)-atoms, and Gj −→ G, as j →∞, in H1o (R). Then,
〈g,G〉BMOo(R),H1o (R) = limj→∞〈g,Gj〉BMOo(R),H1o (R) = limj→∞
∫ ∞
0
g(x)Gj(x)dx.
On the other hand, since gG ∈ L1(0,∞) and gGj ∈ L1(0,∞), j ∈ N, by [5, p. 25], we have that∣∣∣∣∫ ∞
0
g(x)(G(x)−Gj(x))dx
∣∣∣∣ ≤ ‖g‖BMOo(R)‖G−Gj‖H1o (R), j ∈ N.
By letting j →∞, we conclude (44). 
By using Banach-Alaoglu theorem and by taking into account (43) there exists f ∈ BMOo(R)
and a strictly increasing φ : N −→ N such that fφ(k) −→ f , as k →∞, in the weak star topology of
BMOo(R), that is, for every g ∈ H1o (R),
(45) 〈fφ(k), g〉BMOo(R),H1o (R) −→ 〈f, g〉BMOo(R),H1o (R), as k →∞.
Moreover,
‖f‖BMOo(R) ≤ C‖s|∂su(x, s)|2dxds‖1/2C .
By using (45) and Lemma 3.6 we obtain, for every x, t ∈ (0,∞),
〈fφ(k), Pλt (x, ·)〉BMOo(R),H1o (R) −→ 〈f, Pλt (x, ·)〉BMOo(R),H1o (R), as k →∞.
Since BMOo(R) ⊂ BMO(R), by [42, p. 86, (b)] and [50, p. 141], for every g ∈ BMOo(R), we
get∫ ∞
0
|g(y)||Pλt (x, y)|dy ≤ Ct
∫ ∞
0
|g(y)|
1 + y2
dy sup
y∈(0,∞)
1 + y2
t2 + (x− y)2
≤ Ct
(
1
t2
+ sup
y∈(0,∞)
y2
t2 + (x− y)2
)
≤ Ct
(
1 + x2
t2
+ 1
)
, x, t ∈ (0,∞).
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For every x, t ∈ (0,∞), Lemma 3.7 leads to∫ ∞
0
fφ(k)(y)P
λ
t (x, y)dy −→
∫ ∞
0
f(y)Pλt (x, y)dy, as k →∞.
By (32) we conclude that
u(x, t) =
∫ ∞
0
f(y)Pλt (x, y)dy, x, t ∈ (0,∞).
Thus the proof is finished.
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