Abstract. We identify a recursive structure among factorizations of polynomial values into two integer factors. Polynomials for which this recursive structure characterizes all non-trivial representations of integer factorizations of the polynomial values into two parts are here called recursivelyfactorable polynomials. In particular, we prove that n 2 + 1 and the prime-producing polynomials n 2 + n + 41 and 2n 2 + 29 are recursively-factorable.
Introduction
The sieve of Eratosthenes is the oldest and most well-known of the integer sieves, and is used to find all the primes up to a given limit N . The sieve begins with the list of integers L = (2, 3, . . . , N ) and proceeds iteratively by marking the smallest number on the list as prime and removing it along with its multiples from the list. The smallest number still left on the list is marked as prime and the procedure continues until the list is empty.
Algorithmically, the sieve of Eratosthenes both identifies the prime numbers in the list and yields a unique prime factorization for the composite numbers through multiple presentations of each polynomial value as product of two integers. In other words, each value F (n) = n in the sequence L = (F (2), F (3), . . . , F (N )) is presented as the factorization presentation F (n) = p q for each p | F (n). If however F is an arbitrary polynomial with integer coefficients and p | F (n), then p | F (n + k p) for each k ∈ Z too. Hence, the algorithm can be generalized to include other polynomials at the cost of missing some of the factorization presentations. Fortunately, the situation can be improved by taking both factors of each composite F (n) into consideration, i.e., if F (n) = p q is marked as being divisible by p then all F (n + kq) where k ∈ Z can be marked as being divisible by q as well.
To keep track of all the factorization presentations, it suffices to record the initial value along with the sequence of quotients for the multiples of the factors, e.g., if F (x 1 ) = 1 · p 1 , F (x 1 + x 2 p 1 ) = p 1 p 2 and F (x 1 + x 2 p 1 + x 3 p 2 ) = p 2 p 3 then the factorization presentation can be reconstructed from the sequence (x 1 , x 2 , x 3 ). This method of sieving the polynomial values for integer factorizations is expressed in Theorem 2.1, and holds in the context of multivariate polynomials as well. Section 3 introduces a family of polynomials called recursively-factorable polynomials for which the collection of factorization presentations corresponding to the sequences {(x 1 , . . . , x m ) ∈ Z m } ∞ m=1 yield the unique prime factorization for each value of F via presentations F (n) = p q for each p | F (n).
In general, recursively-factorable polynomials are rare, but there are some noteworthy instances. Particularly, the Euler-like and Legendre-like prime producing polynomials of the form n 2 + n + c for c ∈ {2, 3, 5, 11, 17, 41} and 2n 2 + c for c = {3, 5, 11, 29}, respectively, and Landau's n 2 + 1 are recursively-factorable. The sieve of Eratosthenes verifies that the line n is also recursivelyfactorable, but we presently focus on recursively-factorable quadratic equations.
In Section 4, we introduce an identity which presents the factorization of a quadratic polynomial value as the product of two binary quadratic forms (Theorem 4.3) and show that this identity associates all the factorization presentations of the aforementioned polynomial-value sieving integer sequences with the set Γ a := α β γ δ ∈ M 2 (Z) αδ − a βγ = 1 . For monic quadratics, a = 1 and the factorization presentations correspond to the transvection generators of Γ 1 = SL 2 (Z) (Corollary 4.10).
In Section 5, a bijection is established (Theorem 5.1) between Γ a and the set L a of lattice point solutions (X, Y ) ∈ Z 2 for the conic sections a X 2 + b XY + c Y 2 + X − nY = 0 with a, b, c, n ∈ Z, showing that L a does not depend on b, c, or n. Following the mappings in Figure 1 , each lattice point (X, Y ) of the conic section is associated with an element of Γ a and gives a factorization presentation for F (n) = an 2 + bn + c. If a factorization presentation F (n) = p q has a corresponding integer sequence (x 1 , . . . , x m ) then there is a matching element of Γ a which corresponds to a lattice point solution of the conic section. Figure 1 . Relationships between factorization presentations an 2 + bn + c = p q, the polynomial-value sieving sequence (x 1 , . . . , x m ), the set of 2 × 2 integers matrices Γ a , and the set of lattice point solutions L a to the conic section aX 2 + bXY + cY 2 + X − nY = 0. 
Polynomial-Value Sieving
where f 0 = 1, f 1 (x 1 ) = F (x 1 ), and
for m ≥ 2 with the convention that f m is shorthand for f m (x 1 , . . . , x m ). 
Using the Taylor series expansion for F ,
where
Example 2.4. Let F (x) = 3x 2 + 5x + 11. We compute f 3 (2, −1, 4) as follows:
This gives F (301) = 273319 = 83 × 3293. One can also verify that
3. Recursively-Factorable Polynomials Theorem 2.1 provides a means of factoring the values of a polynomial F into two integers, but these presentations may not represent the full solution set {(n, p, q) ∈ Z 3 : F (n) = p q}. For example when F (n) = n 2 + n + 7, the integer factorization F (1) = 3 · 3 cannot be presented via Theorem 2.1, i.e., there does not exist a finite sequence of integers (x 1 , x 2 , . . . , x m ) for which f m = 3, f m−1 = 3, and m k=1 x k f k−1 = 1. Proof of this fact is shown in Remark 4.8. By contrast, Lemma 3.5 provides the existence of a family of polynomials F for which the prime integer factorization of each value of F ∈ F can be reconstructed from the presentations of Theorem 2.1. Theorem 3.4 shows that this family of polynomials contains the recursively-factorable polynomials characterized by the following property.
Definition 3.1. Let F be a polynomial with integer coefficients. If for each integer factorization presentation F (n) = p q there exists an r ∈ Z such that |F (r)| < |F (n)| and r ≡ n (mod |p|) or r ≡ n (mod |q|), then n is said to satisfy the recursively-factorable criterion for F . If each n ∈ Z satisfies the recursively-factorable criterion for F , then the polynomial F is said to be recursivelyfactorable.
Remark 3.2. Recursively-factorable polynomials are irreducible over Z. If not then F (n) = 0 for some n ∈ Z, but the non-trivial factorization 0 = 0 · p 0 has no associated r ≡ n (mod |p 0 |) such that |F (r)| < |F (n)| = 0 for any p 0 ∈ Z. Lemma 3.3. Let F be a polynomial and G(n) = ±F (n − h) for some h ∈ Z. If F is recursivelyfactorable, then so is G.
Proof. Suppose that G(n) = ±F (n−h) = p 0 p 1 is a non-trivial factorization. Since F is recursivelyfactorable, we may assume without loss of generality that there exists q ∈ Z such that |F (r)| < |F (n − h)| where r = (n − h) − q p 0 . Thus |G(r + h)| < |G(n)| and r + h = n − q p 0 ≡ n (mod |p 0 |), so we may conclude that G is recursively-factorable.
Theorem 3.4. If F is recursively-factorable then, for each n ∈ Z and p ∈ N such that p | F (n), there exists a finite sequence of integers (x 1 , x 2 , . . . , x m ) such that
Thus it is sufficient to consider the case where F (n) is a composite integer with a non-trivial factorization
Since F is recursively-factorable, there exists an r ∈ R such that |F (r)| < |F (n)|. Moreover there is an r 1 ∈ R such that |F (r 1 )| ≤ |F (r)| for all r ∈ R. Set p * = p 0 or p 1 so that r 1 ≡ n (mod |p * |). It follows that n = q 1 p * + r 1 and F (r 1 ) = p 2 p * for some q 1 , p 2 ∈ Z. If |p 2 | = 1, then F (r 1 ) = p 2 p * represents a trivial factorization and the sequence (r 1 , q 1 ) yields the presentation
If |p 2 | = 1, then F (r 1 ) = p * p 2 represents a non-trivial factorization, and by the minimality of our choice of r 1 relative to all other r ∈ R there exists an r 2 which minimizes |F (r 2 )| < |F (r 1 )| over all r 2 ≡ r 1 (mod |p 2 |), i.e., r 1 = q 2 p 2 + r 2 for some q 2 ∈ Z. We may continue in this fashion until we obtain the trivial integer factorization F (r m−1 ) = p m−1 p m where |p m | = 1, produced from a finite sequence of factors (p * , p 2 , . . . , p m−1 , p m ), quotients (q 1 , q 2 , . . . , q m−1 ) and remainders (r 1 , r 2 , . . . , r m−1 ) such that r k = q k+1 p k+1 + r k+1 and F (r k ) = p k p k+1 for each 2 ≤ k ≤ m − 1. Starting with p m = 1 and F (r m−1 ) = p m−1 p m we may reverse this sequence to obtain n and p as follows:
More generally
Therefore the integer sequence (r m−1 , q m−1 , . . . , q 1 ) gives the presentation
The proof of Theorem 3.4 starts with an integer factorization F (n 0 ) = p 1 p 0 and constructs a sequence of factorizations
. until a prime number F (n m ) with the trivial factorization F (n m ) · 1 is reached. In this way prime-producing polynomials, which contain a large interval of consecutive prime values, make good candidates for having the recursively-factorable property.
In 1772, Euler [10] discovered that the polynomial n 2 − n + 41 produces prime numbers for n ∈ [−39, 40], and later Legendre [19] noted that both n 2 + n + 17 and n 2 + n + 41 are prime for n ∈ [−16, 15] and n = [−40, 39], respectively. Le Lionnais considered polynomials of the type n 2 + n + ε in general, which he called Euler-like polynomials [20] , and integers ε for which n 2 + n + ε is prime for n = 0, 1, . . . , ε − 2 have come to be known as lucky numbers of Euler.
Rabinowitz [25] proved that ε is a lucky number of Euler if and only if the field Q( √ 1 − 4ε) has class number 1. From this, Heegner [17] and Stark [28] showed that there are exactly six lucky numbers of Euler, namely 2, 3, 5, 11, 17, and 41.
Legendre [19] explored other types of prime-producing quadratics such as 2n 2 + λ which is prime when λ = 29 for n = 0, 1, . . . , 28. Akin to the Euler-like polynomials, these quadratics give primes for n = 0, 1, . . . , λ − 1 for prime λ if and only if Q( √ −2λ) has class number 2 [12, 21] . Baker [2] and Stark [29] found that the only such λ are 3, 5, 11, and 29.
As seen in Lemma 3.5, Euler-like and Legendre-like prime-producing quadratics are indeed recursively-factorable. Further discussion of prime-producing quadratics can be found in [22, 26] . (i) n 2 + c where c ∈ {1, 2}, (ii) n 2 + n + c where c ∈ {1, 2, 3, 5, 11, 17, 41} (iii) 2n 2 + c where c ∈ {1, 3, 5, 11, 29}, (iv) 2n 2 + 2n + c where c ∈ {1, 2, 3, 7, 19}, (v) 3n 2 + c where c = 2, (vi) 3n 2 + 3n + c where c ∈ {1, 2, 5, 11, 23}, (vii) 4n 2 + c where c ∈ {1, 3, 7}, and (viii) 4n 2 + 4n + c where c ∈ {2, 3, 5}.
Proof. We claim that if F is one of these polynomials and all the values within a suitably large interval In are known to satisfy the recursively-factorable criterion for F , then the remaining values outside of In also satisfy the recursively-factorable criterion.
Supposing F (n) = an 2 +bn+c is one of the polynomials in cases (i)-(viii), F is a positive parabola having a minimum at either n = 0 or n = − Case (vii): Let F be of the form 4n 2 + c with c ∈ {1, 3, 7}. We claim that if F (n) = p q where p ≤ q is an integer factorization presentation, then p < 2n. Observe that p = 2n + 1 implies that q ≥ 2n + 1 and
and is a contradiction for n > c. Similarly, for p = 2n and q ≥ 2n + 1,
and is also contradiction for n > c. Clearly q = 2n since 4n 2 + c = F (n) = p q = (2n) 2 = 4n 2 . Thus we are guaranteed that 2n > p and there exists an r ∈ (1 − n, n − 1) such that r ≡ n (mod p). Case (viii): Let F be of the form 4n 2 + 4n + c with c ∈ {2, 3, 5}. As in case (vii), we show that p < 2n for each integer factorization presentation F (n) = p q where p ≤ q. First notice that taking p = 2n + 2 and q ≥ 2n + 2 leads to
and is a contradiction for n > c. Likewise, taking p = 2n + 1 and q ≥ 2n + 2 gives 4n 2 + 6n + 2 = (2n + 1)(2n + 2) ≤ p q = F (n) = 4n 2 + 4n + c =⇒ 2n + 2 ≤ c c ≤ 5000 and again is a contradiction for n > c. With p = 2n + 1 and q = 2n + 1, 4n 2 + 4n + c = F (n) = p q = 4n 2 + 4n + 1 as c = 1. Finally assume that p = 2n and q ≥ 2n + 3,
and is a contradiction for n > c. Finally take q = 2n + 2 to get the contradiction 4n 2 + 4n = (2n)(2n + 2) = p q = F (n) = 4n 2 + 4n + c. Therefore if the recursively factorable criterion holds for the values in the interval [−c, c], then 2n > p and the criterion holds for the values outside of the interval also.
Remark 3.6. With some additional casework to show that the values over a suitably large interval satisfy the recursively-factorable criterion, it can also be shown that the polynomials in Table 1 are recursively-factorable. Some of these quadratics are prime-producing polynomials, or a horizontal shift of one, listed in [22] and [30] . For these real-root quadratics, the condition |F (m)| < |F (n)| for m ∈ [2 − n, n − 1] no longer holds as it did in Lemma 3.5. However for n > max
for all m ∈ −n − b a , n . Hencen can be chosen to be sufficiently large so that, for all n >n, both
Presentation as the Product of Binary Quadratic Forms
We show in this section that, for quadratic polynomials, the factorization presentations of Theorem 2.1, defined recursively as F ( m k=1 x k f k−1 ) = f m−1 f m , may be expressed in a closed form as the product of two binary quadratic forms. Theorem 4.6 establishes that, in this context, each factorization presentation sequence (x 1 , . . . , x m ) corresponds with a particular A m ∈ M 2 (Z).
Definition 4.1. Fix F (n) = a n 2 +b n+c. Let ∆ F , η F , φ F,0 , and φ F,1 be functions from M 2 (Z) → Z defined such that for A = α β γ δ ,
and for natural m, In general, the set Γ a is not closed under matrix multiplication and does not contain its inverses. However the case when a = 1 is particularly noteworthy as Γ 1 = SL 2 (Z) is the special linear group. Proof. By expanding both sides, one can verify that:
Remark 4.4. The set of matrices K 1 ⊂ Γ a given by
respectively, correspond to the trivial factorization in Theorem 4.3 for each s ∈ Z.
The Fibonacci-Brahmagupta identity has a long history in mathematics beginning with its first appearance in Diophantus' Arithmetica (III, 19) [8] c.250 in the form of (p 2 + q 2 )(r 2 + s 2 ) = (pr + qs) 2 + (ps − qr) 2 . Later in c.628, Brahmagupta generalized Diophantus' identity by showing that numbers of the form p 2 + c q 2 are closed under multiplication. Brahmagupta's identity was popularized in 1225 upon its reprinting in Fibonacci's Liber Quadratorum [11] where the first rigorous proof of the identity appeared. Finally in 1770, Euler [9] further generalized Brahmagupta's identity by providing the parametric solution (15) (ad p 2 + ce q 2 )(de r 2 + ac s 2 ) = ae(d pr ± c qs) 2 + cd(a ps ∓ e qr) Corollary 4.5.
Proof. When b = 0, F (x) = a x 2 + c and
where α δ − a β γ = 1. Hence
Theorem 4.6. For F (n) = a n 2 + b n + c and m ≥ 0,
where A m ∈ Γ a defined recursively by
Proof. We shall proceed by induction on m. For each 1 ≤ k ≤ m, define A k ∈ Γ a and B k recursively as stated in the hypothesis. Initially we see that
Suppose m = 2j for some j ≥ 1. Remark 2.2 gives
By the induction hypothesis
The partial derivative
Substituting (17), (18), and (19) into (16) gives
As defined in the hypothesis, ( 
21)
Comparing (20) and (22) Similarly when m = 2j + 1, Remark 2.2 says that
whose partial derivative
] may be computed through (22) as (24) ∂ ∂x 2j f 2j = 2 a α 2j γ 2j−1 + b α 2j δ 2j−1 + a b γ 2j−1 β 2j + 2 a c β 2j δ 2j−1 since α 2j = α 2j−2 + a x 2j γ 2j−1 and β 2j = β 2j−2 + x 2j δ 2j−1 . Putting (18), (23), and (24) together with the fact that
and may be compared with φ 2j+1 [A 2j+1 ] which is computed thusly:
Checking that (25) which completes the proof.
Combining Theorems 3.4 and 4.6 implies that for a recursively-factorable polynomial F , each non-trivial factorization presentation (n, p, q ∈ Z : |F (n)| = p q) is represented by some A m ∈ Γ a via the identity
Example 4.7. Returning to Example 2.4, for F (n) = 3n 2 + 5n + 11 we can compute f 3 (2, −1, 4) using Theorem 4.6: Remark 4.9. Recall that the special linear group may be generated by its transvections [14] . In particular, SL 2 (Z) = T, U where T = 1 1 0 1 and U = 1 0 1 1 . It follows that
Corollary 4.10. For F (n) = n 2 + b n + c,
It stands to reason that shifting a polynomial horizontally does not change the integer factorization of its values. In the case of quadratics, the specific correspondence between a parabola and its shift is expressed by the following proposition.
Figure 3. Correspondence between integer factorizations for shifted parabolas.
Proposition 4.11. Let F (n) = a n 2 + b n + c and set G(n) = F (n − h) for some h ∈ Z. For each A = α β γ δ ∈ Γ a there is a corresponding
for which the following conditions hold:
Proof. Let B = α + h aβ β γ + h δ δ such that αδ − aβγ = 1. Noting that
5. Lattice Points on the Conic Section aX 2 + bXY + cY 2 + X − nY = 0 Lastly, Theorem 5.1 relates the set Γ a with the lattice point solutions of the conic sections aX 2 + bXY + cY 2 + X − nY = 0. From Theorem 4.3, each A m ∈ Γ a corresponds to an integer factorization presentation of a value of F (n) = an 2 + bn + c, i.e., the problem of finding lattice point solutions to these conic sections is equivalent to factoring the value of an associated quadratic polynomial. Remark 5.3. Gauss [23, 13] showed that the general binary quadratic Diophantine equation can be reduced to a special case of the Pell equation. In particular, (31) can be reduced to 
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