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Structure formation in turbulence is effectively an instability of “plasma” formed by fluctuations
serving as particles. These “particles” are quantumlike; namely, their wavelengths are non-negligible
compared to the sizes of background coherent structures. The corresponding “kinetic equation”
describes the Wigner matrix of the turbulent field, and the coherent structures serve as collective
fields. This formalism is usually applied to manifestly quantumlike or scalar waves. Here, we extend
it to compressible Navier–Stokes turbulence, where the fluctuation Hamiltonian is a five-dimensional
matrix operator and diverse modulational modes are present. As an example, we calculate these
modes for a sinusoidal shear flow and find two modulational instabilities. One of them is specific to
supersonic flows, and the other one is a Kelvin–Helmholtz-type instability that is a generalization
of the known zonostrophic instability. This work serves as a stepping stone toward improving the
understanding of magnetohydrodynamic turbulence, which can be approached similarly.
I. INTRODUCTION
Turbulence is notoriously difficult to study theoreti-
cally, and ab initio simulations are often considered as
the only feasible option. However, some aspects of tur-
bulent dynamics, such as structure formation and mod-
ulational instabilities (MIs) in particular, can be made
fairly intuitive by drawing analogies with plasma the-
ory. To argue this, let us start with the following ob-
servation: any, even regular, dynamics of plasma can
be viewed as turbulent dynamics of quantum matter
waves. Kinetic theory of (non-degenerate) plasma hides
the complexity of the quantum field by considering only
the Fourier spectrum of its two-point correlation func-
tion, the Wigner function W [1], which satisfies the so-
called Wigner–Moyal equation (WME) [2]. In the classi-
cal limit, when the de Broglie wavelengths and quantum
correlations are negligible, W can be interpreted as the
particle distribution function. Accordingly, the WME be-
comes a Liouville-type equation, or the Vlasov equation
in the collisionless limit [3], which is relatively intuitive
and often manageable analytically.
A similar approach can be applied to classical wave tur-
bulence, and indeed, Liouville-type ‘wave kinetic equa-
tions’ (WKE) for inhomogeneous ensembles of nonlin-
ear classical waves are widely known [4]. However, since
the wavelengths of classical fluctuations are typically
much larger than those of quantum fluctuations, the
geometrical-optics (GO) approximation underlying the
WKE is more fragile than the classical limit of the ki-
netic theory of quantum plasma. For example, the WKE
is often inadequate for modeling structure formation in
classical wave turbulence. This is because the charac-
teristic scales of the structures that form are often de-
termined by diffraction, which the WKE neglects along
with other full-wave effects and phase information in
∗Electronic address: vtsiolis@princeton.edu
general [5]. Furthermore, unlike particle Hamiltonians,
wave Hamiltonians are often not Hermitian even approx-
imately (but may instead be pseudo-Hermitian if there
is no dissipation [6–9]; also see Sec. III). Because of this,
practical applications of the WKE have been limited, and
different theoretical formulations have been used instead,
such as the so-called CE2 and alike [10–19]. However,
these formulations are not intuitive, and their relation
to the familiar GO limit is not obvious. Returning to
the Wigner–Moyal formulation and applying it system-
atically to classical turbulence beyond the GO limit can
fix these problems and thus is potentially advantageous.
The idea that classical turbulence can be described
using quantumlike WMEs beyond the GO limit is rec-
ognized in literature to some extent. So far, it was suc-
cessfully applied to manifestly quantumlike systems, such
as those governed by the nonlinear Schro¨dinger equation
[20–26] and the Klein–Gordon equation [27, 28]. More
recently, the same method was extended to drift-wave
and Rossby-wave turbulence, where the wave function is
governed by a Hamiltonian very different from a usual
quantum particles, and a number of intriguing effects
were identified as a result [29–33]. But this application
is still limited to scalar waves, while the Wigner–Moyal
approach could be useful also in more complex systems,
where the wave function is a large-dimensional vector
comprised of diverse fields (i.e., not just the electromag-
netic field, as usual). In this case, the derivation of the
WME requires a more systematic approach which is yet
to be worked out explicitly for typical turbulent systems.
Here, we explore an example of such system, namely,
three-dimensional compressible Navier-Stokes turbu-
lence, which we assume inviscid for simplicity. This sys-
tem is chosen because its governing equations are similar
in form to those in many interesting physics problems,
for example, magnetohydrodynamic (MHD) turbulence
and turbulent dynamo [11, 34]. Our goal is to develop a
Wigner–Moyal formulation for Navier-Stokes turbulence
as a stepping stone toward similar calculations for MHD,
which are to be done in the future. Specifically, we de-
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2rive a closed set of general equations which govern the
turbulence in the ‘quasilinear approximation’. (This ap-
proximation essentially amounts to neglecting eddy–eddy
interactions; see Secs. II and V for details.) As an exam-
ple, we also apply these equations to derive the MIs of
compressible shear flows, which happen to be tractable
analytically. We find one stable modulational mode and
two MIs. One of these MIs is specific to supersonic flows.
The other one is a Kelvin–Helmholtz-type instability that
is a generalization of the ‘zonostrophic’ instability, which
is well known for incompressible fluids [10, 15, 29, 31].
This calculation is intended to demonstrate how the ma-
chinery of quantum statistical theory facilitates practi-
cal calculations in classical-turbulence theory by making
them straightforward and systematic.
The paper is organized as follows. In Sec. II, we intro-
duce the basic governing equations and the quasilinear
approximation. In Sec. III, we derive the Wigner–Moyal
formulation. In Sec. IV, we outline the general calcula-
tion of the linear modulational dynamics for broadband
homogeneous turbulence. In Sec. V, we discuss a spe-
cific example. In Sec. VI, we summarize the main results
of our work. Auxiliary calculations are presented in ap-
pendixes. It is also to be noted that our calculations
invoke the Weyl calculus, which is widely used in quan-
tum theory and has been applied to classical waves too,
albeit mainly in the linear regime. (For overviews, see,
e.g., Refs. 35–37.) Readers who are not familiar with the
Weyl calculus are encouraged to review the primer on
this topic in Appendix A before reading further.
II. THE MODEL
We assume that the system is governed by the equa-
tions of inviscid hydrodynamics,
∂tV + (V·∇)V = −%−1∇P, (1a)
∂t%+∇·(%V) = 0, (1b)
(∂t +V·∇) (P%−γ) = 0, (1c)
where V is the fluid velocity, % is the mass density, P is
the pressure, and γ is some polytropic index which we
assume to be constant. As a reference state, we assume
a homogeneous background with zero velocity, constant
density %¯, and constant pressure P¯ . Hence, we adopt
V = 0+ v, (2a)
% = (1 + n)%¯, (2b)
P = (1 + τ)P¯ , (2c)
where v, n, and τ characterize deviations of the velocity,
density, and pressure from the reference state. Assuming
the notation 〈. . .〉 for the statistical average, let us split
these quantities as follows:
v = v¯ + v˜, v¯
.
= 〈v〉, (3a)
n = n¯+ n˜, n¯
.
= 〈n〉, (3b)
τ = τ¯ + τ˜ , τ¯
.
= 〈τ〉, (3c)
where the tilted quantities characterize the corresponding
turbulent fluctuations and
.
= denotes definitions.
The equations for the barred variables are obtained by
taking the average of Eqs. (1). We shall assume that
terms of the fourth and higher order in the fluctuation
amplitude can be neglected; hence, we obtain
∂tv¯ + (v¯·∇)v¯ + 〈(v˜·∇)v˜〉+
+ c2(1 + n¯)−1 (∇τ¯− 〈N˜∇τ˜〉+ 〈N˜2〉∇τ¯)= 0,
∂tn¯+ v¯·∇n¯+ (1 + n¯)∇·v¯ + 〈v˜·∇n˜〉+ 〈n˜∇·v˜〉= 0,
∂tτ¯ + v¯·∇τ¯ + γ (1+τ¯)∇·v¯ + 〈v˜·∇τ˜〉+ γ 〈τ˜∇·v˜〉=0,
where c
.
=
√
P¯ /%¯ is the isothermal sound speed and N˜
.
=
n˜/(1 + n¯) is a rescaled fluctuation density.
By subtracting these from Eqs. (1), one obtains non-
linear equations for turbulent fluctuations. Although one
can develop the Wigner–Moyal formulation for such non-
linear equations [33], below we adopt a simplified quasi-
linear approach, in which the effect of nonlinearities in
the equations for fluctuations is neglected. The quasi-
linear approach is known to adequately capture many
effects in turbulence [10, 11, 15, 31, 32], and as to be
shown in Sec. V, this also extends to structure formation
in Navier–Stokes fluids. Hence, the fluctuation equations
are adopted in the following linearized form:
∂tv˜ + (v¯·∇)v˜ + (v˜·∇)v¯+
+ c2(1 + n¯)−1 (∇τ˜ − N˜∇τ¯) = 0,
∂tn˜+ v¯·∇n˜+ (1 + n¯)∇·v˜ + v˜·∇n¯+ n˜∇·v¯ = 0,
∂tτ˜ + v¯·∇τ˜ + v˜·∇τ¯ + γτ˜∇·v¯ + γ (1 + τ¯)∇·v˜ = 0.
One can rewrite them more compactly in terms of
ψ˜
.
=
v˜n˜
τ˜
 , (4)
which is a five-dimensional vector, since v˜ is three-
dimensional. (Note that the first three rows of ψ˜ have
the dimension of velocity, whereas the fourth and fifth
rows are dimensionless.) Specifically, one can write the
fluctuation equations as a vector Schro¨dinger equation
i∂tψ˜ = Hˆψ˜, (5)
so ψ˜ can be viewed as the state function of an effec-
tive quantum particle. (Since ψ˜ is a vector, this particle
can be assigned a spin, as described in Ref. 38.) Here,
Hˆ = Hˆ0 + Hˆint is a linear operator serving as a (non-
Hermitian) Hamiltonian. The part Hˆ0 is entirely deter-
mined by the reference state; namely, Hˆ0 =H0(kˆ), where
H0(k) =
 0 0 c2kk· 0 0
γk· 0 0
 , (6)
3kˆ
.
= −i∇ is the wave-vector operator, and · denotes the
scalar product, as usual. The part Hˆint is determined by
the regular perturbations {v¯, n¯, τ¯} to the reference state
and is given by
Hˆint =
13(v¯·kˆ) +X ic2(1+n¯)−2∇τ¯ −c2n¯(1+n¯)−1kˆ(n¯kˆ−i∇n¯)· v¯·kˆ−i∇·v¯ 0
(γτ¯ kˆ−i∇τ¯)· 0 v¯·kˆ−iγ∇·v¯
,
where 1N is a N × N unit matrix, Xab .= −i∂bv¯a, and
∂b
.
= ∂/∂xb. For a more explicit representation of Hˆ0
and Hˆint, see Eqs. (B1) and (B2) in Appendix B.
III. THE WIGNER–MOYAL EQUATION
A. Basic equations
Let us consider a family of all reversible linear transfor-
mations of ψ˜(t,x), which map ψ˜(t,x) into some family
of image functions. Since these functions are mutually
equivalent up to an isomorphism, the resulting family
can be viewed as a single object, a time-dependent ‘state
vector’ |ψ˜〉. The original function ψ˜(t,x) can then be
understood as a projection of |ψ˜〉, namely, as its ‘coor-
dinate representation’ given by ψ˜(t,x) = 〈x|ψ˜〉. Here,
|x〉 are the eigenstates of the position operator xˆ nor-
malized such that 〈x′|xˆ|x〉 = x 〈x′|x〉 = xδ(x′−x). This
definition of a field is similar to that used in quantum
mechanics for describing probability amplitudes; hence,
it is convenient to describe the dynamics of |ψ˜〉 using a
quantumlike formalism. This is implemented as follows.
Consider the ‘density operator’ Wˆ
.
= |ψ˜〉 〈ψ˜|. From the
abstract vector form of Eq. (5), which is
i∂t |ψ˜〉 = Hˆ |ψ˜〉 , (7)
one then obtains the following operator equation:
i∂tWˆ = HˆWˆ − Wˆ Hˆ†, (8)
which can be understood as a generalized von Neumann
equation. The term ‘generalized’ refers to the fact that
unlike a typical quantummechanical Hamiltonian, Hˆ is
not Hermitian; instead, it is pseudo-Hermitian [39], as is
our original system. As the next step, we project Eq. (8)
on the phase space (x,k) using the Wigner–Weyl trans-
form (Appendix A), just like it is done in the statistical
approach to quantum mechanics [2, 40–42]. Then, Eq. (8)
leads to the WME [35],
i∂tW = H ?W −W ?H†, (9)
where ? is the ‘Moyal product’ (A4), the matrix H is
the Weyl symbol of Hˆ, and the matrix W is the Weyl
symbol of Wˆ . The matrix W is also known as the Wigner
function [1], or more precisely, the Wigner matrix in our
case, and its elements can be expressed as follows:
Wαβ(t,x,k)
.
=
∫
d3s e−ik·sψ˜α (t,x+) ψ˜∗β (t,x−) ,
where x± = x± s/2; hence, W is Hermitian, i.e.,
Wαβ(t,x,k) = W
∗
βα(t,x,k). (10)
(The Greek indices α and β are assumed to span from 1
to 5, as opposed to the Latin indices a and b used above
and below, which are assumed to span from 1 to 3.) Also
note that in our case, the field vector ψ˜(t,x)
.
= 〈x|ψ˜〉 is
real, so the Wigner matrix satisfies
Wαβ(t,x,k) = Wβα(t,x,−k). (11)
Let us also introduce the statistical average of the
Wigner matrix, W¯
.
= 〈W 〉. Its elements are given by
W¯αβ(t,x,k)
.
=
∫
d3s e−ik·s〈ψ˜α (t,x+) ψ˜∗β (t,x−)〉, (12)
so W¯ can be interpreted as the spatial spectrum of the
autocorrelation matrix corresponding to ψ˜. Also note
that since H is independent of fluctuations, the equation
for W¯ is readily obtained by averaging the WME (9),
i∂tW¯ = H ? W¯ − W¯ ? H†. (13)
(Beyond the quasilinear approximation, beatings of the
fluctuating parts of W and H give rise to an additional
term which serves as a ‘collision operator’ [33].)
Note that using Eq. (A4), one can write
H ? W¯ = H
[ ∞∑
s=0
(
i
2
Lˆ
)s]
W¯ , (14a)
W¯ ? H† = W¯
[ ∞∑
s=0
(
i
2
Lˆ
)s]
H†, (14b)
where Lˆ .= ~∂x · ~∂k − ~∂k · ~∂x and the arrows indicate the
directions in which the derivatives act. If both W¯ and H
are sufficiently smooth functions of (x,k) (and t), with
scales ∆x and ∆k satisfying −1 .= (∆x)(∆k)  1, then
Lˆ ∼   1. In this case, which corresponds to the GO
limit, the above series can be replaced with just the first
two terms. This leads to an equation similar to a quasi-
linear WKE or the Vlasov equation for classical plasma,
∂tW¯ = {HH , W¯}+ 2(HW¯ )A. (15)
Here, {. . . , . . .} denotes the canonical Poisson bracket
[Eq. (A6)], and the indices H and A denote, respectively,
the Hermitian and anti-Hermitian parts of a given ma-
trix; namely, MH
.
= (M + M†)/2 and MA
.
= (M −
M†)/(2i) for any M . We shall not rely on the approxima-
tion (15), because it misses essential physics; for example,
as to be argued in Sec. V, the MI’s maximum growth rate
cannot be predicted from Eq. (15). Hence, retaining the
high-order terms in Eqs. (14) is in fact essential, and the
general ‘quantumlike’ kinetic equation (13) is preferred
over its GO limit (15).
4B. The explicit form of the dynamic equations
The symbol H that enters Eq. (13) can be expressed
as H = H0 +Hint, where H0 is given by Eq. (6) and Hint
is presented in Appendix B. In order to close the system,
let us express the equations for the statistically-averaged
fields {v¯, n¯, τ¯} through W¯ . The turbulent terms that
appear in the equations for these fields can be rewritten
in terms of W¯ as follows. For example,
[(v˜ · ∇) v˜]a = iv˜bkˆbv˜a
= i 〈x|v˜b〉 〈x|kˆb|v˜a〉
= i 〈x|kˆb|v˜a〉 〈v˜b|x〉
= i 〈x|kˆbWˆab|x〉 , (16)
where summation over repeating Latin indices is assumed
from 1 to 3. (We shall also use index n for 4 and index
τ for 5.) Using also Eq. (A3), we then obtain an explicit
form of this and other similar quantities:
[(v˜ · ∇) v˜]a = i
∫
d3k
(2pi)3
kb ? Wab, (17a)
(n˜∇τ˜)a = i
∫
d3k
(2pi)3
ka ? Wτn, (17b)
n˜2 =
∫
d3k
(2pi)3
Wnn, (17c)
v˜ · ∇n˜ = i
∫
d3k
(2pi)3
kb ? Wnb, (17d)
n˜∇ · v˜ = i
∫
d3k
(2pi)3
kb ? Wbn, (17e)
v˜ · ∇τ˜ = i
∫
d3k
(2pi)3
kb ? Wτb, (17f)
τ˜∇ · v˜ = i
∫
d3k
(2pi)3
kb ? Wbτ . (17g)
Using Eqs. (17) and the equations derived in Sec. II, we
obtain:
∂tv¯a + v¯b∂bv¯a +
c2
1 + n¯
∂aτ¯ + i
∫
d3k
(2pi)3
[
− c
2
(1 + n¯)2
ka ? W¯τn − ic
2∂aτ¯
(1 + n¯)3
W¯nn + kb ? W¯ab
]
= 0, (18a)
∂tn¯+ v¯b∂bn¯+ (1 + n¯) ∂bv¯b + i
∫
d3k
(2pi)3
kb ? (W¯nb + W¯bn) = 0, (18b)
∂tτ¯ + v¯b∂bτ¯ + γ (1 + τ¯) ∂bv¯b + i
∫
d3k
(2pi)3
kb ? (γW¯bτ + W¯τb) = 0. (18c)
Also notice that the integrals here are manifestly imagi-
nary due to Eqs. (10) and (11); hence, ika ? Wαβ can as
well be replaced with −Im (ka ? Wαβ), which is real.
Equations (18) contain the same physics as those one
one would obtain within the CE2 approximation; how-
ever, they are more intuitive in that they are similar in
form to the equations of effective collisionless quantum
plasma. Specifically, if turbulent fluctuations are consid-
ered as effective vector particles with phase-space coor-
dinates (x,k), then W¯ can be viewed as the ‘particle’
distribution in phase space, H can be viewed as the ‘par-
ticle’ Hamiltonian, and
ψ¯
.
=
v¯n¯
τ¯
 (19)
serves as a collective vector field through which the ‘par-
ticles’ interact. Although W¯ and H are matrices rather
than scalars, collective oscillations in such ‘plasma’ can
be studied in the same way as collective oscillations are
studied in usual plasmas. As a special case, below we
consider linear waves, which correspond to weak modu-
lational oscillations (instabilities) of the original system.
IV. DYNAMICS OF WEAK MODULATIONS
A. Basic equations
Let us consider linear modulational dynamics of this
system. We assume
W¯ = (2pi)3
[
F (k) + f(t,x,k)
]
, (20)
where F (k) describes some equilibrium homogeneous tur-
bulent state as a background and f  F is a small in-
homogeneous perturbation. We also assume that ψ¯ is
of order f . Then, by linearizing Eq. (13), the following
equation for the perturbation f is obtained:
i∂tf = H0 ? f − f ? H†0 + h ? F − F ? h†, (21)
5where h is the linearized Hint (Appendix B). Also, the
linearized Eqs. (18) are
∂tv¯a + c
2∂aτ¯ + i
∫
d3k
[
2c2n¯(ka ? Fτn)
− ic2(∂aτ¯)Fnn − c2ka ? fτn + kb ? fab
]
= 0, (22a)
∂tn¯+ ∂bv¯b + i
∫
d3k kb ? (fnb + fbn) = 0, (22b)
∂tτ¯ + γ∂bv¯b + i
∫
d3k kb ? (γfbτ + fτb) = 0. (22c)
The star products can be simplified using Eq. (A8), and
Eqs. (22) eventually become
∂tv¯a + c
2∂aτ¯ + i
∫
d3k
[
2c2n¯kaFτn − i c2(∂aτ¯)Fnn
− c2(kafτn − i
2
∂afτn) + kbfab − i
2
∂bfab
]
= 0, (23a)
∂tn¯+ ∂bv¯b + i
∫
d3k
(
kbfnb − i
2
∂bfnb
+ kbfbn − i
2
∂bfbn
)
= 0, (23b)
∂tτ¯ + γ∂bv¯b + i
∫
d3k
[
γ(kbfbτ − i
2
∂bfbτ )
+ kbfτb − i
2
∂bfτb
]
= 0. (23c)
Also note that this set of equations can be considered as
a vector equation for the collective field ψ¯ [Eq. (19)],
(i∂t − Hˆ)ψ¯ =
∫
d3k Πˆf, (24)
where the operators Hˆ and Πˆ are easily determined from
Eqs. (23).
B. Linear eigenmodes
Let us assume the following complex notation:
f = (feiΘ)H , v¯ = Re (ve
iΘ), (25a)
n¯ = Re (neiΘ), τ¯ = Re (τeiΘ), (25b)
or more compactly,
ψ¯ = Re (ξeiΘ), (26)
where Θ is the modulation phase. (Note that f is a 5× 5
matrix, v is a vector, and n and τ are scalars.) Explicitly,
f =
1
2
(feiΘ + f†e−iΘ), v¯ =
1
2
(veiΘ + v∗e−iΘ),
n¯ =
1
2
(neiΘ + n∗e−iΘ), τ¯ =
1
2
(τeiΘ + τ∗e−iΘ).
We also adopt
h =
1
2
[
h(+)eiΘ + h(−)†e−iΘ
]
, (27)
where h(+) and h(−) are 5×5 matrices given by Eqs. (B4)
and (B5). Assuming Θ = −Ωt + K · x, where the fre-
quency Ω and the wave vector K are constant, Eqs. (23)
take the following form:
Ωva − c2Kaτ−
∫
d3k (2c2nkaFτn + c
2τKaFnn)
=
∫
d3k
[−(ka+Ka/2)c2fτn + (kb +Kb/2)fab], (28a)
Ωn−Kbvb =
∫
d3k (kb +Kb/2)(fnb + fbn), (28b)
Ωτ− γKbvb =
∫
d3k (kb +Kb/2)(γfbτ + fτb). (28c)
It follows that Eq. (24) becomes
[Ω−H(K)]ξ =
∫
d3kΠ(K)f, (29)
where H is the symbol of Hˆ and Π is the symbol of Πˆ.
(The dependence on k is not emphasized but assumed.)
Also, Eq. (21) becomes the following matrix equation:
Af + fB = C. (30)
Here, we introduced
A = 15Ω/2− H¯0 (k+K/2) , (31a)
B = 15Ω/2 + H¯
†
0 (k−K/2) , (31b)
C = h(+)F (k−K/2)− F (k+K/2) h(−), (31c)
and 15 is a 5× 5 unit matrix.
Since h(+) and h(−) depend on ξ, one can use Eq. (30)
to express f as a linear function of ξ. Then,
∫
d3kΠf =
Ξξ, where Ξ is some 5 × 5 matrix. One can substitute
this result into Eq. (29) to obtain a vector equation for
the linear modulational modes, Q (Ω,K) ξ = 0, where
Q (Ω,K) .= Ω15−H(K)−Ξ(Ω,K). (32)
Accordingly, the dispersion relation of these modes is
detQ (Ω,K) = 0. (33)
As a side remark, note that the quasilinear dispersion
relation (33) for modulational modes can be obtained
automatically using computer algebra [43] for any set of
governing equations D(ψ, ∂ψ) = 0 [here, Eqs. (1)], where
D is some nonlinear matrix function, ψ is some real vector
field on spacetime [here, ψ = {Vx, Vy, Vz, %, P}], and ∂ is
the spacetime derivative. In case of complex ψ, the same
formalism applies too, except one may need to treat Reψ
and Imψ as separate fields.
V. EXAMPLE
A. Basic equations
As an example, we consider the MI of a shear flow with
homogeneous density and temperature and the initial-
6FIG. 1: Two-dimensional numerical simulations of a MI of
a sinusoidal incompressible (γ →∞) shear flow, with small
hyper-viscosity added for numerical stability: (a) quasilin-
ear simulation, (b) nonlinear simulation. Both simulations
are initialized with identical random perturbations on top of
the initial equilibrium (34). The colormap shows the spatial-
temporal evolution of v¯x; v¯x is measured in units U , y is
measured in units k−1x , and t is measured in units (kxU)−1.
velocity profile
v˜ = ey U
√
2 cos(kxx). (34)
(We assume U > 0 and kx > 0 for clarity. Also, ey is the
unit vector along the y axis.) The corresponding matrix
F has only one nonzero element,
Fyy(k) = U2δ(kz)δ(ky) [δ (k − kx) + δ (k + kx)] /2. (35)
Also, let us assume for simplicity that
K = eyKy. (36)
For this system, the quasilinear approximation invoked
in Sec. II-IV adequately captures the linear modula-
tional dynamics, as seen from direct numerical simula-
tions (Fig. 1). Hence, we can use Eqs. (28), which can
now be simplified as follows:
Ωvx =
∫
d3k
[− c2kxfτn + kxfxx
+ (ky +Ky/2)fxy + kzfxz], (37a)
Ωvy − c2Kyτ =
∫
d3k
[−(ky+Ky/2)c2fτn
+ kxfyx + (ky +Ky/2)fyy + kzfyz
]
, (37b)
Ωvz =
∫
d3k
[− c2kzfτn + kxfzx
+ (ky +Ky/2)fzy + kzfzz
]
, (37c)
Ωn−Kyvy =
∫
d3k
[
kx(fnx + fxn)
+ (ky +Ky/2)(fny + fyn) + kz(fnz + fzn)
]
, (37d)
Ωτ− γKyvy =
∫
d3k
[
kx(γfxτ + fτx)
+ (ky +Ky/2)(γfyτ + fτy) + kz(γfzτ + fτz)
]
. (37e)
We then calculate f using Eq. (30). Next, using Eq. (32),
we also calculate Q(Ω,K), which is found to be the fol-
lowing matrix [43]:

Ω +
K2yU2[Ω2−(K2y−k2x)C2]
Ω[(k2x+K
2
y)C2−Ω2]
kxK
3
yC2U2
Ω[(k2x+K
2
y)C2−Ω2] 0 0
kxK
2
yC2U2
γ[(k2x+K
2
y)C2−Ω2]
2kxKyU2Ω
(k2x+K
2
y)C2−Ω2 Ω +
K2yU2(−2k2xC2+Ω2)
Ω[(k2x+K
2
y)C2−Ω2] 0 0
KyC2(K2y(U2−C2)−k2x(U2+C2)+Ω2)
γ[(k2x+K
2
y)C2−Ω2]
0 0 −K
2
yU2
Ω + Ω 0 0
2kxK
2
yU2
(k2x+K
2
y)C2−Ω2
K3yU2
(k2x+K
2
y)C2−Ω2 −Ky 0 −
K2yU2
Ω + Ω
K2y(k
2
x+K
2
y)C2U2
γΩ[(k2x+K
2
y)C2−Ω2]
2kxK
2
yU2γ
(k2x+K
2
y)C2−Ω2 γKy
[
K2yU2
(k2x+K
2
y)C2−Ω2 − 1
]
0 0 Ω
[
1 +
K2yU2
(k2x+K
2
y)C2−Ω2
]

,
where C .= c√γ =
√
γP¯ /%¯ is the sound speed. Then,
from Eq. (33), one can readily see that there is a modu-
lational mode which satisfies
Ω2 = K2yU2. (38)
7This is a stable mode, and it is understood as transverse
sound wave corresponding to oscillations of vz. The re-
maining modulational modes are studied below.
B. Modulational instabilities
Assuming the notation
w
.
= Ω/(kxU), κ .= Ky/kx, ϑ .= U/C, (39)
one can represent Eq. (33) [with the root (38) excluded]
as follows:
4∑
m=0
αmw
2m = 0, (40)
where the coefficients αm are given by
α0 = κ
4[−1− 3ϑ2 + ϑ2(3 + ϑ2)κ2 + (−1 + ϑ2)2κ4],
α1 = −κ2[1 + 2ϑ2 + (2 + ϑ2 + 8ϑ4)κ2
+ (1 + ϑ2)(1 + ϑ4)κ4],
α2 = ϑ
2[1 + (4 + 5ϑ2)κ2 + 3(1 + ϑ2 + ϑ4)κ4],
α3 = −ϑ4[2 + 3(1 + ϑ2)κ2],
α4 = ϑ
6.
1. Kelvin—Helmholtz instability
Let us first consider Eq. (40) at ϑ → 0, which corre-
sponds to the incompressible-fluid limit (γ →∞). Then,
Eq. (40) becomes
−w2κ2(1 + κ2)2 − κ4(1− κ4) +O(ϑ2) = 0. (41)
This leads to
w2 = −κ2 1− κ
2
1 + κ2
+O(ϑ2), (42)
which implies that there is a MI at κ2 < 1. The growth
rate Γ
.
= Im Ω of this MI is given by
Γ ≈ |Ky|U
√
k2x −K2y
k2x +K
2
y
, (43)
and the maximum rate, Γmax ≈ kxU(3− 2
√
2)1/2, corre-
sponds to |Ky| = kx(
√
2− 1)1/2. Notably, a similar cal-
culation based on the WKE (15) [as opposed to the com-
plete WME (13) used above] leads to Γ ≈ |Ky|U and thus
fails to capture the fact that Γ is maximized at finite |Ky|.
As seen easily, the mode (42) is comprised of v¯x os-
cillations, so the MI that we found is in fact a variation
of the Kelvin–Helmholtz instability. Note that Eq. (42)
coincides, as it should, with the dispersion relation of
the so-called zonostrophic instability known from the
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FIG. 2: The growth rate of the two-dimensional MI of the
Kelvin–Helmholtz type (Sec. V B 1) of the equilibrium flow
(34) at small ϑ
.
= U/C. The modulation wave vector is given
by Eq. (36). The rate Γ is measured in units kxU , the modu-
lation wave number Ky is measured in units kx. The curves
show analytic results [Eq. (44)] for ϑ = 0 (solid), ϑ = 0.35
(dashed), and ϑ = 0.5 (dotted). The plot markers show the
results extrapolated from direct numerical simulations in the
incompressible-fluid limit (γ → ∞, or ϑ → 0): quasilinear
(blue circles) and nonlinear (red squares).
Hasegawa–Mima model in the appropriate limit [44]. In-
cluding the term O(ϑ2) perturbatively, we can also ex-
tend this dispersion relation to finite sound speed:
w2 = −κ2 1− κ
2
1 + κ2
− 4κ
6ϑ2
(1 + κ2)3
+O(ϑ4). (44)
These results are illustrated in Fig. 2, which also shows
that our theory agrees with direct numerical simulations.
2. Modulational instability of supersonic flows
Although our quasilinear model works best at small
v˜ by design, it is also instructive to consider the limit
ϑ  1, which corresponds to the initial flow (34) being
hypersonic. In this case, Eq. (40) becomes
w2ϑ2
(
w2 − κ2)3 + ϑ−2b3 +O(ϑ−4) = 0, (45)
where the coefficient b = O(1) is given by
b3
.
= κ6 + κ8 − w2κ4(8 + κ2) + w4κ2(5 + 3κ2)
− w6(2 + 3κ2). (46)
This leads to w = ±κ+ e2piim/3|b|ϑ−1/3, where m is inte-
ger. To the leading order, b3 ≈ −4κ6, so the correspond-
ing dispersion relation is
w ≈ ±κ+ e2piim/3
( |κ|
2ϑ2
)1/3
, m = 0, 1, 2. (47)
8The amplitudes of the individual components of ψ¯ in
these oscillations scale as v¯x/v¯y ∼ κ, n¯ ∼ τ¯ /γ ∼ v¯y/U .
(In particular, this means that the mode is largely v¯y-
polarized at small κ.) One can also see that one of these
modes is unstable and has the following growth rate:
Γ ≈
√
3
2
kxU
( |Ky|C2
2kxU2
)1/3
. (48)
A numerical solution of the complete dispersion rela-
tion (40) for Γ(κ, ϑ) is presented in Fig. 3. It is seen
that the second MI survives also for supersonic flows with
ϑ ∼ 1 [remember that the maximum of v˜x is not U but
U√2; see Eq. (34)] but vanishes at smaller ϑ. At large
κ, the unstable region is localized near U ≈ C. A tedious
but straightforward calculation shows that in this case,
Γ ≈
√
71k2xC
12Ky
, (49)
where ϑ = 1 and κ  1 is assumed. [As seen in Fig. 4,
Eq. (49) indeed agrees with the full Eq. (40) in the corre-
sponding limit.] Like in Sec. V B 1, this result indicates
that Γ is maximized at finite |Ky|, which could not have
been captured by the GO WKE (15) but is captured by
the ‘quantumlike’ WME (13) that we used above. Also
note that the absolute maximum of Γ/(kxU) over all Ky
and U satisfies (
Γ
kxU
)
max
∼ 1. (50)
FIG. 3: The growth rate of a two-dimensional MI of the equi-
librium flow (34) as a function of κ
.
= Ky/kx and ϑ
.
= U/C.
Shown is a numerical solution of Eq. (40). At ϑ 1, the re-
sult is the same as in Fig. 2. At ϑ & 1, an additional branch
appears, which corresponds to Eqs. (47) and (48) at ϑ 1.
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FIG. 4: Same as in Fig. 3 for U = C: solid – numerical solution
of Eq. (40); dashed – asymptotic formula (49).
VI. CONCLUSIONS
In summary, we study quasilinear modulational dy-
namics of compressible inviscid Navier–Stokes turbulence
using the Wigner–Moyal formulation. This formulation
presents the turbulence as effective collisionless quantum
plasma where fluctuations serve as particles and coherent
flows serve as fields through which these ‘particles’ inter-
act. Unlike in previous applications of the Wigner–Moyal
formalism to classical waves, in our case, the fluctuation
Hamiltonian is a non-Hermitian five-dimensional matrix
operator, so there are multiple modulational modes with
nontrivial dispersion. As an example, we derive the dis-
persion relation of two MIs of compressible shear flows.
One of these instabilities is specific to supersonic flows.
The other one is a Kelvin–Helmholtz-type instability that
is a generalization of the known zonostrophic instability
of incompressible fluid. Our work is intended as a step-
ping stone toward improving the understanding of mag-
netohydrodynamic turbulence, which can be approached
with a similar method.
The work was supported by the U.S. DOE through
Contract No. DE-AC02-09CH11466.
Appendix A: The Wigner–Weyl transform and some
properties of Weyl symbols
Here, we briefly summarize our conventions regard-
ing the Wigner–Weyl transform. (For a more detailed
presentation, see, for example Refs. 36, 45.) Consider a
Hilbert space Hn of functions defined on the configura-
tions space Rn. Consider any given operator Aˆ on Hn.
The Wigner–Weyl transform defines a mapping, or pro-
jection, of Aˆ on the 2n-dimensional ‘phase space’ (x,k).
Specifically, this projection, also called the Weyl image
9or the phase-space representation of Aˆ, is given by
A (x,k)
.
=
∫
dns e−ik·s 〈x+ s/2| Aˆ |x− s/2〉 . (A1)
It can be shown that
Aˆ=
1
(2pi)n
∫
dnx dnk dns e−ik·sA(x,k)|x− s/2〉〈x+ s/2|,
which defines the inverse Wigner–Weyl transform. It
can also be shown that for any operator Aˆ, its matrix
elements in the coordinate representation, A(x,x′) .=
〈x|Aˆ|x′〉, can be expressed as
A(x,x′) = 1
(2pi)n
∫
dnk e−ik·(x−x
′)A
(
x+ x′
2
,k
)
.
Thus, A(x,k) can be interpreted as the spectrum of
A(x,x′), and in particular,
A(x,x) =
∫
dnk
(2pi)n
A(x,k). (A2)
For any Cˆ = AˆBˆ, the corresponding Weyl symbols
satisfy
C(x,k) = A(x,k) ? B(x,k). (A3)
Here, ? is the Moyal product, which is given by
A(x,k) ? B(x,k)
.
= A(x,k)eiLˆ/2B(x,k), (A4)
and Lˆ is the Janus operator, which is defined as follows:
Lˆ .= ~∂x · ~∂k − ~∂k · ~∂x. (A5)
The arrows indicate the directions in which the deriva-
tives act, so for example, ALˆB = {A,B} is the canonical
Poisson bracket,
{A,B} .= (∂xA) · (∂kB)− (∂kA) · (∂xB) . (A6)
In particular, for any constant K, one has
A(k) ? eiK·x = A(k+K/2)eiK·x, (A7)
as seen from the formal Taylor expansion of A(k+K/2)
in K. Also, for any A(x,k), one has
ka ? A (x,k) = kaA (x,k)− (i/2)∂aA (x,k) . (A8)
Let us also consider several special cases of particular
interest. The Weyl symbols of the identity, position, and
momentum operators are given by
1ˆ⇔ 1, xˆa ⇔ xa, kˆa ⇔ ka. (A9)
(Here ⇔ denotes the correspondence between operators
and their Weyl symbols.) Also, for any given functions
f and g, one has
f(xˆ)⇔ f(x), g(kˆ)⇔ g(k), (A10)
and similarly, using Eq. (A4), one obtains
f(xˆ)kˆa ⇔ kaf(x) + (i/2) ∂af(x), (A11a)
kˆaf(xˆ)⇔ kaf(x)− (i/2) ∂af(x), (A11b)
where the latter also flows from Eq. (A8).
Appendix B: Explicit formulas for the Hamiltonians
and their symbols
Here, we present explicit formulas for the Hamiltonians
used in the main text and also for their symbols. In
particular, the matrix function H0 [Eq. (6)] is given by
H0(k)=

0 0 0 0 c2kx
0 0 0 0 c2ky
0 0 0 0 c2kz
kx ky kz 0 0
γkx γky γkz 0 0
 . (B1)
The operator Hˆint is given by
Hˆint =

v¯·kˆ− i∂xv¯x −i∂y v¯x −i∂z v¯x ic2(1 + n¯)−2(∂xτ¯) −c2n¯(1 + n¯)−1kˆx
−i∂xv¯y v¯·kˆ− i∂y v¯y −i∂z v¯y ic2(1 + n¯)−2(∂y τ¯) −c2n¯(1 + n¯)−1kˆy
−i∂xv¯z −i∂y v¯z v¯·kˆ− i∂z v¯z ic2(1 + n¯)−2(∂z τ¯) −c2n¯(1 + n¯)−1kˆz
n¯kˆx − i∂xn¯ n¯kˆy − i∂yn¯ n¯kˆz − i∂zn¯ v¯·kˆ− i∇·v¯ 0
γτ¯ kˆx − i∂xτ¯ γτ¯ kˆy − i∂y τ¯ γτ¯ kˆz − i∂z τ¯ 0 v¯·kˆ− iγ∇·v¯
 . (B2)
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The corresponding Weyl symbol is as follows:
Hint(t,x,k)=

v¯·k− i∂xv¯x −i∂y v¯x −i∂z v¯x ic2(1 + n¯)−2(∂xτ¯) −c2n¯(1 + n¯)−1kx
−i∂xv¯y v¯·k− i∂y v¯y −i∂z v¯y ic2(1 + n¯)−2(∂y τ¯) −c2n¯(1 + n¯)−1ky
−i∂xv¯z −i∂y v¯z v¯·k− i∂z v¯z ic2(1 + n¯)−2(∂z τ¯) −c2n¯(1 + n¯)−1kz
n¯kx − i∂xn¯ n¯ky − i∂yn¯ n¯kz − i∂zn¯ v¯·k− i∇·v¯ 0
γτ¯kx − i∂xτ¯ γτ¯ky − i∂y τ¯ γτ¯kz − i∂z τ¯ 0 v¯·k− iγ∇·v¯
+ i2 ∆Hint, (B3a)
∆Hint(t,x,k) =

∇·v¯ 0 0 0 −c2(1 + n¯)−2(∂xn¯)
0 ∇·v¯ 0 0 −c2(1 + n¯)−2(∂yn¯)
0 0 ∇·v¯ 0 −c2(1 + n¯)−2(∂zn¯)
∂xn¯ ∂yn¯ ∂zn¯ ∇·v¯ 0
γ∂xτ¯ γ∂y τ¯ γ∂z τ¯ 0 ∇·v¯
 . (B3b)
The linearized symbol h is obtained from this by neglecting n¯ in 1 + n¯. Hence, h(+) [Eq. (27)] is given by
h(+)(K,k, ψ¯) =

v·k+ vxKx vxKy vxKz −c2τKx −c2nkx
vyKx v·k+ vyKy vyKz −c2τKy −c2nky
vzKx vzKy v·k+ vzKz −c2τKz −c2nkz
n(kx +Kx) n(ky +Ky) n(kz +Kz) v·(k+K) 0
τ(γkx +Kx) τ(γky +Ky) τ(γkz +Kz) 0 v·(k+ γK)
− 12 ∆h(+)(K,k, ψ¯), (B4a)
∆h(+)(K,k, ψ¯) =

v·K 0 0 0 −c2nKx
0 v·K 0 0 −c2nKy
0 0 v·K 0 −c2nKz
nKx nKy nKz v·K 0
γτKx γτKy γτKz 0 v·K
 . (B4b)
Clearly, h(−)†(K,k, ψ¯) = h(+)(−K,k, ψ¯∗). Assuming that K is real, this leads to h(−)(K,k, ψ¯) = [h(+)(−K,k, ψ¯)]ᵀ
(here ᵀ denotes transposition), or explicitly,
h(−)(K,k, ψ¯) =

v·k− vxKx −vyKx −vzKx n(kx −Kx) γτ(kx −Kx)
−vxKy v·k− vyKy −vzKy n(ky −Ky) γτ(ky −Ky)
−vxKz −vyKz v·k− vzKz n(kz −Kz) γτ(kz −Kz)
c2τKx c
2τKy c
2τKz v·(k−K) 0
−c2nkx −c2nky −c2nkz 0 v·(k− γK)
+ 12 ∆h(−)(K,k, ψ¯), (B5a)
∆h(−)(K,k, ψ¯) =

v·K 0 0 nKx γτKx
0 v·K 0 nKy γτKy
0 0 v·K nKz γτKz
0 0 0 v·K 0
−c2nKx −c2nKy −c2nKz 0 v·K
 . (B5b)
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