Gauge covariant algebras and local BRST cohomology by Brandt, F
International Conference on




Gauge Covariant Algebras and Local BRST Cohomology
Friedemann Brandt
Departament ECM, Facultat de Fsica, Universitat de Barcelona,
Diagonal 647, E-08028 Barcelona, Spain
Abstract
The formulation of the local BRST cohomology on innite jet bundles and its
relation and reduction to gauge covariant algebras are reviewed. As an illustration,
we compute the local BRST cohomology for geodesic motion in (pseudo-) Rieman-
nian manifolds and discuss briefly the result (symmetries, constants of the motion,
consistent deformations).
1 Introduction
The BRST formalism, invented by Becchi, Rouet and Stora [1] for standard quantum
gauge eld theories, can be established for general gauge theories. Its most useful and
elegant formulation uses \elds" and \antields" [2] and goes also under the names \BV",
\eld-antield" or just \antield" formalism, for reviews see e.g. [3, 4].
The outstanding feature of the formalism is to encode the equations of motion, the
gauge symmetries and their algebra in a single antiderivation which strictly squares to zero
on all elds and antields. This antiderivation is called the BRST operator and denoted
by s here. Its existence allows us in particular to establish the local BRST cohomology. As
pointed out and utilized already in [1], this permits a cohomological analysis of the anomaly
problem in quantized gauge theories which initiated an intense study of this aspect of the
cohomology. By now a number of further useful applications are known in classical and
quantum physics, as well as in the theory of dierential equations.
One of these applications is the construction and classication of consistent deforma-
tions of gauge invariant action functionals and of their gauge symmetries [5, 6]. Another
one is the classication of rigid symmetries and dynamical conservation laws as they cor-
respond to cohomology classes at negative ghost numbers [7]. This includes variational
symmetries [8] and the characteristic cohomology of dierential equations [9] (the BRST
formalism can be established already for dierential equations which do not derive from a
Lagrangian, see e.g. [10]). Furthermore, the BRST operator can be extended so as to incor-
porate not only the equations of motion, gauge symmetries etc., but the rigid symmetries
too [11]. This allows one for instance to determine analogously consistent deformations
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preserving a set of rigid symmetries, or deformations of rigid symmetries themselves. We
shall not consider this extension of the BRST cohomology in the following, though the
considerations can be amended to treat it accordingly.
In the following we review and illustrate an approach [12] to the local BRST cohomology
which is based on a few simple and universal concepts explained in more detail later:
1. The formulation of the cohomological problem in the innite jet bundle of the elds
and antields.
2. The mapping of this cohomological problem to the cohomology of ~s = s + d via the
so-called descent equations.
3. The construction of suitable local jet coordinates simplifying the cohomological anal-
ysis considerably.
A particularly interesting and useful feature of this approach is to make contact with dif-
ferential geometric concepts, such as connections, covariant derivatives and tensor calculus.
The jet bundle formulation of the BRST cohomology and the descent equation technique
are reviewed in section 2. Appropriate local jet coordinates and the relation to dierential
geometric concepts are described in section 3. Finally the scheme is illustrated in section 4
by an explicit computation and discussion of the local BRST cohomology for the geodesic
motion of classical particles in Riemannian (or pseudo-Riemannian) manifolds.
2 The BRST double complex in jet bundles
In many applications one is interested in the cohomology of the BRST operator in the
space of local functionals. Thereby a local functional is the integral over a manifold M
of a local function of the elds and antields, and two local functionals are identied if
the Euler-Lagrange derivatives of their integrands with respect to all elds and antields
agree (i.e. if their integrands dier by a total derivative). A local functional is called
BRST invariant when the BRST transformation of its integrand is a total derivative. This
cohomological problem can be dened accurately in the space of dierential forms on the
innite jet bundle of the elds and antields, which is also the suitable arena to formulate
and analyse the BRST cohomology for dierential equations. In this approach, one views
the elds and antields as sections of a ber bundle  : E ! M and prolongs  to the
associated innite jet bundle J1(E) ! M. Standard local coordinates on J1(E) are
local coordinates x of M supplemented by innitely many coordinates corresponding to
the partial derivatives of the elds  and antields  (and turning into these partial
derivatives on local sections of E). We denote these standard coordinates by
fZMg  fx ; @1k
A ; @1k

 : k = 0; 1; : : :g: (2.1)
In many physically important cases elds and antields correspond one-to-one (are \conju-
gate") because the equations of motion derive from an action functional via the variational
principle.
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dx1 : : : dxpa1:::p(Z) (2.2)
where the dierentials are treated as anticommuting (Grassmann odd) objects,
dxdx = −dxdx:
The cohomological problem is usually dened in a subspace of such forms, adapted to
the problem under study and referred to as the space of local forms in the following. For
instance, one often requires that each a1:::p(Z) in (2.2) is a function on some nite jet
Jk(E) where k is arbitrary. For deniteness we presuppose this denition of local forms in
the following (except in section 4), but the scheme is not restricted to it.
The BRST operator s and the exterior derivative d are antiderivations in the space of
local forms. They square to zero and anticommute,
s2 = 0; sd+ ds = 0; d2 = 0: (2.3)
The exterior derivative is the standard one on J1(E),
d = dx@ ; (2.4)





















Each local jet coordinate ZM has a particular ghost number, assigned to it according
to the standard rules of the BRST formalism (in general, there are positive, vanishing and
negative ghost numbers). We can therefore consider the spaces Ωg;p  Ωg;p(J1(E)) of local
p-forms with ghost number g. The BRST operator carries ghost number 1 and form degree
0, i.e. it is a mapping from Ωg;p to Ωg+1;p. The exterior derivative d is a mapping from Ωg;p
to Ωg;p+1. We can therefore dene the double complex (Ω;; s; d),





−!   
d
−! Ω1;n
" s " s " s




−!   
d
−! Ω0;n





−!   
d
−! Ω−1;n
" s " s " s
(2.6)
where n = dim(M). In general, the diagram is innite in the vertical directions.
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We dene the local BRST cohomology as the cohomology of s modulo d at form degree
n and denote it by H(sjd;Ω;n). The corresponding cocycle condition and equivalence
relation (=) are
s!n + d!n−1 = 0; (2.7)
!n = !0n :, !n − !
0
n = sn + dn−1 : (2.8)
A useful tool to analyse this cohomological problem are the so-called descent equations,
s!p + d!p−1 = 0; p = 0; : : : ; n (with !−1  0); (2.9)
where !p may vanish for all p smaller than some p0. (2.9) follows from (2.7), because the
cohomology of d is trivial in Ωg;p, at least locally, except for (g; p) = (0; 0) and p = n [13],
H(d;Ωg;p) ’ 0g 
0
p R for p < n: (2.10)
Using this result which goes in physics sometimes under name \algebraic Poincare lemma",
the descent equations (2.9) are derived as follows. Acting with s on (2.7) and using (2.3),
one obtains d(s!n−1) = 0, i.e. s!n−1 is a closed form. (2.10) thus implies the existence of a
local form !n−2 satisfying s!n−1 + d!n−2 = 0. One now acts with s on the latter equation,
repeats the arguments, and derives ultimately (2.9) in this manner1.
The descent equations (2.9) can be cast in the compact form
~s ~! = 0 (2.11)
where ~s is simply the sum of s and d,
~s = s + d; (2.12)





Furthermore (2.10) implies that the equivalence relation (2.8) translates into
~! = ~!0 :, ~! − ~!0 = ~s ~ + constant (2.14)
where ~ =
P
p. Indeed, assume that !n solves (2.7) trivially, i.e. !n = sn + dn−1.
Then (2.7) implies d(!n−1− sn−1) = 0 because of (2.3). Using (2.10), we conclude !n−1 =
sn−1 + dn−2 for some n−2. Repeating the arguments one derives !p = sp + dp−1 for
all p > 0 and !0 = s0 + constant which altogether give ~! = ~s~ + constant. Conversely
1(2.10) alone would still permit that the equation for p = 0 in (2.9) can read s!0 = constant in the case
that s!0 has ghost number 0. However, a nonvanishing constant in s!0 would signal the inconsistency of
the equations of motion and can thus be excluded without loss of generality. Indeed, denoting the equations
of motion by Li = 0, s!0 = constant would imply K
iLi = constant for some dierential operators K
i
which is clearly inconsistent unless the constant vanishes.
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~! = ~s~ + constant implies of course !n = sn + dn−1. Hence, (2.7) and (2.8) are indeed
equivalent to (2.11) and (2.14), at least locally.
Note that ~s is an antiderivation which squares to zero by (2.3),
~s2 = 0: (2.15)
Notice also that the descent descent equations (2.9) concern diagonal directions in the
double complex (2.6) for which the sum of the ghost number (gh) and the form degree
(formdeg) is constant. This sum is of course the natural degree when working with ~s and
is called \total degree" (totdeg) in the following,
totdeg = gh + formdeg: (2.16)
A sum of local forms as in (2.13) will be called local \total form" in the following. We
conclude that the local BRST cohomology at ghost number g is (locally) isomorphic to the
cohomology of ~s in the space of local total forms at total degree (g + n),




Remarks. a) (2.10) can fail to be globally valid. If such global considerations are
relevant, one must rene the analysis of the descent equations, cf. [14] for an example.
b) H(~s; ~Ω) is isomorphic to an antield independent \weak cohomology" [12].
c) In general, (2.17) does not extend to H(sjd;Ωg;p) for p < n. Namely, locally s!p +
d!p−1 = 0 implies descent equations of the form s!q + d!q−1 = 0, q = 0; : : : ; p, but it
does not guarantee the existence of a local (p + 1)-form !p+1 satisfying s!p+1 + d!p = 0.
The reason is the following. Acting with d on s!p + d!p−1 = 0, one concludes s(d!p) = 0,
i.e. d!p is an s-closed (p + 1)-form. However, H(s;Ω
;p+1) can be nontrivial, i.e. d!p is
not necessarily s-exact in the space of local (p + 1)-forms. In particular, H(sjd;Ωg;p) and
H(sjd;Ωg+1;p−1) are not isomorphic in general, not even locally.
3 Suitable jet coordinates and relation to dierential
geometric concepts
In order to compute the cohomology of ~s in practice, it is very useful, if not indispensable,
to switch from the standard jet coordinates (2.1), supplemented with the dierentials2, to
new ones which are better adapted to the cohomological analysis.
Particularly useful are local jet coordinates fU ‘;V‘;W ig satisfying
~sU ‘ = V‘; ~sW i = Ri(W) (3.1)
2When working in the space of local total forms, it is natural and convenient to supplement (2.1) with
the dierentials dx. This supplement is assumed in the following.
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where the Ri(W) are functions of the W’s only. Such a change of local jet coordinates is
required to be compatible with the locality requirement imposed on the particular coho-
mological problem, i.e. the U ’s, V’s and W’s themselves have to be local total forms such
that ~Ω factorizes locally into the ~s-invariant subspaces ~ΩU ;V and ~Ω

W of local total forms
depending only on the U ‘;V‘ and on the W i respectively,
~Ω = ~ΩU ;V  ~Ω

W ; ~s ~Ω

U ;V  ~Ω















Moreover, thanks to the rst Eq. (3.1), H(~s; ~ΩU ;V) is contractible, at least locally. Hence,
locally the U ’s and V’s drop out of the cohomology and we are left with the cohomology
of ~s on local total forms constructed only of the W’s,
H(~s; ~ΩGU ;V) ’ 
0
G R ) H(~s; ~Ω
G) ’ H(~s; ~ΩGW): (3.3)
Therefore the U ’s and V’s are called \trivial pairs". Clearly the aim is to construct a
set of new local jet coordinates with as many trivial pairs as possible. Thereby the chal-
lenge is usually not the nding of the U ’s and V’s but the construction of corresponding
complementary W’s. The latter are interpreted as generalized connections, tensor elds
and covariantized antields. We shall try to motivate this terminology in the following by
general arguments and an example in the next section. However, to fully understand and
appreciate it, an inspection of further examples is helpful, see e.g. [12] and Refs. therein.
For notational simplicity we will assume that the gauge transformations are irreducible,
i.e. that ghosts for ghosts are not needed. Then all local jet coordinates (2.1) have ghost
numbers  1. Consequently, each W i can be assumed to have a denite total degree  1,
and we can decompose the set of W’s into subsets with denite total degree as follows:
f ~CNg = fW i : totdeg(W i) = 1g; (3.4)
f ~T rg = fW i : totdeg(W i) = 0g; (3.5)
f ~T  g = fW
i : totdeg(W i) = −1g; : : : (3.6)
For reasons explained below, we call the ~C’s \generalized connections" and the ~T ’s \gen-
eralized tensor elds". Because of (2.16) one has
~CN = C^N + dxAN + : : : ; ~T
r = T r + : : : (3.7)
where dots denote antield dependent terms, and C^N , AN and T
r depend only on the
elds and their derivatives and, possibly, explicitly on the coordinates of the base manifold
(but neither on antields, nor on dierentials). The C^N have ghost number 1, whereas the
AN and T
r have ghost number 0. The antield dependent terms in ~CN and ~T r involve
necessarily ghosts or dierentials. Of course, the W’s with negative total degree cannot
have antield independent parts. They are \covariantized antields".
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In order to explain the relation to dierential geometric concepts, we spell out more





M( ~T ) +
1
2
(−)"P+1 ~T  ~C
N ~CP ~CQEQPN
M ( ~T ) +O(4); (3.8)
~s ~T r = ~CMRM
r( ~T ) +
1
2
(−)"M+1 ~T  ~C
M ~CNENM
r( ~T ) +O(3); (3.9)
~s ~T  = L( ~T ) +O(1); : : : (3.10)
where O(k) denotes terms of order  k in the ~C’s, and ("M + 1) is the Grassmann parity
of ~CM . Due to ~s2 = 0 the functions of the ~T ’s appearing in (3.8){(3.10) are related. In
particular, ~s2 ~T r = 0 and ~s2 ~CM = 0 yield at lowest degree in the ~C’s respectively
~r[MRN ]
r( ~T ) + FMN
P ( ~T )RP
r( ~T ) + L( ~T )EMN
r( ~T ) = 0; (3.11)
~r[MFNP ]
R( ~T )− (−)"P "QF[MN
Q( ~T )FP ]Q
R( ~T ) + L( ~T )EMNP
R( ~T ) = 0 (3.12)






It is instructive to look at the antield independent parts of (3.8){(3.12), using (3.7). From
(3.10) one infers that L(T ) vanishes weakly (\on-shell"), i.e. it is \a combination of the
left hand sides of the equations of motion",
L(T )  0: (3.14)
This follows because (3.10) implies that the antield independent part of L( ~T ) is in the
image of the so-called eld theoretical Koszul-Tate dierential (see e.g. [15, 3]) contained
in the BRST operator. (3.11) and (3.12) yield respectively
[rM ; rN ]  −FMN
P (T )rP ; (3.15)
r[MFNP ]
R(T )− (−)"P "QF[MN
Q(T )FP ]Q
R(T )  0 (3.16)






According to (3.15) the (graded) commutator algebra of the rM closes in the weak sense
(on-shell). (3.16) is implied by this algebra (Jacobi identity).
The antield independent part of (3.9) splits into two parts with ghost numbers 1 and
0,






where γT r is the antield independent part of sT r. Here we used again that antield
independent pieces in s ~T vanish weakly whenever they are in the image of the Koszul-Tate















M(T )  0: (3.22)
To interpret the above equations, we recall that γT r equals the innitesimal gauge
transformation of T r with gauge parameters replaced by the ghost elds. (3.18) thus means
that the gauge transformations of the T ’s involve on-shell only specic combinations of the
gauge parameters corresponding to the C^N . This suggests to interpret the T ’s as tensor
elds characterized through the transformation law (3.18). Accordingly, the algebra (3.15)
is interpreted as a gauge covariant algebra on tensor elds.
Note that the total derivative operators @ might look quite complicated when expressed
in terms of the new jet coordinates. (3.19) shows how they are realized on the T ’s, up to
weakly vanishing terms. This realization suggests to interpret the AN as connections, as
they relate partial derivatives of tensor elds to gauge covariant quantities. (3.21) supports
this interpretation as it is a transformation law typical of a connection. Moreover, very
often (3.19) allows us to dene covariant derivatives. Indeed, assume that the set fAN g
contains an invertible subset fAag. Then one can solve (3.19) for the ra which in turn
can be interpreted as covariant derivatives as they extend the @ to covariant operations.
(3.22) is reminiscent of a zero-curvature condition. In fact it can be interpreted in
this way as it is a consequence of [@; @ ] = 0, evaluated on the T r by means of (3.19).
However, usually it has a more familiar and useful interpretation, provided fAN g contains
an invertible subset fAag (see above). Namely in such cases (3.22) can be solved for the
Fab
M which are then interpreted as the curvatures corresponding to the ra, as one has
[ra;rb]  −Fab
MrM .
Remarks. a) (3.3) can fail to be valid globally if the manifold of the U ’s has nontrivial
de Rham cohomology within the space of local total forms; such global aspects can be
taken into account using (3.2), cf. [14] for an example.
b) Often (but not always) one can choose new local jet coordinates such that all W’s
have nonnegative total degrees. It can also happen that there are W’s with negative total
degrees but they do not contribute nontrivially to the cohomology. In such cases the
antields enter the solutions of the cohomological problem only via the antield dependent
terms contained in ~C’s and ~T ’s. The example treated in the next section is of this type.
c) Recall that (3.15){(3.22) arose directly from (3.1). Conversely one may regard a
gauge covariant algebra (3.15) as the reason behind the existence of local jet coordinates
satisfying (3.1). Sometimes it is even fruitful to reverse the perspective completely and to
try to construct gauge theories by imposing an algebra (3.15) and seeking a local o-shell
realization rM : T r 7! RrM(T ). The gauge transformations and covariant derivatives are
then obtained afterwards from (3.18){(3.21).
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4 BRST cohomology for geodesic motion
The approach outlined above is now illustrated for the geodesic motion Xm(t) of point
particles in Riemannian or pseudo-Riemannian manifolds. These motions are described by
stationary points of the action functional
S =
Z








Here gmn is the metric tensor eld of the (pseudo-) Riemannian manifold, e = e(t) is an
auxiliary dynamical variable, M is a constant (the \mass" of the particle), and _Xm denotes
the derivative of the Xm(t) with respect to the world-line parameter t. We shall assume
M 6= 0, as the case M = 0 (corresponding to null-geodesics) is slightly special.














































The equations of motion are related by a Noether identity equivalent to the gauge invariance










As the rst Eq. (4.2) can be solved algebraically for e, one can eliminate e and work
from the beginning with the Xm as the only dynamical variables (the corresponding form
of the Lagrangian is then M jgmn(X) _Xm _Xnj1=2). However, for our purposes it is more




jgmn(X) _Xm _Xnj :
As the equations of motion derive from an action functional, elds and antields are in
one-to-one correspondence (\conjugate"),
fAg = fXm ; e ; Cg; fAg = fX

m ; e
 ; Cg; (4.7)
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where C is the ghost eld associated with world-line reparametrizations. Thus, the stan-
dard jet coordinates (2.1), supplemented with the only dierential dt, are in this case
fZMg = ft ; dt ; @qA ; @qA : q = 0; 1; : : :g; (4.8)
where @ represents dierentiation with respect to t. The BRST transformations are
s t = 0; s dt = 0;








s C = Xm@X
m − e@e + 2C@C + C@C: (4.9)
The BRST transformations of the remaining jet coordinates (4.8) are obtained from (4.9)
simply by prolongation, using s@ = @s.
For deniteness, we shall now compute the BRST cohomology in the space of functionals
whose integrands are polynomials in all jet coordinates (4.8) except for the (undierenti-
ated) Xm and e on which they can depend arbitrarily. Accordingly we dene the space of
local total forms, though the arguments and results can be easily adapted to more general
spaces of functionals and forms.
Denition. The space ~Ω of local total forms is dened as the space of functions f(Z)
depending arbitrarily on e and the Xm, but polynomially on all other ZM .
To compute H(~s; ~Ω) we seek new jet coordinates satisfying (3.1). (4.9) suggests
fU ‘g = ft ; @qe ; @qXm ; @
qC : q = 0; 1; : : :g (4.10)
because the ~s-variations of these U ’s form a set fV‘g of admissible new jet coordinates
substituting for fdt; @q+1C; @q+2Xm; @q+1e : q = 0; 1; : : :g, as one has
~s t = dt; ~s @qe = e@q+1C + : : : ;
~s @qXm = −e
−1gmn(X)@
q+2Xn + : : : ; ~s @qC = −e@q+1e + : : : :
So far we have substituted new local jet coordinates fU ‘;V‘g for all standard jet coordinates
(4.8) except for C, Xm, @Xm and e. In order to apply the reasoning of the previous section,
one needs in addition new jet coordinates W i substituting for the Xm, @Xm, C and e
such that (3.1) holds. This is fullled by
fW ig = fXm ; Pm ; ~C ; ~eg;
~C = e (C + dt);
Pm = e−1@Xm − (C + dt) gmn(X)Xn ;
~e = e − e−1(C + dt)C: (4.11)
Indeed, as required by (3.1), the ~s-transformations of Xm, Pm, ~C and ~e can be expressed
completely in terms of these variables again,
~sXm = ~CPm; ~s Pm = − ~CP kP ‘ Γk‘
m(X);
~s ~C = 0; ~s ~e = 1
2
(M2 − hP i2); (4.12)
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where we used the notation
hP i2 := gmn(X)P
mP n:
In the terminology of section 3, Xm and Pm are generalized tensor elds ~T r, and ~C is the









We shell see that the kernel of ~r determines constants of the motion. Note that ~s is











~s2 = 0 holds because of
~rhP i2 = 0: (4.15)
It is now straightforward to derive the following result.
Lemma. For M 6= 0, H(~s; ~Ω) can be represented solely by local total forms ~CG(X;P )
and F0(X;P ) 2 Ker( ~r),
M 6= 0 : ~s ~! = 0 , ~! = ~s ~ + F0(X;P ) + ~CG(X;P ); ~rF0(X;P ) = 0: (4.16)
Here F0 and G are dened up to the following shifts corresponding to cohomologically trivial
redenitions of F0(X;P ) and ~CG(X;P ),
F0(X;P ) ! F0(X;P )−
1
2
(M2 − hP i2)H^0(X;P ); ~rH^0(X;P ) = 0; (4.17)
G(X;P ) ! G(X;P )− ~rF^ (X;P ) +
1
2
(M2 − hP i2)K^(X;P ); (4.18)
where H^0, F^ and K^ are polynomials in the P
m. In particular, F0(X;P ) + ~CG(X;P ) is
trivial in H(~s; ~Ω) if and only if F0 and G can be removed through shifts (4.17) and (4.18).
Proof. Due to (3.3) it is sucient to compute H(~s; ~ΩW). As ~C and ~e
 are Grassmann
odd (anticommuting), one has
~ 2 ~ΩW , ~ = F (X;P ) + ~CG(X;P ) + ~e
H(X;P ) + ~C ~eK(X;P ): (4.19)




(M2 − hP i2)H + ~C[ ~rF −
1
2
(M2 − hP i2)K] + ~C ~e ~rH: (4.20)
This shows
~s~ = 0 , H = 0; ~rF =
1
2
(M2 − hP i2)K: (4.21)
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Next we examine how ~ changes if we subtract an ~s-exact local total form ~s~, ~ 2 ~ΩW ,
~ ! ~0 = ~− ~s~; ~ = F^ + ~CG^+ ~eH^ + ~C ~e K^ (4.22)
where F^ = F^ (X;P ), . . . , K^ = K^(X;P ). One nds ~0 = F 0 + ~CG0 + ~C~eK 0 where
F 0 = F −
1
2
(M2 − hP i2)H^; (4.23)
G0 = G− ~rF^ +
1
2
(M2 − hP i2)K^; (4.24)
K 0 = K − ~rH^: (4.25)
We show now that one can always choose H^ such that K 0 = 0. To this end, we decompose

















M2 K(+1) − hP i2K(−1)
i
: (4.26)
In particular this implies K(0) = 0. Assume now that K() = 0 holds for all   0.
(4.26) then gives K(0+1) = 2M−2 ~rF (0). Inserting this in (4.25), one sees that H^(0) =
2M−2F (0) implies K 0(0+1) = 0. Since this applies to all 0 and is satised for 0 =
0, we can indeed choose H^ so as to achieve K 0 = 0. Actually the procedure removes
simultaneously all parts of F 0 up to and including order (K − 1). However, in general
one cannot remove F 0 completely because by removing F 0() one modies F 0(+2), as is
seen from (4.23). Hence, the procedure shifts the dependence of F 0 on the Pm to terms of
higher degree. This can be avoided by rening the procedure. Namely, in order to remove
K 0(0+1), it is actually sucient to choose
H^(0) = 2M−2(F (0) − F (0)0 );
where F
(0)
0 is the zero mode of ~r contained in F
(0). Clearly, this zero mode does not
contribute in (4.25). One can thus achieve K 0 = 0 without modifying the zero modes of
~r contained in F . Having removed K 0, one is left with the zero modes of ~r contained
in F and has still the freedom to redene the latter by choosing H^ 2 Ker( ~r) without
violating K 0 = 0. This yields (4.17) which shows in particular that F0 and hP i2F0 are
cohomologically equivalent (choose H^0 = 2M
−2F0) and explains thereby why one can shift
the dependence of F 0 on the Pm to higher orders. (4.18) follows directly from (4.24). This
proves the lemma. 2
Note that F (X;P ) and ~CG(X;P ) have total degree 0 and 1 respectively, and recall that
the BRST cohomology on local functionals at ghost number g is isomorphic to H(~s; ~Ωg+1)
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in this case (due to n = 1). We conclude that the BRST cohomology on local functionals
is trivial at all ghost numbers dierent from −1 and 0, and is represented at ghost numbers
−1 and 0 by the integrated 1-forms contained in F (X;P ) and ~CG(X;P ). To extract these
representatives, we recall that Pm = DXm − (C + dt)gnm(X)Xn with
DXm := e−1@Xm: (4.27)
As (C + dt) is Grassmann odd and thus squares to zero, one has
F0(X;P ) = F0(X;DX)− (C + dt)Xm F
m
0 (X;DX); (4.28)
~CG(X;P ) = (C + dt) eG(X;DX) (4.29)
where















Discussion of the result. According to the interpretation of the local BRST co-
homology at ghost numbers −1 and 0 [7, 5], W−1 and W 0 yield rigid symmetries and
consistent deformations of an action functional (4.1) respectively.
The rigid symmetries read o from W−1 are generated by
e = 0; X
m =  Fm0 (X;DX) (4.33)
where  is a constant innitesimal parameter. Indeed, thanks to ~rF0(X;P ) = 0, the
Lagrangian (4.1) transforms under (4.33) into a total derivative,








The constants of the motion corresponding to these symmetries according to Noether’s
rst theorem [16] are simply the functions F0(X;DX) themselves. Indeed,
~rF0(X;P ) = 0 ) @F0(X;DX)  0; (4.35)
i.e. F0(X(t); e
−1(t) _X(t)) is constant for any solution to the equations of motion. In fact,
these statements apply to any zero mode of ~r, whether or not it depends polynomially on
the Pm (since ~rF0(X;P ) = 0, ~sF0(X;P ) = 0).
Hence, each zero mode of ~r provides a rigid symmetry of (4.1) and a corresponding
constant of the geodesic motion. However, not all these symmetries and constants of the
motion are independent and some are trivial. In fact, two such symmetries or constants of
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the motion are equivalent if they are related through a redenition (4.17). In particular,




for some H^0(X;P ) 2 Ker( ~r) because then (4.33) reduces on shell to a world-line
reparametrization and the associated constant of the motion just vanishes on-shell due
to M2 − hDXi2  0. For instance, F0 = M2 − hP i2 results in Xm = −2e−1@Xm which
represents an innitesimal world-line reparametrization t! t− 2 e−1(t).
Those F0(X;P ) which depend polynomially on the P
m correspond to the Killing tensors
of the Riemannian manifold. Indeed, consider
F
()
0 (X;P ) = P
m1 : : : Pmfm1:::m(X): (4.36)
It is easy to verify that ~rF ()0 (X;P ) = 0 is equivalent to
D(m0 fm1:::m)(X) = 0; (4.37)
where Dm is the usual covariant derivative with connection Γmn
k and (m0 : : :m) denotes
complete symmetrization. The solutions of (4.37) are called Killing tensors of order 
since (4.37) generalizes the Killing vector equations (recovered for  = 1). We have thus
reproduced the well-known result that the Killing tensors give rise to constants of geodesic
motion, see e.g. [17].
Let us nally discuss the deformations (4.32). Note that they contain only rst order
derivatives. This does not mean that there are no reparametrization invariant local func-
tionals containing higher order derivatives; in fact one can easily construct such functionals
(see below). Rather, the cohomology tells us that any such functional is cohomologically
equivalent to one of the form (4.32), i.e. it can be brought to this form by subtracting BRST
exact local functionals. This implies that a reparametrization invariant deformation of the
action functional (4.1) with deformation parameter  ,
S = S + S1 +O(
2) ;
can always be rewritten such that S1 takes the form (4.32) by means of local redenitions




2XmD2Xn; D2Xm = e−1@(e−1@Xm)
is reparametrization invariant. It is indeed cohomologically equivalent to a functional S 01










dt e hmn(X) Γk1k2
m(X) Γk3k4
n(X)DXk1 : : :DXk4
where we neglected total derivatives in the integrand. Accordingly one has
S[X; e] + S1[X; e] = S[X




X 0m = Xm + gmn(X) hnk(X) [Γrs
k(X)DXrDXs −D2Xk]:
Remarks. a) ~r can be used to dene a covariant derivative r on tensor elds T r, as
explained at the end of section 3. The tensor elds are the antield independent parts of
the ~T r, i.e. fT rg = fXm ; DXmg. The covariant derivative acts as
rXm = DXm; r2Xm = −Γk‘
m(X)rXkrX‘; etc:
Note that rqXm has degree q in the DXm.
b) The general form of reparametrization invariant local functionals containing higher
order derivatives of the Xm isZ
dt eB(X;DX;D2X; : : : ;DqX); D = e−1@ (4.38)
where B is an arbitrary function of its arguments. This can be proved by computing
analogously the cohomology of ~s in the space of antield independent local total forms. In
this space the set of tensor elds contains all the DqXm (q = 0; 1; : : :) and the covariant
derivative is D = e−1@. The cohomological equivalence of a functional (4.38) to one of the
form (4.32) follows from the fact that D and r coincide on-shell,
DXm = rXm; DqXm  rqXm (q = 2; 3; : : :):
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