最大密度部分集合問題と近似２分探索による解法 by 張 明超 et al.
最大密度部分集合問題と近似２分探索による解法
著者 張 明超, 高橋 里司, 繁野 麻衣子
発行年 2009-04
シリーズ Department of Social Systems and Management
Discussion Paper Series ~ no.1231
URL http://hdl.handle.net/2241/102647

















k- (k-clique) k- (k-clan)
k- (k-core) k- (k-plex) [1]
maximum edge subgraph problem)
NP-







N N H ⊆ 2N Γ = (N,H)






[5] Γ H ⊆ N ×N
(maximum density subgraph problem)
[4, 6, 11] n = |N |, mH = |H|, q =
∑
J∈H |J |
N ={A, B, C, D, E, F, G}
1 1 4 H
{A, B, C, D, E} 1
N
5 {A, B, C, D, E}
{A, B, D, E}
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G = (N,A) s ∈ N
t ∈ N c : A→ R+
Y
∑
{c(a) | a = (i, i′) ∈ A, i ∈ Y, i′ 6∈ Y } Y κc(Y )
Y (⊂ N) s ∈ Y, t 6∈ Y Y s-t
s-t µ s-t Y
s-t X κc(Y ) ≤ κc(X) + µ Y µ-




a=(k,i)∈A,k∈N ϕ(a) ϕ : A→ R
a 0 ≤ ϕ(a) ≤ c(a) i ∈ N \ {s, t} ∂ϕ(i) = 0
4
ϕ ∂ϕ(s) ϕ
ψ ∂ϕ(s) ≥ ∂ψ(s)− µ ϕ µ- ϕ
(Gϕ = (N,Aϕ), cϕ) ϕ µ-
ϕ (Gϕ = (N,Aϕ), cϕ) κcϕ(Y ) ≤ µ
s-t Y κcϕ(Y ) = κc(Y )− ∂ϕ(s) s-t X





2 D N ∪ H ∪ {s, t, d}
AF ∪ AB ∪ As ∪ At ∪ Ad ∪ Ae ∪ {(s, d)} AF = {(i, J) | J ∈ H, i ∈ J},
AB = {(J, i) | (i, J) ∈ AF}, As = {(s, i) | i ∈ N}, At = {(i, t) | i ∈ N}, Ad = {(d, J) | J ∈ H},




1/hmax (a ∈ AF)
(hmax − |J |)/hmax (a = (d, J) ∈ Ad)
∞ (a ∈ AB ∪Ae)∑
J∋i 1/hmax (a = (s, i) ∈ As)∑
J∈H(hmax − |J |)/hmax (a = (s, d))
λ (a ∈ At)
3.2 (D, cλ) Y Y ∩N = ∅ z(λ) ≤ 0 Y ∩N 6= ∅
Y ∩N P(λ) κcλ(Y ) = mH − z(λ) z(λ) ≥ 0
(D, cλ) Y d ∈ Y Γ(Y ∩N) = Y ∩H
d 6∈ Y J ∈ Y ∩H (J, d)
∞ Y ∞ (D, cλ)
{s} Y d 6∈ Y Y ∩H = ∅
κcλ(Y ∪ {d}) − κcλ(Y ) =
∑
(d,J)∈Ad
cλ(d, J) − cλ(s, d) = 0
Y Y ∪ {d} d ∈ Y
J˜ ∈ Γ(Y ∩N)\ (Y ∩H) J˜ (J˜ , i) ∈ AB i ∈ Y d ∈ Y
κcλ(Y )− κcλ(Y ∪ {J˜}) =
∑
{(i,J˜)∈AF|i∈N}
cλ(i, J˜) + cλ(d, J˜) ≥ 0
5
Y Y ∪ {J˜} Γ(Y ∩N) ⊆ Y ∩ H
J˜ ∈ Y ∩H \ Γ(Y ∩N) i ∈ J˜ i 6∈ Y i ∈ N
(J˜ , i) ∈ AB ∞ Y ∞
Γ(Y ∩N) = Y ∩H

































hmax − |J |
hmax



























hmax − |J |
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hmax − |J |
hmax

















hmax − |J |
hmax














hmax − |J |
hmax
+ λ|Y ∩N |
= |H \ Γ(Y ∩N)|+ λ|Y ∩N |
(1)
κcλ(Y ) = mH − (|Γ(Y ∩N)| − λ|Y ∩N |)
Y S ⊆ N
κcλ(Y ) ≤ κcλ(S ∪ Γ(S) ∪ {s, d}) = mH − (|Γ(S)| − λ|S|)
Y ∩N = ∅ κcλ(Y ) = mH |Γ(S)| − λ|S| ≤ 0 z(λ) ≤ 0
Y ∩N 6= ∅ |Γ(Y ∩N)| − λ|Y ∩N | ≥ |Γ(S)| − λ|S| Y ∩N P(λ)








λ∗ [LB,UB] S ⊆ N
0 ≤ |Γ(S)|/|S| ≤ mH [0,mH ] z(λ)
z(λ) > 0 LB λ z(λ) ≤ 0 UB λ
6
λ = (LB+UB)/2 P(λ) z(λ)
2
3.3 UB− LB ≤ 1/n2 P(LB)











|Γ(S∗)| · |S| − |Γ(S)| · |S∗|
|S∗| · |S|








|Γ(S∗)| − LB|S∗| ≥ 0 > |Γ(S)| − LB|S|
S P(LB)
LB = λ (D, cLB) P(LB)
UB − LB ≤ 12n2 (D, cLB− 1
2n2
)
λ > LB − 1
2n2
P (LB − 1
2n2
) 2
P(λ) ⌈log(n2mH)⌉ + 2 P(λ) Goldberg-Rao
3.3
λ 1/(2n2) At ⌊2λn
2⌋/(2n2)

























2 2 λ∗ [LB, UB]
2 λ P(λ)
2
0 [LB, UB]= [0,mH ]
1 µ = (UB − LB)/4 λ = (UB + LB)/2 (D, cλ) µ- Y
2 Y ∩N = ∅ UB λ+ µ LB λ− µ







4.1 2 LB≤ λ∗ ≤UB
µ- Y Y ∩N = ∅ (D, cλ+µ) X
Y µ- κcλ(Y ) ≤ κcλ(X)+µ X∩N 6= ∅
κcλ(X) ≤ κcλ+µ(X)−µ κcλ(Y ) = κcλ+µ(Y ) κcλ+µ(Y ) ≤ κcλ+µ(X)
Y (D, cλ+µ) 3.2 z(λ+ µ) ≤ 0
µ- Y Y ∩N 6= ∅ κcλ−µ(Y ) ≤ κcλ(Y )−µ
(D, cλ−µ) X
′ Y µ- κcλ(Y ) ≤ κcλ(X
′)+µ
X ′ ∩N = ∅ κcλ−µ(X
′) = κcλ(X
′) κcλ−µ(Y ) ≤ κcλ−µ(X
′)
Y 3.2 z(λ− µ) ≥ 0
2 [LB,UB] LB≤ λ∗ ≤UB
3 3.3
2 µ- 2
(D, cLB) µ- ϕ
4.2 2 (D, cLB) µ- ϕ (D, cλ)
(2n + 1)µ-
λ = LB + 2µ (D, cλ) At (D, cLB) 2µ
ϕ (D, cλ) (D, cLB) (D, cλ)
YLB, Yλ µ- κcLB(YLB) ≤ ∂ϕ(s) + µ
8
(D, cλ) ψ
∂ψ(s) ≤ κcλ(Yλ) ≤ κcλ(YLB) ≤ κcLB(YLB) + 2µn ≤ ∂ϕ(s) + µ+ 2µn
∂ϕ(s) ≥ ∂ψ(s)− (2n+ 1)µ
4.3 2 k LB, µ LBk, µk
(D, cLBk) µ




LBk+1 ≤ LBk+µk (D, cLBk+1) At (D, cLBk) µ
k
(G, cLBk+1) ψ 4.2 ∂ψ(s)−∂ϕ(s) ≤
(n+ 1)µk µk+1 = 3µk/4 ∂ϕ(s) ≥ ∂ψ(s)− 43(n+ 1)µ
k+1




q ) O(log n) (G, cLBk) µ
k- (G, cλ)
µk- (G, cLBk+1) µ
k+1- µ-




q log n) O(log(nmH))
4.1 2 O(min{(n+mH)
2/3, q1/2}q log (n+mH)
2
















w(J)/hmax (a = (i, J) ∈ AF)
w(J)(hmax − |J |)/hmax (a = (d, J) ∈ Ad)
∞ (a ∈ AB ∪Ae)∑
J∋iw(J)/hmax (a = (s, i) ∈ As)∑
J∈Hw(J)(hmax − |J |)/hmax (a = (s, d))
λ (a ∈ At)
w
W = maxJ∈Hw(J) 2
O(min{(n+mH)
2/3, q1/2}q log (n+mH)
2
q log n log(nmHW ))
2








∆+S = {(i, j) ∈ A | i ∈ S, j ∈ N \ S} ∆−S = ∆+(N \ S)




a∈∆−S u(a) > 0 S
n = |N |, m = |A|, B = max{|ℓ(a)|, |u(a)| | a ∈ A}




m log n log(nB))
2
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S ∆+S = {(i, j) ∈ A | i ∈ S, j ∈ N \ S},




a∈∆−S u(a) > 0


























3.1 Q(ρ) 0 ρ = ρ∗ Q(ρ)
Q(ρ) z˜(ρ) z˜(ρ) ρ
z˜(ρ) ≤ 0 ρ∗ ≤ ρ z˜(ρ) > 0 ρ∗ > ρ z˜(ρ)
D˜
D˜ N ∪ {s, t} AF ∪AB ∪As ∪At AF = A,





u(a)− ℓ(a) + ρ (a ∈ AF)
ρ (a ∈ AB)
−∂ℓ(i) (a = (s, i) ∈ As)
∂ℓ(i) (a = (i, t) ∈ At)
(D˜, c˜ρ) s-t X κc˜ρ(X) X











(D˜ρ, c˜ρ) X X 6= {s} X 6= N∪{s} X∩N Q(ρ)
κc˜ρ(X) ≤ κc˜ρ({s}) =
∑
{i∈N |∂ℓ(i)>0} ∂ℓ(i) z˜ ≥ 0
X = {s} X = N ∪ {s} κc˜ρ(X) =
∑
{i∈N |∂ℓ(i)>0} ∂ℓ(i)




a∈∆−Y (ℓ(a)−ρ) ≥ 0
z˜(ρ)
0 < ρ∗ ≤ B
12
[LB,UB] = [0, B] 3.3 UB−LB < 1/m2
Q(LB)
2
0 [LB, UB]= [0, B]
1 µ = (UB − LB)/4 ρ = (UB + LB)/2 (D˜ρ, c˜ρ) µ- Y
2 Y = {s} Y = N ∪ {s} UB ρ+µ
LB ρ− µ








µ- (D˜, c˜LB) µ- ϕ
Goldberg–Rao[7] 2µ- µ- O(min{(n +
mH)
2/3, q1/2}q log (n+mH)
2
q ) O(logm) = O(log n) (D˜, c˜LB)
µ- ϕ (D˜, c˜λ) µ- µ- Y
2 LB LB (D˜, c˜LB) µ-
2 O(log(nB))
5.1 2 O(min{n2/3,m1/2}m log n
2
m log n log(nB))
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A maximum density subset problem and
its algorithm with approximate binary search
ZHANG Mingchao, TAKAHASHI Satoshi, and SHIGENO Maiko
University of Tsukuba
Abstract This paper deals with a problem of finding maximum density subsets on a set
system, which is a generalization of a maximum density subgraph problem. To find dense
subgraphs is worthy in analyzing communities on either web graphs or social networks. Some
examples show that maximum density subsets are proper than maximum density subgraphs
as communities. By combining approximate binary search and a maximum flow algorithm,
an efficient algorithm for finding maximum density subsets is developed. We also discuss
how a framework of the proposed approximate binary search algorithm can be applied for a
weighted version of the problem and for a maximum mean cut problem.
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