Abstract. A new method is presented for near-best approximation of a real function F on [-r, r] by a polynomial of degree m. The method is derived by transplanting the given problem to the unit disk, then applying the Carath6odory-Fej6r theorem. The resulting near-best approximation is constructed from the principal eigenvalue and eigenvector of a Hankel matrix of Chebyshev coefficients of F.
principal eigenvalue and eigenvector of a Hankel matrix of Chebyshev coefficients of F.
It is well known that as -0, the mth partial sum of the Chebyshev series of F agrees with the best approximation to a relative error O('r). In contrast, our approximation is shown to differ from best by at most O(7"2m+3). m similar result is given for approximation on [-1, 1] as m oe. Such high-order agreement is of both practical and theoretical importance. In particular, it establishes a real analogue of the phenomenon that on the complex unit disk best approximation error curves tend to closely approximate circles.
Several numerical examples are presented.
Introduction. Two main ideas are combined in this paper. The first is that by means of the Joukowski map x =1/2(w + w-a), the real Chebyshev approximation problem on the unit interval [-1, 1 can be related to a complex Chebyshev approximation problem on the unit disk Iwl < 1. Under this transplantation near-best approximations for one problem often correspond to near-best approximations for the other, and so an approximation method for one problem can be carried over to the other. The second is that exceedingly good near-best approximations on the unit disk can be computed by an application of the Carath6odory-Fej6r theorem, which involves the principal singular value and singular vector of a Hankel matrix of Taylor series coefficients. Transplanting this technique to [-1, 1] leads to a powerful real near-best approximation method that is based upon the principal eigenvalue and eigenvector of a Hankel matrix of Chebyshev series coefficients of the function to be approximated. Both of these ideas take advantage of the phenomenon that in approximation on the unit disk best approximation error curves tend to closely approximate perfect circles. The complex "CF method" was developed by Trefethen in response to this phenomenon, partly to explain and partly to exploit it [18] , [19] . The transplantation technique was proposed in connection with Pad6 approximation by Frankel, Gragg and Johnson [5] , [7] , and has been extended by Gutknecht [8] . Combining the two posteriori theorems to the effect that if the error curve of some approximation nearly equioscillates, then the approximation is close to best. Section 3 applies these theorems and asymptotic results from [18] We begin with a real function F(x) that is continuous on I(r). Let P*m denote the unique best approximation to F of degree at most m with respect to II" [li(,) . 
Here is the version of the Carath6odory-Fej6r theorem that we shall make use of" Proof. Due to Carath6odory and Fej6r [1] and Schur [15] . See also [6] , [18] and [19] . 
In this problem while the optimal error is 1.540.
2. Two a posteriori estimates for near-best approximation. If F-P,, nearly equioscillates on a set of m + 2 points in I(r) then, by the de la Vall6e Poussin inclusion theorem, P, approximates F with nearly minimal error. We wish to conclude that IIP-P*I[ is small. Such a conclusion can be derived from either a strong unicity theorem or a theorem on Lipschitz continuity of the best approximation operator [2, pp. 80-82] . In either case, we need here a constant that is uniform for all intervals I(r) in some range r (0, r0], and we need to know how it depends on m.
The existence of a uniform strong unicity constant or a uniform Lipschitz constant (the former implies the latter) is guaranteed under suitable assumptions, cf. [4] , [10] , [13] . Essentially, one needs to have that for each r there exists an alternant with well separated points. Here, we make a more specific assumption, namely that the alternation points are close to the Chebyshev abscissae. Proof. It is easy to construct a continuous function/6 with lip-Fib(,)= e/2 such that/-P,, exactly equioscillates between +/-IIP-PII, on the point set {x.}. Pm is then the best approximation to/ on I(r). To prove the theorem, it will suffice to show that 1/K is a lower bound (uniform in r) for the strong unicity constant of and P,,. This will imply that 2 is a corresponding Lipschitz constant [2, p. 82], i.e., that if/ is any continuous function on I(r) and "* P, its best approximation, then Choosing/ F will yield (2.3).
To compute K we use a construction presented by Cline [3] , which in essence appears also in an earlier paper of Maehly and Witzgall [11] . To begin with, one has (2.4) 1-= min max sign {(P-P,)(xj)}O(xj), where Q is any polynomial of degree m and norm 1; cf. [2] , [3] . But since Re w -m-l= Re w on OD, the term of degree k =-m-1 that dominates the deviation of f-p from a circle fails to introduce any deviation from perfect equioscillation in Fv-P. This is the reason for the higher exponent 2m +3 in (i) and (ii).
Unfortunately, keeping track of this "bonus" will lengthen the proof. This inequality is easily derived from (3.10) under the assumptions on a,/3, r.
Proof of (i)
Proof of (iii). By (3.1) and the minimality of q, (3, 14) I Ilqlloo -<_ II/q[oo <-_ 1+1_"
Hence, from (3.5) and (3.10), we conclude
2m+3 lam+,l <= (22,r)2m+21am+ll which implies (3.7).
Proof of (iv (ii) and (iii) then follow from (3.7) and (3.6) together with the de la Vall6e Poussin theorem. Because of (3.8), Theorem 2.1 or 2.2 can also be applied to (3.6) to give (iv). Finally, (v) follows from (iv), Lemma 3.1(i), and (3.5), taking q=(1-(b-,,-1/am+l))q.
Essentially the same argument yields an almost equally powerful theorem for approximation as m oo on a fixed interval. Thus not only is the convergence of the order predicted, but the constant term is very small.
