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Abstract
For  ∈ Rd , a convex bounded set with non-empty interior, the moduli of smoothness r (f, t)Lq()
and the norm ‖f ‖Lq() are estimated by an Ul’yanov-type expression involving r (f, t)Lp() where
0<p<q∞. The main result for q <∞ is given by
r (f, t)qC
{∫ t
0
u−qr (f, u)qp
du
u
}1/q
, 0< tdiam, = d
p
− d
q
.
The inequalities established here settle a conjecture in Ditzian and Tikhonov [Ul’yanov and Nikolskii-type
inequalities, J. Approx. Theory 133 (2005) 100–133, Section 12]. A corresponding estimate of ‖f ‖Lq() is,
in fact, an embedding theorem involving Besov spaces with a range of q more general than known today.
The power q achieved is optimal.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In a recent paper [6] a method was developed to relate various measures of smoothness on Lp
for different p. In that paper Ul’yanov-type results were achieved for many diverse measures of
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smoothness. However, some natural problems about results of this type remain open, and perhaps
the most prominent among them is mentioned in [6, Section 12] and answered by the following
theorem.
Theorem 1.1. For 0 < pq∞ and a convex set  ⊂ Rd such that int = ∅ and diam <
∞, we have
‖f ‖Lq()C
⎡⎣{∫ diam
0
u−q1r
(
f, u
)q1
p
du
u
}1/q1
+ ‖f ‖Lp()
⎤⎦ (1.1)
and
r (f, t)qC
{∫ t
0
u−q1r
(
f, u
)q1
p
du
u
}1/q1
, 0 < tdiam, (1.2)
where
q1 =
{
q, q < ∞
1, q = ∞ and  =
(
1
p
− 1
q
)
d.
We understand (1.1) and (1.2) to mean that if their right-hand side converges, then f ∈ Lq()
and the inequalities (1.1) and (1.2) are satisﬁed. The constant C in (1.1) and (1.2) depends on
p, q, r, d and the domain  but not on f or t .
For completeness we explain the (common) notations we use in Theorem 1.1.
diam = sup{|x − y| : x, y ∈ },
|x − y| is the Euclidean distance between x and y,
int = {x ∈  : (y : |x − y| < ) ⊂  for some  > 0},
‖f ‖q = ‖f ‖Lq() =
{∫

|f (x)|q dx
}1/q
for 0 < q < ∞,
‖f ‖∞ = ‖f ‖L∞() = ess sup
x∈
|f (x)|,
r (f, t)p = r (f, t)Lp() = sup|h| t ‖
r
hf ‖Lp(), (1.3)
and
rhf (x) =
⎧⎨⎩
r∑
k=0
(−1)r−k(r
k
)
f (x + kh), x, x + kh ∈ ,
0 otherwise.
Theorem 1.1 resolves the conjecture in [6, Section 12] when the domain is a bounded convex
set with non-empty interior. We also note that even for an interval in R, Theorem 1.1 was known
only for p1 and q1 = 1 (see [2, p. 181]).
We feel that the main result of Theorem 1.1 is (1.2); however, as f ∈ Lq() is a nec-
essary condition for r (f, t)Lq() to be deﬁned, we state (1.1) ﬁrst. For part of the range of
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0 < p < q∞, but not all, the estimate (1.1) follows from known recent and less recent results
(see [12] and [9]) on the embedding of Lq(Rd) in a Besov space involving Lp(Rd) and extension
theorems by DeVore and Sharpley [3].
In Section 2 we discuss our result, compare it with previous results, and show the optimality of
q1 (of Theorem 1.1). In fact (1.1) can be understood as the embedding of Lq into an appropriate
Besov space, and in that terminology it was proved for part of the range (see [12]). One can
construe Section 2 as motivation for our results which we give before delving into the intricate
proof given in Sections 3–11.
We did not use the partial results in [12] as they did not apply to (1.2) and did not cover all of
the desired range for (1.1). Moreover, we prove in this paper (1.1) and (1.2) simultaneously, and
treating (1.1) separately would be a disadvantage.
In Section 3 we outline the main steps of the proof, which roughly follow the scheme used
in [6, Section 4]. Of course, there will be substantial changes. For example, the Nikol’skii-type
inequality will not be related to nested spaces. Furthermore, in Section 3 we will specify ex-
actly the inequalities needed and show that they sufﬁce. In Section 5 we will show that it is
sufﬁcient to prove the results for some simpler domains. Construction of the approximation func-
tions and the approximation spaces will be given in Section 6. In Section 7 we estimate the rth
modulus of smoothness of f on a union of sets by the rth moduli of smoothness of f on those
sets. This is done using a concept of averaged rth modulus which we introduce. In Section 8
a Jackson-type inequality is given. Necessary estimates of the derivatives of the approximating
functions as well as a Nikol’skii-type inequality and a realization result are given in the following
sections.
Crucial to the present work were recent results of Dekel and Leviatan [1].
The sign “≡” here stands for “by deﬁnition”.
2. Remarks, consequences and relations to previous results
In the main theorem of this paper, Theorem 1.1, we restricted ourselves to the situation that
int = ∅ and diam < ∞. In fact, that theorem as stated is not valid if those two restrictions
are dropped. In the next two remarks we will discuss what happens if either (or both) of these
conditions are omitted.
Remark 2.1. If in Theorem 1.1 the condition int = ∅ is replaced by int = ∅ and  contains
more than one point, then for some d1, 1d1 < d,  ⊂ x + Rd1 or 1 =  − x ⊂ Rd1 with
int1 a non-empty set relative to Rd1 . In this case one may use a modiﬁed version of Theorem
1.1 on the domain 1 ∩ Rd1 with the Lebesgue measure on Rd1 and  =
( 1
p
− 1
q
)d1.
Remark 2.2. We can remove the restriction diam < ∞ from Theorem 1.1 if we assume
 = ∪ k with k satisfying Theorem 1.1 with the same constant for all k and also satisfying
B(xk, k) ⊂ k ⊂ B(xk, Rk) (where B(x, ) is a ball of radius  and center x) and Rkk A
with A independent of k if we assume in addition k ⊂ k+1. Instead of k ⊂ k+1 (for k
satisfying the above conditions), we may assume that x ∈  = ∪ k implies x ∈ k for at most
L sets k , and obtain (1.1) for . To obtain (1.2), we assume in addition that x ∈  implies
B(x, t0) ∩  ⊂ k for some k with t0 independent of x and k.
As a corollary of Remark 2.2 and Theorem 1.1 we derive the following result for  = Rd .
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Theorem 2.3. For f ∈ Lp(Rd), 0 < p < q∞ we have
‖f ‖Lq(Rd)C1
⎡⎣{∫ 1
0
u−q1r
(
f, u
)q1
Lp(Rd)
du
u
}1/q1
+ ‖f ‖Lp(Rd)
⎤⎦ , (2.1)
‖f ‖Lq(Rd)C2
{∫ ∞
0
u−qr
(
f, u
)q
Lp(Rd)
du
u
}1/q
for q < ∞ (2.2)
and
r (f, t)Lq(Rd)C3
{∫ t
0
u−q1r
(
f, u
)q1
Lp(Rd)
du
u
}1/q1
, (2.3)
where
q1 =
{
q, q < ∞
1, q = ∞ ,  =
(
1
p
− 1
q
)
d,
and Ci for i = 1, 2, 3 do not depend on f or t.
Proof. We use Remark 2.2 with k = B(0, k) and obtain (2.3) and
‖f ‖Lq(Rd)C1
[{∫ ∞
0
u−q1r
(
f, u
)q1
Lp(Rd)
du
u
}1/q1
+ ‖f ‖Lp(Rd)
]
.
To obtain (2.1), we observe thatr (f, u)Lp(Rd)2r/min{1,p}‖f ‖Lp(Rd) and use that fact for u1.
To obtain (2.2), we observe that for q < ∞ ε‖f ‖Lq(B(0,u/2))‖f ‖Lq(Rd\B(0,u/2)) for any ε > 0
provided uu0(ε, f, q). We now write
r (f, u)min(q,1)
Lq(Rd)
 ‖ruf ‖min(q,1)Lq(B(0,u/2))
 ‖f ‖min(q,1)Lq(B(0,u/2)) − (2r − 1)‖f ‖
min(q,1)
Lq(Rd\B(0,u/2)),
which, choosing ε small enough and later uu0(ε, f, q) large enough, yields
r (f, u)Lq(Rd)
3
4‖f ‖Lq(B(0,u/2)) 12‖f ‖Lq(Rd)
and this implies (2.2). 
Remark 2.4. To show an advantage of (2.2) over (2.1), we examine the characteristic function
of B(0, L) given by L(x) = 1 for |x| < L and L(x) = 0 for |x|L. Clearly, ‖L‖Lp(Rd) =
c(d)1/pLd/p and ‖L‖Lq(Rd) = c(d)1/qLd/q for 0 < p < q < ∞. Moreover, r (L, u)p ≈
L(d−1)/pu1/p for uL andr (L, u)p ≈ Ld/p for uL with the constants of both equivalences
independent of L and u. For (d − 1)q < dp,∫ ∞
0
u−qr (L, u)
q
p
du
u
≈ L(d−1)q/p
∫ L
0
u−q−1uq/p du + Ldq/p
∫ ∞
L
u−q−1 du ≈ Ld.
As C1 and C2 of Theorem 2.3 were independent of f, the above yields an advantage for (2.2) in
the range (d − 1)q < dp. We note that we considered here essentially (f, u)Lp(Rd) (r = 1).
Other more sophisticated and complicated examples will yield an advantage for (2.2) in the range
0 < p < q < ∞. Also, while in case diam < ∞, ‖f ‖Lp()c‖f ‖Lq(), this is not necessarily
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so in case diam = ∞. We further note that the use of (2.3), which is a derivate of (1.2), is crucial
in the proof of (2.2).
Remark 2.5. The inequality (2.1) can be restated as follows: For 0 < p < q < ∞ and  =
d( 1
p
− 1
q
) the Besov space Bpq(Rd) is continuously embedded in Lq(Rd); in other words,
Bpq(R
d) ↪→ Lq(Rd), (2.4)
where the space Bpq(Rd) is given by the norm or quasinorm
‖f ‖Bpq(Rd) = ‖f ‖Lp(Rd) +
{∫ 1
0
u−q−1r (f, u)q
Lp(Rd)
}1/q
(2.5)
for some r, r > . Furthermore, we note that in the most recent literature we could ﬁnd (2.4) only
for 1 < q (see [12, Theorem 1.73, p. 40]).
Remark 2.6. The inequality (1.1) follows from (2.4) using the extension result in [3]. However,
as (2.4) was previously proved only for a restricted range of q, and as (1.2) could not be deduced
from (1.1), we did not follow this direction. Moreover, since we prove here (1.1) and (1.2)
simultaneously, we do not see any space-saving advantage in dealing with these inequalities
separately.
Remark 2.7. Using the second part ofRemark 2.2 yields (1.1) and (1.2) for different domains. For
instance, the domain {(x, y) : 0x1, y ∈ R} cannot be covered by nested convex sets k sat-
isfying Rk
rk
A with ﬁxed A, but can be covered by translations of {(x, y) : 0x1,−1y1}.
Remark 2.8. The function f (x) = |x|−d/q | log |x||(|x|), where (y) ∈ C∞(R+), (y) is
nonincreasing, (y) = 1 for y < 13 and (y) = 0 for y > 23 with appropriate  will serve to
establish the optimality of q1 = q for 0 < q < ∞. One can choose  = −(1 + ε)/q (ε > 0) to
conﬁrm that for q1 = q the estimate (1.1) or (2.1) works. When we choose  = −(1 − ε)/q and
q1 > q the right-hand side of (2.1) converges, while the left does not, showing that we cannot
have q1 > q. This example is generic and ﬁts Rd or any set  that contains the unit ball with
center 0. For the calculation we note that with  = −(1 + ε)/q, ‖f ‖Lq(Rd) ≈ 1, and (for any )
‖f ‖Lp(Rd) ≈ 1 if p < q. For  = −(1 − ε)/q f /∈ Lq(Rd). To calculate r (f, u)p, we split the
domain into three parts: D1 = {x : |x| < 2ru}, D2 = {x : 2ru |x| 14 } and D3 = {x : |x| > 14 }.
Clearly, on D3, r (f, u)p ≈ ur for all p. On D1 we estimate the deﬁning r (f, u)p (see (1.3))
termwise, and as d − d p
q
− 1 > −1, we have{∫
|x|<2ru
|x|−dp/q | log |x||p dx
}1/p
≈
{∫ 2ru
0
y−dp/q | log y|pyd−1 dy
}1/p
≈ ud( 1p − 1q )| log u|.
For the estimate of r (f, u)p on D2 we observe that |rhf (x)|C|h|r |x|−d/q−r | log u|, and
hence on D2 we have
r (f, u)Lp(D2)C1ur
{∫ 1/4
ru
| log y|py−dp/qy−rpyd−1 dy
}1/p
.
Z. Ditzian, A. Prymak / Journal of Approximation Theory 151 (2008) 60–85 65
We choose r so big that − dp
q
− rp + d < 0 and obtain r (f, u)Lp(D2)C2ud(
1
p
− 1
q
)| log u|. If
we choose r further so that ur = o(ud( 1p − 1q )| log u|) as u → 0+, we obtain our examples.
Golovkin [7] proved the optimality of q1 for part of the range. The proof in Remark 2.8 is much
shorter, by direct example and applies to the whole range of Theorem 1.1.
3. Overview of the proof
In [6, Section 4] a general framework was developed for obtaining an Ul’yanov-type result. It
became evident that for our case, that is, for Theorem 1.1 the assumptions and structure given in
[6, Section 4], that were very useful in many situations, are very difﬁcult, if not impossible, to
satisfy.
In this section the ingredients needed for the proof of Theorem 1.1 are described. That is, we
make adjustments and changes that ﬁt our result and perhaps also be useful for other situations
in the future.
Instead of the Nikol’skii classes A in [6] we will have here the non-nested ﬁnite dimensional
space Sn, n = 1, 2, . . . of C∞() functions. We will then construct (in Section 6) for the given
p, a function f (and each n) a function n, n ∈ Sn that satisﬁes
‖f − n‖Lp() + 2−nr sup
	
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
Lp()
Cr (f, 2−n)p. (3.1)
We prove that our construction of n ∈ Sn yields (3.1) in two steps. First we show in Theorem
8.1 that
‖f − n‖Lp()Cr (f, 2−n)Lp(). (3.2)
Second, we show in Theorem 9.4 (p = q) that
2−nr sup
	
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
Lp()
Cr (f, 2−n)Lp(). (3.3)
We then prove the Nikol’skii-type inequality (Theorem 10.1) for n ∈ Sn constructed to ﬁt
f ∈ Lp() and any p < q∞
‖n − n−1‖Lq()C2nd(
1
p
− 1
q
)r (f, 2−n)Lp(). (3.4)
The other component of the Nikol’skii inequality which is needed is given in Theorem 9.4 where
it is shown for n constructed to ﬁt f ∈ Lp that
2−nr sup
	
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
Lq()
C2nd(
1
p
− 1
q
)r (f, 2−n)Lp(), pq. (3.5)
We will use also the estimate (Theorem 11.2)
‖n‖Lq()C‖f ‖Lp() for nn0 and pq. (3.6)
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For proving Theorem 1.1 we could have used the converse of (3.1), which is easy for q1. As
the converse of (3.1) is not proved, we may use Theorem 11.1 which establishes the inequality
r (f, 2−n)Lq()C
(
‖f − n‖Lq() + 2−nd(
1
q
− 1
p
)r (f, 2−n)Lp()
)
(3.7)
for n chosen to ﬁt f ∈ Lp() where 0 < pq∞. We note that the constants in (3.1), (3.2),
(3.3), (3.4), (3.5), (3.6) and (3.7) depend on p, q, r, d and but not on n or f . (C in (3.6) depends
also on n0.) Dependence onwill be reduced later to dependence on dR , with R and  described
in Section 7.
We ﬁrst obtain the analogue of Lemma 4.2 of [6].
Lemma 3.1. For  ∈ S satisfying (3.2) for some 0 < p < ∞ and (3.4) for some 0 < p <
q∞ we have∥∥∥∥∥∥
m∑
=n+1
( − −1)
∥∥∥∥∥∥
Lq()
C
⎛⎝ m∑
=n+1
2dq1(
1
p
− 1
q
)r
(
f, 2−l
)q1
Lp()
⎞⎠1/q1 , (3.8)
where q1 =
{
q, q < ∞,
1, q = ∞.
We may follow almost verbatim the proof of Lemma 4.2 of [6] with  −−1 here replacing

2i − 
2i−1 there ( = 2−i ). Here we use r (f, 2−)p instead of 2E−1(f )p there on the
right-hand side of (3.8). We note that in the proof we use (3.4) with q which is not the q of (3.8)
but any q > p and in particular q2 = (p + q)q/2p and q3 = (p + q)/2 (see [6, p. 108]).
Due to the insistence of one of the referees, we supply in the next section the details (of how the
proof of Lemma 4.2 of [6] can be closely followed). We hope that as Lemma 3.1 forms a crucial
step in the proof of our main result, this would be helpful to many readers.
In fact, in the proofs below we do not use (3.8), but instead the inequality
‖m − n‖Lq()C
{∫ 1/2n
0
u
−dq1( 1p − 1q )r
(
f, u
)q1
p
du
u
}1/q1
, (3.8)′
when m > n and 2−ndiam, which is an immediate corollary of (3.8).
Using Lemma 3.1, we can derive the following result.
Theorem 3.2. Suppose n ∈ Sn satisﬁes (3.2), (3.4), (3.5) and (3.6) for n = 1, 2, . . ., a given p
and 0 < p < q∞. Then
‖f ‖Lq()C
{∫ diam
0
u
−dq1( 1p − 1q )r
(
f, u
)q1
p
du
u
+ ‖f ‖Lp()
}1/q1
(3.9)
and
‖f − n‖Lq()C
{∫ 1/2n
0
u
−dq1( 1p − 1q )r
(
f, u
)q1
p
du
u
}1/q1
for 2−ndiam. (3.10)
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Proof. To prove (3.9) we estimate for big m
‖m‖Lq()‖m − 1‖Lq() + ‖1‖Lq().
We note that by (3.6)
‖1‖Lq()C1‖f ‖Lp().
The estimate ‖m − n0‖Lq() from (3.8) (or (3.8)′) establishes m as a Cauchy sequence in
Lq() when the integral on the right (of (3.9) or (3.10)) converges, and hencem → F in Lq()
which implies mi → F a.e. Using (3.2), mi → f in Lp(), and hence mij → f a.e., which
implies f = F a.e. and therefore (3.9) and (3.10) are established. 
To complete the proof of Theorem 1.1 we need to use (3.7) too.
Theorem 3.3. Suppose for a given p we can choose a sequence n, n ∈ Sn such that (3.2),
(3.4), (3.5) and (3.7) are satisﬁed. Then for 0 < pq∞ and q1 =
{
q, q < ∞
1, q = ∞ we have
r
(
f, 2−n
)
Lq()
C
{∫ 2−n
0
u
−dq1( 1p − 1q )r
(
f, u
)q1
p
du
u
}1/q1
, 2−ndiam. (3.11)
Proof. Using (3.7) and (3.10), we need only to estimate 2−nd( 1q − 1p )r(f, 2−n)
Lp()
. We observe
that
A−1r
(
f, 2−n
)
p
r
(
f, 2−n−1
)
p
r
(
f, u
)
p
r
(
f, 2−n
)
p
for 2−n−1u2−n
implies
2−nd(
1
q
− 1
p
)r
(
f, 2−n
)
Lp()
C1
{∫ 2−n
2−n−1
u
−dq1( 1p − 1q )r
(
f, u
)q1
p
du
u
}1/q1
,
which completes the proof. 
We will construct n to ﬁt f ∈ Lp() for a given 0 < p < ∞ in Section 6 and prove the
inequalities (3.1)–(3.7) in Sections 7–10.
4. Proof of Lemma 3.1
As indicated after the statement of Lemma 3.1, and as requested by one of the referees, we give
a detailed proof of Lemma 3.1 in this section.
Proof of Lemma 3.1. For q1, q1 = q, (3.8) is achieved by using (3.4) to write∥∥∥∥∥∥
m∑
=n+1
( − −1)
∥∥∥∥∥∥
q
q

m∑
=n+1
‖ − −1‖qq C
m∑
=n+1
2d(
1
p
− 1
q
)qr (f, 2−)qp.
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For q = ∞ and q1 = 1, we have∥∥∥∥∥∥
m∑
=n+1
( − −1)
∥∥∥∥∥∥∞ 
m∑
=n+1
‖ − −1‖∞ C
m∑
=n+1
2
d
pr (f, 2−)p.
Note that the latter argument works for any q1 to provide an easier proof of Lemma 3.1 if
q1 = 1 (instead of q1 = q) is assumed for all q1.
To complete the proof we need to settle the case 1 < q < ∞ and q1 = q. For this case we also
follow the proof of Lemma 4.2 of [6] which uses a modiﬁcation and generalization of an idea by
M. Timan given in [11].
Let  = (x) ≡ |(x) − −1(x)|, and choosing r = [q] + 1, we have
I (n,m) ≡
∥∥∥∥∥∥
m∑
=n+1
( − −1)
∥∥∥∥∥∥
q

⎡⎣∫ ⎛⎝ m∑
=n+1

⎞⎠q⎤⎦1/q

⎡⎣∫ ⎛⎝ m∑
=n+1
q/r
⎞⎠r⎤⎦1/q =
⎡⎣ m∑
1=1
· · ·
m∑
r=n+1
∫
q/r1 · · · 
q/r
r
⎤⎦1/q
=
⎡⎢⎣ m∑
1=n+1
· · ·
m∑
r=n+1
∫ ⎛⎝ ∏
1 i<j r
q/ri 
q/r
j
⎞⎠1/(r−1)
⎤⎥⎦
1/q
.
Using the extended (or generalized) Hölder inequality (see [13, (9.8), p. 18]) given by∫
g1 · · · gN‖g1‖1/1 · · · ‖gN‖1/N , k > 0,
N∑
k=1
k = 1
with k = 2r(r−1) where k = 1, . . . , N , N = r(r−1)2 , with k corresponding to the pair (i, j) i < j
ordered lexicographically and with gk = 
q
r(r−1)
i

q
r(r−1)
j
, we now have
I (n,m)
⎡⎣ m∑
1=n+1
· · ·
m∑
r=n+1
∏
1 i<j r
(∫
q/2i 
q/2
j
) 2
r(r−1)
⎤⎦1/q .
To estimate J (i, j ) ≡
∫
q/2i 
q/2
j
we ﬁrst use the Hölder inequality with powers  = p+q
p
and ′ = p+q
q
(
−1 + (′)−1 = 1) and then the Nikol’skii’s inequality (2.4) for the pairs (q2, p)
and (q3, p) where q2 ≡ (p+q)q2p > p and q3 ≡ p+q2 > p, and write
J (i, j ) 
(∫

(p+q)q
2p
i
)p/(p+q) (∫

p+q
2
j
)q/(p+q)
= ∥∥i∥∥q/2q2 · ∥∥j ∥∥q/2q3
 C
[
2id(
1
p
− 1
q2
)
r (f, 2−i )p2
j d(
1
p
− 1
q3
)
r (f, 2−j )p
]q/2
= C
[
2id(
1
p
− 1
q
)r (f, 2−i )p2j d(
1
p
− 1
q
)r (f, 2−j )p
]q/2 · (2(i−j )) (q−p)d2(p+q) .
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Due to the symmetry between i and j, we can interchange i and j (if i > j ) in the above
argument and obtain
I (n,m)  C1
⎡⎢⎣ m∑
1=n+1
· · ·
m∑
r=n+1
⎧⎨⎩ ∏
1 i<j r
(
2id(
1
p
− 1
q
)r (f, 2−i )p
×2j d( 1p − 1q )r (f, 2−j )p
)q2−|i−j | (q−p)d2(p+q)
⎫⎬⎭
1
r(r−1)
⎤⎥⎦
1/q
.
We apply the identity
∏
1 i<j r
ai aj 2
−|i−j | =
r∏
s=1
ar−1s
r∏
k=1
2−|s−k |/2, as 0, 1sr,  > 0
with
as =
(
2sd(
1
p
− 1
q
)r (f, 2−s )p
) q
r(r−1)
and  = (q−p)d
(p+q)r(r−1) to obtain
I (n,m)  C1
⎡⎣ m∑
1=n+1
· · ·
m∑
r=n+1
r∏
s=1
(
2sd(
1
p
− 1
q
)r (f, 2−s )p
)q/r
×
r∏
k=1
2−|s−k |(q−p)d/(2(p+q)r(r−1))
⎤⎦1/q .
The extended (or generalized) Hölder inequality for sums (see [12, (9.8), p. 18]) is given by
∑

a(1) · · · a(r)
(∑

|a(1)|
1
1
)1
· · ·
(∑

|a(r)|
1
r
)r
,
where k > 0 and
∑r
k=1 k = 1.
For the sum
∑m
1=n+1 · · ·
∑m
r=n+1 (where  of the Hölder inequality is (1, . . . , r ) ordered
lexicographically) and k = 1r , we derive
I (n,m)  C1
⎛⎜⎝ r∏
s=1
⎡⎣ m∑
1=n+1
· · ·
m∑
r=n+1
(
r (f, 2−s )p2sd(
1
p
− 1
q
))q
×
r∏
k=1
2−|s−k |d(q−p)/(2(p+q)(r−1))
⎤⎦1/r
⎞⎟⎠
1/q
.
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We now observe that all r factors of the product of the last expression are equal and the common
value is
A(n,m) ≡
⎡⎣ m∑
1=n+1
(
21d(
1
p
− 1
q
)r (f, 2−1)p
)q
×
m∑
2=n+1
· · ·
m∑
r=n+1
r∏
k=1
2−|1−k |d(q−p)/(2(p+q)(r−1))
⎤⎦1/r .
By the inequality
m∑
=n+1
2−|−1|2
∞∑
=0
2− ≡ C() ∀1 ∈ N,  > 0
we have
m∑
2=n+1
· · ·
m∑
r=n+1
r∏
k=1
2−|k−1| =
m∑
2=n+1
· · ·
m∑
r=n+1
r∏
k=2
2−|k−1|

r∏
k=2
⎛⎝ m∑
k=n+1
2−|k−1|
⎞⎠ (C())r−1.
Hence,
I (n,m)  C1
(
A(n,m)
)r/q
 C2
⎛⎝ m∑
=n+1
2d(
1
p
− 1
q
)qr (f, 2−)qp
⎞⎠1/q ,
where C2 = C1
{
C
( d(q−p)
2(p+q)(r−1)
)} r−1
q which does not depend on n and m. 
5. Geometric reduction of the problem
In this section we show that it is sufﬁcient to prove Theorem 1.1 for a special type of domain
∗. In the following sections we will construct on ∗ an appropriate partition of unity, functions
n and classes Sn (n ∈ Sn), and Theorem 1.1 will be derived along the lines described in
Section 3.
Theorem 5.1. For d = 1 it is sufﬁcient to prove Theorem 1.1 for ∗ = [−1, 1]. For d > 1 it is
sufﬁcient to prove Theorem 1.1 for the domain
∗ = {(x1, . . . , xd) : −1xi1 for 1 i < d − 1 and
0xdg(x1, . . . , xd−1)}, (5.1)
where g(x1, . . . , xd−1) = g(	) is a function on I d−1 = [−1, 1]×· · ·×[−1, 1] ⊂ Rd−1 satisfying
for 	,  ∈ I d−1
g(	) + (1 − )g()g(	+ (1 − )) for 01 (5.2)
Z. Ditzian, A. Prymak / Journal of Approximation Theory 151 (2008) 60–85 71
and the Lipschitz condition
|g(	) − g()|M|	− | (5.3)
with ﬁxed M which depends only on , the original convex set.
Proof. We ﬁrst note that we may assume that  is closed. If q < ∞, this would not make any
difference to any of the terms. If q = ∞, we use the fact that the left-hand side of (1.2) is bounded
uniformly, and therefore the function F = f a.e. is uniformly continuous in , and hence can be
deﬁned continuously on its closure.
We now observe that translation, dilation and rotation (operation by an orthonormal matrix) do
not change (1.1) or (1.2), and in fact even the same constants are preserved. With the dilation the
diameter of  is changed, which affects both (1.1) and (1.2) by using the new diameter.
The above observations already show that for d = 1 it is sufﬁcient to study ∗ = [−1, 1].
For d > 1 we note that there exist two concentric balls B(x0, ) and B(x0, R) such that
B(x0, ) ⊂  ⊂ B(x0, R) (where  and R depend on ). We then shift x0 to zero and dilate Rd
by(x − x0) d so that  is replaced by d and R by R1 ≡ dR . This has no effect on Theorem 1.1
besides the fact that we now use the new diameter of . We will construct ﬁnitely many convex
closed domains i such that
⋃N
i=1 i = .
The inequality (1.1) for  follows from (1.1) for i using the inequalities
‖f ‖min(q,1)
Lq()

N∑
i=1
‖f ‖min(q,1)
Lq(i )
for 0 < q∞,
N∑
i=1
r (f, u)q1
Lp(i )
Nr (f, u)q1
Lp()
for 0 < q1 < ∞,
N∑
i=1
‖f ‖Lp(i )N‖f ‖Lp() for 0 < p < ∞,
and the fact that N is a ﬁxed number. We note that later we deal with = ⋃Ni=1 i, andN → ∞
and in that situation we need added care and conditions (see also Remark 7.2(II)). To prove (1.2)
we follow the above for the right-hand side but we also need the following additional assumption
on the construction of the decomposition  = ⋃Ni=1 i . For some t0 > 0 [x, x + rh] ∈  for all|h| t0 will imply [x, x + rh] ∈ i for all |h| t0 and some 1 iN . Using the deﬁnition of
r (f, t)Lq() (t t0), there exists a vector h ∈ Rd satisfying |h| t and
r (f, t)min(q,1)
Lq()
2‖rhf ‖min(q,1)Lq() .
Therefore,
r (f, t)min(q,1)
Lq()
 2
N∑
i=1
‖rhf ‖min(q,1)Lq(i )
 2
N∑
i=1
r (f, t)min(q,1)
Lq(i )
and (1.2) for  follows from (1.2) for i .
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For any direction z we construct z by ﬁrst rotating z to e = (0, . . . , 0, 1) and then deﬁning
e. We now assume that z = e and present the construction.
We create the convex set e by −1xi1, 1 id − 1, xd − 1 intersected with . (Re-
call that the inner ball is now of radius d and center (0, . . . , 0) and  is closed.) We deﬁne
g(x1, . . . , xd−1) = max{xd : (x1, . . . , xd) ∈ } for −1xi1, 1 < id −1. We will show that
g is positive (in fact g(x1, . . . , xd−1)d −
√
d − 11), satisfying (5.2) (trivial), and belongs to
a Lipschitz class, i.e. satisfying (5.3). We note that (x1, . . . , xd−1, g(xi, . . . , xd−1)) is a boundary
point of . We select (any) two points  = (y1, . . . , yd−1) and  = (z1, . . . , zd−1) satisfying
−1yi , zi1 for 1 id − 1. We examine the plane (in d dimensions) 	 = + (− ) (with
free xd) and deﬁne G() ≡ g(	) for 01, and hence G(0) = g() and G(1) = g(). The
line on that plane connecting
(
0,G(0)
)
and
(
1,G(1)
)
is
y = G(0) + (G(1) − G(0)).
This line can satisfy y = 0 only for |	|d as otherwise (	, 0) is interior to , and hence by
convexity either
(
, g()
)
or
(
, g()
)
is interior to,which is a contradiction to the construction.
Therefore, |	 − |d − ||d − √d − 11 and the corresponding  satisﬁes ||| − | =
|	− |1 or || 1|−| . We now conclude that
|g() − g()| = |G(1) − G(0)|
= G(0)||
 G(0)|− |
 R1|− | dR

|− |.
Weobserve that rotating e to zwould yield the domainz and thiswould not affect that construction
of z, and the constant of the Lipschitz function of (5.3) would remain  dR . We note that the
above represents a simple geometric construction and it became lengthy just because translation
of geometric ideas into words is sometimes tedious.
We now construct ˜z ⊂ z which for z = e is the part of e satisfying − 12xi 12 for i < d,
xd − 12 , and for z we rotate the space Rd and use the same structure. Clearly
⋃
z∈Sd−1 ˜z = ,
and by the compactness of {x : |x| = R1}, ⋃Ni=1 ˜zi =  for some ﬁnite set {zi}Ni=1. We now
have
⋃N
i=1 zi = , and if [x, x + rh] ⊂  for some vector h |h| < 1r , then there exists i such
that [x, x + rh] ⊂ zi . Therefore, it is sufﬁcient to prove Theorem 1.1 for zi and hence by
rotation for e. For convenience we shift e up by 1. 
We have to prove our results which culminate in Theorem 1.1 only for the domain ∗ and in
the following sections we will refer to it as .
6. Construction of the approximating function n and the approximating space Sn
The basic domain  ∈ Rd for d > 1 is
 = ((x1, . . . , xd) : −1xi1, 1 id − 1, 0xdg(x1, . . . , xd−1))
as given in Section 5 in (5.10) (and called there ∗) where g is a positive function which satisﬁes
(5.2) and (5.3). For d = 1,  = [−1, 1]. We divide  (d > 1) into subdomains k ≡ k1,...,kd ≡
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k1,...,kd (n), where I (, n) is the set of indices given by
I (, n) =
{
k = (k1, . . . , kd) : 0ki < 2n+1 for 0 id − 1,
0kd2−ng(x1, . . . , xd−1) for − 1 + ki2n xi − 1 +
ki + 1
2n
,
where 1 id − 1
}
. (6.1)
The point (x1, . . . , xd) is in k1,...,kd (n) if
(x1, . . . , xd−1) ∈ I (k1, . . . , kd−1) ≡
(
(x1, . . . , xd−1) : −1 + ki2n xi − 1 +
ki + 1
2n
)
for 0ki < 2n+1 and kd2n xd
kd+1
2n for 0kd < k∗d where k∗d = k∗d(k1, . . . , kd−1) is given by
k∗d = max{k, k = 0, 1, . . . satisfying (k∗d + 1)2−ng(x1, . . . , xd−1)
for all (x1, . . . , xd−1) ∈ I (k1, . . . , kd−1)}. (6.2)
The additional subdomains k1,...,kd−1,k∗d (needed to cover ) are given by (x1, . . . , xd−1) ∈
I (k1, . . . , kd−1) and k∗d2−nxdg(x1, . . . , xd−1).We note thatk1,...,kd−1,k∗d satisﬁes xd
k∗d+m
2n
with ﬁxed m for all k∗d ≡ k∗d(k1, . . . , kd−1), which depend only on M of (5.2) as that condition
implies
max
(x1,...,xd−1)∈I (k1,...,kd−1)
g(x1, . . . , xd−1) − min
(x1,...,xd−1)∈I (k1,...,kd−1)
g(x1, . . . , xd−1)
M(d − 1)1/22−n (6.3)
and
(k∗d + 1)2−n min
(x1,...,xd−1)∈I (k1,...,kd−1)
g(x1, . . . , xd−1) < (k∗d + 2)2−n. (6.4)
In other words, m2 + M(d − 1)1/2.
We now deﬁne the domains ˜k, k ∈ I (, n) (not connected to ˜z of the previous section) as
˜k ≡ ˜k1,...,kd (n)
≡ {(y1, . . . , yd) : |xi − yi |2−n−2, (x1, . . . , xd) ∈ k} ∩ . (6.5)
For the construction of n (to ﬁt the given f ∈ Lp()) we start with the polynomials Qk ≡
Qk1,...,kd ∈ r−1(Rd) (the polynomials of total degree smaller than r) which satisfy
‖f − Qk‖Lp(˜k)Cr
(
f, 2−n
)
Lp(˜k)
. (6.6)
The existence of such polynomials is guaranteed by a Whitney-type result given in [1, Theorem
1.4, p. 348] and for the special case of boxes (which ﬁts kd < k∗d) already in [10]. Since ˜k is
convex, the constant in (6.6) depends only on d, r and p (see [1, Theorem 1.4]). We replaced
diam ˜k by 2−n as it is of the same order of magnitude.
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We deﬁne 
 ∈ C∞(R), 0
(x)1, 
(x) = 0 for x < − 14 and 
(x) = 1 for x 14 . For a
given n and ki we set

n,ki (xi) =
⎧⎨⎩

(2nxi + 2n − ki), ki > 0 for i < d,

(2nxd − kd), kd > 0,
1 otherwise;
and
n,ki (xi) =
⎧⎨⎩ 1 − 
(2
nxi + 2n − ki − 1) for ki < 2n+1 − 1 and i < d − 1,
1 − 
(2nxd − kd − 1), kd < k∗d ,
1 otherwise.
The function n is now given by
n(x) ≡n(x1, . . . , xd)
=
∑
k∈I (,n)
d∏
i=1
(
(
n,ki (xi)n,ki (xi)
)
Qk(x). (6.7)
Clearlyn ∈ C∞(), and the construction yields a ﬁnite dimensional space Sn, whose dimen-
sion is the dimension of the polynomials of degree r − 1 in Rd times the number of subdomains
k for that n and . The fact that n and Sn satisfy the conditions of Section 3 is not obvious and
will be the topic of the next few sections.
In one variable the structure is somewhat simpler and for completeness we state it explicitly,
which may perhaps help the reader in clarifying the method for d > 1 as well.
The function n(x) is given by
n(x) =
2n+1−1∑
k=0

n,k(x)n,k(x)Qk(x), (6.7)′
where

n,k(x) =
{

(2nx + 2n − k), k > 0,
1 otherwise,
n,k(x) =
{
1 − 
(2nx + 2n − k − 1), k < 2n+1 − 1,
1 otherwise,
k =
[
−1 + k
2n
,−1 + k + 1
2n
]
,
˜k =
[
−1 + k
2n
− 1
2n+2
,−1 + k + 1
2n
+ 1
2n+2
]
∩ [−1, 1]
and Qk , 0k < 2n+1, is a polynomial of degree r − 1 satisfying
‖f − Qk‖Lp(˜k)Cr
(
f, 2−n
)
Lp(˜k)
. (6.6)′
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7. Averaged moduli of smoothness
To estimate the sum of moduli of smoothness on j by the modulus of smoothness on  =⋃
j , in this section we use averaged moduli of smoothness as an intermediary. The difﬁculty
that we have to overcome is that the supremum in the deﬁnition of r (f, t)Lq(j ) (see (1.3)) is
achieved (or nearly achieved) at h, which depends on j in both its direction and its absolute
value (though always |h| < t). In the later sections of this paper we will need the following result
which we hope will also be useful elsewhere.
Theorem 7.1. Suppose: (a) j , j = 1, . . . , N , and  = ⋃Nj=1 j are convex sets;
(b) each point x is in at most A sets j ; and
(c) there exist t and L independent of j such that B(xj , t/L) ⊂ j ⊂ B(xj , tL) for some xj
where B(y, ) = {x : |x − y| < }.
Then for f ∈ Lp(), 0 < p < ∞
N∑
j=1
r
(
f, (diamj )/r
)p
Lp(j )
C(p, d, r, A,L)r (f, t)p
Lp()
, (7.1)
where C is independent of f and N .
Remark 7.2. (I) For p = ∞ (a) of Theorem 7.1 and diamj 2Lt imply
sup
j
r
(
f, (diamj )/r
)
L∞(j )C(L)
r (f, t)L∞() (7.2)
with C(L) independent of f and N . The inequality (7.2) is evident using the deﬁnition of L∞ and
will be used in place of (7.1) when p = ∞.
(II) An important feature of Theorem 7.1 is that the constant c(p, d, r, A,L) is independent of
t and N . When we use this theorem in this paper, we will have a double sequence {j,}Nj=1 and
 = 1, 2, . . . with related N and t satisfying lim→∞ t = lim→∞ N−1 = 0 but p, d, r, A and
L will remain ﬁxed. (A and L for {j,}N=1 will be independent of .)
For convenience we introduce the notation
rf [x, y] ≡ r(y−x)/rf (x) ≡
⎧⎨⎩
r∑
j=0
(−1)j (r
j
)
f (
j
r
x + r−j
r
y), x, y ∈ ,
0 otherwise.
(7.3)
For the proof of Theorem 7.1 we need the following combinatorial lemma which in one di-
mension is given in [8, p. 192 (20)].
Lemma 7.3. Suppose x, y, x + rh ∈ S and S is a convex set in Rd . Then
rf [x, x + rh] =
r−1∑
j=0
(−1)j
(
r
j
)
rf
[
x + jh, j
r
(x + rh) + r − j
r
y
]
−
r∑
i=1
(−1)i
(
r
i
)
rf
[
r − i
r
x + i
r
y, x + rh
]
(7.4)
and all the points expressed in (7.4) are in S.
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Proof of Lemma 7.3. If u, v ∈ S, all points in the expression rf [u, v] (see (7.3)) belong to S.
We now observe that x + jh, j
r
(x + rh)+ r−j
r
y and r−i
r
x + i
r
y are in S as convex combinations
of the pairs (x, x + rh), (x + rh, y) and (x, y), respectively. The identity (7.4) follows from the
identity
r∑
i=0
(−1)i
(
r
i
)
rf
[
r − i
r
x + i
r
y, x + rh
]
=
r∑
j=0
(−1)j
(
r
j
)
rf
[
x + jh, j
r
(x + rh) + r − j
r
y
]
,
which follows from the fact that both sides are equal to
(−1)r
r∑
i,j=0
(−1)i+j
(
r
i
)(
r
j
)
f
(
x + jh + i(r − j)
r2
(y − x)
)
. 
For 0 < p < ∞ and a bounded convex domain S ⊂ Rd we may write
r (f )Lp(S) ≡ r (f, (diam S)/r)Lp(S) = sup
h∈Rd
(∫
Sh
|rf [x, x + rh]|p dx
)1/p
, (7.5)
where Sh = Sh(r) = {x ∈ S : x + rh ∈ S}.
We deﬁne an averaged modulus of smoothness on a bounded convex set S ⊂ Rd with interior
point by
˜r (f )Lp(S) =
{
1
|S|
∫
S
∫
S
|rf [x, y]|p dx dy
}1/p
, (7.6)
where |S| is the measure of S inRd . (The expression (7.6) is somewhat different from the common
averaged moduli.) We now obtain the following lemma crucial in the proof of Theorem 7.1.
Lemma 7.4. For f ∈ Lp(S), S ⊂ Rd , S convex, diam S < ∞, int S = ∅ and 0 < p < ∞
we have
r (f )Lp(S)C(p, d, r)˜r (f )Lp(S) (7.7)
with r (f )Lp(S) and ˜r (f )Lp(S) given in (7.5) and (7.6), respectively.
Proof. We may assume that for h ∈ Rd discussed below Sh = ∅ as otherwise
∫
Sh
. . . = 0 and
that particular h does not inﬂuence the supremum in (7.5). We may now write
I (h) ≡
∫
Sh
|rf [x, x + rh]|p dx = 1|S|
∫
S
∫
Sh
|rf [x, x + rh]|p dx dy.
Using Lemma 7.3 for y ∈ S and x ∈ Sh or y, x, x + rh ∈ S, we have
I (h)  C(p, r)|S|
{
sup
0 j<r
∫
S
∫
Sh
∣∣∣∣rf [x + jh, jr (x + rh) + r − jr y
]∣∣∣∣p dx dy
+ sup
0<i r
∫
S
∫
Sh
∣∣∣∣rf [ r − ir x + ir y, x + rh
]∣∣∣∣p dx dy
}
.
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We make the change of variable u = x + jh, v = j
r
(x + rh) + r−j
r
y, u = r−i
r
x + i
r
y and
v = x + rh. We observe that (y, x) ∈ S × Sh or y, x, x + rh ∈ S implies u, v, u and v ∈ S, and
hence (u, v) ∈ S × S and (u, v) ∈ S × S. The estimate
I (h) 2C(p, r)r
d
|S|
∫
S
∫
S
|rf (u, v)|p du dv
follows as the transformations (x, y) → (u, v) and (x, y) → (u, v) contribute a factor of ( r
r−j
)d
with 0j < r and
(
r
i
)d
with 0 < ir , respectively. 
We now turn to the proof of Theorem 7.1.
Proof of Theorem 7.1. Using Lemma 7.4 with S = j , we have
I ≡
N∑
j=1
r
(
f, (diamj )/r
)p
Lp(j )
C(p, d, r)
N∑
j=1
˜r (f )p
Lp(j )
for 0 < p < ∞. We note that condition (c) implies |j |C(d,L)td and use (7.6) to obtain
IC(p, d, r, L)t−d
N∑
j=1
∫
j
∫
j
|rf [x, y]|p dx dy.
Condition (c) implies diamj 2tL, and using also condition (b), we have
IC(p, d, r, L)At−d
∫
(x,y)∈×
|x−y| 2Lt
|rf [x, y]|p dx dy.
We make the change of variable (x, y) to (x, h) where h = (y − x)/r , and write
IC(p, d, r, A,L)t−d
∫

∫
|h| 2Lt
r
, x+rh∈
|rf [x, x + rh]|p dh dx.
As rf [x, x + rh] = 0 if x + rh /∈ , we have
I  C(p, d, r, A,L)t−d
∫
|h| 2Lt
r
∫

|rf [x, x + rh]|p dx dh
 C1(p, d, r, A,L) sup
|h| 2L
r
t
∫

|rhf (x)|p dx
= C1(p, d, r, A,L)r
(
f,
2L
r
t
)p
Lp()
 C2(p, d, r, A,L)r (f, t)pLp(). 
8. The Jackson-type inequality
In this section we will show that n of the construction in Section 6 satisﬁes a Jackson-
type inequality which is (3.2) i.e. one of the necessary inequalities needed for proving our main
result.
78 Z. Ditzian, A. Prymak / Journal of Approximation Theory 151 (2008) 60–85
Theorem 8.1. Suppose for some ﬁxed p, 0 < p∞, domain  given in (5.1), the function
n ∈ Sn is as constructed in Section 4 by (6.7) (or (6.7)′ for d = 1) for that p. Then we have
‖f − n‖Lp()Cr
(
f, 2−n
)
Lp()
(3.2)
with C depending on p, d, r and M of (5.2) but not on f or n.
Proof. Let k ≡ k1,...,kd (n) be the subdomains of  described in Section 6. For 0 < p < ∞
we write∥∥f − n∥∥pLp() = ∑
k∈I (,n)
∥∥f − n∥∥pLp(k), (8.1)
where I (, n) is the set of indices given by (6.1) for the construction of n. That is,
I (, n) =
{
k = (k1, . . . , kd) : 0ki < 2n+1 for 0 id − 1 and kd0 satisfying
(kd + 1)2−ng(x1, . . . , xd−1) for − 1 + ki2n xi − 1 +
ki + 1
2n
for all 1 id − 1
}
.
For p = ∞∥∥f − n∥∥L∞() = maxk∈I (,n) ∥∥f − n∥∥L∞(k). (8.2)
We deﬁne the set A(k) by
A(k) = {m = (m1, . . . , md) ∈ I (, n) : |mi − ki |1 for 1 id}. (8.3)
Using the fact that the coefﬁcients of Qm(x) in (6.7) form a partition of unity, are bounded by 1
and are supported by ˜m, and using (6.6), we have∥∥f − n∥∥pLp(k)  ∑
m∈A(k)
∥∥f − Qm∥∥p
Lp(k∩˜m)

∑
m∈A(k)
∥∥f − Qm∥∥p
Lp(˜m)
 C
∑
m∈A(k)
r
(
f, 2−n
)p
Lp(˜m)
.
Therefore,∥∥f − n∥∥pLp()C ∑
k∈I (,n)
∑
m∈A(k)
r
(
f, 2−n
)p
Lp(˜m)
.
Using the fact that there are at most 3d elements in A(k) and hence each term r(f, 2n)p
Lp(˜m)
appears in the sums at most 3d times, we have∥∥f − n∥∥pLp()3dC ∑
k∈I (,n)
r
(
f, 2−n
)p
Lp(˜k)
.
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As x ∈  is in at most 3d domains ˜k, we have using Theorem 7.1∥∥f − n∥∥pLp()C1r(f, 2−n)pLp().
The proof for L∞() contains the standard modiﬁcations. (The result for p = ∞ is not used
in the proof of Theorem 1.1.) 
9. Derivatives of n
In this section we give the estimate (3.5) for derivatives of n constructed in Section 6 to ﬁt
f ∈ Lp(). We ﬁrst need a few lemmas.
Lemma 9.1 (Dekel–Leviatan). Suppose P ∈ r−1(Rd), S1 ⊂ S2 ⊂ Rd where S1 and S2 are
convex and |S2||S1| < ∞ for some  > 1. Then for 0 < p∞
‖P ‖Lp(S2)C(d, r, p, )‖P ‖Lp(S1). (9.1)
Proof. See [1, Lemma 3.1, p. 363]. 
Lemma 9.2. Suppose that P ∈ r−1(Rd), S is a convex set such that |S|c12−nd and diam S
c22−n. Then for 0 < p∞ and any direction 	∥∥∥∥∥
(

	
)m
P
∥∥∥∥∥
Lp(S)
C2−mn‖P ‖Lp(S), (9.2)
where C depends on p, d,m, c1 and c2 but not on n, P, 	 or S.
Proof. We may use [4, Theorem 3.1] which, for a convex set S˜ ⊂ Rd , direction 	, 0 < p∞
and P ∈ r−1(Rd), yields∥∥∥∥∥d˜(·, 	)m/2
(

	
)m
P (·)
∥∥∥∥∥
Lp(S˜)
C(p,m)rm‖P ‖Lp(S˜), (9.3)
where for v ∈ S˜ and a direction 	 (	 ∈ Rd and |	| = 1)
d˜(v, 	) = sup(; 0, v + 	 ∈ S) sup(; 0, v − 	 ∈ S).
(For d = 1 and S˜ = [−1, 1], d˜(v, 	) = 1 − v2.)
We deﬁne S˜ by S˜ = {y = (y1, . . . , yd); |xi − yi | < 2−n, 1 id, (x1, . . . , xd) ∈ S}. Using
(9.3) and (9.1) with some ﬁxed  = (c1, c2, d), for instance  = (c2+2)dc1 , we now have∥∥∥∥∥
(

	
)m
P
∥∥∥∥∥
Lp(S)
 2−nm
∥∥∥∥∥d˜(·, 	)m/2
(

	
)m
P
∥∥∥∥∥
Lp(S˜)
 C(p,m)2−nmrm‖P ‖Lp(S˜)
 C(p,m, r, d, c1, c2)2−mn‖P ‖Lp(S). 
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We observe that 2−n and  < 1 are interchangeable in Lemma 9.2. We wrote 2−n as it is used
for the domains k ≡ k(n), k ∈ I (, n), for which 2−n appears naturally.
We also need the following lemma of Dekel and Leviatan [1, Lemma 3.2, p. 364].
Lemma 9.3. For any bounded convex set S ⊂ R for which int S = ∅, P ∈ r−1(Rd) and
0 < pq∞∣∣S∣∣ 1q − 1p ∥∥P∥∥
Lp(S)

∥∥P∥∥
Lq(S)
C
∣∣S∣∣ 1q − 1p ∥∥P∥∥
Lp(S)
, (9.4)
where C depends on p, q, d and r but not on P or S.
We observe that when int S = ∅, |S| = 0 and ∥∥P∥∥
Lq(S)
= 0 for q < ∞. (In any case we are not
concerned with the situation when intS = ∅.) The inequalities in (9.4) establish the equivalence∥∥P∥∥
Lq(S)
≈ ∣∣S∣∣ 1q − 1p ∥∥P∥∥
Lp(S)
for any 0 < p, q∞.
For n constructed in Section 6 to ﬁt f ∈ Lp() for any p, r and  we derive the following
estimate of
( 
	
)rn, which implies (3.5).
Theorem 9.4. Suppose n is given by (6.7) (or (6.7)′ when d = 1) for a ﬁxed p (0 < p∞)
and r for which (6.6) (or (6.6)′ when d = 1) is satisﬁed. Then for 0 < pq∞
2−nr
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
Lq()
C2nd(
1
p
− 1
q
)r
(
f, 2−n
)
Lp()
, (9.5)
where C = C(p, q, d, r,M) is independent of 	 and n.
Proof. For q < ∞ we write
2−nrq
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
q
Lq()
= 2−nrq
∑
k∈I (,n)
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
q
Lq(k)
and for q = ∞
2−nr
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
L∞()
= 2−nr max
k∈I (,n)
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
L∞(k)
.
Using the description of n in (6.7), we have
n(x) = Qk(x) +
∑
m∈A(k)
m(x)
(
Qm(x) − Qk(x)
)
, x ∈ k, (9.6)
where A(k) is given by (8.3) and m(x) ≡ m,n(x) are C∞ functions satisfying m(x) = 0 for
x /∈ ˜m (where ˜m is deﬁned in Section 6) and∣∣∣∣∣
(

	
)
m,n(x)
∣∣∣∣∣ C()2n (9.7)
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with C() independent of x, m and n. (In fact C() depends also on the choice of 
 in Section 6,
but 
 is ﬁxed throughout this paper.) We further recall that A(k) of (8.3) has at most 3d elements.
We now use the description of n in k, the fact that Qk, Qm ∈ r−1(Rd), the identity (9.6)
and m,n(x) = 0 for x /∈ ˜m to write
I (k) ≡ 2−nrq
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
q
Lq(k)
 C
r∑
=1
2nq(−r)
∑
m∈A(k)
∥∥∥∥∥
(

	
)r−
(Qm − Qk)
∥∥∥∥∥
q
Lq(˜k∩˜m)
.
As ˜k ∩ ˜m is convex with diam (˜k ∩ ˜m) ≈ 2−n and |˜k ∩ ˜m| ≈ 2−nd , we use Lemmas
9.2 and 9.3 to obtain
I (k)  C1
∑
m∈A(k)
∥∥Qm − Qk∥∥qLq(˜k∩˜m)
 C1
∑
m∈A(k)
2−nqd(
1
q
− 1
p
)
∥∥Qm − Qk∥∥qLp(˜k∩˜m)
 C22−nqd(
1
q
− 1
p
)
∑
m∈A(k)
(∥∥Qm − f ∥∥q
Lp(˜m)
+ ∥∥Qk − f ∥∥qLp(˜k))
 C32−nqd(
1
q
− 1
p
)
∑
m∈A(k)
(
r
(
f, 2−n
)q
Lp(˜m)
+ r (f, 2−n)q
Lp(˜k)
)
.
We now observe that A(k) contains at most 3d elements and that ⋃ ˜k covers  at most 2d
times and hence Theorem 7.1 implies for qp
2−nrq
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
q
Lq()
C32−nqd(
1
q
− 1
p
)
∑
k∈I (,n)
∑
m∈A(k)
(
r
(
f, 2−n
)q
Lp(˜m)
+ r(f, 2−n)q
Lp(˜k)
)
C42−nqd(
1
q
− 1
p
)
∑
k∈I (,n)
r
(
f, 2−n
)q
Lp(˜k)
C42−nqd(
1
q
− 1
p
)
⎛⎝ ∑
k∈I (,n)
r
(
f, 2−n
)p
Lp(˜k)
⎞⎠q/p
C52−nqd(
1
q
− 1
p
)r
(
f, 2−n
)q
Lp()
.
This completes the proof for q < ∞. For q = ∞ some minor changes are needed. 
10. Nikol’skii-type inequality
We already proved in Theorem 9.4 a Nikol’skii-type inequality, but we also need the following
Nikol’skii-type result.
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Theorem 10.1. For n ∈ Sn on  ⊂ Rd given by (6.7) to ﬁt f ∈ Lp() and 0 < pq∞
we have∥∥n − n−1∥∥Lq()C2nd( 1p − 1q )r(f, 2−n)Lp(), (3.4)
where C ≡ C(r, p, q, d,M) is independent of n and f .
Proof. For 0 < q < ∞ we write∥∥n − n−1∥∥qLq() = ∑
k∈I (,n)
∥∥n − n−1∥∥qLq(k,n).
For k ∈ I (, n) of the above sum we have the vector (of integers) k∗ ∈ I (, n − 1) such that
k,n ⊂ k∗,n−1 and use (9.6) for k and k∗ to write∥∥n − n−1∥∥qLq(k,n)
C
⎛⎝∥∥Qk,n − Qk∗,n−1∥∥qLq(k,n) + ∑
m∈A(k)
sup
x∈
∣∣m,n(x)∣∣∥∥Qm,n − Qk,n∥∥qLq(˜m,n∩˜k,n)
+
∑
m∗∈A(k∗)
sup
x∈
∣∣m∗,n−1(x)∣∣∥∥Qm∗,n−1 − Qk∗,n−1∥∥qLq(˜m∗,n−1∩˜k∗,n−1)
⎞⎠ .
We now use the Lemma 9.3 to obtain∥∥n − n−1∥∥qLq(k,n)
C12−ndq(
1
q
− 1
p
)
⎡⎣∥∥Qk,n − Qk∗n∥∥qLp(k,n) + ∑
m∈A(k)
∥∥Qm,n − Qk,n∥∥qLp(˜m,n∩˜k,n)
+
∑
m∗∈A(k∗)
∥∥Qm∗,n−1 − Qk∗,n−1∥∥qLp(˜m,n∩˜k,n)
⎤⎦ .
We further add and subtract f in the norms of the right-hand side of the above and use (6.6) (for
different k,m, k∗ and m∗) to obtain∥∥n − n−1∥∥qLq(k,n)
C22−ndq(
1
q
− 1
p
)
⎡⎣r(f, 2−n)q
Lp(˜k,n)
+ r(f, 2−n+1)q
Lp(˜k∗,n−1)
+
∑
m∈A(k)
(
r
(
f, 2−n
)q
Lp(˜m,n)
+ r(f, 2−n)q
Lp(˜k,n)
)
+
∑
m∗∈A(k∗)
(
r
(
f, 2−n+1
)q
Lp(m∗,n−1)
+ r(f, 2−n+1)q
Lp(k∗,n−1)
)⎤⎦ .
Summing
∥∥n − n−1∥∥qLq(k,n) on k ∈ I (, n), using the fact that A(k) and A(k∗) contain at
most 3d elements (each) and the fact that k,n as well as k∗,n−1 cover each point of  at most a
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ﬁnite number of times (not depending on n), we have used Theorem 7.1∑
k∈I (,n)
∥∥n − n−1∥∥qLq(k,n)
C2−ndq(
1
q
− 1
p
)
⎡⎣ ∑
k∈I (,n)
r
(
f, 2−n
)q
Lp(k,n)
+
∑
k∗∈I (,n−1)
r
(
f, 2−n+1
)q
Lp(k∗,n−1)
⎤⎦
C32−ndq(
1
q
− 1
p
)
⎡⎣ ∑
k∈I (,n)
r
(
f, 2−n
)p
Lp(k,n)
+
∑
k∗∈I (,n−1)
r
(
f, 2−n+1
)p
Lp(k∗,n−1)
⎤⎦q/p
C42−ndq(
1
q
− 1
p
)r
(
f, 2−n
)q
Lp()
.
This completes the proof of our theorem for q < ∞, and simple modiﬁcations will yield the result
for q = ∞. 
11. The remaining inequalities
The two remaining inequalities needed to complete the proof of Theorem 1.1 by the system of
Section 3 (and constructed in Section 6) are (3.6) and (3.7). We note that for q1 and g ∈ Cr()
r
(
f, t)Lq()C
⎛⎝∥∥f − g∥∥
Lq()
+ t r sup
	
∥∥∥∥∥
(

	
)r
g
∥∥∥∥∥
Lq()
⎞⎠ , q1 (11.1)
and we choose t = 2−n and g = n to obtain
r
(
f, 2−n
)
Lq()
C
⎛⎝∥∥f − n∥∥Lq() + 2−nr sup
	
∥∥∥∥∥
(

	
)r
n
∥∥∥∥∥
Lq()
⎞⎠ , q1 (11.2)
from which Theorem 9.4 implies (3.7) for q1. For 0 < q < 1 (11.1) is clearly not valid as is
shown in [5]. While (11.2) is probably valid, we will prove (3.7) directly.
Theorem 11.1. For n ∈ Sn selected for a given f ∈ Lp() in Section 6 we have
r
(
f, 2−n
)
Lq()
C
(∥∥f − n∥∥Lq() + 2−nd( 1q − 1p )r(f, 2−n)Lp()) , (11.3)
where 0 < pq∞.
Proof. We note that it is sufﬁcient to prove the estimate for 0 < q < 1 and for r
(
f, 2−n
)
Lq()
for some ﬁxed 1. We choose  = 18r . Clearly
r
(
f, 2−n
)
Lq()
C
(
r
(
f − n, 2−n
)
Lq()
+ r(n, 2−n)Lq()) .
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Since
r
(
f − n, 2−n
)
Lq()
C1
∥∥f − n∥∥Lq(),
it is sufﬁcient to show that
r
(
n, 2−n
)
Lq()
C12−nd(
1
q
− 1
p
)r
(
f, 2−n
)
Lp()
.
We now write
sup
|h|2−n
∥∥rhn∥∥qLq() sup|h|2−n
⎛⎝ ∑
k∈I (,n)
∥∥rhn∥∥qLq(˜k)
⎞⎠
since if x, x + rh are in , they are in at least one of the domains ˜k. We now use (9.6) and
observe that rhQk = 0 as Qk ∈ r−1(Rd), and hence
sup
|h|2−n
∥∥rhn∥∥qLq()  sup|h|2−n C1
∑
k
∑
m∈A(k)
max
<r
∥∥h(Qm − Qk)∥∥qLq(˜k)
 sup
|h|2−n
C2
∑
k
∑
m∈A(k)
∥∥Qm − Qk∥∥qLq(˜k).
Using Lemma 9.1,∥∥Qm − Qk∥∥Lq(˜k)C3∥∥Qm − Qk∥∥Lq(˜k∩˜m)
whenever m ∈ A(k) with C3 independent of m and k. Therefore,
sup
|h|2−n
∥∥rhn∥∥qLq() sup|h|2−n C4
∑
k
∑
m∈A(k)
∥∥Qm − Qk∥∥qLq(˜k∩˜m)
(which, using Lemma 9.3, implies)
C5
∑
k
∑
m∈A(k)
2−ndq(
1
q
− 1
p
)
∥∥Qm − Qk∥∥qLp(˜k∩˜m)
C62−ndq(
1
q
− 1
p
)
∑
k
∑
m∈A(k)
(∥∥Qm − f ∥∥q
Lp(˜m)
+ ∥∥Qk − f ∥∥qLp(˜k))
C72−ndq(
1
q
− 1
p
)
∑
k
∥∥Qk − f ∥∥qLp(˜k)
C72−ndq(
1
q
− 1
p
)
(∑
k
∥∥Qk − f ∥∥pLp(˜k)
)q/p
(and using (6.6) of the construction)
C82−ndq(
1
q
− 1
p
)
(∑
k
r
(
f, 2−n
)p
Lp(˜k)
)q/p
(and using Theorem 7.1)
C92−ndq(
1
q
− 1
p
)r
(
f, 2−n
)q
Lp()
. 
We now prove (3.6), which is the last necessary inequality.
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Theorem 11.2. For n constructed to ﬁt f ∈ Lp() we have∥∥n∥∥Lq()C∥∥f ∥∥Lp() for nn0 and qp. (3.6)
Proof. We follow earlier proofs to obtain∥∥n∥∥qLq() = ∑
k
∥∥n∥∥qLq(k)
 C
⎛⎝∑
k
∥∥Qk‖qLq(k) +∑
k
∑
m∈A(k)
∥∥Qm − Qk∥∥qLq(˜k∩˜m)
⎞⎠
 C1
∑
k
∥∥Qk∥∥qLq(˜k)
for nn0 (and using Lemma 9.3)
C22−ndq(
1
q
− 1
p
)
∑
k
∥∥Qk∥∥qLp(˜k)
C3
(∑
k
∥∥Qk∥∥pLp(˜k)
)q/p
.
Using (6.6), we have∥∥Qk∥∥pLp(˜k)  A (∥∥Qk − f ∥∥pLp(˜k) + ∥∥f ∥∥pLp(˜k))
 A1
(
r
(
f, 2−n
)p
Lp(˜k)
+ ∥∥f ∥∥p
Lp(˜k)
)
 A2
∥∥f ∥∥p
Lp(˜k)
.
Therefore,∥∥n∥∥qLq()A2 · C3
(∑
k
∥∥f ∥∥p
Lp(˜k)
)q/p
C4
∥∥f ∥∥q
Lp()
. 
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