In the past decade, the condensation of internal air humidity in automotive headlamps has become more prevalent than ever due to the increased usage of a new light source-LEDs. LEDs emit far less heat than previously-used halogen lamps, which makes them far more susceptible to fogging. This fogging occurs when the internal parts of the headlamp fall to a temperature below the dew point. The front glass is most vulnerable to condensation due to its direct exposure to ambient conditions. Headlamp fogging leads to a decrease in performance and the possibility of malfunctions, which has an impact not only on the functional aspect of the product's use but also on traffic safety. There are currently several technical solutions available which can determine the effectivity of ventilation systems applied for headlamp defogging. Another approach to this problem may be to use a numerical simulation. This paper proposes a CFD (computational fluid dynamics) simulation with a slightly simplified 3D model of an actual headlamp, which allows simulation of all the phenomena closely connected with fluid flow and phase change. The results were validated by real experiments on a special fogging-defogging test rig. This paper compares three different simulations and their compliance with real experiments.
Introduction
Car headlamps serve two practical purposes: to see and to be seen. It is important that the headlamps' proper functionality is guaranteed in all conditions, otherwise the risk of an accident is increased. Car manufacturers have to create headlamps that are able to work flawlessly in all weather conditions, from hot summer days when the sun is shining to very cold temperatures when the temperature difference between the car and the air is high.
The second extreme can lead to the problem of dew inside the headlamp, which limits the headlamp's illumination. This dew is created mainly on the front glass, because of the high temperature difference, and it occurs when the glass' temperature decreases to below the dew point of the inside air.
This fogging happens due to the moisture, which can find its way inside the headlamp via these three mechanisms [1] :
• Sorption of plastic components-every plastic material is able to absorb a certain amount of ambient moisture, which may later be released when the thermal conditions change; • Permeation of water vapor through housing and lens material-materials traditionally used for the headlamps are not completely impermeable to the water vapor; • Moisture transferred via the venting system-the venting system serves to change the air inside the headlamps, which helps to reduce the amount of fogging by transporting in warmer air. This system may also bring in air with higher humidity, which can later lead to the undesirable fogging. The experiment consisted of two main parts. The first, preparative, stage of the experiment is the fogging of the headlamps. A specified amount of water was evaporated into the headlamp's body while the front glass was being cooled. The evaporation process was monitored by checking the internal air humidity. The initial stage ended when all the water vapor condensed on the front glass.
The second phase of the experiment was the defogging. In this stage, specific pressures were created on the ventilation holes to simulate the pressure gradient of a moving vehicle. Air exchange is achieved thanks to the generated pressure gradients, leading to the defogging. The process of defogging was monitored by a camera which took pictures in a specific time-step. The temperature and humidity of the ambient air were monitored to set the simulation's boundary conditions. The actual testing rig is shown in Figure 2 . The experiment consisted of two main parts. The first, preparative, stage of the experiment is the fogging of the headlamps. A specified amount of water was evaporated into the headlamp's body while the front glass was being cooled. The evaporation process was monitored by checking the internal air humidity. The initial stage ended when all the water vapor condensed on the front glass.
The second phase of the experiment was the defogging. In this stage, specific pressures were created on the ventilation holes to simulate the pressure gradient of a moving vehicle. Air exchange is achieved thanks to the generated pressure gradients, leading to the defogging. The process of defogging was monitored by a camera which took pictures in a specific time-step. The temperature and humidity of the ambient air were monitored to set the simulation's boundary conditions. The actual testing rig is shown in Figure 2 .
Energies 2019, 12, x FOR PEER REVIEW 3 of 18 high humidity to allow the plastic materials to take in as much of the moisture as they can, which is a slow process. The ambient air is then cooled down to desorb water and create condensation inside the headlamp. The exact amount of condensed water and its layout is unknown, which makes this process difficult to simulate. Furthermore, these tests often do not put any pressure on the ventilation holes, and the influence on the vehicle's movement is therefore unknown. The method we developed is based on evaporating moisture inside the headlamp's body, which immediately creates internal air with high humidity, while only the front glass is cooled down, for the dew to condense primarily there. This approach is much faster and cheaper than conventional methods, because the fogging of the headlamp only takes less than thirty minutes and there is no need for a special thermal chamber to create conditions in which the dew would be slowly formed in the measured headlamp. For this reason, this approach can theoretically be used even in a real drive test.
The core component of this method is a specially developed humidifier which is inserted inside the headlamp. By boiling a specified amount of water stored inside, the lamp's internal air becomes more humid. The schematic of the test rig is shown in Figure 1 . The experiment consisted of two main parts. The first, preparative, stage of the experiment is the fogging of the headlamps. A specified amount of water was evaporated into the headlamp's body while the front glass was being cooled. The evaporation process was monitored by checking the internal air humidity. The initial stage ended when all the water vapor condensed on the front glass.
The second phase of the experiment was the defogging. In this stage, specific pressures were created on the ventilation holes to simulate the pressure gradient of a moving vehicle. Air exchange is achieved thanks to the generated pressure gradients, leading to the defogging. The process of defogging was monitored by a camera which took pictures in a specific time-step. The temperature and humidity of the ambient air were monitored to set the simulation's boundary conditions. The actual testing rig is shown in Figure 2 . Glass temperature was measured by K-type thermocouples with an accuracy of ±1.5 • C, ambient temperature was measured by a Pt100 RTD temperature sensor with an accuracy of ±0.3 • C, and air humidity and internal temperature were measured by a thermometer/hygrometer data logger RHXL3SD with an accuracy of ±0.8 • C for the measurement of temperature and ±3% for the measurement of humidity. The measured data were collected by National Instruments hardware, and the experiments were carried out by the commercially available software LabVIEW.
Numerical Simulation Setup
Modern car headlamps have a very complex topology consisting of LED chips, heat sinks, optical features, control mechanisms for directing the light, and an inner construction that holds it all together. For this reason, a simplified headlamp model would not give reliable results and therefore an original 3D model of the headlamp with minimal simplifications was used. The main dimensions of the headlamp used are shown in Figure 3 . The glass' thickness was 2.9 mm. Figure 4 shows the inside of the headlamp with the humidifier (left) and the positions of the ventilation holes (right). The humidifier was a cylindrical body with diameter 20 mm and height 115 mm. Glass temperature was measured by K-type thermocouples with an accuracy of ±1.5 °C, ambient temperature was measured by a Pt100 RTD temperature sensor with an accuracy of ±0.3 °C, and air humidity and internal temperature were measured by a thermometer/hygrometer data logger RHXL3SD with an accuracy of ±0.8 °C for the measurement of temperature and ±3% for the measurement of humidity. The measured data were collected by National Instruments hardware, and the experiments were carried out by the commercially available software LabVIEW.
Modern car headlamps have a very complex topology consisting of LED chips, heat sinks, optical features, control mechanisms for directing the light, and an inner construction that holds it all together. For this reason, a simplified headlamp model would not give reliable results and therefore an original 3D model of the headlamp with minimal simplifications was used. The main dimensions of the headlamp used are shown in Figure 3 . The glass' thickness was 2.9 mm. Figure 4 shows the inside of the headlamp with the humidifier (left) and the positions of the ventilation holes (right). The humidifier was a cylindrical body with diameter 20 mm and height 115 mm. The numerical simulation was composed of the inner headlamp space (fluid domain), front glass (solid domain), and humidifier (solid domain). The material of the front glass was polycarbonate, with a specific heat of 1132.2 J•kg −1 •K −1 and thermal conductivity defined by Equation (1): Glass temperature was measured by K-type thermocouples with an accuracy of ±1.5 °C, ambient temperature was measured by a Pt100 RTD temperature sensor with an accuracy of ±0.3 °C, and air humidity and internal temperature were measured by a thermometer/hygrometer data logger RHXL3SD with an accuracy of ±0.8 °C for the measurement of temperature and ±3% for the measurement of humidity. The measured data were collected by National Instruments hardware, and the experiments were carried out by the commercially available software LabVIEW.
Modern car headlamps have a very complex topology consisting of LED chips, heat sinks, optical features, control mechanisms for directing the light, and an inner construction that holds it all together. For this reason, a simplified headlamp model would not give reliable results and therefore an original 3D model of the headlamp with minimal simplifications was used. The main dimensions of the headlamp used are shown in Figure 3 . The glass' thickness was 2.9 mm. Figure 4 shows the inside of the headlamp with the humidifier (left) and the positions of the ventilation holes (right). The humidifier was a cylindrical body with diameter 20 mm and height 115 mm. The numerical simulation was composed of the inner headlamp space (fluid domain), front glass (solid domain), and humidifier (solid domain). The material of the front glass was polycarbonate, with a specific heat of 1132.2 J•kg −1 •K −1 and thermal conductivity defined by Equation (1): The numerical simulation was composed of the inner headlamp space (fluid domain), front glass (solid domain), and humidifier (solid domain). The material of the front glass was polycarbonate, with a specific heat of 1132.2 J·kg −1 ·K −1 and thermal conductivity defined by Equation (1):
where k is the thermal conductivity of the polycarbonate and T is its temperature.
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The entire case was excluded from the simulations because it would have only minimal importance to the results and would significantly enlarge the computational mesh. The front glass needed to be present to ensure realistic defogging time, which is dependent on the heat transfer with the surrounding air, determined by the glass' width, specific heat, and thermal conductivity. Figure 5 shows a cross section of the simulated domain. Red represents solid domains and blue represents fluid domains. White areas inside the headlamp are individual internal parts excluded from the computational mesh. where is the thermal conductivity of the polycarbonate and is its temperature. The entire case was excluded from the simulations because it would have only minimal importance to the results and would significantly enlarge the computational mesh. The front glass needed to be present to ensure realistic defogging time, which is dependent on the heat transfer with the surrounding air, determined by the glass' width, specific heat, and thermal conductivity. Figure 5 shows a cross section of the simulated domain. Red represents solid domains and blue represents fluid domains. White areas inside the headlamp are individual internal parts excluded from the computational mesh. The original headlamp geometry was imported to ANSYS Fluent meshing to create the surface and volume mesh. Then, the humidifier was added to the geometry to simulate the fogging stage. The final mesh was composed of 17.5 million elements in total, of which 16.9 million were tetrahedral, 604,570 were wedges, and 456 were pyramids.
The cross section of the mesh is shown in Figure 6 , where the areas around the humidifier and the front glass are shown in better detail. The simulation was composed of two stages: fogging (preparative) and defogging (evaluated). Both were run in transient mode in order to capture the development of the fogging and defogging. The time step was 20 s, and the maximum number of iterations per time step was set to 50.
The maximal value of velocity near the glass was 0.08 m•s −1 , the lowest air temperature was 4 °C, which has a kinematic viscosity of 1.36•10 6 m 2 •s −1 [11] , and the height of the headlamp glass was 0.16 m. They Reynolds number could be calculated from Equation (2) The original headlamp geometry was imported to ANSYS Fluent meshing to create the surface and volume mesh. Then, the humidifier was added to the geometry to simulate the fogging stage. The final mesh was composed of 17.5 million elements in total, of which 16.9 million were tetrahedral, 604,570 were wedges, and 456 were pyramids.
The cross section of the mesh is shown in Figure 6 , where the areas around the humidifier and the front glass are shown in better detail. where is the thermal conductivity of the polycarbonate and is its temperature. The entire case was excluded from the simulations because it would have only minimal importance to the results and would significantly enlarge the computational mesh. The front glass needed to be present to ensure realistic defogging time, which is dependent on the heat transfer with the surrounding air, determined by the glass' width, specific heat, and thermal conductivity. Figure 5 shows a cross section of the simulated domain. Red represents solid domains and blue represents fluid domains. White areas inside the headlamp are individual internal parts excluded from the computational mesh. The original headlamp geometry was imported to ANSYS Fluent meshing to create the surface and volume mesh. Then, the humidifier was added to the geometry to simulate the fogging stage. The final mesh was composed of 17.5 million elements in total, of which 16.9 million were tetrahedral, 604,570 were wedges, and 456 were pyramids.
The maximal value of velocity near the glass was 0.08 m•s −1 , the lowest air temperature was 4 °C, which has a kinematic viscosity of 1.36•10 6 m 2 •s −1 [11] , and the height of the headlamp glass was 0.16 m. They Reynolds number could be calculated from Equation (2) The simulation was composed of two stages: fogging (preparative) and defogging (evaluated). Both were run in transient mode in order to capture the development of the fogging and defogging. The time step was 20 s, and the maximum number of iterations per time step was set to 50. The maximal value of velocity near the glass was 0.08 m·s −1 , the lowest air temperature was 4 • C, which has a kinematic viscosity of 1.36 × 10 6 m 2 ·s −1 [11] , and the height of the headlamp glass was 0.16 m. They Reynolds number could be calculated from Equation (2):
where L is the characteristic length (glass height), v is the air velocity, and ν is the kinematic viscosity. According to [12] , the critical Reynolds number in the case of flow over a plate is 10 5 and in this case the Reynolds number was equal to 9.4 × 10 3 , and therefore a turbulence model was not accounted for because the considered flow was in the laminar regime.
The fogging process was also simulated because a constant water film thickness would not give realistic results. A heterogeneous water film was needed to be created on the front glass with a similar thickness to the real situation. In this stage, the ventilation openings' boundary conditions were set as walls. The mass flow rate of water vapor was a constant, calculated from the amount and total time needed for the evaporation in the case of experiments as shown in Equation (3), where Q is the mass flow, m is the total mass of evaporated water, and t is the time needed for evaporation:
The mass diffusivity through the humidifier's body was user-defined, dependent on the cells' temperature and local pressure. For the last 5 min of this stage, the mass flow from the humidifier was turned off. This time served for the condensation of the remaining water vapor.
The second stage simulated the defogging itself, and the results obtained in this part were used for the overall comparison. The humidifier's solid domain was changed to a liquid domain, and its boundaries were changed from walls to an interior. All but one of the ventilation openings' boundaries were changed from walls to inlets with a set pressure of 60 Pa, while the remaining one was set as a pressure outlet. The glass and housing temperatures and all reference values were set according to the measured values from the experiment. The solver was set according to Table 1 . For pressure-velocity coupling, the SIMPLE scheme was used and set according to Table 2 . 
Governing Equations
The condensation was solved by using the Eulerian wall film (EWF) approach. EWF is used for predicting the creation and flow of thin films of liquids on a surface. This approach assumes that the film Energies 2019, 12, 2609 7 of 18 thickness is much smaller than the radius of curvature of the surface, as shown in Figure 7 . EWF allows only one condensable component, which was water in this simulation. For computing simulations with thin liquid layers, the volume of fluid method (VOF) can be used, but this approach has a high computational power demand. In our case, EWF was used for faster computation. The model we used neglects the change of heat transfer resistance by the liquid wall film. Mathematical equations used in this approach:
The conservation of mass for a film in a 3D domain is given by Equation (4):
where is the liquid density, ℎ is the film height, is the surface gradient operator, is the mean film velocity, and is the mass source per unit area due to droplet collection, film separation, film stripping, and phase change.
Conservation of film momentum is given by Equation (5):
where:
Conservation of energy is given as:
where is the temperature at the film-gas interface, is the average film temperature, is the wall temperature, is the source term, is the mass vaporization of the condensation rate, and ( ) is the latent heat. Figure 8 shows the velocity distributions in case of fogging and defogging in cross section through the humidifier with 2 mL of evaporated water. The left side shows the slow evaporation of water from the humidifier. The maximum velocity of the steam was 0.03 m•s −1 , while the average velocity was 7•10 −4 m•s −1 . The right side shows air circulation inside the lamp during the defogging phase. In this cross section, the ventilation opening with the set pressure was at the top of the lamp. The maximum velocity was 0.18 m•s −1 and the average value was 0.02 m•s −1 .
Condensed water film
Exchange of the inner air via the ventilation system Mathematical equations used in this approach:
where ρ l is the liquid density, h is the film height, s is the surface gradient operator, V l is the mean film velocity, and . m s is the mass source per unit area due to droplet collection, film separation, film stripping, and phase change.
and
where T s is the temperature at the film-gas interface, T f is the average film temperature, T W is the wall temperature, . q imp is the source term, . m vap is the mass vaporization of the condensation rate, and L(T s ) is the latent heat. Figure 8 shows the velocity distributions in case of fogging and defogging in cross section through the humidifier with 2 mL of evaporated water. The left side shows the slow evaporation of water from the humidifier. The maximum velocity of the steam was 0.03 m·s −1 , while the average velocity was 7 × 10 −4 m·s −1 . The right side shows air circulation inside the lamp during the defogging phase. In this 
Results Comparison
The dew thickness was monitored, and the results were shown only in two contours for better comparison with real-life experiments where the image processing showed only still-fogged and defogged areas. The image processing compared every image to two other images (fully fogged and fully defogged) and then decided if the area was fogged or already defogged.
The minimum dew thickness still considered as fogged was 0.1 nm, which is the minimal visible light scattering thickness [13] .
Comparison of laboratory experiments and simulations was done by creating a time lapse of fogging and defogging from processed experiment photos and simulation results. Two significant moments were chosen: first for the time when 50% of the glass area became defogged, and then when 80% of the glass was defogged. Three different simulations and experiments were conducted that differentiated the amount of evaporated water inside the lamp. Table 3 shows the initial conditions in simulating the fogging stage. These values were obtained during the real experiments. The boundary condition was the mass flow inlet on the humidifier with a mass flow rate calculated according to the corresponding experiment. The constant mass fraction of water was equal to 0.99, and the temperature was 100 °C. The mass flow rates are shown in Table 4 . These values were set according to the experiments. During the experiments, the power input to the humidifier was controlled to achieve optimal internal humidity in order to ensure that the water vapor would condense only on the glass' surface. This explains the longer time in C1.5 in comparison to C2.
The initial conditions (temperature and humidity distribution) in the defogging stage were set according to the previous fogging simulations. 
Comparison of laboratory experiments and simulations was done by creating a time lapse of fogging and defogging from processed experiment photos and simulation results. Two significant moments were chosen: first for the time when 50% of the glass area became defogged, and then when 80% of the glass was defogged. Three different simulations and experiments were conducted that differentiated the amount of evaporated water inside the lamp. Table 3 shows the initial conditions in simulating the fogging stage. These values were obtained during the real experiments. The boundary condition was the mass flow inlet on the humidifier with a mass flow rate calculated according to the corresponding experiment. The constant mass fraction of water was equal to 0.99, and the temperature was 100 • C. The mass flow rates are shown in Table 4 . These values were set according to the experiments. During the experiments, the power input to the humidifier was controlled to achieve optimal internal humidity in order to ensure that the water Energies 2019, 12, 2609 9 of 18 vapor would condense only on the glass' surface. This explains the longer time in C1.5 in comparison to C2.
The initial conditions (temperature and humidity distribution) in the defogging stage were set according to the previous fogging simulations. Table 5 presents the boundary conditions for the defogging stage.
where h is the heat transfer coefficient, k air is the thermal conductivity of air (obtained from [11] ), L is the characteristic length (glass height), and Ra is Rayleigh number which is equal to:
where g is gravitational acceleration, β is the volumetric expansion coefficient, θ is the temperature difference between glass and ambient air, α is the thermal diffusivity, and ν is kinematic viscosity. 
Comparison of Results C1-1 mL of Evaporated Water
In experiment C1, which had the lowest amount of evaporated water (1 mL), a good match with the numerical simulation was found. According to Table 6 , the defogging curves reached 50% of the defogged area in 26 min in the experiment and in 21 min and 14 s in the simulation (i.e., 18% sooner). In the experiment it took 48 min to reach 80% of the defogged area in comparison to 47 min and 10 s for the simulation (i.e., 2% sooner). The defogging curves in Figure 9 have almost the same behavior after the initial 29 min with a slight offset which represents approximately 3.5%, which is equal to the amount of the unevaluable area from image processing. The measured properties of the ambient air and the air inside the headlamp during the defogging in C1 are shown in Figure 10 . The measured properties of the ambient air and the air inside the headlamp during the defogging in C1 are shown in Figure 10 . Table 7 presents processed laboratory experiment images with their numerical simulation counterparts in the case of C1. The red area represents the fogged area, the green area represents the area which has already been defogged, and in the case of processed imagery, the blue areas are the parts of the glass which the program was unable to evaluate. These areas were caused by reflected light or insufficient fogging of the glass' borders.
From visual comparison of these results, it is possible to conclude that in the case of experiment C1 and its corresponding simulation, the difference in the defogging process was small. The top-right area was defogged last in both cases. As this was caused by the position of the humidifier, the most heavily fogged area was situated near it. Some differences can be found here. In the case of the experiment C1 the condensate stayed in the left part of the glass longer and disappeared slowly from the bottom up. In the case of the simulation, the condensate disappeared from the borders to the area in front of the humidifier. Table 7 presents processed laboratory experiment images with their numerical simulation counterparts in the case of C1. The red area represents the fogged area, the green area represents the area which has already been defogged, and in the case of processed imagery, the blue areas are the parts of the glass which the program was unable to evaluate. These areas were caused by reflected light or insufficient fogging of the glass' borders.
From visual comparison of these results, it is possible to conclude that in the case of experiment C1 and its corresponding simulation, the difference in the defogging process was small. The top-right area was defogged last in both cases. As this was caused by the position of the humidifier, the most heavily fogged area was situated near it. Some differences can be found here. In the case of the experiment C1 the condensate stayed in the left part of the glass longer and disappeared slowly from the bottom up. In the case of the simulation, the condensate disappeared from the borders to the area in front of the humidifier. Table 7 . Visual comparison of C1 results (red-fogged, green-defogged, blue-unevaluable).
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Beginning of defogging 
Comparison of Results C1.5-1.5 mL of Evaporated Water
The results were very similar in experiment C1.5 (1.5 mL of evaporated water). The simulation only differed significantly from the experiment in the first 19 min, as can be seen in Figure 11 . The image processing was unable to evaluate 3.5% of the front glass area, which again explains the difference between the experiment and the simulation. According to Table 8 , 50% defogging took 31 min for the experiment and 30 min in the simulation (i.e., 3% quicker). In the experiment it took 1 h and 8 min to reach 80% defogged area, while in the simulation it took 1 h and 6 min (i.e., 3% quicker). 
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The results were very similar in experiment C1.5 (1.5 mL of evaporated water). The simulation only differed significantly from the experiment in the first 19 min, as can be seen in Figure 11 . The image processing was unable to evaluate 3.5% of the front glass area, which again explains the difference between the experiment and the simulation. According to Table 8 , 50% defogging took 31 min for the experiment and 30 min in the simulation (i.e., 3% quicker). In the experiment it took 1 h and 8 min to reach 80% defogged area, while in the simulation it took 1 h and 6 min (i.e., 3% quicker).
The results were very similar in experiment C1.5 (1.5 mL of evaporated water). The simulation only differed significantly from the experiment in the first 19 min, as can be seen in Figure 11 . The image processing was unable to evaluate 3.5% of the front glass area, which again explains the difference between the experiment and the simulation. According to Table 8 , 50% defogging took 31 min for the experiment and 30 min in the simulation (i.e., 3% quicker). In the experiment it took 1 h and 8 min to reach 80% defogged area, while in the simulation it took 1 h and 6 min (i.e., 3% quicker). The processed laboratory experiment images with their numerical simulation counterparts for C1.5 are displayed in Table 9 . This visual comparison also shows a good match between the experiment and the simulation. The main difference is that in the case of the simulation the area fogged for the longest time was in front of the humidifier but according to the experiment almost the entire upper border took a long time to defog. Measured properties of the ambient air and the air inside the headlamp during the defogging in C1.5 are shown in Figure 12 . The processed laboratory experiment images with their numerical simulation counterparts for C1.5 are displayed in Table 9 . This visual comparison also shows a good match between the experiment and the simulation. The main difference is that in the case of the simulation the area fogged for the longest time was in front of the humidifier but according to the experiment almost the entire upper border took a long time to defog. The processed laboratory experiment images with their numerical simulation counterparts for C1.5 are displayed in Table 9 . This visual comparison also shows a good match between the experiment and the simulation. The main difference is that in the case of the simulation the area fogged for the longest time was in front of the humidifier but according to the experiment almost the entire upper border took a long time to defog. Table 9 . Visual comparison of C1.5 results (red-fogged, green-defogged, blue-unevaluable).
Experiment Simulation
Comparison of Results C2-2 mL of Evaporated Water
The difference between the experiment C2 and its simulation was similar to the difference seen in C1.5. The results differed significantly for the first 30 min of defogging, but after that there was a slight difference caused by the unprocessable area. In the experiment, 50% defogging occurred after 41 min and in the simulation it occurred after 35 min and 33 s (i.e., 13% quicker). According to Table  10 the experiment reached 80% defogged area in 1 h and 24 min, whereas for the simulation 80% defogging was reached in 1 h, 18 min, and 34 s (about 6.5% faster). 
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Experiment Simulation
Comparison of Results C2-2 mL of Evaporated Water
The difference between the experiment C2 and its simulation was similar to the difference seen in C1.5. The results differed significantly for the first 30 min of defogging, but after that there was a slight difference caused by the unprocessable area. In the experiment, 50% defogging occurred after 41 min and in the simulation it occurred after 35 min and 33 s (i.e., 13% quicker). According to Table  10 the experiment reached 80% defogged area in 1 h and 24 min, whereas for the simulation 80% defogging was reached in 1 h, 18 min, and 34 s (about 6.5% faster).
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The difference between the experiment C2 and its simulation was similar to the difference seen in C1.5. The results differed significantly for the first 30 min of defogging, but after that there was a slight difference caused by the unprocessable area. In the experiment, 50% defogging occurred after 41 min and in the simulation it occurred after 35 min and 33 s (i.e., 13% quicker). According to Table 10 the experiment reached 80% defogged area in 1 h and 24 min, whereas for the simulation 80% defogging was reached in 1 h, 18 min, and 34 s (about 6.5% faster). The development of defogging over time is displayed in Figure 13 . The development of defogging over time is displayed in Figure 13 . The measured properties of the ambient air and the air inside the headlamp in C2 are shown in Figure 14 . Table 11 visually presents the differences in the C2 experiment and its corresponding simulation. We can see similar differences in the case of the C2 experiment and its simulation as in the case of C1.5. The condensate disappeared around the borders of the glass and in the area where the humidifier was situated, and in the experiment the upper border took far longer to defog. We can The measured properties of the ambient air and the air inside the headlamp in C2 are shown in Figure 14 . The development of defogging over time is displayed in Figure 13 . The measured properties of the ambient air and the air inside the headlamp in C2 are shown in Figure 14 . Table 11 visually presents the differences in the C2 experiment and its corresponding simulation. We can see similar differences in the case of the C2 experiment and its simulation as in the case of C1.5. The condensate disappeared around the borders of the glass and in the area where the humidifier was situated, and in the experiment the upper border took far longer to defog. We can observe that in the case of the simulation the condensate stayed in the bottom-left corner longer than Table 11 visually presents the differences in the C2 experiment and its corresponding simulation. We can see similar differences in the case of the C2 experiment and its simulation as in the case of C1.5. The condensate disappeared around the borders of the glass and in the area where the humidifier was situated, and in the experiment the upper border took far longer to defog. We can observe that in the case of the simulation the condensate stayed in the bottom-left corner longer than in the experiment. Table 11 . Visual comparison of C2 results (red-fogged, green-defogged, blue-unevaluable).
Experiment Simulation
Conclusions
We conducted three numerical simulations of headlamp defogging with different amounts of condensed water on the front glass of a headlamp. These simulations copied the laboratory experiments of a new approach in headlamp fogging-defogging testing, developed in the Heat Transfer and Fluid Flow Laboratory of Brno University of Technology, Faculty of Mechanical Engineering. 
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Conclusions
We conducted three numerical simulations of headlamp defogging with different amounts of condensed water on the front glass of a headlamp. These simulations copied the laboratory experiments of a new approach in headlamp fogging-defogging testing, developed in the Heat Transfer and Fluid Flow Laboratory of Brno University of Technology, Faculty of Mechanical Engineering.
The simulations were conducted in the commercially available software ANSYS Fluent. Eulerian wall film was chosen as a numerical model for the prediction of condensation and evaporation. We compared the time needed to defog the front glass area between the experiments and the simulations.
The visual results from simulations showed the same progression of defogging, beginning on the right-hand side of the glass and in the upper-left corner, ending near the humidifier. Only the total time changes depending on the amount of condensed water. We could see a similar situation in the experiments, the main difference being that the upper glass border remained fogged almost until the end.
The simulations showed a very good match to the real experiments, with a larger difference in the initial parts. This can be explained by a fast heating of the front glass and steep rise of the internal humidity (as shown in Figure 10 , Figure 12 , and Figure 14 ). EWF seemed to be unable to simulate this quick change accurately. For the rest of the simulations, all three scenarios produced results very close to the experiments with only a slight difference of approximately 3%, caused by small unprocessable areas in the experiment photos. Other differences in results may have been caused by the numerical model used, which is less precise than for example the volume of fluid method but requires lower computational power. Boundary conditions were chosen based on the experiments, but some inaccuracy could create further differences.
With regard to these slight differences, we can assume that the developed simulations could be further used to estimate defogging development over time and compare the whole process with different pressure settings on the ventilation holes instead of numerous experiments. Only a few of the best configurations, according to the simulations, can be further verified by real testing. Table 12 presents a complete comparison of the experiments. We can clearly observe that the total amount of defogging time was linearly dependent on the amount of condensed water. From these results we could obtain a trend line and its equation, as seen in Figure 15 , which can serve as an estimation of defogging time for other amounts of evaporated water. The simulations were conducted in the commercially available software ANSYS Fluent. Eulerian wall film was chosen as a numerical model for the prediction of condensation and evaporation. We compared the time needed to defog the front glass area between the experiments and the simulations.
The simulations showed a very good match to the real experiments, with a larger difference in the initial parts. This can be explained by a fast heating of the front glass and steep rise of the internal humidity (as shown in Figures 10, 12, and 14) . EWF seemed to be unable to simulate this quick change accurately. For the rest of the simulations, all three scenarios produced results very close to the experiments with only a slight difference of approximately 3%, caused by small unprocessable areas in the experiment photos. Other differences in results may have been caused by the numerical model used, which is less precise than for example the volume of fluid method but requires lower computational power. Boundary conditions were chosen based on the experiments, but some inaccuracy could create further differences.
With regard to these slight differences, we can assume that the developed simulations could be further used to estimate defogging development over time and compare the whole process with different pressure settings on the ventilation holes instead of numerous experiments. Only a few of the best configurations, according to the simulations, can be further verified by real testing. Table 12 presents a complete comparison of the experiments. We can clearly observe that the total amount of defogging time was linearly dependent on the amount of condensed water. From these results we could obtain a trend line and its equation, as seen in Figure 15 , which can serve as an estimation of defogging time for other amounts of evaporated water. The trend line equation is:
where t de f is the defogging time and V w is the amount of evaporated water. 
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