Background: In the absence of accurate data on the free two-body hyperon-nucleon interaction, the spectra of hypernuclei can provide information on the details of the effective hyperon-nucleon interaction.
I. INTRODUCTION
Hypernuclei provide a unique laboratory for the investigation of hadronic many-body systems with strangeness -1 and for the study of new aspects of the strong and weak interactions in nuclei. Because direct measurements of hyperon-nucleon (Y N ) scattering at low energies are prohibited by the short hyperon lifetime, hypernuclear spectra are the only way to study this interaction. Thus, a unique opportunity to obtain this information is provided by observing the fine structure of hypernuclei caused by the specific spin-dependence of the hyperon-nucleon interaction. Such characteristics are realized in practice only in Λ hypernuclei and are hardly seen in other hypernuclei. Thus the spectroscopy of Λ hypernuclei has a unique value in strangeness nuclear physics.
In the past, hypernuclear spectroscopy has been carried out with limited resolution only by means of hadronic reactions, such as the strangeness exchange and associated production reactions, that use meson beams and in which a neutron is converted into a Λ [1] . More recently, γ-ray spectroscopy has been used to measure hypernuclear transition energies. Here, a few-keV energy resolution has been obtained, which has allowed precise level assignments and the measurement of doublet spacings [2] . However, the method is limited to the bound region below particle emission thresholds and to bound levels reached following particle emission.
The experimental knowledge can be enhanced using the (e, e ′ K + ) electroproduction reaction. This reaction is characterized by a large momentum transfer to the hypernucleus (q > ∼ 250 MeV/c) and strong spin-flip contributions, even at zero K + production angles [3] , resulting in the excitation of both natural-and unnatural-parity states [4, 5] . In the (e, e ′ K + ) reaction a proton is converted into a Λ hyperon so that one can produce and study new hypernuclei, not accessible in the standard reactions.
Together with experiments in Hall C [6] [7] [8] , the E94-107 experiment in Hall A at Jefferson Lab [9] started a systematic study of high resolution hypernuclear spectroscopy in the 0p-shell region of nuclei, such as the hypernuclei produced in electroproduction on 9 Be, 12 Λ N have been published [4, 5] . The results for 9 Λ Li, which was long ago suggested as a good candidate for electroproduction studies [10] because of the predicted large splitting of the ground-state and second-excited-state doublets are presented in this paper.
II. THEORY
As in the previous experiments [4, 5] , the data are interpreted using shell-model calculations that include both Λ and Σ hyperons in 0s states coupled to p-shell core wave functions optimized to fit a wide range of p-shell properties [11, 12] . The (e, e ′ K + ) reaction is described with distorted-wave impulse approximation (DWIA) calculations [10] that use the Saclay-Lyon (SLA) model [13] for the elementary p(e, e ′ K + )Λ reaction. The SLA model was successfully applied in the analysis of electroproduction experiments on 12 C and 16 O targets [4, 5] , which suggests that this model provides a reasonable prediction for the elementary cross section at very small K + production angles and at the center of mass energy of this experiment.
In a shell-model approach, one can define five p N s Λ two-body matrix elements for a hypernucleus with an slevel Λ coupled to a p-shell nuclear core. These can be put into a one-to-one correspondence with the parameters (radial integrals) V , ∆, S Λ , S N , and T associated with the average central, spin-spin, Λ-spin-orbit, nucleonspin-orbit, and tensor components of the in-medium (effective) ΛN interaction [14] , given by
where s denotes the spin and l the angular momentum. The constant V simply contributes nV to the binding energy of every p n s Λ configuration and therefore does not affect the spectrum, only the overall binding energy B Λ . The value of V = −1.23 MeV used is very close to the value that reproduces the experimental B Λ value (Table  2 of Ref. [12] ). In the weak-coupling limit (quite good because the ΛN interaction for s Λ is a spatial monopole), only operators that depend on the spin of the Λ particle (∆, S Λ , T ) contribute to doublet spacings while S N contributes to the spacing between doublets. We use values Li core states are shown on the left along with the spectroscopic factors for proton removal from 9 Be. All excitation energies are in keV. On the right, the factors giving the relative population of levels in purely non-spin-flip (∆S = 0) and purely spin-flip (∆S = 1) production reactions on 9 Be are given.
that fit the spectrum of the five bound levels of 7 Λ Li determined from (π + , K + γ) and (K − , π − γ) experiments. The main parameters used for the corresponding ΛN -ΣN interaction are V ′ = 1.45 and ∆ ′ = 3.04 MeV, making a total of six Y N parameters that affect the spectrum.
The calculated spectrum for 9 Λ Li is shown in Fig. 1 , together with the core states for 8 Li (the first four are known and the other two are taken from the p-shell calculation), while Table I shows the contributions to the various level spacings for the three lowest doublets. The contributions listed in Table I do not add up to exactly the spacings in Fig. 1 because small contributions from configuration mixing are not included (see the caption to Table I ). The spectroscopic factors (C 2 S with C 2 = 2/3) for proton removal from 9 Be control the population of 9 Λ Li states via electroproduction. The structure factors on the right of the figure for pure non-spin-flip and spinflip transitions [12] are normalized such that in the weakcoupling limit (Y N interactions turned off) the ∆S = 0 and ∆S = 1 values for a doublet each sum to C 2 S for the core state.
The C 2 S values for 9 Be → 8 Li in Fig.1 are in good agreement with the values from (d, 3 He) studies [15, 16] (see Table II ). From a (t, α) study [18] , larger relative values were extracted for the excited 1 + and 3 + states of 8 Li. The C 2 S values for the interaction used in the present work are listed in Fig. 1 . The values for all the pshell interactions derived in connection with these hyper-TABLE I. Contributions to energy-level spacings (in keV) from the components of the ΛN interaction. The corefficients of the parameters are determined by numerical differentiation. The contribution from Λ-Σ coupling is determined by diagonalizing with the coupling switched on and off. The difference between the total contribution of 601 keV in the first line of the table and the 592 keV from diagonalization (see Fig. 1 ) is due to small differences in the sum of diagonal core energies caused by configuration mixing. Such differences are usually only a few tens of keV. nuclear studies are similar and in agreement with those for the Cohen and Kurath (6-16)2BME interaction [19] . The values for the other two Cohen and Kurath interactions put more strength in the second 1 + state than in the first (as noted in Ref. [19] for the (8-16)POT interaction). The reason for this is that the 1 The states in the first-excited doublet are predicted to be nearly degenerate, in part because of the contribu-tions from Λ-Σ coupling (see Table I ). In addition, the 3/2 + 2 state contains a 3.5% admixture of a Λ coupled to the 8 Li ground state which lowers the 3/2 + 2 state by another ≈ 35 keV. Thus, if the shell-model predictions are reasonable, five peaks should, in principle, be resolved in 9 Λ Li below the particle-decay threshold by an electroproduction experiment with good energy resolution.
III. EXPERIMENT
Hall A at JLab is well suited to perform (e, e ′ K + ) experiments. Scattered electrons are detected in the High Resolution Spectrometer (HRS) electron arm while coincident kaons are detected in the HRS hadron arm [20] . The disadvantage of smaller electromagnetic cross sections is compensated for by the high current and high duty cycle properties of the beam. Throughout the experiment, the same equipment has been used in very similar kinematical conditions on C, Be, and H 2 O targets. The use of a pair of septum magnets permitted particle detection at very forward angles [21] and a Ring Imaging CHerenkov (RICH) detector [22] [23] [24] [25] has been used in the hadron arm to provide an unambiguous identification of kaons when combined with the standard particle identification apparatus of Hall A, based on aerogel Cherenkov detectors [26] [27] [28] . In the present experiment a 92.5 mg/cm 2 solid 9 Be target with a beam current of ∼100 µA was used at a beam energy of 3775 MeV. Both HRSs were physically positioned at an angle of 12.5
• , but the pair of septum magnets yielded an effective angle for both the scattered electron and the hadron detection of ∼ 6
• . Fig. 2 shows the observed binding-energy spectrum of 9 Λ Li. The broad peak centered at a small positive binding energy corresponds to the 9 Λ Li states in Fig. 1 corresponding to the lowest three states of 8 Li. The rise in cross section starting at 0 MeV corresponds to states with the Λ in a p orbit and, because these states are unbound, the states are broad and no structure is observed. As in Ref. [4, 5] , the background was determined from the binding energy spectrum obtained with a coincidence time shifted with respect to the coincidence time between secondary electrons and produced kaons and was rather flat for values of binding energy ranging from 15 MeV to 0 MeV. Its value was calculated as the average of the counts in the range 9.95 MeV ≤ Binding energy ≤ 18.35 MeV.
For the calculation of the absolute cross section, we computed the following quantities: detector efficiencies, detector dead time, detector phase space, kaon survival in HRS, integrated luminosity. The calculation of efficiencies for the standard HRS package are well established and implemented in the Hall A analysis software. Therefore, those procedures were used for that purpose. For the RICH and aerogel Cherenkov detectors, we used one detector to determine the efficiency of the other one in the following way: we selected a pure sample of kaons by means of aerogel detectors and we measured the fraction of those kaons detected by the RICH and vice versa. The detector dead time was measured by the Hall A data acquisition system. The detector phase space was calculated using the SIMC code [29] . Kaon survival is calculated considering the average path length inside the HRS arm. The integrated luminosity was calculated by means of beam current monitor devices. Then, the absolute cross section σ was computed according to
where Counts is the event number in the experiment, Ef f is the global detector efficiency, Livetime is 1-detector dead time, P haseSpace is the detector phase space, Ksur is the kaon survival in the HRS, and Luminosity is the integrated luminosity. Fig. 3 shows the background-subtracted experimental binding-energy spectrum, together with Monte Carlo simulations [29] (red curve) and the same simulations with the radiative effects turned off (blue curve). The error bars in the data are statistical. The simulations used the five peak positions and widths listed as configuration α in Table IV . The red curve fits the experimental data well with a corresponding χ 2 /ndf value of 36.69/35. Several other peak configurations, with different numbers, heights, positions and widths of the peaks, have been found to reproduce the red curve. All of those are also expected to generate the same spectrum (the blue curve of Fig. 3 ) when radiative corrections are turned off, since radiative corrections are independent of the assumptions regarding the number and type of the peaks that build up the experimental spectrum. In practice, the simulated data do not overlap perfectly with the experimental data, which produces small systematic errors on the radiatively corrected spectrum.
The unfolding for radiative corrections has been done bin-by-bin. The content of each bin of the radiatively corrected spectrum was obtained by multiplying the corresponding bin of the experimental spectrum by the ratio of the blue and red curves of Fig. 3 for that bin. In order to avoid possible removals of background enhancements or to artificially null the spectrum in the regions where the blue curve is zero, the ratio between the blue and red curves of Fig. 3 was performed after summing the background to each of them. The background value was then subtracted from the result of the product of the ratio with the corresponding bin. The result is shown in Fig. 4 which presents the radiatively unfolded experimental data (points with statistical errors) compared to a theoretical prediction (thin green line). The band at the bottom of the histogram represents the systematic errors in the radiative unfolding. The theoretical histogram was obtained using the procedure described in section II assuming an energy resolution of 730 keV (FWHM). Once radiative corrections have been applied, the binding-energy spectrum resolution is small enough to clearly show a three-peak structure in the spectrum. A more detailed description of the procedure employed to determine the radiatively unfolded spectrum of Fig. 4 is given in Appendix A.
IV. RESULTS
When analyzing the experimental spectrum in Fig. 4 one has to consider that, as explained in section II, the spectrum is made up by doublets and hence that each of the three peaks that appears in it is actually produced by the convolution of two "elementary" peaks. Because the peaks of the spectrum are radiatively corrected, we assumed that all the elementary peaks were well described by Gaussian distributions. Considering the energy resolution to be constant over the whole spectrum range, we assumed in addition that the standard deviations of these Gaussians were equal. Although six Gaussian elementary peaks are expected, the possible existence of nearly degenerate doublets, or of doublets where one peak overwhelmingly dominates on the other, could reduce the number of elementary Gaussian peaks needed for the fit procedure following the Occam razor principle. The experimental spectrum in Fig. 4 was fitted in order to determine the positions, the heights, and the common standard deviation of the elementary peaks. The best fit was obtained with four Gaussian elementary peaks with a χ 2 /n.d.f. value of 41.82/41. The energy resolution extracted from the fit, 730 keV (FWHM), is consistent with the value obtained in our previous analysis [30] and is in agreement with the measurements on Table III where they are compared with the results calculated using the procedure described in section II for the six lowest states shown in Fig. 1 . A fit with five Gaussian peaks produced the same result as shown in Table III with a χ 2 /ndf value of 41.82/39 and a common FWHM for the peaks of 730 keV. The first three peaks had the same heights and positions of the corresponding peaks in Table III while the fourth and fifth peaks had equal positions, coincident with the binding energy of the fourth peak in Table III and heights whose sum was equal to the cross section value of the fourth peak in Table III . The result of the five-peak fit showed hence that only the ground-state doublet splitting could be detectable with the energy resolution of the experiment. A fit with three peaks also produced a result consistent with Table III , with a χ 2 /ndf value of 47.52/43 and a common peak resolution extracted from the fit of 970 keV (FWHM). The first peak's strength and position were equal (within one standard deviation) to the sum of the strengths and to the baricenter of the positions in the binding-energy spectrum of the first two states of Table III respectively. The other two peaks had strengths and positions equal (within one standard deviation) to the third and fourth peaks in Table III respectively. Fig. 4 and Table III show that the observed peak positions agree quite well with the predictions of the standard model for p-shell hypernuclei. The first multiplet can be decomposed into two peaks with a separation of 570 ± 120 keV that corresponds very well with the theoretical value of 590 keV. On the other hand, there is a systematic disagreement for the multiplet cross sections. In the first multiplet the 0.59 MeV (5/2 + ) peak does not dominate as theoretically predicted (see Table III ). The second and third multiplets are each observed as a single peak. This is probably due to the very close excitation energies of their two constituents (see Table III ), although for the third multiplet it might be due to the fact that the strength of the 2.27 MeV (5/2 + ) peak dominates over that of the other state.
In terms of the cross section, the spin-spin interaction (∆) tends to deplete the spin-flip strength to the groundstate doublet and increase the non-spin-flip strength (see Fig. 1 ). The full reaction calculations include a number of spin-flip and non-spin-flip amplitudes, making the cross sections sensitive to the choice of the elementary reaction model. The SLA model was selected from the various isobar models because it gives the best results for the cross section. Spin-flip amplitudes are dominant in the SLA model which favors states in Fig. 1 with large ∆S = 1 structure amplitudes. It is then clear that a model with larger non-spin-flip amplitudes might increase the relative cross sections for the 3/2 + 1 and 5/2 + 2 states and provide better agreement with the results of the experimental analysis. The cross section depends very much on the proton removal spectroscopic factors for 9 Be but, as is evident from Table II, theory agrees very well with the relative C 2 S values derived from the analysis of two (d, 3 He) studies, a reaction that has proven to be very reliable for such a comparison.
From the binding-energy spectrum of Fig. 4 , a Λ separation energy B Λ of 8.36 ± 0.08 (stat.) ± 0.08 (syst.) MeV was obtained. This value agrees very well with the value 8.50 ± 0.12 MeV from emulsion data [33] . To determine this value the missing-mass scale needed to be calibrated because of uncertainties in the kinematical variables such as the primary electron energy and the central momenta and the central scattering angles of the scattered electrons and the produced kaons. For this calibration we took advantage of the fact that the experiment was performed just after the determination of the 12 Λ B excitation spectrum [4] that used the same experimental settings. Thus, the kinematical variables of the present experiment were determined, reproducing the binding energy of the 12 Λ B ground state at 11.37 ± 0.06 MeV [33] . A more detailed description of this missingmass scale calibration is given in Appendix B.
V. SUMMARY
A high-quality The procedure of unfolding radiative effects from an experimental spectrum does not depend on the choice of the peak structure used to fit the spectrum itself, providing that the fit describes the data reasonably. This property is very useful when the peak structure underlying an experimental spectrum is unknown as in Fig. 3 , where several peak structures fit the experimental spectrum quite well and it is not obvious which of these structures is "the right one". To demonstrate the independence of radiative corrections from the energy spectrum structure, we define Exp(E) as the function that describes the experimental spectrum. Exp(E) · dE is proportional to the number of events whose corresponding energy is in the interval E ± dE. We define S(E ′ ) as the function that describes the experimental spectrum in the absence of radiative effects. Lastly, we define R(E ′ − E) as the probability that an event whose corresponding energy in the absence of radiative effects would have been E ′ has, because of the radiative effects, an energy equal to E. Exp(E), S(E ′ ) and R(E − E ′ ) are related by
For the sake of simplicity, we suppose in the following that S(E ′ ) is equal to a sum of Gaussian peaks
where A k , E k and σ k are the amplitude, central value and standard deviation of the kth peak, respectively. Let us assume two different peak configurations α and β, with N and M peaks, respectively, that produce two functions S α (E ′ ) and S β (E ′ ) that are equal within the statistical error 
with
is acceptable within our confidence level. In Eq. (A5), [E j−1 ; Ej] is the jth interval that the energy spectrum is divided into. It is obvious from Eq. (A1) that if S α (E ′ ) = S β (E ′ ) the two peak configurations α and β will produce the same experimental spectrum, that is Exp α (E) = Exp β (E). The reverse is also true: if two peak configurations α and β produce two statistically compatible spectra (Exp
. In fact, defining
and
we have from Eq. (A1) Defining at last R −1 as the inverse of the matrix R, we have
means that the spectrum with the radiative effects subtracted (S(E ′ )) does not depend on the peak configurations α, β, · · · as long as all the configurations considered Exp α , Exp β , · · · fit the experimental spectrum with no radiative effects applied. It has to be noted that only two assumptions were made in deriving the conclusion quoted above
• the single intervals [E j−1 ; E j ] are so small that R ij defined by Eq. (A7) is constant in it.
• The matrix R is invertible. This is usually the case considering that usually R ii = 0 and R ji = 0 if R ij = 0 and i = j To determine the spectrum with the radiative effects "turned off" (blue curve of Fig. 3 ) the Monte Carlo SIMC was employed [29] . The red curve of Fig. 5 shows a single peak of the 9 Λ Li excitation energy spectrum as predicted by SIMC for the reaction 9 Be(e, e ′ K + )
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Λ Li when using the E94-107 experimental apparatus (position and amplitude of the peak are arbitrary). The blue curve of Fig. 5 shows the same peak when the radiative effects in the Monte Carlo SIMC are "turned off". Several peak configurations, made up by a number of peaks like the one of Fig. 5 red curve, fit the experimental 9 Λ Li excitation energy spectrum after being normalized to it. Table IV quotes five of them. Their corresponding excitation energy spectra (normalized to the experimental data) are shown in Fig 6. For each configuration, Table IV quotes the position and relative amplitude of the peaks (here and in the following the amplitude of a peak is defined as the integral of the peak over the whole energy spectrum) and the value of the χ 2 test,
where conf = α, β, γ, δ, or ǫ, Exp i is the number of counts in the ith interval of the experimental excitation energy spectrum, and C conf i
is the number of counts in the same interval as predicted by the normalized peak Λ Li excitation energy spectra as predicted by the Monte Carlo SIMC for the peak configurations α, β, γ, δ and ǫ quoted in Table IV configuration conf . The χ 2 tests were performed in the interval -1.515 MeV < Excitation Energy < 3.735 MeV, corresponding to 35 degrees of freedom.
Because of the properties of the subtraction of radiative effects from spectra quoted above, all the peak configurations α, β, γ, δ, and ǫ produce the same "radiatively corrected" spectrum. The spectra of Fig. 7 are obtained from Fig. 6 by turning off the radiative effects, that is replacing the " Fig. 5 red curve-like" peaks with " Fig. 5 blue curve-like" peaks, without changing positions and amplitudes of the peaks. All plots of Fig. 7 are quite equal, as confirmed by the χ 2 test,
with conf 1 and conf 2 = α, β, γ, δ, or ǫ. In the worst case (conf 1 = α and conf 2 = γ) Eq. (A14) yielded a value of 28.387 with 40 degrees of freedom.
In Fig. 8(a) , Fig. 7 (a) (dashed line) and Fig. 7 (c) (continuous line) are shown together. Because the configurations α and γ produce the two most different "radiatively corrected" SIMC results, the difference between the two curves plotted in Fig. 8(a) was chosen as the systematic error due to the ambiguity of the peak structure underlying the energy spectrum. As shown in Fig. 8(b) this error is small compared to the statistical error.
The method to obtain radiative corrected spectra described in this Appendix was used, in the analysis of the 9 Λ Li spectrum, because of the difficulties in establishing the peak structure underlying the experimental spectrum. It is relatively new and it could be worthwhile hence to make some considerations about its reliability. The method relies on Eq. (A11) that is mathematically correct. The uncertainties on the radiative corrected spectrum − → S derived by Eq. (A11) originate obviously from the uncertainties on the experimental spectrum − − → Exp and on the function R −1 ("detector function" in the following) that provides − → S once − − → Exp has been measured. If − − → Exp and R −1 were exempt from errors − → S would be "perfect". To understand the effects on the reconstructed radiative spectrum of the uncertainties on the measured spectrum and on the detector function it could be worthwhile to look at the results of the method to derive a neutron energy spectrum from the proton recoil energy measurement (see for example [31, 32] ). This method consists in determining a neutron energy spec- Λ Li excitation energy spectra as predicted by the Monte Carlo SIMC for the peak configurations α, β, γ, δ and ǫ quoted in Table IV, trum measuring the energies of the protons generated by scatterings of the neutrons in a radiator and is formally similar to the one described in this Appendix to derive radiative corrected spectra from the experimental ones. Formally, the connection between the neutron energy spectrum and the proton recoil energy spectrum can be expressed by a formula like Eq. (1) quoted in Ref. [31] that can be concisely expressed as:
Here F (E n )dE n is the number of neutrons in the neutron spectrum with an energy included in the interval E n − dE n < E n < E n + dE n , Y (E p )dE p is the number of protons in the experimental spectrum with an energy E p − dE p < E p < E p + dE p , and D −1 is the "detector function". Defining − → N and − → P the arrays whose elements are F (E n )dE n and Y (E p )dE p respectively (E n and E P covering the whole neutron and proton spectra), Eq. (A15) transforms into:
Eq. (A16) is formally equivalent to Eq. (A11) (in Eq. (A16) D −1 is a diagonal matrix). However, in Eq. (A16) the knowledge on − → P is (sometimes greatly) affected by the uncertainties on the measured recoil proton energy. These uncertainties mean that the determination of the number of protons Y p dE p whose real energy is included in the ith interval of the proton energy spectrum − → P and hence the proton energy spectrum itself are affected by (sometimes not negligible) uncertainties too. Several factors affect the proton energy measurement: detector calibration, background subtraction, and, above all, proton energy losses in the detector elements (including their entrance windows) and in the air between them. To correct for proton energy losses, the proton energies are shifted by the estimated average energy loss over possible proton paths, or, sometimes, in low energy regions, by unfolding techniques. The proton energy losses set usually the low limit of the reconstructed neutron energy spectrum. The detector function D −1 in Eq. (A16) is affected by uncertainties too. It includes the detector efficiency that depends on the geometry (and on the connected problem of the determination of the scattering angle of the detected proton) and on the differential n -p scattering cross section which are both sources of systematic errors. The differential n -p scattering cross section is often obtained by parameterizations. Despite these problems, the method to derive a neutron energy spectrum from the proton recoil energy measurement provides usually satisfactorily results. In Ref [31] , the method was applied to determine the spectra of nearly monoenergetic neutrons form the reaction 7 Li(p,n) 7 Be measured for eight incident proton energies. The situation was here complicated by the fact that, together with the neutrons generated in the reaction under study, which corresponded to a well-defined peak in the neutron energy spectrum, the experiment detected neutrons by other reactions, as the three-body breakup process 7 Li(p,n 3 He)α, that generated a long tail in the low energy region of the neutron energy spectrum. Despite that, the reproduction of the peaks of the eight neutron energy spectra was excellent, while the neutron counts in the tails of these spectra was somehow bigger than the corresponding parts of the spectra obtained with a Time Of Flight (TOF) detector for three of the eight incident proton energies. The authors decided to rely on the TOF detector results for the tails of these three spectra because the TOF detector was free from the problems concerning the effects of the proton energy loss by reactions in the detectors and becuase it extended to lower energies than the method based on the proton recoil energy measurement. In Ref. [32] the situation was improved with respect to Ref. [31] because the detector function D −1 was simply equal, for all the proton energies, to 1 cos 2 (θ) , with θ, the proton scattering angle, measured by two silicon strip detectors for the most energetic protons and, less precisely, through the coordinates of the conversion point of the neutron inside the converter and the coordinates of the silicon detector closer to the converter for the protons whose energies were not big enough to make them reach the other silicon strip detector. The use of a segmented converter decreased the uncertainties on the proton energies due to energy losses inside the converter itself. As a consequence, the minimum neutron energy detectable was lower than the one of Ref. [31] . The double differential neutron yield for the reaction 13 C(d,n) at 40 MeV was obtained this way. The good successes obtained in determining neutron spectra from the measurements of the proton recoil energies and the understanding of the effects that could make this method less effective ensure that we can rely on the method described in this Appendix to obtain, in the experiments performed at JLab, radiative corrected spectra from experimental binding energy spectra of hypernuclei. In fact, in these experiments, the hypernuclei are generated in point-like targets and the experimental binding energy spectra are obtained by the measurements of the momenta and the scattering coordinates of the secondary electrons and of the produced kaons in the reaction Z(e, e ′ K + )Z − 1. These momenta and scattering coordinates are determined very precisely by magnetic spectrometers (at the level of 10 −4 for the momenta measured by HRS arms). The energy losses of the secondary electrons and of the produced kaons inside the target and along the path to the detectors are small. Moreover, thanks to the excellent Particle Identification apparatus employed, the experimental spectrum of the experiment E94-107 was pratically background free, the only small background coming from kaons from accidental coincidences. The uncertanties on − − → Exp of Eq. (A11) are hence much smaller than the uncertanties on − → P of Eq. (A16). Besides, the uncertainties on the detector function R 12 Λ B were detected by the High Resolution Spectrometer (HRS) electron arm and by the HRS hadron arm, respectively, while the primary electrons were provided by the CEBAF accelerator. The CEBAF accelerator electron beam energy and the central momenta and angles of the HRS electron and hadron arms were set according to the kinematics of the reactions and are taken as constant for the course of the experiment (their variations being of the order of 10 −5 for the CEBAF electron beam energy and the central momenta of the HRS electron and hadron arms, and practically zero for the spectrometer central angles). However, the actual values of the CEBAF accelerator electron beam energy and of the central momenta and angles of the HRS electron and hadron arms, although constant, differ by unknown amounts from the nominal set values, and are referred to as "kinematical uncertainties". Although small (the experimental uncertainties on the CEBAF accelerator electron beam energy and on the spectrometer central momenta being of the order of 10 −4 -10 −3 and those on the spectrometer central angles of the order of 10 −2 ), these kinematical uncertainties cause a global shift in the binding-energy spectrum that hence has to be calibrated. In fact, the binding energy is expressed as
and P m = P e − P e ′ − P K ,
where E e , P e , E e ′ , P e ′ , E K , and P K are the energies and the momenta of the primary electron, of the scattered electron and of the produced kaon respectively, M Λ is the Λ mass, M T arget is the target mass, and M residue is the mass of the residual nucleus, that is of the nucleus with A-1 nucleons and Z-1 protons (where A is the number of nucleons and Z is the atomic number of the target, respectively). 
where E e is the CEBAF electron beam energy, P E Arm and P H Arm are the central momenta of HRS electron arm and HRS hadron arm, φ E Arm and φ H Arm are the central angles (defined as the angles between the central axes and the CEBAF beam line) of HRS electron arm and HRS hadron arm, and ∆E e , ∆P E Arm , ∆P H Arm , ∆φ E Arm and ∆φ H Arm are the kinematical uncertainties, that is the differences between the nominal and the actual values of the CEBAF electron beam energy and of the central momenta and the central angles of HRS electron and HRS hadron arms. P e , E e ′ , P e ′ , E K , and P K in Eq. (B1) -(B3) are functions of E e , P E Arm , P H Arm , φ E Arm and φ H Arm , as well as (with the exception of P e ) of the scattering variables. For example, the components normal to the beam line in the horizontal plane of P e ′ and P K respectively (called here P e ′ x and P Kx , respectively) are given by the expressions P e ′ x = P E Arm · (1 + δ e ′ ) · cos(θ e ′ ) · sin(φ E Arm + φ e ′ ) and P Kx = P H Arm · (1 + δ K ) · cos(θ K )·sin(φ H Arm + φ K ), while E e ′ = P E Arm ·(1 + δ e ′ ) and E K = (P H Arm · (1 + δ K )) 2 + m 2 k , where δ e ′ (δ K ) is the percentage difference between the momentum of the scattered electron (produced kaon) and the central momentum of the HRS electron arm (HRS hadron arm), φ e ′ (φ K ) is the angle between the electron (produced kaon) direction in the horizontal plane, and φ E Arm (φ H Arm ), θ e ′ (θ K ) are the angles between the electron (produced kaon) direction in the vertical plane and the CEBAF beam line, and m K is the kaon mass.
Considering Eqs. (B1), (B2), and (B3), Eq. (B4) is equal to ∆E bind = (−∆E e + ∆P E Arm + ∆P H Arm ) 
