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Following a historical trail that begins with J. Radon’s 1910 dissertation, one is 
led, almost perchance, to a non-trivial Lagrange problem which displays a number 
of remarkable features: it is quasi-regular, an explicit representation of its extremals 
can be obtained by simple integrations, it admits-in spite of having transcendental 
constraints-linear variations, and, finally, its extremals do not even yield a weak 
extremum. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
J. Radon (who was born 100 years ago on December 16, 1887) con- 
sidered in his 1910 Vienna dissertation [l] homogeneous variational 
problems with integrands that contain, next to x, y, i, j, also jI and j, by 
introducing the parameter-invariants 8 and K, the angle of the tangent line 
and the curvature, and the arclength s as parameter to arrive at the 
problem of minimizing 
where the coordinates and directions of the endpoints of the solution 
x=x(s), y = y(s) are prescribed. In a generalization of Weierstrass’ 
problem where the integrand only depends on x, y, A?, j, he establishes 
necessary conditions for a minimum and sufficient conditions for weak and, 
what Zermelo called, semi-strong minima. He applied his theory to 
problems where the integrand only depends on K and showed that in such 
a case one may obtain the extremals by simple quadratures. 
The problem was later taken up by W. Blaschke who showed [2] that 
the extremals for the problem in three dimensions with the integrand fi 
are generalized helices (what Emil Mueller called “Boeschungslinien”) and 
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that among problems where the integrand depends on K only, the ones 
with the integrand ,,,& are essentially the only ones with generalized helices 
as extremals. 
R. Irrgang took it from there and, encouraged by J. Radon, considered 
in his 1933 Breslau dissertation [3] problems where the integrand depends 
on the curvature K and the torsion 7. He treated such problems as 
Lagrange problems with Fresnet’s formulas and the definition of the 
tangent vector as constraints. Such problems are singular. He succeeded in 
finding the extremals for the case where the integrand is J. They turn out 
to be helical curves that move away from their axis exponentially. He 
concludes his paper with the enigmatic remark that the excess function 
cannot be established for this case and that the nature of the extremum 
cannot be ascertained. 
Quite possibly prompted by Irrgang’s difficulties and with the expecta- 
tion of clearing them up, J. Radon studied in 1937 [4] Lagrange problems 
where the derivative of one of the unknown functions is missing-which 
renders the problems singular-and sketched some necessary and sufficient 
conditions. Specifically, he posed the problem of finding a curve in 
(4 4’1 3 Y,, . ..? yn)-space that joins two lines that are parallel to the y,,-axis 
and is such that 
is rendered a minimum under the constraints 
(P&, Y,, Y,, . . . . Y,, y;, Y;, . . . . Y:,-I)=& p = 1, 2, . . . . m < n - 1, 
where it is assumed that rank(@,/dy:) = m. Since 
(1) 
with 
F=f+ f %,cp, 
p=l 
the problem is singular. To carry out the modified Legendre transformation 
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and avail himself of the advantages that the Euler-Lagrange equations in 
canonical form present, he assumes that 
Singular Lagrange problems that satisfy (2) are called quasi-regular or 
singular of the Radon Type. 
Radon suggests [4, p. 2241 that examples of such problems may be 
obtained if one considers variational problems with integrands where the 
third derivatives of the unknown functions y, z only appear in the combina- 
tion y”z”’ - y”‘z” and where new variables are introduced by means of 
Yl = Y’? z, =z’ (3) 
y; = z2 cos y, 
z; = z2 sin y, 
(4) 
and he refers to Irrgang’s problem as a special case therof. While this is 
true for some cases, it is not true for the problem with ,/% as integrand for 
which Irrgang could not determine the nature of the extremum. Indeed, 
were one to formulate the latter problem as a non-homogeneous problem, 
one would be led to the integrand 
Introducing new variables according to (3) and (4) leads to the Lagrange 
problem of minimizing 
under the constraints (3) and (4). Since z; is missing, one row in A, as 
defined in (1) is missing and the problem is singular. A simple calculation 
of A, as defined in (2) reveals, however, that also A, =0 and that the 
problem is not quasi-regular. One can convince oneself quite easily that 
this is generally the case when the integrand is a function of r only. 
A somewhat modified problem, which is quasi-regular, will be discussed in 
the next section. 
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2. FORMULATION OF THE PROBLEM 
We wish to find a curve C which minimizes 
where we assume w.1.o.g. that the lower integration limit is 0, where we will 
assume that a > 0 is small enough to prevent denominators from becoming 
0, square roots from becoming imaginary, or the transformation (4) from 
losing its bijectivity, and where we leave the formulation of the boundary 
conditions for later. 
If we introduce the new variables y, , z, , y,, z2 according to (3) and (4), 
we obtain the problem of minimizing 
I,=I”z,,,&dx 
0 
(5) 
under the constraints (3), (4). Since z; is missing, the problem is singular 
but the computation of A, as defined in (2) yields 
making the problem quasi-regular and J. Radon’s theory applicable. 
Accordingly, we may seek an extremal that joins two parallel lines 
x = 0, y = y”‘, Yl = YK y, Y.z y”’ 2 2 z=z(‘), z, = zy 
and 
x = a, y = y(2) YI = Y12), y, = Y:“, z = z(2), z, =zY’ 
in (x, y, y,, y,, z, zi, z,)-space. This means that, in the original formula- 
tion, one may prescribe the boundary values of x, y, y’, z’, and the ratio 
y “/z ‘I. We obtain an enormous simplification if we consider instead the 
problem where the beginning point or the endpoint in (x, y, z)-space varies 
in the plane x = 0, or x = a, respectively. Intuitively, this suggests that the 
constraints (2) may be dropped. This is indeed borne out by the trans- 
versality conditions for the Lagrange problem (5, p. 266) which, together 
with the Euler-Lagrange equations effect the elimination of y, z from 
the problem altogether. Accordingly, we will consider the problem of 
minimizing (5) under the constraints (4). 
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3. THE EULER-LAGRANGE EQUATIONS AND THE EXCESS FUNCTION 
With 
F= ~2 Jy; + 4.~; - z2 cos y2) + p(z; - z2 sin y2), 
we obtain for the Euler-Lagrange equations 
F.p, - (d/dx) FL.; = 0, i=l,2 
F;, - (d/dx) F;; = 0 
F;, = 0 
for the problem (4), (5) 
1’ = 0, $=O (6) 
(d/dx)(z,/2 &) = AZ, sin y, - pz2 cos y, (7) 
y; = (A cos y, + p sin y2)2 (8) 
which are to be solved in conjunction with the constraints (4). From (6), 
A, p are constants, not both of which can vanish. Otherwise, Fyi would not 
be defined. We obtain from (8) 
42 
(A’ + p2) cos2( y, + 6) 
= dx for 6.= tan’ f 
and hence, 
y,=tan-’ [(i2+p2)(x+2)]+tan’X (9) 
for arbitrary a. In order to solve (7), we use 
cos y2=(Iz--(j.2+~2)(x+c())/~~ I+ [(A2+p2)(x+a)-j2 
sin y, = (p + I(A2 + p’)(x + c())/Jm Jl + [(A’ + ~‘)(x + a)]” 
(10) 
and after substituting in (7) and some cumbersome manipulations we 
obtain that 
4 (12+P2)2 (x+a) 
22 = 1 + [(A2 + P2)(X + ‘%)I2 
dx 
with the solution 
z,=p Jl + [(A’ +p2)(x+ cc)]’ (11) 
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for arbitrary p. Finally, from the constraining equations (4) in view of (9) 
we obtain that 
from which y,, zi, and in turn, y, z for a given beginning point or a given 
endpoint, can be easily obtained. 
According to Radon [4, p. 2231, the excess function for a problem of this 
type is to be defined as 
which yields for our case 
E(z2, z -2, v;, L7;)==2(~-~)+~(:;-?,;). 
2&b 
We note right away that 
E(zz,Z,, y;, Y;)=O for all 7; = y; 
and that E has a saddle point at j; = y;, Z; = z;, because 
E,,,, = 0, 
1 
E,,,; = - 
2&i’ 
(13) 
(See Fig. 1 which was produced by N. J. Rose on a Macintosh with a laser 
printer, using the MacFunction program.) 
Hence, the Weierstrass condition cannot possibly be satisfied and we 
need not bother with the construnction of a Mayer field for that purpose. 
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FIG. 1. The excess function at y; = 4, z2 = 4, viewed from two different vantage points. 
Equation (13) strongly suggests that the integral is invariant under varia- 
tions of the extremal that leave y, alone. To confirm this, using (13), we 
would have to construct a Mayer field to validate the transformation of the 
total variation. We will take a more direct approach in the next section by 
constructing a linear variation of the extremal without changing y, and 
demonstrating the invariance of the integral under such variations. It will 
develop that these variations are not extremals which will lead, in turn, to 
the result that the integral does not even attain a weak extremum. 
4. LINEAR VARIATIONS AND THE IMPOSSIBILITY OF A WEAK EXTREMUM 
Let Co denote an extremal that satisfies given boundary conditions and 
let C, denote a linear variation of Co which leaves y, unchanged. That 
there are such linear variations may be seen as follows: 
Let q denote a function with a continuous derivative with ~(0) = q(a) = 0 
and let 
Y,h 8) = Yl(X) + w(x), 
where E denotes a parameter. Clearly, 
Y,(O> E) = Y,(O), jl(4 &I= y,(a). 
Since j, has to satisfy (4), we have 
y; = y; + &rf = 22 cos y, 
and hence, 
Y; 2, = - + & ?’ vl’ -==z*+&- 
COSY2 cm Y2 cos y; 
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We have to impose an additional condition on q to ensure that Z,(O, F) = 
z,(O), Z,(a, E) =~,(a). This is possible as the following argument reveals: 
With 
z,(X)=Z,(X)+E r’(t) tan y2(f) dt 
we have to have 
s 
a 
q’ tan y, dx = 0. 
0 
(14) 
Since 
we have to impose the additional condition 
rl ~ y; dx = 0. 
cm2 y, 
From (8), y;(x) > 0 and this condition is easily satisfied. (Let, for example, 
q(x) =x(x - 0(x - a). Then 
is a continuous function with H(0) < 0, H(a) > 0 and hence, H(r,) = 0 for 
some to E (0, a).) 
We have finally arrived at the linear variation C, of Co 
YI = YI +EYl 
Y2= Y2 
s 
x 
2, = z, + & u]’ tan y, dt 
0 
(15) 
rl’ 
5, = Z2 + E - 
cos y,’ 
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where 
s 
u 
0) = v(a) = 0 and 9 Y;dx= -ja~‘tany,dx=O. (16) 
0 cm Y2 0 
Because of (8) and (16) 
cos y,+psin y,)dx 
=Asl;+rJ:$tan y,dx=O 
and hence 
for all C, in (15). 
1, = I,, (17) 
Equation (16) is also responsible for the fact that C,, for E # 0, is not an 
extremal because Z,, as defined in (15), does not satisfy the Euler-Lagrange 
equation (7) with 1, p constant, and with y, satisfying (8), as we will 
demonstrate in what is to follow: Since z2 does satisfy (7) and since (7) is 
linear in z2, we only need to show that 
cos Y2 
when substituted for z2 does not satisfy (7). If it were to satisfy (7), then 
by (ll), 
?’ -=BJl+ [(n2+P2)(X+fx)]* 
cm Y2 
and by (10) 
and hence 
4’ = P(E> - p(A2 + p2)(x + Lx)) 
q=p i.x-p(12+p*)qf +y > for arbitrary y. 
In order to satisfy (16), we have to have rl= 0 which takes us back to C,. 
409’146/2-X 
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If Zcr were a weak minimum, then C, would, by necessity, be an 
extremal. It is not. Hence, one can find in any strong neighborhood of C, 
a Cb such that I,,< I,.?. Since there is a C,: in any strong neighborhood of 
C,, it follows that C, does not yield a weak minimum. An analogous 
argument reveals that it does not yield a weak maximum either. 
5. CONCLUDING REMARKS 
There are, of cource, quasi-regular Lagrange problems where the integral 
attains a strong minimum. Take, for example, the problem of finding the 
minimum of the integral 
i I (y;‘+.v:)dx 
JO 
with the boundary conditions y,(O) = y*(O) = 0, y,( 1) = y2( 1) = 1 and the 
constraining equation y; - y, = 0. Then, y, = y, = x, y, = 1, A = 2 yields the 
strong minimum 2. 
To return to Irrgang’s problem with the integrand &: In the original 
formulation, there are 14 unknown functions, namely the components of 
the position-, tangent-, normal-, and binormal-vector, and the curvature 
and torsion. Since the derivatives of the latter two are missing, the problem 
is singular. Were one to extend the concept of quasi-regularity in Radon’s 
spirit to problems of this type, Irrgang’s problem would still not be quasi- 
regular. Weierstrass’ necessary condition [6] is, of course, applicable but 
inconclusive. Due to the nature of the constraints and because K’ and z’ are 
missing, the excess function is identically zero for all lineal elements of the 
extremal and all admissible comparison values for the derivatives. (In fact, 
the only admissible comparison values are the values of the derivatives 
along the extremals themselves.) While this does not preclude the 
possibility of a strong extremum, it does not permit the drawing of any 
conclusions. If one goes back to the geometric definition of torsion as a 
measure of the rapidity with which a curve twists in space, rather than rely 
on one of the coordinate-dependent representations with limited validity, 
one can, in fact, find an absolute minimum. (See (7)) 
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