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Abstract
The surface reconstruction from multiple calibrated images
has been mainly approached using local methods, either as
a continuous optimization driven by level sets, or as a dis-
crete volumetric method of space carving. We here propose
a direct surface reconstruction approach. It starts from a
continuous geometric functional that is then minimized up
to a discretization by a global graph-cut algorithm oper-
ating on a 3D embedded graph. The method is related to
the stereo disparity computation based on graph-cut for-
mulation, but fundamentally different in two aspects. First,
the existing stereo disparity methods are only interested in
obtaining layers of constant disparity, while we focus on a
surface geometry of high resolution. Second, only approxi-
mate solutions are reached by most of the existing graph-cut
algorithms, while we reach a global minimum. The whole
procedure is consistently incorporated into a voxel repre-
sentation that handles both occlusions and discontinuities.
It is demonstrated on real sequences, yielding remarkably
detailed surface geometry up to 1/10th pixel.
1 Introduction
In this paper, we consider the problem of 3D reconstruc-
tion of an object in volumetric or surface representations
observed by several calibrated cameras. Many researchers
have been interested in this problem and have proposed dif-
ferent methods, including a continuous geometric formula-
tion solved by local optimization methods like space carv-
ing [18] or level sets [9] and a discrete labeling formulation
for computing stereo disparities solved by global graph-cut
methods [5, 6, 11, 13–16, 23, 31]. These methods have their
own strengths and weaknesses. A continuous geometric for-
mulation appears to be more suited to this problem as it is
intrinsically related to the 3D space, while a global opti-
mization ensures a better object solution seen as a whole
rather than as a collection of small patches. A few of these
methods are described here without being exhaustive.
Direct volumetric methods The method of space carv-
ing or voxel coloring [18, 19, 24, 25, 28] directly works on
discretized 3D space, voxels, based on their image consis-
tency and visibility. These techniques are characterized by
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Figure 1: The reconstructed surface geometry (right) from 11
images at 640 × 480 (left). Notice that the keys of the keyboard
are clearly distinguishable.
their local treatment: voxels are considerated separately.
For more details, one may read the following survey [27].
Volumetric method based on level sets A variational ap-
proach implemented by level sets has been proposed in [9].
This approach naturally handles the changes in topology
and occlusion problems. But it is not clear under what con-
ditions this method converges as the actual proposed func-
tional seems highly non-convex.
Disparity methods based on graph cuts Originally, Roy
and Cox [23] have formulated graph-cut methods as an
extension of dynamic programming. An interpretation of
the result as a labeling problem in the Markov Random
Field framework is provided in [31]. Functionals with
various concave smoothing terms have been introduced in
[5, 14–17, 31]. The resulting problem is unfortunately NP-
hard [5], and only an approximated solution is reached.
Ishikawa and Geiger [11,13] and Buehler et al. [6] restrict to
a convex smoothing term which is proven to make a global
minimum reachable in polynomial time [11, 12].
Geometric methods based on graph cuts A geomet-
ric formulation seems more suitable to handle the surface
reconstruction problem. In such a geometric framework,
Boykov and Kolmogorov [4] compute geodesic surfaces for
data segmentation. Despite different goals, some few points
are common with our method (e.g. the embedded graph and
the discretization of a continuous formulation). One may
even try to adapt their algorithm for 3D reconstruction from
images but some non-trivial questions arise: location of the
seeds that drive the topology, visibility, etc.
The method described here proposes its own formulation
that is different from [4] while keeping a strong geometric
interpretation that addresses all the specific issues of surface
reconstruction.
Contributions The main contributions of this paper are
summarized as follows:
• A new formulation of the surface reconstruction prob-
lem as a geometric optimization problem taking into
account potential discontinuities of the object surface.
• A graph-cut technique reaching a global minimum to
solve this problem up to an arbitrary discretization.
• The integration with a voxel-based method to charac-
terize object boundaries and account for visibility.
• A formal analysis of the continuity of the result leading
to a method avoiding spurious discontinuities.
2 Problem statement
Let (u,v) 7→ X(u,v)≡ (x(u,v),y(u,v),z(u,v)) be a parame-
terized surface. A first approach is to find a minimum of the
functional,
RR
c(X)dudv, where c(X) is a positive function
measuring the consistency of X with different images like
pair-wise sums of squared difference or of cross-correlation
function. As reconstruction is ill-posed, this simple func-
tional needs to be regularized.
Traditionally, the regularization terms are directly intro-
duced for the parametric surface patch. It is formulated
by Terzopoulos et al. [29] as a minimization problem with


















The minimization is solved using a set of partial differential
equations (PDE) provided by the Euler-Lagrange equation.
Then a virtual time t is introduced with a steepest-descent
method to make evolve a surface X(t) to a steady state.
In the approach developed in [9], the regular-
ization is introduced intrinsically by considering the






















du dv. Since the formulation is intrin-
sic, i.e., independent of any chosen parameterization, it
makes the level-set formulation [20, 26] possible. Recently
in [4],
RR
c(X)ds is shown to be also minimized by a graph
cut when c(X)ds is a Riemannian metrics. Compared to
level sets, it reaches a global minimum but is less flexible
with topology changes and visibility is accounted for.
The connection between these two different formula-
tions, with a multiplicative regularization term and with an
additive one, has been studied by Caselles et al. [7] in 2D:
they have be shown to be equivalent. But it seems still to be
an open question in 3D.





























Using only first derivatives for regularization is primarily
due to the optimization method that we introduce. We also
believe that introducing the second derivatives may lead
to over-smoothed surfaces. Therefore, the first derivative
smoothing terms are sufficient and even more desirable to
capture fine geometric details as demonstrated in our exper-
iments. This formulation is also not intrinsic, and is there-
fore dependent on parameterization. The L1 norm is used to
fulfill the smoothing objective and allows an efficient com-
putation. Note that αu and αv are not restricted to constants
and make discontinuities possible.
3 Global discrete solution
From the previous framework, we set up a graph-cut method
that yields a discrete global solution to the object surface.
Details about graph cuts are in [1, 10].
Discretization Without loss of generality, let’s assume
that the 3D object space is coordinated by (x,y,z)
and the surface is locally parameterized by a function
f : X(u,v, f (u,v)). Let the domain on which f is defined
be D. If multiple depth values are needed, multiple func-
tions f1, f2, . . . are used.
Our proposed functional consists of a consistency term
C and a smoothing term S :
C ( f ) =
ZZ
D
































Our solution strategy relies on an approximation of equa-
tions (1) and (2) by a discrete formulation. Let’s consider
that the surface domain D is rectangular and that the 3D
space is discretized into voxels with size ∆x×∆y×∆z. The
extension to a general domain D with varying discretization
steps is however straightforward.
The discrete consistency term C d is then:







c(xi,y j, f (xi,y j))∆x∆y (3)
and the discrete smoothing term S d:





















∣ f (xi,y j+1)− f (xi,y j)
∣
∣∆x. (4)
3.1 Building a first embedded graph
Like [4], our approach is based on a topologically embed-
ded graph in the 3D geometric space. The graph is built
such that the cut capacity is equal to the surface functional.
Thus, a minimal cut is a solution to the discrete problem.
∆z
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Figure 2: Correspondence between the voxel and the graph. Edge
capacities are indicated.
The graph is a 3D grid superimposed on the voxels with
correspondence shown in Figure 2.
Correspondence property: There is an one-to-one cor-
respondence between a subset of cuts called the poten-
tial minimal cuts and the surfaces defined by a function f .
Moreover, the cut capacity is equal to functional value of
corresponding surface.
The proof is based on necessary criteria for a cut to be min-
imal and a careful count of cut edges (proof in [22]).
3.2 Improved smoothing with a second graph
Graph-cut techniques often yield flat and blocky results [6,
11, 14, 16]. This may not be important for disparity maps
but it is crucial for shape reconstruction.
This artifact appears in regions with depth variation
and rather uniform smoothing and consistency terms.
In such a region, a continuous depth change and a dis-
continuous one have the same functional value because
the smoothing term depends linearly on the derivatives.
With a concave term [3, 16], the discontinuous change
may even be lower. That is why spurious discontinuities
appear with linear or concave terms and create blocky
results (Fig. 7-a). This cannot be smoothed away because it
would also remove the real discontinuities. The functional
∆   ∆x    z(   ,   )x  yi     jαy





∆   ∆x    y(   ,   ,   )x  y  zi     j    kc
1
4
(   ,   )
(   ,   )x  yi     jαx ∆   ∆y    z
x  yi     jβx ∆   ∆y    z
∆y
∆x
Figure 3: Correspondence between the voxel and the graph with
a convex smoothing term. The 8 z-sub-edges have the same capac-
ity.
must therefore differentiate a continuous change from a
discontinuous one; this is done through a convex smooth-
ing term. This is summarized in the following property:
Smoothing term property: Concave and linear smooth-
ing terms introduce spurious discontinuities on the sur-
face. To overcome this artifact, the smoothing term must
be strictly convex.
For the implementation, we propose a new graph design





























where [λ]+ = max(0,λ). Using β  α, the continuous
smoothing term (2) is approximated by S d + Ad as close
as desired while being strictly convex. See [22] for details.
4 Algorithm description
This graph-cut method is then integrated into a consis-
tent process corresponding to a practical reconstruction sce-
nario. In the chosen configuration, we assume that there ex-
ists a separating plane: all the cameras are in the same half
space and look toward the other half. This classical setup is
similar to many others [4, 6, 15, 16, 25].
Input In addition to the calibrated input images, the user
defines a bounding volume.
Initialization A discretization of this volume is then built
with a scaling (see Fig 4). This discrete space is seen in
turn as a voxel space and a graph. It fulfills the constant
footprint property [28] (equal projection area) and ensures
the vertex coordinate property [21]. Actually, this property
extends to the case of non-aligned cameras as long as there
is a separating plane:
Extended vertex coordinate property: If the scaling
center used to build the voxel grid lies on a segment link-
ing any two cameras Ci and C j, in the epipolar planes of
Ci and C j, the consistent voxels form 2D regions which
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Figure 4: 3D configuration: planes are built with a scaling .
Sketch of proof : Get the result for only Ci and C j and then
show that any additional camera can only remove consistent
voxels while keeping the points belonging to the surface.
This property characterizes the optimization domain by
gathering the information from all the epipolar planes.
Main loop The algorithm has a multi-pass design to re-
construct objects one by one, from the closest one to the
most distant. The separating plane defines unambiguously
this “distance”. It is a classical front-to-back approach [30]
or it can also be seen as a plane sweep [18] in the z direction.
After each loop, the visibility is updated. The iteration
stops when no unreconstructed object remains in the scene.
1: Consistency computation For each voxel, consistency
is computed, thresholded and robustified with morphologi-
cal operators [21]. In the rest of the pass, only the set of
consistent voxels that is the closest to the cameras is con-
sidered.
2: Discontinuities Under the reasonable assumption that
the aspect of a surface depends on its orientation (e.g. the
light is not purely omnidirectional), surface discontinuities
result in image discontinuities. Surface color is approxi-
mated using the voxel set and two maps (Fig. 5) of the
potential discontinuities are computed by comparing ad-
jacent voxels while accounting for local contrast (formu-
lae in [22]). The maps control the continuity constraint of
the functional through α and β and lead to sharper details
(Fig. 7-b,e).
3: Graph cut with self-occlusions To account for self-
occlusion, the graph-cut technique is adapted according to
the geometric configuration. A visibility term1 [16] is added
in the functional: +∞ if f corresponds to a self-occluding
surface and 0 in all the other cases. The graph is adapted
as shown in Fig. 6-a,b: if A and B are in adjacent columns
and B occludes A, then an infinite edge is added from B to
A. The orientation of the edge ensures that no cut contain-
ing B (or a voxel in front of B) and A (or a voxel behind
A) is minimal. As the relationship “occluded by” is tran-
sitive (Fig. 6-c), these edges between adjacent columns are
sufficient to avoid the self-occlusion of the whole surface.
Therefore only 4 visibility edges are needed for a voxel.
In practice the results without these edges are never self-
occluding, the constraints of the previous functional seems
1This term is not the same as [16] but has an equivalent effect when
considering one disparity map: self-occlusion cannot appear.
x y
Figure 5: Example of discontinuity maps. Dark regions represent
potential surface discontinuities.
to be enough to achieve satisfying results. It seems these
edges can be omitted to alleviate the computation without
any loss of quality.
4: Visibility After each pass, the lines of sight blocked
by the previously reconstructed objects are computed and
ignored in the following passes.
Post-process: Mesh smoothing As the whole process is
computed on a discrete grid, it suffers from aliasing artifacts
(Fig. 7-c). Inspired by image denoising [2], we propose a
PDE filter which is controlled by the principal curvatures
of the surface and by the discontinuity maps (Fig. 5) previ-
ously computed. This makes a filter that preserves both the
curvatures and the discontinuities of the surface. Formulae














Figure 6: For illustration purpose, only a xz plane is presented
and the graph is the non-convex one (Fig. 2). (a) A is occluded
by B. (b) The corresponding visibility edge. (c) The BA and CB
edges handle the occlusion of A by C.
5 Discussions
Global versus local minimum Our results are exact min-
ima of the discrete functional, they are optimal for the given
resolution. This partly explains why the reconstructed sur-
faces are so detailed compared to the methods that stops at
a local minimum [5, 9, 14–16, 31].
Geometry versus labels We believe the geometric for-
mulation gives a more suitable framework for shape recon-
struction than the labels. For instance, the link between the
functional and the 3D resolution is straightforward and may
allow a multi-resolution approach.
Discontinuities In our algorithm, discontinuity location is
controlled by images. It seems a more consistent approach
than letting the optimization process decides [3, 5, 14–16,
31]. Moreover it allows the use of a convex smoothing term
which makes the global minimum reachable without penal-
izing the discontinuities.
Occlusions Both self-occlusion and object-by-object oc-
clusion are handled. This is comparable to level sets and
goes farther than the disparity maps which only detect oc-
clusions but do not reconstruct partially occluded objects.
This comes from the mix between voxels and graph cut
which is a major contribution of our technique.
Open and closed surfaces The problem that we solve
deals with open surfaces. This is a major difference with
closed-surface problems [4, 9, 18] because we have to cope
with boundaries. It is all the more crucial that we do not
compute disparity maps that use the image border as bound-
ary. The beneficial counterpart is that we reconstruct par-
tially occluded objects.
6 Experimental results
We show in Fig. 1 and Fig. 8 three sequences: a keyboard,
a briefcase man, and a lantern. There are 40 frames at
692× 461 for the man from Dayton Taylor’s time-freezing
setup with aligned cameras. The sequence is calibrated by
a commercial system with about 70 points manually ex-
tracted from the sequence. There are 11 frames of resolu-
tion 640×480 for the keyboard sequence and 23 frames of
800×600 for the lantern sequence captured by a hand-held
digital camera. The geometry of the cameras for these se-
quences is automatically computed. For consistency, photo-
consistency [18, 25] is used in HSV.
The space resolution ranges typically from 1 to 10 mil-
lion voxels with 5 nodes and 12 double edges per voxel.
The precision is very high: the face of the man, the keys
of the keyboard, the folds of the lantern. With the physi-
(a) (b) (c)
(e)(d)
Figure 7: 3D reconstructions with various parameters (a) Without
PDE filter and with a linear smoothing term: spurious discontinu-
ities (on the shoulders and on the arms) (b) Without PDE filter
and discontinuity maps: details are blurred (on the face and in the
briefcase) (c) Without PDE filter: aliasing. (d) An input image.
(e) Final result with all our contributions.
cal size of the keyboard and the keys, we have measured a
1/10 pixel accuracy. Note that the folded chess board is well
reconstructed while being partially occluded by the lantern.
Graph flow implementation The graph-cut optimization
process is time consuming. These examples took about 15
minutes on an Intel Xeon 2.4 MHz and they need between
300MB and 700MB of RAM. These values have to be eval-
uated considering the size of the graph (≈ millions of ver-
tices and edges) compared to the graphs used in [16] (at
most 600 000 vertices and 4 millions directed edges). The
huge graph-flow problem is made tractable through an im-
plementation of [8] with our own improvements [22].
7 Conclusions and future work
We have described a new geometric formulation of the sur-
face recovery problem. It is based on a functional that is
simpler than those of the level sets or of some graph-cut ap-
proaches. However, we believe that the geometric formula-
tion is more meaningful for 3D reconstruction. Moreover, it
explicitly takes into account discontinuities. We have inte-
grated this into a consistent voxel-based process to achieve
our goal. It demonstrates that it handles self-occlusions
and occlusions to reconstruct partially hidden objects. It
achieves precise results even for complex configurations.
We believe that this new approach is promising and cre-
ates new solutions for interesting issues. The high robust-
ness of the method coupled with a specific consistency eval-
uation may lead to results for a more general reflectance
model. We also plan to study a generalization of the method
to implicit surfaces.
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