Since the seminal work of [92] on coupling the level set method of [69] to the equations for two-phase incompressible flow, there has been a great deal of interest in this area. That work demonstrated the most powerful aspects of the level set method, i.e. automatic handling of topological changes such as merging and pinching, as well as robust geometric information such as normals and curvature. Interestingly, this work also demonstrated the largest weakness of the level set method, i.e. mass or information loss characteristic of most Eulerian capturing techniques. In fact, [92] introduced a partial differential equation for battling this weakness, without which their work would not have been possible. In this paper, we discuss both historical and most recent works focused on improving the computational accuracy of the level set method focusing in part on applications related to incompressible flow due to both its popularity and stringent accuracy requirements. Thus, we discuss higher order accurate numerical methods such as Hamilton-Jacobi WENO [46] , methods for maintaining a signed distance function, hybrid methods such as the particle level set method [27] and the coupled level set volume of fluid method [91] , and adaptive gridding techniques such as the octree approach to free surface flows proposed in [56] .
Introduction
The level set method computes the motion of an interface Γ of codimension one that bounds a region Ω − ⊂ R n . The level set function φ( x, t) is a Lipschitz continuous function with the following properties:
φ( x, t) > 0 for x ∈ Ω − φ( x, t) ≤ 0 for x ∈ Ω − .
Note that φ = 0 is typically included with the negative numbers so that the interface Γ lies in between φ > 0 and φ = 0. Although embedding an interface in a higher dimensional set may at first seem inefficient, it is this higher dimensionality that provides for the automatic handling of topological changes and the robust computation of geometric information. The interface motion is given by a velocity field u( x, t), which can be a direct function of the interface geometry or specified externally. The velocity field is typically defined in a band local to the interface with the bandwidth depending on the discretization. The elementary equation used for interface evolution is φ t + u · ∇φ = 0.
(1) Equation 1 was introduced for level set advection by Osher and Sethian in the original level set paper [69] and denoted the level set equation. About twenty-five years earlier, [57] discussed this same equation in the context of combustion, and that community still largely refers to it as the G-equation (replacing φ with G). Although [57] and others in the combustion community, see especially [102] and related work, originally focused on the Gequation in the context of theory and asymptotic analysis, the numerical techniques pioneered by [69] later enabled that community to explore the G-equation in numerical simulations as well. It is interesting to note that [69] cited [57] in the context of combustion as an application area, apparently without noticing that the level set equation already had a name and a widespread non-numerical following in combustion. On another note, two rather obscure works [25, 26] (published about 10 years before [69] ) have recently surfaced bearing a remarkable resemblance to the level set method. The discretization of the level set equation can lead to a significant numerical dissipation that usually manifests itself as a loss of mass (or volume) in areas of high curvature or other under-resolved regions. Those who use competing methods typically cite this mass loss as the main reason for doing so. One alternative to level set methods is the front tracking approach, see e.g. [99] which pioneered numerical methods for incompressible two-phase flow. Lagrangian front tracking methods do not suffer from the typical accuracy problems characteristic of Eulerian methods, since the discretized interface consists of particles that can be advected by simply solving the ordinary differential equation x t = u( x). The drawback however is that the elements that make up the interface (segments or triangles in two or three spatial dimensions, respectively) can become highly distorted leading to a loss of accuracy as the interface is deformed. Moreover, if the interface changes topology, some difficult remeshing is required (especially in three spatial dimensions) to restore the interface elements to a usable and accurate state. We refer the interested reader to [104] which uses a combination of a mesh refinement technique and a least-squares based scheme to smooth deforming elements and to [40] which describes a simplified front tracking algorithm and compares it to the level set method. In an attempt to improve the accuracy of the level set method, [27] proposed hybridizing the Eulerian level set method with tracked Lagrangian particles. This particle level set method draws its accuracy from the tracked particles and derives its connectivity from the level set approach combining the best aspects of both methods. The result is a robust, accurate method that is simple to implement even in three spatial dimensions.
Another alternative to the level set method is the volume of fluid (VOF) method, see for example [8, 73] . The basic idea behind this method is to discretize the equations for conservation of volume in either conservative flux or equivalent form resulting in near perfect volume conservation except for small over and under shoots. The main disadvantage of the VOF method is that it suffers from the numerical errors typical of Eulerian schemes such as the level set method. The imposition of a volume preservation constraint does not eliminate these errors, but instead changes their symptoms replacing mass loss with inaccurate mass motion leading to small pieces of fluid nonphysically being ejected as floatsam or jetsam, artificial surface tension forces that cause parasitic currents, and an inability to accurately calculate geometric information such as normals and curvature. Possibly the most disturbing aspect of the VOF method is that the reconstructed interface is discontinuous between cells. [91] proposed hybridizing the VOF and level set methods relying on the VOF method to better preserve volume and the level set method to provide more accurate geometric information such as normals and curvature. One drawback to their approach is that both methods are Eulerian and have similar numerical difficulties, as opposed to the particle level set method which mixes an Eulerian scheme with a Lagrangian one.
In order to obtain more accuracy in regions of the flow where it is re-quired, adaptive methods can be employed. The goal of adaptive grid techniques is to save on memory and/or processor time by placing more computational nodes in areas that are under-resolved. There are essentially three separate approaches to adaptive level set methods. The most trivial approach involves allocating the full amount of memory everywhere, but only computing near the interface as in [21, 1, 71] . The next simplest strategy to implement are the adaptive mesh refinement (AMR) techniques pioneered by [7] and later by [6] . In this approach, a number of uniform grids of different resolutions are used. When more detail is required in a specific region of the flow, a fine grained uniform patch is placed in that region. See [88] for AMR used in conjunction with two-phase incompressible flow. While AMR is the preferred technique for flows with shock waves where one wants to minimize adjacent grid cells with different resolution to avoid spurious shock reflections (see e.g. [20] ), it is wasteful in the sense that many fine grid cells are introduced in each patch even when only a few may be required. A more efficient method is octree based, and a number of two dimensional quadtree based level set methods were proposed in [86, 85] . [74] claims to have the first octree based implementation of single phase incompressible flow without level set or interfaces, and [56] proposes the first octree algorithms for free surface flows using the level set method. Octree based methods are much more general than AMR techniques, but the price of this generality is a significantly more complicated data structure which can pose difficulties for algorithm implementation and computational efficiency. We address some of these inefficiencies and discuss possible remedies below. Other interesting work includes the adaptive mesh redistribution of [93] and the finite element based fluids of [94, 19, 18] . We also refer the interested reader to the recent work of [41] which presents a quadtree based implementation of the VOF method. Level set methods have enjoyed widespread popularity in the computational physics community. For example, the ghost fluid method (GFM) originally developed in [33] for two-phase compressible flow captures and preserves discontinuities across an interface represented by a level set. Using the GFM, these level set algorithms have been extended to detonations and deflagrations [34] , mixed compressible and incompressible flow [11] , twophase incompressible flow [50, 54] , low speed flames [65] , Stefan problems for crystal growth [39, 38, 37] , free surface flows [30] , etc. For example, an extension of the GFM was used to couple solid materials with strength to chemically reacting compressible flow in order to study the dynamic response of materials under loads generated by solid explosives. This methodology is the "workhorse" behind the Department of Energy ASCI center at Caltech for studying solid fluid interactions, see e.g. [32, 5, 4] . Also notable is the recent work on a fully conservative version ghost fluid method [66] .
Besides computational physics, level set techniques have been exploited in a number of other areas as well. [68] (see also [96] ) compiles an interesting set of applications in computer vision. For example, [12] (see also [103] ) proposed a level set model for active contours to detect objects whose boundaries are not necessarily defined by a gradient. This work was based on the Mumford-Shah minimal partition functional [62] . The main drawback of this algorithm is the computational expense incurred from the parabolic nature of a nonlinear partial differential equation. To remedy this, [36] showed a connection between the model proposed in [12] and a basic k-Means algorithm with a nonlinear diffusion preprocessing step decreasing the computational cost by a few orders of magnitude. The key observation was that only the sign of the level set function is needed, and thus it suffices to alternate between positive and negative values in order to produce segmentation results. Later work by [83] obtained similar results with related ideas, and now others are working in this direction as well, see e.g. [31] .
Computer graphics has recently become a major application area for the level set method and its derivatives. For example, [63] used level sets to define a framework for efficient and intuitive surface editing operations. This framework alleviated some of the most troublesome aspects of surface editing. For example, self intersections cannot occur eliminating the need to detect and correct them as a post-process, and the topological genus of the surface can be changed trivially without consideration of explicit mesh connectivity. These features make the method extremely simple and efficient. A traditional drawback of implicit functions in regard to constructive solid geometry and surface editing is the inability to represent fine or sharp features, and the surface reconstruction technique of [51] attempts to identify these features and insert the appropriate geometry. This was improved upon by the dual contouring algorithm of [49] which uses Hermite data to reproduce the desired features without having to resort to feature identification metrics. Computer graphics researchers have also started to use level set methods to simulate water and and other liquids as introduced in [35, 29] , as well as fire [64] . More recent works include adaptive techniques [56] , solid/fluid coupling [42] , vortex methods for rough water [78] , and methods addressing control [76] . These techniques have been used in a number of recent films including mud for "Shrek" [35] , liquid terminators in "Terminator 3" [76] , wine in "Pirates of the Carribean" [76] , the tar monster in "Scooby Doo 2" [101] , water in "The Day After Tomorrow" [45] , the fish bowl in "The Cat and the Hat" [23] , etc.
There are countless other interesting applications of level set methods, most of which are beyond the scope of this article. In particular, several attempts have been made at extending the method to handle objects of higher codimension [9, 48, 17] , there has been interesting work on inverse problems [10] , and a few authors have combined level sets with finite element methods in order to accurately describe cracks and fracture [100, 60] . We refer the interested reader to the recent book [67] and the references therein.
Level Set Methods
Given a velocity field u( x) and a level set function φ( x), we evolve the interface forward in time according equation 1. To accomplish this, u( x) needs to be defined (at least) in a band about the interface. In many instances, such as two-phase incompressible flow, the velocity may already be defined throughout the domain. However, in other cases such as free surface flows where the velocity is defined on one side of the interface only, or Stefan problems where the jump conditions that lead to the interface velocity are defined only at the interface itself, one needs to extrapolate the velocity field to fill a band of a few grid cells on both sides of the interface. [105] demonstrated that a signed distance function tends to remain a signed distance function if the velocity at each point is defined to be equal to the velocity at the closest interface point, and a number of authors have proposed oneway and two-way extrapolation techniques for accomplishing this, see e.g. [16, 33, 2] .
There are countless methods for evolving φ( x) forward in time, and the simplest scheme consists of either forward Euler time integration with spatial upwinding or a fully multidimensional method of characteristics semiLagrangian (see e.g. [84] ) approach. The first approach has a CFL time step restriction of t < x/ max |u|, while the second is unconditionally stable. Unfortunately, both methods suffer from rather severe numerical dissipation resulting in significant mass or characteristic information loss, and a significant portion of the level set research has been dedicated towards methods for alleviating this difficulty. In fact, this has been the major criticism levied against level set methods for incompressible flow. In the following we discuss some of these remedies including higher order accurate finite difference schemes, preservation of signed distance functions, the coupled level set VOF method, the particle level set method, and adaptive grid techniques.
Higher Order Accuracy
In order to alleviate numerical dissipation for hyperbolic conservation laws, [44] introduced higher order accurate numerical methods based on essentially nonoscillatory (ENO) polynomial interpolation of data. These methods were extended to a finite difference framework in [81, 82] where the numerical flux functions were calculated directly from a divided difference table of the pointwise data. [81, 82] also introduced the notion of total variation diminishing Runge-Kutta (TVD-RK). [69] extended the ENO method to Hamilton-Jacobi equations using the fact that Hamilton-Jacobi equations in one spatial dimension are integrals of conservation laws. This work was generalized in [70] . ENO methods choose the smoothest possible stencil out of the potential candidates, e.g. for third order ENO the smoothest of the three possible candidates is chosen. [53] extended the ENO schemes of [81, 82] proposing to take a convex combination of all possible stencils weighted by relative smoothness. In the case of third order ENO, this allows one to obtain fourth order accuracy. The basic idea is to weight the scheme towards central differencing in smooth regions and towards ENO in regions with large gradients. Later, [47] showed that a better choice of weights could lead to improved results, for example in the third order ENO case one can obtain fifth order accuracy. WENO was extended to Hamilton-Jacobi equations in [46] . This was a significant improvement as it reduces the error by approximately an order of magnitude (for typical grid resolutions) when compared to the third order HJ-ENO method. When combined with third order TVD-RK, the HJ-WENO method proposed in [46] is considered to be state-of-the-art for evolving the level set equation.
Making Signed Distance Functions
Unfortunately, it turns out that higher order accurate approximations (i.e. ENO and WENO) of the level set equation are not enough. Certain flow fields can cause the level set function to generate large gradients polluting the accuracy of the finite difference approximations as shown in [61] . Thus, researchers have focused on methods to keep φ from developing large gradients. In fact, it turns out to be even more useful to force φ to approximate a signed distance function with |∇φ| = 1.
Reinitialization
In the original paper [69] , the level set function was initialized as φ = 1 ± d 2 where d is the distance to the interface and the "±" sign depends on which side of the interface a grid point is located on. This was later changed to be a signed distance function. After the advection of the interface, it is uncommon for the level set function to remain a signed distance function, which means that φ needs to be reinitialized at regular intervals in order to limit numerical dissipation. A simple and accurate technique is to calculate how far each grid point is from the zero isocontour of the level set directly. This technique is quite expensive in practice, and as such cannot be used in large real world examples or with schemes that require frequent reinitialization. A more practical alternative is to evolve the interface in the normal direction at unit speed keeping track of the amount of time that it takes for the interface to cross over each grid point. The crossing time gives the distance value for a grid point. If we evolve the interface in both the normal and negative normal direction at the same time, we obtain an equation of the form
which is commonly known as the reinitialization equation, proposed in [92] .
Here S(φ 0 ) is a smeared out sign function which is positive approaching 1 in Ω + and negative approaching −1 in Ω − . Standard Hamilton-Jacobi solvers can be used on this equation including fifth order HJ-WENO and third order TVD-RK. One difficulty encountered when solving equation 2 is that the interface moves by a small amount due to numerical truncation error.
In an attempt to alleviate this difficulty, [89, 90] proposed a reinitialization method that attempts to preserve the partial volume cut by the interface in each cell. Although this method was shown to improve the quality of the numerical results of HJ-ENO significantly, it does not have a significant effect on the quality of results obtained with the more accurate fifth order HJ-WENO.
Fast Marching Method
Instead of solving the partial differential equation 2 for a number of time steps in fictitious time τ , one can instead start at the interface and march outwards creating a signed distance function in a single sweep through the data. The first method of this type was proposed by [97, 98] , which extended Dijkstra's method for computing the taxicab metric to an algorithm for computing Euclidean distance.
In order to apply this algorithm, one first needs to initialize all the grid points adjacent to the interface with a "correct" φ value. These nodes are then considered done, all their neighbors are considered close and all other nodes are considered f ar. Next, all grid nodes in the close set have tentative values of φ calculated using only values from done points. Then the smallest of these is added to the done set, all its neighbors are added to the close set, and the tentative values of these neighbors are calculated or updated using the fact that there is now one more node in the done set. The algorithm is terminated when a thick enough band of points around the interface has been added to the done set. The selection of the grid node that has the smallest tentative φ value is the slowest part of the algorithm, and it is common to use a heap in order to efficiently select this point.
Although this method is only first order accurate, it is straightforward to extend it to higher order accuracy as was done in [80] using an equivalent finite difference formulation of the method (i.e. from [79] ). When using the higher order accurate version of the method, it is important to exercise more care when initializing the values adjacent to the interface. [22] proposed using higher order interpolants and Newton iteration to initialize these points more accurately. See also [37] .
In order to illustrate the importance of accurately initializing the points adjacent to the interface, consider the following example. First, consider a lower order accurate method where each grid point that needs to be initialized searches in each Cartesian direction to see if the interface crosses the edge connecting it to its neighbors. If so, we use linear interpolation along the edge to find the location of the interface keeping only the closest intersection point in each Cartesian grid direction. This results in anywhere from one to three intersection points, and in the case of three points we pass a plane through them and use the closest point on the plane as the distance. In the case of two points we pass a line through them and calculate the closest point on the line, and in the case of one point we use the distance to it. Then we use the fast marching method to compute signed distance value for points in a band near the interface, and use a ray tracing algorithm to render the final result. The ray tracing algorithm uses a root finding algorithm to calculate the location of the zero level set, and then uses the normal calculated at that point for the shading. If we start with an analytic signed distance function for a sphere, the results obtained after applying the fast marching method ten times are shown in figure 1. Even though the interface moves by only a small amount, the grid induced aliasing errors are quite apparent.
In order to alleviate these problems, we propose finding the interface Figure 1 : An analytic sphere after ten repeated applications of the fast marching method with standard initialization. Resolution is 100×100×100.
with a simple unbiased search algorithm. We place a particle at the point in question, and then move it in the normal direction towards the interface by an amount equal to the absolute φ value at that point. Then we interpolate a new φ value, calculate a new normal at the new particle location, and move the particle towards the interface once again. We continue this process until the φ value at the particle location is within some tolerance of zero, and then use the distance from the final particle location to the original location as the distance value at the original point. If this process does not converge after a certain number of iterations or the distance value calculated is larger than a threshold, we use the cruder distance estimate given above. The threshold we use is given by the closest intersection point found using linear interpolation in the Cartesian grid directions, i.e. by the up to three points calculated in the cruder version of the algorithm. Across a wide range of numerical experiments, this algorithm seems to remove the typical "ringing artifacts" seen in figure 1 . Figure 2 illustrates how this new method removes these artifacts.
Hybrid Methods
In the quest to prevent mass loss, both the level set evolution equation 1 and the reinitialization equation 2 can be discretized with fifth order accurate HJ-WENO schemes in space and third order accurate TVD-RK schemes in Figure 2 : An analytic sphere after ten repeated applications of the fast marching method with modified initialization. Resolution is 100×100×100.
time. Unfortunately, for many applications, this is still not enough accuracy. For example, figure 3 (reprinted from [27] ) shows the "Enright test" where a sphere is evolved in an incompressible flow field which contains a temporal term that reverses the velocity half way through the calculation so that the final state should be identical to the initial state. One can see that about eighty percent of the mass is lost even with the use of fifth order accurate HJ-WENO and third order accurate TVD-RK on both level set evolution and reinitialization. Thus, researchers looked for other methods for improving mass loss as opposed to pursuing even higher order accurate schemes. A degree of success was achieved by hybridizing the level set method with other interface tracking methods, i.e. the VOF method and Lagrangian particle tracking.
Coupled Level Set Volume of Fluid Method
In [91] , an algorithm for combining the level set method with the VOF method was proposed, and the results obtained were superior to those obtained by using either method on its own. In the VOF method, a volume fraction variable F is defined in each cell representing the fraction of the cell occupied by one of the fluids. It takes on a value of 1 in one fluid, 0 in the other, and intermediate values near the interface. The volume fraction is evolved in time using a conservative flux based (or equivalent) discretization Figure 3 : Even with higher order accurate numerical methods, the level set method can exhibit large amounts of mass loss. Here about eighty percent of the mass is nonphysically lost in an incompressible flow field. Reprinted from [27] .
of the conservation law for volume valid for incompressible velocity fields. If truncation error dictates a value of F that is not between 0 and 1, F is clamped to this range losing a negligible amount of mass in the process. This small amount of mass loss is typically an order of magnitude or more less than that lost in level set methods and is typically not an issue. After advection, a piecewise linear interface representation is constructed by first calculating the gradient of F in each interfacial cell to find a normal direction, and then adjusting the plane associated with this normal until it cuts the cell in a manner that agrees with the local value of F . Note that this leads to an interface representation that is discontinuous between cells, and this discontinuity is one of the major drawbacks of the VOF method hindering its ability to robustly and accurately calculate geometric information. It also leads to small pieces of fluid called flotsam and jetsam nonphysically breaking off from the interface moving around with erroneous velocities. For more on the VOF method, see the recent [73] . In [91] , the piecewise linear interface is used to initialize a new signed distance function φ at each time step. Then both F and φ are advected forward in time, and the values of φ are used to more accurately construct a gradient and normal for use in the piecewise linear interface reconstruc-tion. Moreover, in cells with |φ| > ∆x, one can assume that there is no interface present and clamp F to 0 or 1 (appropriately) regardless of the current value of F minimizing the appearance of flotsam and jetsam, but creating more mass loss than a standard VOF method. As an added bonus, φ can be used to calculate geometric information such as curvature in a more efficient and robust fashion than either using F or the discontinuous piecewise linear interface representation. Although this method does obtain improved results over both the level set only method and the VOF only method, the reconstructed interface appears noisy and lacks time coherence as can be seen in [58] . Moreover, the only way to remove unsightly and inaccurate flotsam and jetsam is to delete it from the calculation nonphysically removing mass. Finally, the advection of both φ and F , the piecewise linear interface reconstruction, and the subsequent reconstruction of φ based on this piecewise linear interface are all quite complicated and do not make the best candidates for extension to adaptive and/or unstructured grids.
Particle Level Set Method
The particle level set (PLS) method was introduced in [27] as a numerical scheme that combines the accuracy benefits of Lagrangian front tracking with the simplicity and efficiency of the level set method. Lagrangian marker particles are passively advected with the flow and used to rebuild the level set function in under-resolved regions where mass or information is lost. One of the main benefits of the PLS method is that the reconstructed interface still enjoys all the nice properties of the level set method including continuity and smoothness (especially as opposed to VOF methods), robust geometry information, temporal coherence, etc. Also, since the particles are not topologically connected, the method does not suffer from the complexity associated with standard front tracking methods, while still maintaining the main benefit of accurately tracked particle locations. The general idea of the particle level set method is to randomly seed two sets of massless marker particles in a band near the interface. "Positive" particles are placed on the φ > 0 side, and "negative" particles are placed on the φ < 0 side. The particles are passively advected using velocities interpolated trilinearly to the particle location and at least second order accurate Runge-Kutta time integration. When seeded, each particle is given a radius equal to its distance from the interface clamped by some minimum and maximum values. Each particle is thought to define a level set of its own, identically zero on the surface of a sphere given by its radius. For positive particles, the interior of the Figure 4 : The particle level set method does a much better job of preserving mass even when lower order accurate finite difference formula are used. Here only about one percent of the mass is lost. Reprinted from [27] .
sphere is positive and the exterior is negative. This is reversed for negative particles. After advecting both the particles and the level set, these particle spheres are used to correct the level set values. First, one independently constructs corrected level set functions φ + and φ − corresponding to φ corrected by either positive or negative particles respectively. The corrections are done in a node by node fashion considering all the particles near the node and the value of φ dictated by the sphere around each particle. When constructing φ + , the nodal value of φ is taken to be the largest potential value considering all nearby positive particle spheres and the current φ value at the node. φ − is constructed independently with negative particles and the minimum potential value. Then the two corrected level set functions φ + and φ − are resolved into a single level set by choosing the one with minimum magnitude at each grid point. These same types of corrections are applied to reinitialization as well, except that the particle velocity is considered to be zero for the reinitialization step. After reinitialization, the level set values are used to modify the particle radii so that there is a closed feedback loop in the process. Figure 4 shows the "Enright test" using the particle level set method. Note the extreme improvement in the computed result where the mass loss has been lowered from about eighty percent to around one percent.
Recently, [28] showed that the particle level set method does not necessitate high order accurate methods for the level set advection and reinitialization. In fact, they showed that basic first order accurate semi-Lagrangian advection was adequate for level set evolution while the first order accurate fast marching method could be used for reinitialization with almost no reduction in accuracy. The only modification that seemed to adversely affect the accuracy of the method was the reduction of the particle time integration from second to first order accuracy. Thus, it seems that the particle level set method relies on the particles for accuracy and the level set for connectivity truly combining the best of both methods as desired. Moreover, the ability to use simple semi-Lagrangian advection with no CFL restriction along with the fast marching method makes the particle level set method a good candidate for both adaptive and unstructured grids.
Spatially Adaptive Methods
Typically, one only needs level set values near the interface and this has led a number of researchers to optimize their calculations by only updating φ in a band near the interface. See for example [21, 1, 71 ]. An interesting method not considered by these authors would be to first use the fast marching method to obtain a temporary value of the level setφ in a band slightly larger than required, and then solve the reinitialization equation using the unmodified φ values in the band of interest and the fixedφ values as an outer boundary condition.
While all these methods reduce the computational time required, they still require an inordinate amount of memory. In an attempt to alleviate this, truly adaptive techniques are required. Patch based adaptive mesh refinement (AMR) techniques [7, 6] are prevalent, and [88] used patch based AMR in the context of two-phase incompressible flow. However, it is limiting to restrict the adaptivity to block structured meshes as is made clear by the following quote "The obvious first choice, suggested by the nested hierarchical nature of the grid itself, is to use an octree in 3D or quadtree in 2D." from [3] . [86, 85] proposed a number of techniques for moving interfaces on tree based data structures. Quadtree meshes resolve the interface with almost optimal efficiency since the computational complexity of advecting and reinitializing the interface is O(N logN ). This is achieved by refining near the interface only, although using a graded tree with adjacent cells differing by at most a factor of two is a common practice due to its simplicity. T-junction nodes are nodes that do not have six (four) adjacent edges in three (two) spatial dimensions, i.e. nodes that lie on the face (edge) of a coarse cell. [85] explores the use of domain triangulations in order to ensure continuous interpolation near T-junctions. Although a continuous interpolant can be formed by triangulating the cells of the tree, this comes at the steep price of having to perform the triangulation.
Octree Based Methods
[56] introduced a new technique for discretizing the particle level set method on an unrestricted octree mesh in the context of free surface flows. As noted above, the particle level set method only requires first order accurate semi-Lagrangian advection and the fast marching method for maintaining a signed distance function. The level set function and the velocity field are stored on the nodes of the octree allowing for highly efficient interpolation of variables. To avoid difficulties near T-junction nodes, these nodes were constrained to ensure continuous interpolation across cell boundaries. Although the octree particle level set method places no restrictions on the octree in terms of refinement levels, it is often beneficial to refine maximally near the zero isocontour to achieve the greatest amount of accuracy. In fact, if we restrict the octree to be finer near the interface and coarser away from it, then the T-junctions will tend to have missing nodes in the directions away from the interface where these nodes are not needed. That is, the fast marching method can be readily applied at T-junctions simply by ignoring the edge directions that do not exist. Moreover, when accurate level set values are only required near the interface, maximally refining in a band about the interface eliminates the presence of T-junctions there.
An efficient implementation of algorithms on octrees can be tricky. There are several ways of implementing any given operation, and the naive approach can be orders of magnitude slower and more difficult to implement than a less obvious approach. The terminology that we use is as follows. An octree cell has eight nodes (one at each corner), and six faces. A minimal cell is one that does not contain any children. A minimal face is one that does not contain any smaller faces within it, i.e. both cells touching the face are minimal. A minimal edge is one that does not contain any other smaller edges, i.e. all cells touching the edge are minimal. Using iterators to enumerate every minimal cell, face, edge or node in the tree greatly simplifies implementation. [49] introduced a tree traversal algorithm that efficiently enumerates every minimal edge in an octree using a number of recursive functions. This algorithm can be extended to enumerate every node in the tree simply by adding one more recursive function (nodeProc() in their terminology). This function takes eight possibly non-unique cells and recursively traverses the cells to find the leaf cells that the node is touching. These iterator functions are readily implemented to map a general function on every minimal cell, face, edge or node in the octree.
The operation that typically accounts for most of the computational cost in a particle level set implementation on an octree is finding the leaf cell that contains a given point. The naive implementation of this operation starts at the root cell and recursively traverses the tree finding which of the 8 child cells the point lies in. The computational complexity of this operation is O(logN ) as opposed to O(1) for regular array based lookups. There are several ways in which this lookup can be significantly improved. At the coarsest level we use a uniform block structured grid as opposed to a single cell, and then each cell of this grid contains an octree of its own. This type of implementation also allows the cell proportions to be decoupled from the overall domain size, since the uniform base grid can be of any dimension. The computational savings from not having to traverse the tree from a single root every time a lookup is required are significant. Several of the initial levels are skipped by performing an O(1) uniform grid access followed by a significantly shorter tree traversal. For example, for simulations that are running at 1024 3 effective resolution at the finest level (octree of depth eleven), we typically use a uniform grid of 64 3 saving seven levels for every lookup. With this octree topology, leaf cell lookups are a factor of two faster in our experience.
The most common operation that is performed on the octree is the interpolation of nodal data to an arbitrary location in space. This is accomplished by finding the leaf cell that contains the point in question, retrieving the eight values for the nodes of the cell, and then trilinearly interpolating between them. The expensive part of this operation is finding the leaf cell as described above, but can be made significantly cheaper by exploiting locality noting that semi-Lagrangian advection involves finding the interpolated value at a location close to the grid node being updated. The modified version of the iterator described in [49] describes a node by the eight cells that touch it (some cells may be duplicated in the case of nodes that lie on the transition between cells of different sizes). One of these eight cells will usually contain the semi-Lagrangian sample location, and a full tree traversal may not be necessary in order to find the leaf cell. In our experience, this optimization decreases the computation time by more than an order of magnitude in a typical octree particle level set simulation. When the sample point is not in one of the cells directly touching the node, we recommend using a neighbor traversal algorithm or a precomputed neighbor array in order to find the cell in question. This technique is frequently used in the case of particle advection where particles typically move about one grid cell per time step. Figure 5 shows the results of the "Enright test" on an unrestricted octree with semi-Lagrangian level set advection, the first order accurate fast marching method and second order particle advection.
We note that the octree approach can also be used for simulating objects in higher than three spatial dimensions and for simulating objects in higher codimension. See [59] for work in this direction.
Incompressible Flow
The incompressible flow equations are derived from the conservation of mass, momentum and energy using the divergence free condition ∇ · u = 0 which implies that the material in the flow does not compress or expand. Incompressible flow approximates many liquids that we interact with in everyday life and is of great interest in computational physics, computer graphics and many other fields. Level set methods can be used to track the inter-face between two incompressible fluids such as water and air. Each fluid is simulated with the Navier-Stokes equations and variables such as viscosity, density and pressure may be discontinuous across the interface. In the presence of discontinuities, finite differencing leads to O(1/∆x) errors that increase with grid refinement. Thus, the boundary conditions at the interface are treated by either smearing discontinuous variables across the interface or by treating the discontinuity directly in a sharp fashion.
[72] introduced the "immersed boundary" method in order to simulate an elastic membrane immersed in an incompressible fluid flow. The main idea behind the method is to use a delta function to smear out the numerical solution about the immersed interface. This method was extended to a level set formulation of two-phase flow in [92] (see also [13] ), which used the level set function to smear out the density and viscosity variables in a thin band about the interface, e.g.
where ρ + and ρ − are the discontinuous densities and H(φ) is a smeared out Heaviside function. If similar smearing is applied to the pressure, one loses the ability to model surface tension via [p] = σκ. This was remedied in both VOF methods [8] and front tracking methods [99] by adding a term to the momentum equations. In the context of level set methods, [92] added this term as
where δ(φ) is a smeared out delta function, N is the local unit normal, κ is the curvature and σ is a constant. [95] recently discovered that level set methods can suffer from O(1) errors with the typical delta function approach, and thus caution should be exercised when following this methodology. An alternative to smearing out the variables across the interface is to use a variant of the ghost fluid method [33] , which treats the discontinuities across the interface directly. The ghost fluid method was extended to the variable coefficient poisson equation in [54] allowing one to solve
with jump conditions of [p] = g and [(1/ρ)∇p · N ] = h given. The method preserves sharp discontinuities in both p and ∇p across the interface. Later, [50] illustrated that this technique is suitable for solving two-phase incompressible flow without smearing the density or pressure values across the interface. Moreover, the extra delta function forcing term from equation 4 is not required, since the pressure jump is modeled directly.
Free Surface Flow
Free surface flow assumes that the motion of one fluid completely dominates the other, and thus this second fluid can be simulated as a constant pressure fluid that exerts no other stress on the interface. A typical example would be a large body of water interacting with air. An early version of free surface flow was proposed by [43] which used marker particles to track the water. This work was improved upon by [75] which proposed a subcell treatment of the pressure boundary condition, and [14] which proposed improved velocity boundary conditions at the free surface. Later, [15] proposed a method which only required tracking particles near the interface. We also note that [39] devised a technique that allows one to apply a second order accurate pressure boundary condition without changing the symmetric nature of the discretization, see [30] . [35] was the first to propose using level set methods with free surface flow, and was also the first to couple particle methods to level set methods. However, they only placed particles on the water side of the interface as opposed to [27] which placed particles on both sides of the interface. Figures  6 and 7 , reprinted from [29] , show the quality of results attainable using the particle level set method with free surface flow. Here, the velocity boundary condition at the interface was obtained by extrapolating the velocity from the water into the air using the level set normals to determine the extrapolation direction. [87] proposed projecting this velocity to be divergence free after extrapolating it. Further extensions include the incorporation of surface tension effects in [30] .
Free Surface Flow on Octrees
Methods for octrees are not yet common. For example, [74] claims to have the first single-phase incompressible flow solver based on an octree data structure. [74] used a standard splitting procedure where first an intermediate velocity field u * is computed ignoring the pressure term, then the pressure is solved for via Figure 6 : Simulation of a glass of water being poured. Reprinted from [29] .
and used to project u * to be divergence free,
A major drawback of [74] was that the proposed discretization of equation 6 resulted in a nonsymmetric coefficient matrix for the pressure. Thus, a multigrid solver was used to solve the linear system of equations for the pressure. Although multigrid methods are optimal asymptotically, the constant can be large when the solution possesses high frequencies. Interfaces, sharp angles or even thin bodies restrict the efficiency of methods that rely on multigrid solvers, see e.g. [24] . More recently, [55] noted that high frequency fields need to be smeared out in order to alleviate convergence problems, and pointed out that high order schemes have less favorable smoothing properties than low order schemes forcing them to use a combination of low and high order to achieve both reasonable accuracy and convergence. In the case of free surface flow, surface wave generation relies on horizontal pressure gradients caused by stacking different heights of high-density fluids. This behavior is excessively damped by density smearing causing increased artificial viscosity and an overly viscous flow. [56] extended [74] proposing a novel symmetric discretization of equation 6 that enables the use of iterative solvers such as the preconditioned conjugate gradient (PCG) method. This both alleviates the need for nonphysical smoothing and allows one to model free surface flows without the difficulties associated with topological changes incurred during coarsening and refining domains when using multigrid methods on problems with interfaces.
Consider the discretization of equation 6 for a large cell with dimensions x, y and z neighboring small cells as depicted in figure 8 . Since the discretization is closely related to the second vector form of Green's theorem that relates a volume integral to a surface integral, equation 6 is rescaled by the volume of the large cell to obtain V cell t∇ 2 p = V cell ∇ · u * . The right hand side now represents the quantity of mass flowing in and out of the large cell within a time step t in m 3 s −1 . This can be further rewritten as
implying that the ∇p term is most naturally evaluated at the cell faces using the direct correspondence between the components of ∇p and u * . Moreover, 
In order to calculate the divergence of a cell, one can invoke the second vector form of Green's theorem to write
where n is the outward unit normal of the large cell and A f ace is the area of a cell face. In figure 8 , the discretization of the x component of the divergence reads x y z∂u
, where the minus sign in front of u * 1 A 1 accounts for the fact that the unit normal points to the left. Thus,
The y and z directions are treated similarly.
Once, the divergence is computed at the cell center, equation 6 is used to construct a linear system of equations for the pressure. Invoking again the second vector form of Green's theorem, one can write
Therefore, once the pressure gradient is computed at every face, we can carry out the computation in a manner similar to that of the velocity divergence above. There exist different choices in the discretization of (∇p) face , Figure 9 : Simulation of an ellipse traveling through a shallow tank of water. Note how well the octree resolves the thin film. Reprinted from [56] .
but only some will yield a symmetric discretization matrix. Efficient iterative methods such as PCG (see e.g. [77] ) can be applied to symmetric positive definite matrices offering a significant advantage over methods for nonsymmetric linear systems. Moreover, since data access for the octree is not as convenient as for regular grids, there is a strong benefit in designing a discretization that leads to a symmetric linear system. Consider the configuration in figure 10 . In the case where two cells of the same size juxtapose each other, standard central differencing defines the pressure gradient at the face between them, as is the case for p y = (p 10 − p 1 )/ y. Next, consider the discretization of the pressure gradient in the x direction at the face between cell 1 and cell 2. A standard approach is to first compute a weighted average value p a by interpolating between p 1 and p 10 . Then, since standard differencing ofp x = (p 2 − p a )/(.75 x) does not definep x at the cell face, but midway between the locations of p a and p 2 , a more complex discretization is typically employed. For example, one can pass a quadratic interpolant through p a , p 2 and p 6 and evaluate its derivative at the cell face, see e.g. [16] . However, this approach yields a nonsymmetric linear system that is computationally expensive to invert. The nonsymmetric nature of the linear system comes from the non-locality of the discretization, i.e. p a depends on p 10 and the quadratic interpolation depends on p 6 . Consequently, the equation for cell 1 involves both p 10 and p 6 . It is unlikely that the equation for cell 6 will depend on p 1 , since cell 6 juxtaposes another cell of the same size, namely cell 2. And even if it did, the coefficients of dependence would not be symmetric.
The situation can be improved by realizing that O( x) perturbations in the pressure location still yield consistent approximations as in [39] . Therefore defining p x = (p 2 − p a )/(.75 x) at the cell face still yields a convergent approximation, since the location ofp x is perturbed by a small amount proportional to a grid cell. Moreover, we can avoid the dependence of p a on values other than p 1 by simply setting p a = p 1 . This corresponds to an O( x) perturbation of the location of p 1 , and therefore still yields a convergent approximation. Thus, the discretization of p x is simply p x = (p 2 − p 1 )/(.75 x). Moreover, since only p 1 and p 2 are considered, one can define p x = (p 2 − p 1 )/ where can be defined as the size of the large cell, the size of the small cell, the Euclidean distance between p 1 and p 2 , etc. Numerical test indicate that all of these choices converge.
In light of equation 11, p x contributes to both row 1 and row 2 of the matrix representing the linear system of equations, since it is located at the cell face between cell 1 and cell 2. More precisely, the contribution to row 1 Figure 11 : Simulation of a milk crown using the particle level set method on an octree data structure. Surface tension effects are incorporated as can be seen by the beads forming on the crown. Reprinted from [56] .
occurs through the term
since n 1 , the x component of the outward normal to cell 1, points to the right (hence n 1 = 1). Likewise, the contribution to row 2 occurs through the term
since n 1 , the x component of the outward normal to cell 2, points to the left (hence n 1 = −1). Therefore, the coefficient for p 2 in row 1 and the coefficient for p 1 for row 2 are identical, namely tA face / . The same procedure is applied to all faces, and the discretization of the y and z components of the pressure gradient are carried out in a similar manner. Hence, the discretization yields a symmetric linear system that can be efficiently inverted with PCG. Figure 9 shows how well the octree version of the particle level set method can resolve the thin films created as an ellipse slips through the water. Figure  11 shows similar results for the impact of a milk drop on a shallow layer of milk. In this calculation, the surface tension effects can be seen in the tips of the milk crown.
Second order Accuracy on Octrees
A potential difficulty with the method proposed in [56] is that it computes a different pressure gradient on each cell face, and also allows a different velocity on each face. The velocity on a face of a large cell is computed as the area weighted average of the velocities on the faces of all the adjacent small cells. Alternatively, in order to properly constrain the velocity field for interpolation, etc., it is desirable to have the velocity on the large cell face identical to all the velocities on the adjacent small cell faces. Area weighted averaging can still be used to compute the velocity on the large cell face, but this velocity then needs to be assigned to all the small cell faces as well. This also simplifies the treatment of Neumann (fixed velocity) boundary conditions, since an entire large cell face can be constrained as opposed to only portions of it.
If all the small cell faces incident on a large cell face have the same velocity, it is also important that they have the same pressure gradient when enforcing incompressibility so that they maintain the same velocity after being projected to be divergence free. Unfortunately, the method proposed by [56] yields different pressure gradients for these incident small cells. The pressure gradient on the large cell face is given by the area weighted average of the pressure gradients computed on each of the small cell faces, i.e.
where (p x ) L is the pressure gradient on the large cell face, A L is the area of the large cell face, p L is the pressure in the large cell, the sum is over all incident small cell faces, A s is the area of a small cell face, p s is the pressure in a small cell, and s is the distance associated with a small cell face pressure gradient (e.g. half the size of the large cell plus the size of the associated small cell). To compute the pressure gradient flux into the large cell, (p x ) L is multiplied by A L . For an incident small cell, [56] uses Figure 12 : Initial quadtree refinement used in Poisson solver accuracy test.
as the pressure gradient and computes the flux through the small cell as s A s is equal to and cancels out A L , and we arrive at A so / yielding symmetry for the coupling between the large and small cells. We must also consider symmetry between pairs of small cells incident on the same large cell face, as this new scheme couples them together as well. When discretizing a particular small cell with
Similarly, the contribution cell s o makes to another small cell via order accurate. For example, consider ∇ 2 p = e x + e y with an exact solution of p = e x + e y . We use the initial grid shown in Figure 12 , and uniformly refine a number of times to obtain the results shown in Table 1 . Obviously, the discretization is second order accurate in both the average and max norms. The method is second order accurate in three spatial dimensions as well, as illustrated in table 2 which demonstrates this for ∇ 2 p = e x + e y + e z with an exact solution of p = e x + e y + e z .
Although we were at first surprised by the second order accurate numerical results, [52] and the references therein indicate the plausibility of this. In fact, it was [52] (and personal communications with the authors) that directly led to our first attempts to define unique pressure gradients on cell faces that could be used for both the large cell and all the small cells incident on a particular face.
Finally, we point out to the reader that uniformly refining an octree may not be the best way to numerically check accuracy. Repeated refinement of an octree eventually yields an octree where every large cell has face neighbors with uniform size, although the ratio between the large and small cells is no better or worse than that in the initial unrefined octree, i.e. it does not 
Low Speed Combustion
In the limit as the thickness of a reaction zone approaches zero, one achieves a thin flame approximation which is amenable to modeling with a level set function. The zero isocontour corresponds to the reaction front that separates the premixed fuel from the hot gaseous products, and the velocity of the flame front typically depends on both the local unit normal and curvature. [65] used the level set method and a variant of the ghost fluid method to simulate thin flame fronts that separate two incompressible fluids. The ghost fluid method is especially useful here, since the expansion across the flame front leads to a jump discontinuity in the normal component of the velocity, in addition to the jumps in density and pressure. Smearing out this velocity jump with a delta function type of formulation will generally lead to a loss of incompressibility near the interface. Figure 13 (reprinted from [64] ) shows an example calculation where the zero level set is rendered as a blue flame core with fuel flowing upward into the flame front. Figure 14 : Thin films of water generated as water interacts with a thin deformable solid object. Reprinted from [42] .
Conclusions
Level sets have become an established technique for interface tracking. The original level set method suffers from significant numerical dissipation, but through the use of higher order, hybrid and adaptive techniques, the method has become an incredibly powerful and accurate tool used in many application areas. Octree based spatial discretization schemes are nearly optimal, and recent work by [74] , [56] and others have demonstrated that efficient octree based incompressible flow solvers are feasible, even in the context of complex objects and free surface flows.
There are may promising directions for future work, e.g. figure 14 shows thin films of water generated as water interacts with a thin deformable solid object. The strength of the method proposed in [42] lies in the fact that the solid material can be modeled with any black box method (e.g. a finite element discretization of a triangle mesh) independent of the solid/fluid coupling algorithm. Moreover, the newly proposed method works even for very thin objects that are too thin to be resolved on the background fluid simulation grid. See figure 15 that illustrates the ability of the method to prevent water from leaking through the thin deformable solid. Figure 15 : Water does not leak through the thin deformable solid even though it is too coarse to be represented on the background fluid simulation grid. Reprinted from [42] .
