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Water quality impairment in the Great Lakes Region has become a major concern for the 
scientific community. With increasing high intensity short duration precipitation events and rise
in temperatures, there is the need to determine the impacts of a changing climate on water resources
in the Great Lakes region. This is especially so in the Western Lake Erie Basin (WLEB); Lake
Erie is prone to toxic harmful algal blooms due to climate variations and large nutrient and
sediment inflows from the surrounding, primarily agricultural lands. The aim of this study was to
determine the implications of future climate conditions on water quality and quantity in WLEB in 
the near, mid, and late 21st century. In this study, climate datasets from GCMs (General Circulation
Models) under CMIP-5 (Coupled Model Intercomparison Project-5) were corrected for bias and 
used in a hydrologic model (SWAT) to quantify the sediment and nutrient loadings from the 
WLEB. The application of stochastic weather generators to correct the bias was evaluated against 
conventional bias correction methods. The results of this study showed that Stochastic Weather 
Generators (SWGs), including CLIGEN and LARS-WG have great potential in simulating long­
term climate using a limited length of observed data. Additionally, a reliable future climate dataset 
(2006-2099) for sixteen ground-based climate stations within WLEB was created by correcting
the bias in existing climate projections. This dataset will be made available to the public for climate
change studies. The climate projections showed the potential for more frequent precipitation, and
that the magnitudes of annual precipitation and one-day maximum precipitation could increase
drastically, consistent with existing literature. Under such influence of erratic precipitation and 
increasing temperatures, simulations from SWAT projected that subsurface hydrology of the
system could change considerably along with surface hydrology; tile flow could increase by up to
a maximum of 67% and nutrients including soluble phosphorus via tile drains could decrease by
as low as 60% but overall soluble phosphorus yield in the tile-drained agriculturally dominated 
watershed could increase by up to 26% or decrease by 60% towards the end of 21st century based 
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a suite of climate models, as opposed to an ensemble, provided a reliable band of confidence for
watershed water quality responses in the face of climate change. The results from this study will 
provide valuable information, data, and tools that can be used to evaluate and recommended best
management practices (BMPs) and inform policy-making in the WLEB in the face of a changing
climate. Further studies are needed to translate the methodology and approach to the entire WLEB
to mitigate the issues related to water quality that can result under projected climate conditions. 
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Despite the 1978 Great Lakes Water Quality Agreement to control eutrophication by
reducing phosphorus loads to Lake Erie in the range of 10,000-12,000 MT/yr. by 1982 (Schertzer 
and Lam, 2002), harmful algal blooms (HABs) continue to be a problem in Lake Erie with notable 
resurgence since the 1990s (De Pinto et al., 1986; International Joint, 1994). Carroll Township,
OH along the borders of Lake Erie witnessed its first shut down of water in 2011 due to algal 
blooms extending from Toledo to Cleveland, a stretch of nearly 120 miles. A similar incident 
occurred in September 2013. In August 2014, the water supply for 11 million people was put at 
stake because of nitrogen and phosphorus loadings from agricultural runoff, feedlots, and leaking
septic tanks (Wines, 2014). Poor water quality conditions in the lake persist despite
implementation of management practices in the contributing basin, posing a threat to aquatic 
biodiversity, revenue generation from recreational activities, drinking water use and navigation,
and increasing water treatment costs (Watson et al., 2008). Lake Erie receives more than three
times the sediment received by the other Great Lakes (Baker, 1993) with the Maumee River
contributing 44% of the total river sediment (Botts and Krushelnicki, 1987; Kemp et al., 1977). 
High nitrogen and phosphorus concentrations within Lake Erie resulted from runoff from 4.2
million acres of agricultural land within the Maumee River basin (Baron et al., 2016). In addition,
during anaerobic conditions, deposited sediments in the lakebed add additional soluble phosphorus 
(Elsbury et al., 2009; Matisoff et al., 2016). Spatial analysis of distribution of nutrients and HABs 
revealed that the threat to depleting water quality is more severe in the western basin than in the 
central or eastern basins of Lake Erie (Baron et al., 2016), hence the focus of this study is confined
to the Western Lake Erie Basin (WLEB). 
Despite the implementation of management practices in this basin, low rates of adoption
persist (nearly 40% within the Maumee River watershed) resulting in large contributions of 
sediment loads from the basin to the Lake (Ulrich-Schad et al., 2017; Zhang, 2016). In addition
to nutrient loadings from non-point sources, weather changes have a controlling influence on
thermal stratification of the lake leading to anoxic conditions within the basin (Schertzer and Lam,
2002). Based on downscaled general circulation models, temperatures are projected to increase by
2-6℃ in the Great Lakes region while winter and spring precipitation is projected to increase by
20-30% by the end of 21st century (Delworth et al., 2006; Martin et al., 2006; Washington et al.,
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2000). However, summer precipitation is expected to stay the same or decrease, but annual
precipitation is expected to increase during the rest of the 21st century (Hayhoe et al., 2010). A 
study by Stow et al. (2015) in the WLEB emphasized the progressive precipitation and increasing
discharge in the Maumee River basin resulting in an increase in the amount of phosphorus draining 
into Lake Erie and, thus, the need to further reduce phosphorus concentrations. In addition to
phosphorus loadings, warm temperatures were implicated in the aforementioned growth of HABs 
which ultimately resulted in a shutdown of the water supply for Toledo, OH. Thus, a combination 
of warm temperatures and increasing precipitation could potentially lead to increases in water
quality impairments. There is thus a need to determine water quality responses in the basin under 
different projected climate scenarios and to provide similar assessments for the potential solutions. 
Studies that have focused on assessing the implications of climate change on water
resources in the contributing basin using recent climate projections (Coupled Model 
Intercomparison Project Phase 5, CMIP 5, dataset released in 2011) include Cousino et al. (2015),
Culbertson et al. (2016), Pease et al. (2017) and Wallace (2016). Despite their use of the same set
of projected climate scenarios under different radiative forcings (RCP 4.5 and RCP 8.5), the results
of one study (Cousino et al., 2015) contradict those from the others (Culbertson et al., 2016; 
Wallace 2016). Studies done by Verma et al. (2015); Wang et al. (2017); and Wang et al. (2018)
within the basin were based on outputs from CMIP 3 (Coupled Model Intercomparison Project 
Phase 3) released in 2007, which are older climate projections.
The differences in the outputs may be attributable to the climate data sets which were used 
as these were not evaluated for their reliability. One of the aims of this study was to develop a
framework to account for and correct the error or bias in future climate datasets and, thereby,
develop more reliable climate change scenarios for use with hydrologic and water quality modeling
studies in the basin. The corrected datasets were then used to simulate the impact of different
projected climate scenarios on water quality. Results of this study provide valuable information 
with which to assess the potential effects of implementing different management practice solutions




      
 
   
  
     
  
 
     





    
    
    
    
  
 
   
    
   
 
   
  
   




The overall goal of this study was to assess and quantify the impacts of changing climate
conditions on water quality and quantity in the WLEB. Specifically, to:
1.	 Evaluate the performance capability of commonly used weather generators to produce 
long-term reliable present and future climate data for use in hydrologic studies.
2.	 Quantify the error or bias in the future downscaled climate data from several General 
Circulation Models and its correction with a view to developing reliable future climate
datasets for the WLEB. 
3.	 Estimate climate change impacts on water resources in the 21st Century in the WLEB using 
the Soil and Water Assessment Tool (SWAT) under different projected climate scenarios
as derived based on Objective 2. 
Rationale
Water quality in the Western Lake Erie Basin is negatively impacted by nutrients and 
sediments thought to emanate largely from the surrounding agricultural areas. Given that 
management practices have been and are being implemented within the basin to control the
problem of eutrophication, it is possible that climate change is playing a pivotal role in the current 
state of the basin and the Lake. While field studies provide valuable information, their use for 
basin-wide assessments would be impractical due to financial and time constraints. Moreover, 
observation studies of weather variables over the long-term to assess change would be difficult 
with field-based efforts due to the expense and many uncontrolled dynamic factors. Additionally, 
there is need for reliable long-term climate projections to assess the implications of changing 
climate on water resources. In this study, a climate database for current and future times was
generated for the WLEB. The created dataset was used in a state-of-the-art hydrologic and water
quality model, the Soil Water and Assessment Tool (Arnold et al., 1998), which can simulate
different surface and subsurface hydrological processes along with variations in quantity of 
different nutrients in the face of climate change. This model has been used by many researchers
across the globe for its ability to reasonably simulate hydrologic processes under different future 
climate regimes (Cousino et al., 2015; Culbertson et al., 2016). In addition, SWAT can simulate
tile flow and nutrients from tiles into the streams (Moriasi et al., 2013; Moriasi et al., 2012). 
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Outputs derived based on each climate model were studied individually to developed confidence 
bands for different water quality parameters, which help formulate management solutions more
reliably in the effort to prevent the re-eutrophication that has occurred repeatedly in the basin. The 
future climate dataset developed in this study will be provided to the public through an online
repository (PURR). 
Study Area
The Western Lake Erie Basin (WLEB, Figure 1) has an aerial span of 21,577 km2 (8,331 
mi2) with the Maumee River Basin (17,100 km2 or 6,600 mi2) and its tributaries spanning three 
states, including Michigan, Indiana, and Ohio (Kaatz, 1955). Lake Erie is the shallowest of the 
Great Lakes with the depth averaging 7.3 m (24 feet). The WLEB receives an average annual
precipitation ranging from 838 to 940 mm (32-38 in.) (USDA-NRCS, 2005). Average monthly
temperatures in the basin range from -12.5°C (9.2°F) in February to 27°C (80°F) in July based on 
the period of record from 1887-2016 (MRCC, 2016). Considering the normal based on 1981-2010, 
the first quarter including December 2015, and January and February, 2016 was warmer than 
normal (1981-2010) with temperatures between 2°C (4°F) and 5°C (9°F) above normal in the 
Great Lakes region. Precipitation during the same time period was below normal with much of it
falling as rain (NOAA, 2016). Based on MRCC (2016), the amount of snowfall declined during 
the period from December 2015 to February 2016. March, 2016 was ranked among the top 10 
warmest March’s ). In the Western Lake Erie Basin, the mean annual temperatures range between 
7°C (45°F) and 12°C (52°F) based on 1981-2010 normal. Average annual temperatures of 18°C 
(64.4°F) in 2016 and 18.1°C (64.6°F) in 2012 were, however, recorded at Adrian, Michigan and
Fort Wayne, Indiana, respectively. The lowest monthly precipitation depth ranges between 49-50 
mm/month (1.9-2.1 in./month), and is typically recorded in February for most of the WLEB. May,
June, and July generally receive the greatest monthly precipitation ranging between 97-110
mm/month (3.8-4.3 in./month) across the basin. The average annual precipitation in the WLEB 
has, however, increased during 2000-2010 based on the 1981-2010 normal. All the facts mentioned 
above are reported from the finding mentioned in MRCC (2016).
The WLEB has a number of ground-based climate stations maintained by state and national 
climatic data center (NCDC) with weather records dating back from the 1890s to present. Several
of these stations have consistent records for precipitation, and maximum and minimum 
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temperatures. For this study, a set of stations (Figure 1) were selected for analysis, specifically
those with more than 95% coverage in terms of data availability and continuity, and considering
the need for spatial coverage across the entire basin including Indiana, Ohio, and Michigan. Of the
selected stations, Fort Wayne had the most consistent dataset (100%) while Sandusky, Ohio had
the least consistent dataset (98.4%). The missing data varied from short periods spanning a day to
10 to 60 days of continuous missing values. This range of missing values was, however, within 
the limits of acceptable consistence in data for all three weather generators (CLIGEN 90 days;
WeaGETS and LARS-WG: no limit) thus these data were deemed suitable for analysis. Figure 1 
shows the Western Lake Erie Basin with the climate stations having long-term climate data and
major watersheds within the basin.
Figure 1. Study site location showing the Western Lake Erie Basin and the different weather











Check the Effectiveness of WGs 
as a potential tool for generating 
long-term climate data 
Quantify and Correct the Bias 
within Climate Projections and 
generate reliable future climate 
datasets 
WESTERN LAKE ERIE BASIN 
Assess and Estimate fate and 
transport of nutrients affecting 
water quality spatially and 
temporally 
Quantify the Impact of Medium 
and High emission of GHGs on 
Climate Characteristics in an 
Agricultural Tile-Drained 
Watershed 








   






    




   
  
   
    
    
   
   
   
 
 





1.	 Arnold JG, Srinivasan R, Muttiah RS, Williams JR. Large area hydrologic modeling and 
assessment part I: model development. Journal of the American Water Resources 
Association. 1998; 34(1): 73-89. 
2.	 Baker DB. The Lake Erie agroecosystem program: water quality assessments. Agriculture, 
Ecosystems and Environment 1993; 46: 197-215.
3.	 Baron A, Zhang W, Irwin E. Estimating the capitalization effects of harmful algal bloom
incidence, intensity and duration? A repeated sales model of Lake Erie lakefront property
values. In 2016 Annual Meeting, July 31-August 2, 2016, Boston, Massachusetts 2016 
June 3 (No. 236589). Agricultural and Applied Economics Association.
4.	 Botts L, Krushelnicki B. The Great Lakes. An environmental atlas and resource book.
Great Lakes National Program Office, US Environmental Protection Agency, 230 S.
Dearborn St., Chicago, IL 60604 or Conservation and Protection, Ontario Region, Great 
Lakes Environment Program, Environment Canada, 25 St. Clair Avenue East, Toronto,
Ontario, Canada M4T 1M2; 1987. 
5.	 Cousino LK, Becker RH, Zmijewski KA. Modeling the effects of climate change on water, 
sediment, and nutrient yields from the Maumee River watershed. Journal of Hydrology:
Regional Studies 2015; 4: 762-775.
6.	 Culbertson AM, Martin JF, Aloysius N, Ludsin SA. Anticipated impacts of climate change 
21st on century Maumee River discharge and nutrient loads. Journal of Great Lakes
Research. 2016; 42(6): 1332-42.
7.	 De Pinto JV, Young TC, McIlroy LM. Great Lakes water quality improvement. 
Environmental Science and Technology 1986; 20: 752-759.
8.	 Delworth TL, Broccoli AJ, Rosati A, Stouffer RJ, Balaji V, Beesley JA, et al. GFDL's CM2
global coupled climate models. Part I: Formulation and simulation characteristics. Journal 
of Climate 2006; 19: 643-674.
9.	 Elsbury KE, Paytan A, Ostrom NE, Kendall C, Young MB, McLaughlin K, Rollog ME,
Watson S. Using oxygen isotopes of phosphate to trace phosphorus sources and cycling in
Lake Erie. Environmental Science and Technology 2009; 43(9): 3108-3114. 
  
   
    
 
   
  







   
 
    
    
   
  
  
    
    
 
    
  
 
      
 
    
  
8
10. Hayhoe K, VanDorn J, Croley T, Schlegal N, Wuebbles D. Regional climate change
projections for Chicago and the US Great Lakes. Journal of Great Lakes Research 2010; 
36: 7-21.
11. International Joint C. Revised Great Lakes Water Quality Agreement of 1978: Agreement,
with Annexes and Terms of Reference, Between the United States and Canada Signed at 
Ottawa November 22, 1978 and Phosphorus Load Reduction Supplement Signed October 
16, 1983 as Amended by Protocol Signed November 18, 1987: International Joint 
Commission, 1994.
12. Kaatz MR. The Black Swamp: a study in historical geography. Annals of the Association 
of American Geographers 1955; 45: 1-35.
13. Kemp ALW, MacInnis GA, Harper NS. Sedimentation rates and a revised sediment budget 
for Lake Erie. Journal of Great Lakes Research 1977; 3: 221-233.
14. Martin GM, Ringer MA, Pope VD, Jones A, Dearden C, Hinton TJ. The physical properties
of the atmosphere in the new Hadley Centre Global Environmental Model (HadGEM1). 
Part I: Model description and global climatology. Journal of Climate 2006; 19: 1274-1301.
15. Matisoff G, Kaltenberg EM, Steely RL, Hummel SK, Seo J, Gibbons KJ, Bridgeman TB, 
Seo Y, Behbahani M, James WF, Johnson LT. Internal loading of phosphorus in western 
Lake Erie. Journal of Great Lakes Research. 2016; 42(4): 775-88.
16. Moriasi DN, Gowda PH, Arnold JG, Mulla DJ, Ale S, Steiner JL, Tomer MD. Evaluation 
of the Hooghoudt and Kirkham tile drain equations in the Soil and Water Assessment Tool
to simulate tile flow and nitrate-nitrogen. Journal of Environmental Quality. 2013; 42(6):
1699-710. 
17. Moriasi DN, Rossi CG, Arnold JG, Tomer MD. Evaluating hydrology of the Soil and 
Water Assessment Tool (SWAT) with new tile drain equations. Journal of Soil and Water 
Conservation 2012; 67: 513-524.
18. MRCC. Midwest Climate Watch: Midwest Regional Climate Center. 2016,
http://mrcc.isws.illinois.edu/mw_climate/climateSummaries/climSumm.jsp, 2016.
19. NOAA. Great Lakes Region Quarterly Climate Impacts and Outlook-March 2016
(Environment and Climate Change Canada). 2017, 2016.
  
      
  
 
   
 
     
 
 









     
    
 
     
   
   
     
  
 




20. Pease LA, Fausey NR, Martin JF, Brown LC. Projected climate change effects on
subsurface drainage and the performance of controlled drainage in the Western Lake Erie
Basin. Journal of Soil and Water Conservation 2017; 72: 240-250.
21. Schertzer WM, Lam DCL. Lake Erie and evolving issues of the quality of its water.
Developments in Environmental Modelling 2002; 22: 105-130.
22. Steffen MM, Belisle BS, Watson SB, Boyer GL, Wilhelm SW. Status, causes and controls
of cyanobacterial blooms in Lake Erie. Journal of Great Lakes Research 2014; 40: 215­
225.
23. Stow CA, Cha Y, Johnson LT, Confesor R, Richards RP. Long-term and seasonal trend
decomposition of Maumee River nutrient inputs to western Lake Erie. Environmental 
Science and Technology 2015; 49: 3392-3400.
24. Ulrich-Schad JD, De Jalón SG, Babin N, Pape A, Prokopy LS. Measuring and 
understanding agricultural producers' adoption of nutrient best management practices. 
Journal of Soil and Water Conservation 2017; 72: 506-518.
25. USDA-NRCS. Western Lake Erie Basin: Water Resources Protection Plan Ohio, Indiana 
and Michigan. Available from
https://www.nrcs.usda.gov/Internet/FSE_DOCUMENTS/nrcs144p2_029098.pdf. 2005; 
(accessed on May 27, 2018).
26. Verma S, Bhattarai R, Bosch NS, Cooke RC, Kalita PK, Markus M. Climate change
impacts on flow, sediment and nutrient export in a Great Lakes Watershed using SWAT.
CLEAN Soil, Air, Water 2015; 43: 1464-1474.
27. Washington WM, Weatherly JW, Meehl GA, Semtner Jr AJ, Bettge TW, Craig AP, Strand 
Jr WG, Arblaster J, Wayland VB, James R, Zhang Y. Parallel climate model (PCM) control 
and transient simulations. Climate Dynamics 2000; 16: 755-74.
28. Watson SB, Ridal J, Boyer GL. Taste and odour and cyanobacterial toxins: impairment, 
prediction, and management in the Great Lakes. Canadian Journal of Fisheries and Aquatic
Sciences 2008; 65: 1779-1796.








30. Zhang W. Agricultural land management and downstream water quality: Insights from 
Lake Erie. 2016; Available from
http://www2.econ.iastate.edu/faculty/zhang/publications/outreach­
articles/Zhang_ICM_Agricultural%20land%20management%20and%20downstream%20 







   
 
   
 
11
PART I. COMPARATIVE STUDY OF DIFFERENT STOCHASTIC 
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1.1 Abstract
Climate is one of the single most important factors affecting watershed ecosystems and water
resources. The effect of climate variability and change has been studied extensively in some places; 
in many places, however, assessments are hampered by limited availability of long-term
continuous climate data. Weather generators provide a means of synthesizing long-term climate
data that can then be used in natural resource assessments. Given their potential, there is the need 
to evaluate the performance of the generators; in this study, three commonly used weather
generators- CLImate GENerator (CLIGEN), Long Ashton Research Station Weather Generator 
(LARS-WG), and Weather Generators (WeaGETS) were compared with regard to their ability to
capture the essential statistical characteristics of observed data (distribution, occurrence of wet and 
dry spells, number of snow days, growing season temperatures, and growing degree days). The
study was based on observed 1966-2015 weather station data from the Western Lake Erie Basin 
(WLEB), from which 50 different realizations were generated, each spanning 50 years. Both
CLIGEN and LARS-WG performed fairly well with respect to representing the statistical 
characteristics of observed precipitation and minimum and maximum temperatures, although
  
    
 
    
    
   
 
    
    
   
 
 
         
 
  
   
   
     
 
    
 




CLIGEN tended to overestimate values at the extremes. This generator also overestimated dry
sequences by 18%–30% and snow-day counts by 12%–19% when considered over the entire 
WLEB. It (CLIGEN) was, however, well able to simulate parameters specific to crop growth such
as growing degree days and had an added advantage over the other generators in that it simulates 
a larger number of weather variables. LARS-WG overestimated wet sequence counts across the 
basin by 15%–38%. In addition, the optimal growth period simulated by LARS-WG also exceeded
that obtained from observed data by 16%–29% basin-wide. Preliminary results with WeaGETS 
indicated that additional evaluation is needed to better define its parameters. Results provided 
insights into the suitability of both CLIGEN and LARS-WG for use with water resource
applications.
Keywords: weather generators; CLIGEN; LARS-WG; WeaGETS; great lakes; climate; extreme
events
1.2 Introduction
Climate is one of the single most important factors affecting ecosystems and water
resources [1]. Any change in climatic variables can result in adverse conditions, for example, the 
warming of lakes and rivers can lead to phenological shifts, organism abundance and productivity,
a prolonged depletion of oxygen in deeper layers, and decreased surface layer nutrient 
concentrations. Variables such as precipitation, temperatures, and atmospheric carbon dioxide 
concentration influence various hydrological parameters such as streamflow, surface runoff, and
evapotranspiration. A strong relationship between climate variables and components of the 
hydrologic cycle has been reported in the literature [2]. The effect of climate variability and change 
has been extensively studied in various sectors including human health [3]; biodiversity [4]; food
production [5]; economic growth [6]; and water resources [7–9]. 
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In many places, however, assessments are hampered by paucity of data as continuous long­
term climate data series are generally required to predict changes in spatial and temporal patterns 
of various hydrological parameters. This deficiency in climate data at some locations has prompted
the use of weather generators to synthesize the climate series for a station for any number of years
where data are only partially available or have missing values even within longer term datasets.
Weather generators (WGs) are statistical models that generate numerous possible weather 
variables including precipitation, temperatures, solar radiation, and wind velocity at a daily time 
step and, ideally, with the same statistical characteristics as those of observed data [10]. Weather 
generators can also be used to generate weather data at ungauged sites by interpolating parameters
from gauged sites that are nearby or have topographical resemblance to the ungauged site [11].
Although the generators were first developed for hydrological application [12,13], they have
been widely used to investigate the influence of weather conditions on water resources and 
agricultural yields [14]. For example, [15] used stochastic weather generators to estimate the 
natural variability of discharge of the Chute-du-Diable watershed (Quebec, QC, Canada), while 
[16] coupled a stochastic weather generator with crop simulation models to assess yields and
economic returns in regions of the Pampas of Argentina. These generators are different from
numeric general circulation models (GCMs) as they are based on small spatial scales, are
computationally faster, and, ideally, should produce outputs that have the same distributional 
properties as observed time series [17]. They can, however, be used to downscale GCM predictions 
from a monthly time step or grid scale to a daily time step or local scale [18–20].
There are numerous WGs currently being used, including Weather Generator, WGEN 
[21,22]; USCLIMATE [23]; Climate Generator, CLIMGEN [24]; CLImate GENerator, CLIGEN
[25]; Stochastic Weather Generators, WeaGETS [26]; and the Long Ashton Research Station 
Weather Generator, LARS-WG [27]. Because of the ability to downscale weather variables,
weather generators are widely used in climate change studies, in which case parameters can be
altered to better represent changes in precipitation and temperature [14,28]. In this study, three
  
   
  
   
  
 
     
      
   
 
   
  
    
   
 
   
   
   
   
  
     
    
      




commonly used generators—CLIGEN, LARS-WG, and WeaGETS are compared with regard to
their ability to capture essential statistical characteristics of observed data. These generators are 
widely used likely because of their ability to provide long-term climate data even in areas without 
long observed data records, and the combination of distributions (skewed, semi-empirical, and
mixed exponential) and Markov chain approaches (first, second, and third order) that they offer.
Moreover, these generators are relatively easy to run and their outputs are easy to post-process and
interpret. These selected generators have been used in different climate change impact studies, 
including studies with CLIGEN [29–31]; LARS-WG [32–34]; and, WeaGETS [35–37]. In
addition to other measures as detailed in the methodology, differences between the means of 
simulated values and observed data were evaluated using Cohen’s Effect Size [38], which provides
a more robust measure than conventional hypothesis testing where datasets are large [39–42]. 
The study area for this work is the Western Lake Erie Basin (WLEB) in the U.S. Great Lakes
region. A number of climate-related studies have been conducted in this basin including hydrologic
and water quality modeling studies [43,44]; evaluation of conservation practices [43,45–48]; and,
evaluation of phosphorus responses in Lake Michigan under different GCMs [49]. Generated
weather data offer potential for use (and are often used) in such modeling and related applications. 
Thus, there is the need to evaluate weather generator performance to determine their suitability for 
use, particularly in hydrologic, water resources, and agricultural applications. In general, generated 
weather data should go beyond matching values with observed data to mirroring the statistical 
properties of the observed data [14,26]. With climate change concerns and the use of generated
data in future-cast studies, it is additionally important that climate predictions capture variability
as projected by GCMs. It is, thus, important that the generators be evaluated prior to being applied
in new locations and/or those with climate characteristics distinct from those in which the 
generators were developed. Results from this study will be specific to the WLEB and might not be 





      
  
 












































2.1 Weather Generator (WG) Descriptions
Three weather generators used in this study (CLIGEN 5.3, LARS-WG 5, and WeaGETS) are
as summarized in Table 2.1. Details of the weather generators are presented in the ensuing
subsections.
Table 2.1. Comparison of three stochastic weather generators based on their approach to
predicting the occurrence of precipitation and estimating parameter values from observed 
precipitation and maximum and minimum temperatures.
CLImate GENerator(
CLIGEN)










First order, two state Markov 
model
Lengths of alternate dry 
and wet sequences, semi-
empirical distributions
fitted to observed series
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2.2 CLIGEN (CLImate GENerator)
CLIGEN was developed as a component of the Water Erosion Prediction Project (WEPP)
model to generate climate data to simulate erosion processes and sediment delivery at the hillslope
profile and small watershed scale [25,50,51]. A unique aspect of CLIGEN is its capacity to
simulate intensity patterns within a storm including storm duration, peak rain intensity, and time
to peak [25]. Basic climate variables required for any water resources study, including precipitation,
temperatures, solar radiation, and wind velocity are simulated by CLIGEN on a daily basis using 
monthly statistics (means, standard deviations, skew coefficients, etc.) of the observed weather
parameters. RAND, a pseudo random number generator in CLIGEN, produces a sequence of 
random numbers that are statistically independent of each other using a mathematical formula or
pre-calculated list. 
CLIGEN needs a standard parameter (*.par) file to generate synthetic data of unlimited length. 
The input required to make the PAR file is raw weather data which should contain some minimum
information about precipitation, and maximum and minimum temperatures. Other parameters may
need to be interpolated from nearby stations if data are not available at the location of interest.
Usually, the raw data are obtained in the form of a *.dly file from NOAA. The information in *.dly 
is translated to a *.DAT file which later can be transformed to a *.par file using Python scripting
(DAT2PAR.exe program). The basic information contained in the PAR file includes mean, standard
deviation, and skewness for precipitation on a wet day; probability of wet day occurrence provided
the previous day is wet or dry; average and standard deviation for maximum and minimum daily air 
temperatures; mean daily solar radiation and its standard deviation; dew point temperature; and time 
to peak rainfall intensity. CLIGEN can handle missing data to some extent although the PAR file
will not be generated if the input dataset has more than two months of continuous missing data.
In CLIGEN, temperatures are assumed to be normally distributed. To simplify the 
mathematics behind the simulation process, CLIGEN produces the maximum, minimum, and dew 
point temperatures with an assumption that they are independent of each other, although there are 
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checks in place to ensure that the values obtained are reasonable [52]. For example, there are
checks in place within CLIGEN to ensure that simulated daily minimum temperature does not
exceed simulated daily maximum temperature, which can happen if the underlying assumption of 
temperatures being normally distributed for each month is violated [52,53]. Precipitation is
calculated using a joint probability distribution. Fourier series interpolation/disaggregation is
considered to give more reliable results than linear interpolation, or interpolation performed to
preserve monthly averages for daily simulation from monthly data.
2.3 LARS-WG (Long-Ashton Research Station Weather Generator)
LARS-WG is a license-protected weather generator that uses 21 different parameters to 
denote interval bounds and count the number of events within each interval based on a semi-
empirical distribution based on which precipitation occurrence is predicted and amounts are
quantified [54]. Weather data are generated in three distinct steps. The first step is model
calibration, where the observed dataset is analyzed statistically. In the second stage, the synthetic
data and observed data are checked for any statistical difference. Lastly, using the observed data, 
a parameter file is created using monthly statistics as determined from observed data. For LARS­
WG, as little as a single year of data is sufficient to generate the synthetic climate data. However,
the use of at least 20–30 years of data are recommended [55] to better represent the climate for the
site in question. For extreme events, a longer observed data record may help capture less frequent
climate events. The LARS-WG parameter file contains information on semi-empirical 
distributions for the length of dry and wet series, precipitation, minimum and maximum 
temperatures and radiation calculated for dry and wet days, and correlation and auto correlation 
coefficients. Missing data in the observed data set may alter the statistics but the long-term climate
series will still be generated. The generator outputs result of statistical tests comparing the 
observed and generated data. The random seed generator that makes LARS-WG stochastic has a 
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The precipitation threshold to define if a day is dry or wet is 0.0 mm, this differing from
CLIGEN and WeaGETS where the threshold is 0.1 mm. Daily means and standard deviations are
conditioned based on whether a day is dry or wet, to generate daily maximum and minimum air
temperatures. Residuals are computed following a normal distribution, whereas daily maximum 
and minimum air temperature are generated based on a finite Fourier series of order 3. The pre-set
auto-correlation is 0.6 for maximum and minimum temperature which means that there is at 
minimum 60%-time autocorrelation for maximum and minimum air temperatures analyzed from
the observed residuals by removing the mean value from the observed dataset. Similar to CLIGEN,
a check is made during the simulation process, to preclude a situation where simulated minimum
temperature are higher than maximum temperatures. 
2.4 WeaGETS (Weather Generator)
WeaGETS is a flexible, stochastic, MATLAB-based weather generator which simulates
daily precipitation depth, and maximum and minimum daily air temperatures in a sequence of 
unlimited length. The uniqueness of WeaGETS is that it can use first, second, or third order
Markov chain models to generate precipitation occurrence, and four distributions (exponential, 
gamma, skewed normal and mixed exponential) to simulate precipitation quantity. This gives a
total of 12 submodels that can be used to simulate weather data within WeaGETS. In addition, 
there is an option for smoothing of precipitation parameters and low frequency correction. Fourier 
harmonics [21] can be used to smooth the precipitation generating parameters. Conditional and
unconditional schemes are available to simulate the maximum and minimum daily air temperatures.
The underestimated variability at monthly and inter-annual steps can be corrected using a spectral
correction approach [56]. The transitional probabilities required to account for precipitation
occurrence are computed biweekly. There is a provision to smooth the variations lying within a 2­
week period on a daily basis to account for true yearly distributions of the transitional probabilities 
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associated with precipitation occurrence. There are four different orders of Fourier harmonics that
can be used within the smoothing process. 
The input data required for weather generation in WeaGETS consist of daily precipitation, 
and maximum and minimum temperatures. The generator does not account for 29 February and
any significant precipitation event occurring on 29 February is redistributed equally between 28 
February and 1 March. The temperatures for a leap year (29 February) are simply removed [57]. 
The same constraints were applied in processing input data for this study. WeaGETS can handle 
missing values in the observed data set. There is not much information on random seed generation
within WeaGETS, although it is presumed that it uses the control random number generation 
function within MATLAB to generate random numbers that may be repeatable or different. 
2.5 Weather Generators (WGs) Configuration 
For each of the stations as selected, all the three weather generators (CLIGEN, LARS-WG,
and WeaGETS) were configured in their default state to simulate precipitation and minimum and
maximum temperatures using the observed data as described. WeaGETS was configured 
considering a combination of three different orders of Markov models with four different 
distributions, no smoothing, and using a conditional scheme to simulate temperatures. This yielded
six different submodels, herein termed WeaGETS-01 through WeaGETS-06. Submodels
WeaGETS-01 through WeaGETS-03 represent simulation outputs with a skewed normal
distribution and first, second, and third order Markov models, respectively, while WeaGETS-04
through WeaGETS-06 represent simulation based on mixed exponential distribution and first, 
second, and third order Markov models, respectively. Observed data for the period 1966–2015 
were used to generate input for the weather generators, for example, the parameter (*.par) file for
CLIGEN; Weather Generator (*.wgx) file in LARS-WG; and, as input for the MATLAB code for
WeaGETS. For each generator and at each station, output time series daily climate variables
comprising 50 realizations, each 50 years in length, were generated for use in this study. Different
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random number seeds were used to generate each realization, thus each set of 50-year outputs was 
expected to be different from the others, representing a range of variability in the generated values.
The random seed number can be fed externally to the CLIGEN and LARS-WG weather generators, 
while WeaGETS creates its own random seed number for each realization. 
2.6 Study Site Description
The Western Lake Erie Basin (WLEB, Figure 2.1) has an aerial span of 29,137 km2 (7.2 
million acres) and its tributaries run through three states, including Michigan, Indiana, and Ohio 
[58]. Lake Erie is the shallowest of the Great Lakes with the depth averaging 7.3 m (24 feet). The
WLEB receives an average annual precipitation ranging from 838 to 940 mm [59]. Average
monthly temperatures in the basin range from −12.5 ‡C (9.2 ‡F) in February to 27 ‡C (80 ‡F) in
July based on the period of record from 1887 to 2016 [60]. The lowest monthly precipitation depth
ranges between 49 and 50 mm/month, and is typically recorded in February for most of the WLEB
[60]. May, June, and July generally receive the greatest monthly precipitation ranging between 97
and 110 mm/month (3.8–4.3 in/month) across the basin [60]. The WLEB has a wide spread of 
national climatic data center (NCDC) climate stations with weather records dating back from the 
1890s to the present. Several of these stations have consistent records for daily precipitation depth,
and maximum and minimum daily air temperatures. For this study, a set of eight stations (Figure 
2.1) were selected for analysis, specifically those with more than 95% coverage in terms of data 
availability and continuity, and considering the need for spatial coverage across the entire basin
including Indiana, Ohio, and Michigan. Of the selected stations, Fort Wayne has the most
consistent dataset (100%) while Sandusky, Ohio had the least consistent dataset (98.4%). This
missing data generally were for short periods spanning 1 to 10 days, although in some instances
(1–2 years) there were 50–60 days of continuous missing values. This range of missing values was,







    
 
    
 
   
 
  












Figure 2.1. Study site location showing the Western Lake Erie Basin and the eight different
weather stations considered in this study.
2.7 Preliminary Analysis
The climate data for each of the stations were selected for the period 1966–2015 based on a 
preliminary analysis on long-term precipitation and temperature data at the Fort Wayne 
International Airport Station (Fort Wayne, Figure 2.1). This station has a continuous and relatively 
consistent climate data record spanning from 1 August 1939 to the present day. Based on this
preliminary analysis (Figure 2.2), upward trends were observed in annual precipitation over the 
entire dataset and for 1966–2015, although trends were not significant (p-value > 0.05). While a
decrease in precipitation was observed in the period between 1958 and 1965, the upward trend
observed between 1966 and 2015 was fairly consistent and reflective of current trends in climate
in the region [60]. Thus, this period was selected for further analysis. For this study, there was no 
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imputation done for missing data so as to minimize uncertainties that may arise in generated data
due to imputed data [61].
Once the time period had been determined, further analysis was conducted on the selected
eight stations to check for similarities or differences among the stations and, thus, further refine
the stations to be included in the weather generator comparisons. The stations that were distinctly
different from each other in terms of climatic patterns and basic characteristics of precipitation and 
minimum and maximum temperatures were selected for use in evaluating the weather generators. 
Their spatial location was considered as a secondary factor to have suitable coverage of the WLEB,
thus providing suitable representation of climate in the basin.
(a) (b)
Figure 2.2. Time series plot for yearly precipitation depth totals (in mm) with respect to time
(1940–2015 (a) and 1966–2015 (b)).
Based on the analysis, maximum precipitation patterns and characteristics of precipitation 
and minimum and maximum temperatures varied among some of the stations. For example, the
mean daily precipitation values ranged from 2.4 mm at Bowling Green and Sandusky to 2.7 mm
at Norwalk, Bucyrus, and Lima WWTP; the daily average maximum temperature varied from
14.4 °C at Sandusky to 15.9 °C at Lima WWTP; the daily average minimum temperature ranged
from 3.3 °C at Adrian to 5.9 °C at Sandusky. The percentage of days without precipitation ranged
from 63.2 at Bucyrus to 72.1 at Bowling Green. Data at Norwalk had the highest values of 
skewness (7.1) and kurtosis (116.3). Maximum precipitation patterns were similar for Adrian, 
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Lima WWTP, Bowling Green, and Fort Wayne, while data at Norwalk, Bucyrus, and Sandusky
showed some distinct peaks. Details of this analysis are provided in the Appendix A (Table A1 
and Figure A1).
Based on the aforementioned criteria, three stations (Adrian, Michigan; Norwalk, Ohio; 
Fort Wayne, Indiana) were selected for the analysis. Fort Wayne represented the upstream
conditions of the basin and its dataset had 100% availability over the study period, and Adrian was 
the only station in Michigan. Norwalk’s characteristics were generally distinct from those at the 
other two stations, particularly with regard to precipitation. The station is located on the eastern 
side of the basin, consistent with the criteria for spatial coverage. All of the three stations selected
had a consistent observed climate dataset. 
2.8 Data Analysis
Initial analysis involved plotting the distributions and computing descriptive statistics for
the daily precipitation and minimum and maximum air temperature values predicted by each 
weather generator and comparing the results with the same statistics obtained from the observed 
data [62]. In addition, the number of days with zero magnitude precipitation was also computed
for each generator and for observed data. This information was converted to percentages to make
it convenient for comparison. Plots of the distributions were also examined to obtain a visual 
comparison on how closely distributions of the generated values matched those of the observed 
data. Further analysis involved the comparison of variations observed in precipitation, and 
maximum and minimum temperatures within each realization to those of the observed data. In 
addition, the range of values from simulated results from each realization for each station were
evaluated to determine the extent of variability captured by each weather generator when compared
to observed data. Differences between the means of the observed data and those from each
realization were evaluated using Cohen’s Effect Size (Cohen’s d) which is preferable to
conventional p-values where datasets are large [39–42]. The Cohen’s-d value was calculated as 
  
  
    
   
 
   
 
 
    
    
   
  
 
    
 
  
     
 
  
      
 






the difference between the two means divided by the standard deviation of the observed data.
 
Cohen’s-d values can range from 0 to 1. Values of 0.2, 0.5, and 0.8 represents small, medium, and
 
large effects respectively [38]. Larger effects indicate larger differences in means between two
 
populations and less overlap between their distributions [63].
 




Dry spells: Based on existing literature [64,65], a period was considered a dry spell if there
were at least 15 consecutive days in which none of the days had greater than 0.1 mm of rainfall.
The 0.1 mm threshold was used in this study for consistency as two of the three weather generators
used this threshold to define a dry or wet day as previously described. Dry spells are indicators of 
drought and at the same time also affect aquatic life, and hydropower generation [66,67]. They are
also important in estimating irrigation water demand which also depends on the length of dry spells
[68]. 
Wet spells: Based on [69], a wet spell was considered to occur where there were more than 
three days with precipitation greater than or equal to 0.1 mm. In a given period, the wet spell was
considered to have ended when two continuous dry days were encountered. A record of wet spells 
is important for water management as it helps in water resource allocation and distribution. 
Moreover, information on wet spells helps in planning flood control measures and managing 
sediment transport and deposition in river basins.
Wet day and dry day count: In addition to wet and dry spells, a count of the number of
dry and wet days in each month was obtained, with a wet day and a dry day being defined as 
previously described. The number of dry and wet days within a month provides information that
is important for planning seed bed preparation, deciding planting date, and estimating crop water 
requirements. 
Snow days: Based on [70], precipitation occurring on a day with temperature lower than 
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occurrence for days in which there was precipitation. Snowmelt forms an important component of 
surface hydrology and can be related to the number of days in which snow occurred [71]. Thus, 
any variation in the number of snow days can give a clear picture about implications of climate
change on the hydrology of any watershed where snowmelt forms a component of water budget. 
Growing season temperature requirements/period of optimal growth: Temperature
plays a critical role in the plant germination and growth. An optimum temperature is required by
the plants for the process of photosynthesis; for corn, which is the most important crop in most of 
the watersheds in Midwest USA, a day with a temperature ranging between 20 and 25 °C is
considered to be ideal for growing corn and supporting its growth [72]. Thus, the period of optimal
growth is defined as the period of the year for which daily mean temperatures range between 20 
and 25 °C. However, a temperature of 10 °C is considered to be a threshold below which corn will 
not grow or will grow very slowly. Such a temperature is termed as a base temperature. Corn is an
economically important crop in the study area, with approximately 17,000 km2 under cultivation
[73,74]. Thus, identifying the temperature range helps in deciding optimum requirements required 
for corn to flourish as a function of temperature. 
Growing degree days (GDD): GDD or Heating Units (HU) are a measure of heat 
accumulation that controls the development characteristics of temperature-dependent plants. This
measure is used to classify the maturity of plant hybrids. It is based on the concept that the plant 
growth and development are a function of cumulative values of daily average temperature above
a certain base temperature over a period of time provided temperature is the only limiting condition
favoring crop growth and considering only positive or zero values in accumulation [72]. GDD for







   
 
  
   
 




The accumulated GDD values at the typical time of planting and harvesting corn in the 
Midwest U.S. was computed and averaged for four days in a year (1 and 15 May (planting), 1 and 
15 October (harvesting)).
For this study, all analyses were conducted on daily data, as these are the data that are
typically used in hydrologic, environmental, and agricultural modeling applications. Analysis on 





   
            
        
 
    
   
    
  
     
   
    
    
   
   
  
 
    
  
   
     
       






3.1 Summary Statistics and Data Distribution
All three generators captured mean values of daily precipitation depths relatively well
although some of the WeaGETS submodels tended to underestimate the values. However, this
underestimation was by a small margin (2.55–2.56 mm compared with 2.60 mm from observed).
With the exception of LARS-WG, the standard deviation of the simulated values was lower than 
that of the observed data, with values from CLIGEN having the smallest spread (6.64 mm). Output 
from all generators considering each realization had the same standard error (0.05 mm) as that of 
the observed data (0.05 mm). All generators captured the number of zero precipitation days
relatively well with the exception of LARS-WG which simulated, on average, about 6 (1.6%) more
days with zero precipitation than were evident from observed data. Precipitation depth values 
generated using a mixed exponential distribution (WeaGETS-04–06) were less skewed than the
observed data while those simulated using WeaGETS submodels 01–03, were much more skewed
than the observed data. LARS-WG was the most accurate in capturing the skewness of observed
data (4.85 compared with 4.77 from observed data). LARS-WG was also the most accurate in 
capturing the kurtosis coefficient, while the WeaGETS submodels had a similar response as 
observed with skewness. In both cases, CLIGEN performance was similar to that of WeaGETS­
04–06, which was unexpected since simulations were based on different distributions. LARS-WG 
captured the maximum daily precipitation fairly accurately (111.0 mm compared with 111.8 mm
from observed) while both CLIGEN and WeaGETS tended to overestimate this value.
All generators reproduced the mean maximum daily air temperatures well, with those
obtained from the WeaGETS simulations perfectly matching those from the observed data. The
standard deviation obtained from the CLIGEN simulations was equal to that from the observed
data (11.8 °C) while that from LARS-WG was lower (11.2 °C) and from WeaGETS was higher
(12.3 °C). The modal value of about 28.0 °C was captured well by both LARS-WG and CLIGEN, 
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while WeaGETS was not at all able to capture this value (−6.6 ‡C to 3.7 ‡C based on WeaGETS­
simulations). Only LARS-WG was able to capture the range of maximum temperature values with
reasonable accuracy (−22.8 ‡C–39.2 ‡C, range = 62 ‡C compared with −23.9 ‡C–41.1 °C, range =
65 °C from observed data). Both CLIGEN and WeaGETS tended to overestimate the range of
values with a range as high as 83.8 °C being obtained from WeaGETS.
All generators captured mean minimum daily air temperatures relatively well, however they were 
unable to capture the modal value of minimum temperatures with deviations ranging from −1.8 ‡C 
(WeaGETS-06) to 17.2 °C (LARS-WG). As with maximum temperatures, LARS-WG performed
best in capturing the range of values of minimum temperatures, while both CLIGEN and
WeaGETS tended to overestimate this range.
No appreciable differences were seen in the distribution of precipitation between observed
and simulated values with the exception of the maximum value which only LARS-WG was able
to capture. For maximum and minimum temperatures, the main differences were seen at the
extremes, with all generators generally being able to capture the data distribution between the 25th
and 97.5th percentiles. LARS-WG generally performed well for temperature simulation, showing 
only slight deviations for maximum temperatures and at the 97.5th percentile for minimum 
temperatures. Both CLIGEN and WeaGETS showed deviations at the maximum and minimum
values of daily air temperature with WeaGETS having the largest deviations. Simulated values
from CLIGEN and LARS-WG were far better than those from WeaGETS in terms of deviations
from observed data for the different weather variables, including daily precipitation, maximum 
temperature, and minimum temperature.
Detailed results are presented in the Appendix A (Table A2).
3.2 Extreme Variables
From Table 3.1, simulated dry sequences from CLIGEN and WeaGETS-03 were closest to
those based on observed data (24 and 26, respectively compared to 18 from observed data). 
  
    
  
    
          
    
      
     
   
    
     
  
 
   
    
      
   
 




WeaGETS-06 generated 207 wet sequences while LARS-WG and WeaGETS-05 both generated 
209 wet sequences, all of which were closest to the 213 wet sequences obtained from the observed
data. The Growing Degree Days (GDD) accumulation was simulated best by CLIGEN with an 
exception observed near the harvesting date (1 October) for which simulations from WeaGETS­
05 were considered closer to the observed data. All other WeaGETS submodels overestimated GDD
while LARS-WG underestimated the GDD values. LARS-WG, WeaGETS-04, and WeaGETS-05
accurately reproduced the average 33 snow days in a year while WeaGETS-06 was fairly close
with an average of 32 snow days in a year. The total number of snow days observed in 50 years 
(1623) were simulated best by LARS-WG (1669) and WeaGETS-04–06 (1619–1644). For the
number of growth range days per year, CLIGEN, WeaGETS-03, and WeaGETS-06 outperformed
the other generators generating 61 days per year when compared with 63 days per year obtained
from observed data. However, these models underestimated the total number of growth range days
in 50 years although the CLIGEN-simulated value (3068 days) was closest to the value computed
from observed data (3161 days). 
The number of dry and wet days in a month generated by different weather generators 
showed maximum variations in the growing season with some variations seen in winter months. 
Figure 3.1 shows these variations during the growing season months (May–October). In most cases,
the WeaGETS submodels either underestimated or overestimated the number of dry and wet days
in a month. In very few cases, LARS-WG underestimated the number of wet days while 
overestimating the number of dry days. Generally, CLIGEN performed best at simulating the 
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WeaGETS01 represents simulation outputs from WeaGETS with
daily precipitation amounts based on a skewed normal distribution
and precipitation occurrence generated based on first order Markov 
models, respectively; WeaGETS04 represents simulation outputs
from WeaGETS with daily precipitation amounts based on a mixed 
exponential distribution and precipitation occurrence generated
based on first order Markov models, respectively. (Details are 
provided in Table A3 in the Appendix A.
Figure 3.1. Number of dry days and wet days based on 
values simulated by LARS-WG, CLIGEN, and 








          
          
          
          
          
          
          
          
          
          
          
           
           
           
     
  
    
     
     
  





Table 3.1. Evaluation of the weather generators in simulating different extreme variables/events associated with precipitation
and temperature for the Fort Wayne station compared to the values obtained from the observed data.
Extreme Observe LARS­ CLIGE WeaGETS01 WeaGETS0 WeaGETS0 WeaGETS0 WeaGETS0 WeaGETS0 
Variables/Events d WG N * 2 3 4 5 6
Dry Sequence
Count for 50 years 18 34 24 49 48 26 35 34 29
Wet Sequence
Count for 50 years 213 209 279 185 159 224 245 209 207
Growing Degree Days
1 May 89.0 53.6 85.7 106.6 108.2 110.0 108.2 105.4 111.0
15 May 154.8 114.4 152.6 179.7 179.0 186.2 181.2 177.6 184.4
1 October 1632.5 1561.9 1612.7 1666.0 1661.5 1670.7 1656.5 1651.4 1669.1
15 October 1675.0 1608.4 1668.4 1732.5 1726.0 1732.7 1725.1 1720.8 1735.4
Snow Days
Number of days per year 33 33 37 31 30 34 33 33 32
Period of Optimal Growth
Number of days per year 63 71 61 60 60 61 60 59 61
* WeaGETS-01, 02, and 03 represent simulation outputs from WeaGETS with daily precipitation amounts based on a skewed normal 
distribution and precipitation occurrence generated based on first, second, and third order Markov models, respectively; WeaGETS-04,
05, and 06 represent simulation outputs from WeaGETS with daily precipitation amounts based on a mixed exponential distribution
and precipitation occurrence generated based on first, second, and third order Markov models, respectively. The number of observations
is 18,262 (50 years) for observed data, 913,100 for CLIGEN (50 years for each of 50 different realizations with leap years taken into 
account), and 912,500 for LARS-WG and WeaGETS (50 years for each of 50 different realizations without 29 February on leap years
which the two generators do not take into account). Bolded values indicate the simulated values from the weather generators that were 
closest to the observed data.
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Overall, the WeaGETS model did not perform well based on descriptive statistics, output
value distributions, and evaluation of extreme variables. These discrepancies were thought to be
due to intricacies in WeaGETS parameterization, which warrants further assessment before the
model can be evaluated fully. Results from this generator were thus not considered further in
comparative assessments.
3.3 Analysis of Distributions
The range of values for mean precipitation simulated from each weather generator were 
generally within the range of means computed from observed data (Table 3.2). Values obtained 
for Cohen’s d were generally small, indicating that the mean differences between simulated and
observed data were small. A slight exception was observed at Fort Wayne for which Cohen’s d
values were slightly above the 0.2 threshold for small differences. However, these values were
smaller than the 0.5 threshold for medium differences, thus the differences were still considered
small. In addition, the non-overlap region between the simulated distribution and observed data
distribution ranged from 0% to 21.3% [75] for all the three weather variables and weather stations.
LARS-WG generally captured the standard deviations relatively well based on the range of values 
obtained from simulated data. The range of standard deviation values obtained for CLIGEN-
simulated precipitation was, however, generally lower when compared with the observed data 
(Table 3.2). The observed values for standard error, number of days with zero precipitation,
skewness, and kurtosis for each station were captured relatively well by both generators although
the range of skewness values obtained was somewhat large at the Norwalk station (both
generators). A similar observation was made for kurtosis at the same station. Generally, no 
appreciable differences were observed in precipitation values until about the 99.5th percentile 
value. The largest differences were seen with maximum precipitation, with CLIGEN tending to
overestimate this value at all stations. 
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Mean values of maximum temperature were captured well by both generators based on Table
3.2. Cohen’s d values were especially low for all generators and at all stations indicating that the
mean value was maintained for all realizations and there was small or negligible non-overlap between
the simulated and observed distributions for maximum temperature. LARS-WG tended to
overestimate maximum temperatures at lower quantiles while CLIGEN captured these values
relatively well. However, CLIGEN tended to overestimate the higher values with the largest 
difference seen at the maximum (Q100) while LARS-WG tended to underestimate these higher 
values (Table 3.2). CLIGEN was better at capturing skewness and kurtosis, and both generators 
captured the standard error fairly well. 
A similar behavior was seen with mean values for minimum temperatures although Cohen’s
d values were much larger than those for maximum temperatures especially at Fort Wayne (Table 
3.2). Standard deviations obtained from LARS-WG simulated data were lower than those 
associated with observed data while values for CLIGEN-simulated data matched observed values 
relatively well. Both generators missed the standard error by a small margin with the exception of 
CLIGEN at Fort Wayne, and similarly for skewness with the exception of CLIGEN at Norwalk
(Table 3.2). Neither generator was able to capture the kurtosis with respect to minimum
temperature. Both generally captured the lowest values relatively well. As with maximum 
temperatures, CLIGEN tended to overestimate the higher values and especially at the maximum 
while LARS-WG tended to underestimate these values (Table 3.2). The density distributions based
on daily precipitation (Table 3.2) revealed that all the weather generators were able to simulate the 
precipitation with zero values well. Density charts for maximum, and minimum temperature are 
provided in Figures A2 and A3 in the Appendix A, respectively.
Based on the distribution of daily maximum precipitation (Figure 3.2), CLIGEN was able to 
simulate the fluctuations/noise seen in the observed data well. This was thought to be because of 
the skewed normal distribution used to account for precipitation within CLIGEN, which allowed
the generator to pick up the fluctuations. While LARS-WG also captured observed patterns of 
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maximum precipitation, it had the tendency to smooth the values, possibly attributable to its use of a
semi-empirical distribution to determine precipitation amounts. Observed data patterns for maximum
and minimum temperatures were generally captured well by both LARS-WG and CLIGEN 




    











          
          
 
         
          
            
          
      
 
   
           
          
          
          
 
          
          
 
         
          
   
 
     
 




Table 3.2 Descriptive statistics for daily precipitation (mm), maximum temperature (°C), and minimum temperature (°C)
obtained from simulated values from the weather generators (CLIGEN and LARS-WG) for the three weather stations in the
Western Lake Erie Basin compared to the statistics obtained from the observed precipitation data.
Precipitation, mm
Adrian Norwalk Fort Wayne
Observe LARS-WG Observe LARS-WG Observe LARS-WG 
CLIGEN ** CLIGEN ** CLIGEN **
d ** d ** d **
Mean 2.5 2.4–2.7 2.4–2.5 2.6 2.5–2.8 2.5–2.6 2.6 2.5–2.7 2.5–2.6
Cohen’s-d † – 0.017–0.036 0.015–0.023 – 0.043–0.065 0.057–0.061 – 0.20–0.23 0.21–0.22
Standard 
6.6 6.5–7.2 6.3–6.6 7.1 6.6–8.2 6.3–7.0 6.9 6.7–7.4 6.4–6.8
Deviation
Standard Error 0.050 0.048–0.052 0.046–0.048 0.05 0.048–0.060 0.046–0.052 0.05 0.0495–0.054 0.048–0.050
No rainfall days %) 66.8 66.2–67.7 66.7–67.5 63.6 63.4–65.2 63.3–64.2 63.4 63.4–65.5 63.0–63.9
Skewness 4.87 4.52–5.24 4.32–5.24 5.06 5.01–10.03 4.70–9.70 4.77 4.40–5.30 4.19–4.94
35.42– 
Kurtosis 38.73 31.78–44.14 28.08–54.45 116.31 41.95–208.04 36.22 29.05–43.25 26.51–42.89
235.05
Q ‡ 95 14.7 14.2–16.1 14.3–15.2 15.2 14.4–16.0 13.8–14.5 15.5 14.7–16.2 14.7–15.6
Q97.5 22.1 21.9–23.8 20.7–22.0 22.6 21.6–24.1 20.1–21.5 23.4 22.3–25.0 21.8–23.0
Q99.5 41.1 40.5–45.2 37.7–40.7 40.1 39.3–44.5 36.6–41.1 42.2 41.08–46.8 38.8–43.5
Q100 (Max) 120.0 93.0–120.8 82.1–171.3 229.1 124.0–228.4 103.3–277.6 111.8 86.9–111.5 84.0–147.0
Maximum Temperature *, °C
Mean 15.0 14.9–15.1 14.9–15.0 15.0 15.0–15.1 15.0–15.1 15.5 15.4–15.6 15.4–15.5
Cohen’s-d – 0.101–0.112 0.101–0.104 – 0.069–0.079 0.072–0.075 – 0.0002–0.12 0.002–0.006
Standard 
11.6 11.1–11.3 11.5–11.6 11.5 11.0–11.2 11.4–11.5 11.8 11.2–11.4 11.7–11.8
Deviation
Standard Error 0.087 0.082–0.084 0.085–0.085 0.085 0.081–0.083 0.084–0.085 0.087 0.083–0.084 0.086–0.087
Skewness (0.23) (0.20)–(0.17)
(0.25)– 
(0.27) (0.25)–(0.21) (0.30)–(0.27) (0.32) (0.29)–(0.25)
(0.33)– 
(0.22) (0.31)





    
 
     
 
          
          
          
          
          
          
 
          
          
  
         
          
   
 
     
 
          
   
 
     
 
          
          
          
          
          
     
    






Q0 (Min) (20.0) (19.6)–(15.5)
(24.2)– 
(22.2) (21.7)–(16.7) (27.3)–(19.1) (23.9) (23.1)–(17.1)
(27.1)– 
(16.9) (18.9)
Q25 5 4.9–5.3 5.1–5.4 5.6 5.3–5.7 5.8–6.0 5.6 5.2-5.7 5.7-6.0
Q50 16.11 15.8–16.1 15.8–16.1 16.1 16.0–16.3 16.0–16.3 17.2 16.6-17.0 16.7-17.0
Q75 25 25.0–25.3 24.9–25.1 25 24.7–25.0 24.7–25.0 26.1 25.6-26.0 25.6-25.8
Q97.5 32.22 31.7–32.1 32.6–33.0 32.8 31.6–32.0 32.6–32.9 32.8 31.7-32.0 33.0-33.4
Q99.5 34.44 33.8–34.4 35.4–35.9 34.4 33.6–34.1 35.5–36.1 35.0 33.6-34.3 35.5-36.2
Q100 (Max) 40 36.9–37.6 40.0–45.6 39.4 36.7–37.5 40.4–45.4 41.1 37.4-38.8 40.0-45.4
Minimum Temperature *, °C
Mean 3.3 3.1–3.3 3.2–3.3 4.5 4.4–4.6 4.5–4.6 4.8 4.8–5.0 4.7–4.8
Cohen’s-d – 0.128–0.148 0.137–0.142 – 0.220–0.250 0.240–0.250 – 0.320–0.340 0.310–0.320
Standard 
10.0 9.5–9.7 9.9–10.0 10.1 9.7–9.8 10.1 10.3 9.8–10.0 10.3–10.4
Deviation




(0.29) (0.23)–(0.19) (0.30)–(0.27) (0.36) (0.32)–(0.26)
(0.34)– 
(0.31)




(29.4) (29.4)–(27.0) (38.6)–(28.5) (30.0) (30.1)–(27.7)
(42.1)– 
(30.2)
Q25 (3.9) (9.8)–(9.3) (4.2)–(4.1) (2.8) (3.1)–(2.8) (3.1)–(2.9) (2.2) (2.6)–(2.3) (2.9)–(2.7)
Q50 3.3 3.0–3.3 3.6–3.9 4.4 4.3–4.6 5.0–5.2 5.0 4.9–5.1 5.3–5.6
Q75 11.7 11.3–11.6 11.4–11.6 12.8 12.8–13.1 12.8–13.0 13.3 13.3–13.7 13.3–13.5
Q99.5 21.7 20.8–21.3 22.2–22.8 22.8 20.0–20.3 23.5–24.0 22.8 21.9–22.4 23.5–24.0
Q100 24.4 23.8–24.2 26.5–30.5 26.1 24.4–25.3 27.8–32.2 25.6 24.5–25.6 27.6–31.9
** Range of values for different statistic parameters from the 50 different realizations while simulating the long-term climate data
using different weather generators; † Cohen’s-d value calculated as the difference of two means divided by the standard deviation of 
the observed data, expressed as a measure of effective size; Q ‡: Quantile; # Unless otherwise specified, values in parentheses are
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Figure 3.2. Distribution of maximum precipitation amount (in mm) during each Day of Year (DOY) generated from each
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Figure 3.3. Distribution of mean maximum temperature amount (in degrees Celsius) during each Day of Year (DOY) generated 
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Figure 3.4. Distribution of mean minimum temperature amount (in degrees Celsius) during each Day of Year (DOY) generated
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3.4 Distribution of Distributions
Figures 3.5–3.7 show the results of an in-depth assessment of the distributions of the
skewness, means and standard deviations across all 50 realizations. Based on Figure 3.5, both
generators generally captured the skewness of the daily precipitation relatively well except at 
Norwalk for which the patterns were sporadic for both generators and the observed value was only
captured in a few of the realizations. Both generators also generally performed well for the 
skewness of the maximum and minimum daily air temperatures, although values from LARS-WG 
were overestimated albeit by a small margin. Values from CLIGEN were closely matched with the 
observed value for all 50 different realizations (Figure 3.5). 
From Figure 3.6, LARS-WG captured the mean value of observed precipitation relatively
well for the three different weather stations. CLIGEN also simulated the mean values relatively
well except at Norwalk where it underestimated the mean value in all 50 different realizations,
albeit by a small margin (0.15 mm). Overall, LARS-WG performed better than CLIGEN in 
simulating the mean values for precipitation for all three weather stations. However, both weather 
generators performed well with all 50 different realizations in capturing the mean values of
precipitation for the given weather station. Both generators captured the maximum and minimum 
daily air temperatures relatively well, consistent with previous observations.
LARS-WG generally performed better with respect to standard deviations for precipitation 
relative to the observed values over the 50 different realizations (Figure 3.7) although variations 
in standard deviations were more than those in CLIGEN-simulated data. Standard deviations from
CLIGEN data were more or less consistent across realization although values were slightly
underestimated compared to the observed value for most of the realizations. Larger discrepancies 
were seen at Norwalk than at Adrian and Fort Wayne. For all 50 realizations, standard deviations 
for maximum and minimum temperatures at the three weather stations were underestimated based 




    
   
   
     
   
  
 
    
   
 
  
   
   




To account for the maximum variation in weather variables from the weather generators for 
all three weather stations, the counts for days with precipitation, maximum and minimum
temperatures with values more than the 95th and 99.5th percentile values from observed data were 
computed (Table A4). The only discrepancy noticed was in the case of maximum temperature 
simulation at the 95th and 99.5th percentiles for Adrian and Norwalk and for minimum
temperature at 99.5th percentile for Fort Wayne, where the number of days were slightly 
underestimated. Growing days and snow days simulated by LARS-WG and CLIGEN respectively
were overestimated for all three weather stations. The simulation for growing degree day
accumulation by LARS-WG for Norwalk was in line with the Fort Wayne while for Adrian,
CLIGEN overestimated the GDD accumulation value. The wet sequence simulated for Adrian and 
Norwalk by LARS-WG and CLIGEN respectively was similar to the dry sequence seen for Fort 
Wayne (Table A4). CLIGEN overestimated the number of dry days for August for Adrian and
Norwalk, which was the opposite of results at Fort Wayne in which the corresponding number of
dry days were underestimated (Figure A7). Both CLIGEN and LARS-WG overestimated the 
number of wet days for April for Adrian unlike those at Norwalk and Fort Wayne, where they 
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This study was aimed at evaluating the performance of three stochastic weather generators 
(CLIGEN, LARS-WG, and WeaGETS) for simulating weather data, with the Western Lake Erie 
Basin (WLEB) as a pilot study site. The study accounted for the simulated weather variables 
characteristics in terms of distributions, extreme variables, and variations in simulating statistical
parameters based on 50 different realizations. Because of the combination of distributions 
(exponential, gamma, skewed normal, and mixed exponential), Markov models, and other options
that WeaGETS provides, there were a large number of potential sub-models that could be included, 
which made it challenging to evaluate this generator effectively within the scope of this study.
Thus, work on this generator was discontinued early in the process.
Both CLIGEN and LARS-WG performed fairly well with respect to representing the 
statistical characteristics of observed daily precipitation and minimum and maximum daily air 
temperatures. LARS-WG performed better in capturing the multimodal peaks seen in observed
temperatures and was able to reproduce the observed data for both weather variables (temperature 
and precipitation) better than the other two generators as observed from the density plots [62]. 
LARS-WG also had very good representation of the dry and wet day sequences, consistent with
[76], and performed well at simulating snow days and precipitation events, making it suitable for 
hydrologic studies. CLIGEN overestimated the dry sequences and snow days but had the added 
advantage of simulating a wide range of climate variables (nine, compared with three to four
variables for LARS-WG and WeaGETS). This generator was also well able to simulate the period
of optimal growth and growing degree days, making it especially suitable for crop growth 
simulation, consistent with [77]. 
The use of a semi-empirical distribution to account for and quantify the amount of
precipitation, as in the case of LARS-WG, appears to be better for simulating wet and dry spells
and daily precipitation especially for extreme rainfall simulation (Table 2. 1). This is consistent 
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with climate studies by [78]. Although LARS-WG can work with small datasets to simulate long­
term climate, longer observed datasets can help in generating better parameters. LARS-WG was 
developed specifically for generating climate data of sufficient length to help understand climate
change impact on agriculture and hydrology in small areas [79]. The question of length of climate
data required for better simulation is an important topic of future research.
Temperatures in CLIGEN are simulated independently from precipitation. This is done so as to
better represent weather parameters including rainfall intensity and time to peak which is
somewhat more difficult to achieve with weather generators where the parameters are dependent 
[52]. In this study, CLIGEN tended to overestimate the dry and wet sequences for all of the weather 
stations. The possible reason for the discrepancy is the use of two random variables by CLIGEN 
to preserve the auto- and cross-correlations for and between maximum and minimum temperatures 
that may result in variations from observed data in order to preserve statistics and distributions 
during simulation [80]. A first order linear auto regressive model is used in LARS-WG which
seems to perform better at preserving the observed auto- and cross- correlations [81]. The 
temperatures reproduced by LARS-WG are not conditioned on each other like in CLIGEN but are
conditioned on precipitation status. Compared with GCMs, weather generators focus on small
scales, are computationally faster, and can produce results with many different realizations based
on random seed generators. However, data from GCMs and RCMs, which cannot be used directly 
as input to hydrologic model for climate change impact studies, need to be downscaled to the
required spatial and temporal scale, and weather generators (LARS-WG and CLIGEN) provide a
means to statistically downscale the data. 
As was the case in this study, such analyses often result in large datasets, which present
specific challenges with respect to statistical analysis. In particular, goodness of fit tests for such
large datasets will likely produce significant results (p-value < 0.05) which could lead to false
decisions. Moreover, in climate studies, statistical significance does not always provide an
adequate basis for decision-making; for example, a rise in temperature by two degrees Celsius may
  
 
   




not be statistically significant but it can adversely affect the vegetation growth and lead to
ecological imbalances, possibly due to habitat alterations and/or melting glaciers [82–84]. In this
study, emphasis was placed on visualization and an alternative to significance testing (Cohen’s-d 




    
   
   
      
    
    
   
  
     
  
   
 
   
   
 
   
 
    
   
  
  







Overall, LARS-WG and CLIGEN both performed well at simulating the long-term climate
data in the Western Lake Erie Basin (WLEB) and either one is suitable for further work in the 
basin. More work is needed to evaluate WeaGETS for use in the basin. With their capacity to 
generate a wide range of weather variables and their potential for use in statistical downscaling, 
weather generators have a promising future for climate studies. They are simple to understand and 
work with and can be used to fill missing data with the least bias if the gaps are short. In addition,
the WGs can be used to develop synthetic climate data series for ungauged areas of interest using
the long-term continuous and consistent records of neighboring or similar stations. An in-depth 
understanding of distributions, intent or application purpose, and range of data availability can 
help choose the most appropriate weather generator. Since weather generators produce random 
variables, a number of realizations are needed in order to cover the range of variability in climate. 
Additional work is required to determine definitively the number of realizations needed to have 
the most reliable data reproduced by weather generators at the least computational expense. 
Further work is also needed for more reliable parametrization to better account for extreme events 
while mirroring the statistical properties of the observed data. Results of this work are specific to 
the WLEB and might not be directly applicable elsewhere. Methodologies and approaches can,
however, be used in other areas where similar assessments are being considered.
Author Contributions: Sushant Mehan conducted all simulation runs with the weather generators,
helped design the data analysis, conducted the analysis using R-Script that he developed, and 
prepared the first draft of the manuscript. Margaret W. Gitau (corresponding author) defined the 
research topic, designed and coordinated the data analysis, provided constructive feedback on the
manuscript, and provided overall leadership for the work. Tian Guo provided insights on
WeaGETS parameterization and application. Dennis Flanagan who is the lead scientist responsible 
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Table A1. Descriptive statistics showing variation between different weather stations
within the Western Lake Erie Basin.
Daily Precipitation (mm)
Adrian Bowling Green Sandusky Norwalk Bucyrus Lima Defiance Fort Wayne
Mean Value 
2.5 2.4 2.4 2.7 2.7 2.7 2.5 2.6
over All Days
SD 6.6 6.6 6.9 7.1 7.1 7.1 7.0 6.9
n 17,817 18,079 17,451 18,042 17,991 17,968 18,132 18,262
Days with Zero
66.8 72.1 63.5 63.6 63.2 64.7 64.6 63.4
Value (%)
Skewness 4.9 5.3 6.1 7.1 6.4 4.8 7.0 4.8
Kurtosis 38.7 45.9 66.9 116.3 95.0 39.6 126.2 36.2
Daily Maximum Temperature (°C)
Mean 15.0 15.5 14.4 15.0 15.1 15.9 15.4 15.5
SD 11.6 11.8 11.2 11.5 11.6 11.5 11.9 11.8
n 17,817 18,079 17,451 18,042 17,991 17,968 18,132 18,262
Skewness −0.2 −0.3 −0.2 −0.3 −0.3 −0.4 −0.3 −0.3
Kurtosis 1.9 2.0 2.0 2.0 2.0 2.1 2.0 2.0
Daily Minimum Temperature (°C)
Mean 3.3 4.5 5.9 4.5 4.0 5.5 4.1 4.8
SD 10.0 10.1 10.2 10.1 10.1 10.3 10.4 10.3
n 17,817 18,079 17,451 18,042 17,991 17,968 18,132 18,262
Skewness −0.3 −0.3 −0.3 −0.3 −0.3 −0.3 −0.3 −0.4
Kurtosis 2.5 2.4 2.3 2.4 2.5 2.4 2.5 2.5
Figure A1. Comparison of daily maximum precipitation amounts and patterns 
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Table A2. Summary statistics for daily precipitation and maximum and minimum air temperatures obtained from LARS-WG,
CLIGEN, and WeaGETS for Fort Wayne in comparison to those from observed data.
Statistic Obs. † LARS-WG CLIGEN WeaGETS-01 * WeaGETS-02 WeaGETS-03 WeaGETS-04 WeaGETS-05 WeaGETS-06
Precipitation, mm
Mean 2.60 2.58 2.58 2.55 2.56 2.61 2.56 2.56 2.59
S.D. 6.89 7.00 6.64 6.75 6.80 6.83 6.71 6.71 6.78
Std. Err. 0.05 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Mode 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Days w/Zero (%) 63.4 65.0 63.5 64.0 64.0 63.5 64.0 64.0 63.6
Skewness 4.77 4.85 4.56 4.89 5.06 4.92 4.49 4.46 4.53
Kurtosis 36.22 36.38 33.50 40.63 46.46 43.96 31.60 30.95 32.96
Max. 111.8 111.0 147.0 200.8 266.9 282.6 132.7 140.3 195.6
Maximum Temperature, °C
Mean 15.5 15.4 15.4 15.5 15.5 15.5 15.5 15.5 15.5
S.D. 11.8 11.2 11.8 12.3 12.3 12.3 12.3 12.3 12.3
Std. Err. 0.09 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Mode 28.3 28.1 27.9 −1.3 −6.6 −5.3 −3.6 −5.2 3.7
Skewness −0.32 −0.26 −0.32 −0.27 −0.26 −0.28 −0.27 −0.26 −0.28
Kurtosis 2.03 1.87 2.08 2.02 2.02 2.02 2.02 2.03 2.02
Max. 41.1 39.2 45.4 55.4 51.6 50.9 55.7 52.5 52.9
Min. −23.9 −22.8 −27.1 −27.3 −30.6 −28.0 −28.1 −27.9 −25.5
Minimum Temperature, °C
Mean 4.8 4.8 4.9 4.8 4.8 4.8 4.7 4.7 4.8
S.D. 10.3 9.7 10.3 10.5 10.5 10.6 10.5 10.5 10.5
Std. Err. 0.08 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Mode 0.00 17.2 13.8 −8.0 −14.1 −14.3 −13.2 −15.2 −1.8
Skewness −0.36 −0.25 −0.33 −0.37 −0.36 −0.40 −0.37 −0.37 −0.39
Kurtosis 2.51 2.28 2.40 2.50 2.50 2.56 2.50 2.52 2.55
Max. 25.6 25.6 31.9 37.2 37.0 36.7 36.7 36.6 36.7
Min. −30.0 −30.0 −42.1 −41.0 −44.2 −42.9 −45.9 −44.8 −42.3
† Observed; * WeaGETS-01, 02, and 03 represent simulation outputs from WeaGETS with daily precipitation amounts based on a skewed normal distribution and
precipitation occurrence generated based on first, second, and third order Markov models, respectively; WeaGETS-04, 05, and 06 represent simulation outputs from
WeaGETS with daily precipitation amounts based on a mixed exponential distribution and precipitation occurrence generated based on first, second, and third order
Markov models, respectively. The number of observations is 18,262 (50 years) for observed data, 913,100 for CLIGEN (50 years for each of 50 different realizations
with leap years taken into account), and 912,500 for LARS-WG and WeaGETS (50 years for each of 50 different realizations without 29 February on leap years which 






    
 
          
 
          
          
          
          
          
          
          
          
          
          
          
          
 
          
          
          
          
          
          
          
          
          
          
          
          
                     
                     
                      




Table A3. Number of dry and wet days per month simulated by the different weather generators (LARS-WG, CLIGEN,
WeaGETS) for the Fort Wayne compared with the observed data.
Count Observed LARS-WG CLIGEN WeaGETS-01 † WeaGETS-02 WeaGETS-03 WeaGETS-04 WeaGETS-05 WeaGETS-06
Dry Days
January 19 19 19 20 20 19 19 19 19
February 18 17 18 18 18 18 18 18 18
March 19 18 19 21 21 19 19 19 20
April 17 17 17 19 19 17 18 18 18
May 19 19 19 20 20 18 19 19 19
June 19 21 19 21 20 19 20 19 19
July 21 21 21 23 23 21 21 21 21
August 22 23 21 23 23 22 22 22 22
September 21 22 21 22 22 21 21 22 21
October 21 21 21 22 22 21 22 22 21
November 19 19 19 20 20 19 20 20 19
December 18 19 18 21 21 18 19 19 19
Wet Days
January 12 12 12 11 11 12 12 12 12
February 10 11 10 10 10 10 10 10 10
March 12 13 12 10 10 12 12 12 11
April 13 13 13 11 11 13 12 12 12
May 12 12 12 11 11 13 12 12 12
June 11 9 11 9 10 11 10 11 11
July 10 10 10 8 8 10 10 10 10
August 9 8 10 8 8 9 9 9 9
September 9 8 9 8 8 9 9 8 9
October 10 10 10 9 9 10 9 9 10
November 11 11 11 10 10 11 10 10 11
December 13 12 13 10 10 13 12 12 12
† WeaGETS-01, 02, and 03 represent simulation outputs from WeaGETS with daily precipitation amounts based on a skewed normal distribution and precipitation 
occurrence generated based on first, second, and third order Markov models, respectively; WeaGETS-04, 05, and 06 represent simulation outputs from WeaGETS
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The horizontal axis represents maximum temperature with the magnitude divided into several intervals; the vertical axis
represents density expressed as the inverse of the difference of maximum temperature within a specific bin. Probability 
density can be expressed as a frequency by multiplying the interval range on the horizontal axis by the density on the vertical
axis.
Figure A2. Distribution of daily Maximum Temperatures as simulated by LARS-WG and
CLIGEN in comparison to the observed data for select weather stations in the Western Lake Erie 
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The horizontal axis represents minimum temperature with the magnitude divided into several intervals; the vertical axis represents
density expressed as the inverse of the difference of minimum temperature within a specific bin. Probability density can be expressed 
as a frequency by multiplying the interval range on the horizontal axis by the density on the vertical axis.
Figure A3. Distribution of daily Minimum Temperatures as simulated by LARS-WG and CLIGEN in
comparison to the observed data for select weather stations in the Western Lake Erie Basin (Adrian,
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Figure A4. Distribution of distributions (Realizations: 1:50) for Skewness of weather variables (Precipitation, Maximum 
Temperature, and Minimum Temperature) simulated from weather generators (CLIGEN, LARS-WG) compared to 
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Figure A5. Distribution of distributions (Realizations: 1:50) for Mean of weather variables (Precipitation, Maximum 
Temperature, and Minimum Temperature) simulated from weather generators (CLIGEN, LARS-WG) compared to
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Figure A6. Distribution of distributions (Realizations: 1:50) for Standard Deviation of weather variables (Precipitation,
Maximum Temperature, and Minimum Temperature) simulated from weather generators (CLIGEN, LARS-WG)
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Table A4. Evaluation of the weather generators in simulating different extreme variables/events associated with daily
precipitation (mm), maximum daily air temperature (°C), and minimum daily air temperature (°C) for the three weather
stations in Western Lake Erie Basin compared to the values obtained from the observed data.
ADRIAN NORWALK FORT WAYNE
Precipitation (mm) 
Extreme Variables/Events Observed LARS-WG CLIGEN Observed LARS-WG CLIGEN Observed LARS-WG CLIGEN
For 50 years
Days more than 95th Percentile * 916 940 918 943 926 820 896 903 891
Days more than 99.5th Percentile * 92 105 76 92 103 85 91 104 80
Maximum Temperature
For 50 years
Days more than 95th Percentile * 1085 736 985 1029 690 952 752 533 907
Days more than 99.5th Percentile * 137 74 204 128 61 212 64 42 169
Minimum Temperature
For 50 years
Days more than 95th Percentile * 957 641 805 1018 708 885 19 543 785
Days more than 99.5th Percentile * 73 53 151 64 70 168 3 53 182
Dry Sequence
Count for a Period of 50 Years 39 45 38 14 19 27 18 34 24
Wet Sequence
Count for a Period of 50 Years 191 178 225 230 231 284 213 209 279
Snow Days
Average Number of Days in a Year 30 31 35 32 30 36 33 33 37
Growing Degree Days
1 May 59.73 82.00 89.39 57.87 85.79 70.64 89.0 53.6 85.7
15 May 107.77 135.05 154.70 111.08 152.58 129.60 154.8 114.4 152.6
1 October 1380.33 1498.52 1632.39 1412.10 1612.71 1502.53 1632.5 1561.9 1612.7
15 October 1412.14 1538.57 1674.93 1455.34 1668.40 1556.20 1675.0 1608.4 1668.4
Period of Optimal Growth
Average Number of Days in a Year 52 67 52 55 67 56 63 71 61
* Values corresponding to the 95 and 99.5 percentiles were calculated based on observed data and used as thresholds. Simulated data were evaluated against 
these thresholds. These values were as follows: Precipitation: 95th percentile—Adrian (14.7 mm), Norwalk (15.2 mm), Fort Wayne (15.5 mm); 99.5th 
percentile—Adrian (41.1 mm), Norwalk (40.1 mm), Fort Wayne (42.2 mm); Maximum temperature: 95th percentile—Adrian (31.1 °C), Norwalk (31.1 °C),
Fort Wayne (31.7 °C); 99.5th percentile—Adrian (34.4 °C), Norwalk (34.4 °C), Fort Wayne (35.0 °C); Minimum temperature: 95th percentile—Adrian 






   










































































Figure A7. Number of dry and wet days during the months of the year simulated by weather 
generators (CLIGEN, LARS-WG) for three weather stations (Adrian, Norwalk, and Fort Wayne) 
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6.1 Abstract
Modeling efforts to simulate hydrologic processes under different climate conditions rely on
accurate input data; inaccuracies in climate projections can lead to incorrect decisions. This study
aimed to develop a reliable climate (precipitation and temperature) database for the Western Lake 
Erie Basin (WLEB) for the 21st century. Two statistically downscaled bias-corrected sources of 
climate projections (GDO and MACA) were tested for their effectiveness in simulating historic
climate (1966-2005) using ground-based station data from the National Climatic Data Center
(NCDC). MACA was found to have less bias than GDO and was better in simulating certain 
climate indices, thus, its climate projections were subsequently tested with different bias correction 
methods including the power transformation method, variance scaling of temperature, and
Stochastic Weather Generators. The power transformation method outperformed the other 
methods and was used in bias corrections for 2006 to 2099. From the analysis, maximum one-day 
precipitation could vary between 120 and 650 mm across the basin, while the number of days with
no precipitation could reduce by 5-15 % under the RCP 4.5 and RCP 8.5. The number of wet 
sequences could increase up to 9 times and the conditional probability of having a wet day followed
by wet day could decrease by 25%. The maximum and minimum daily air temperatures could 
increase by 2-12 % while the annual number of days for optimal corn growth could decrease by 0­
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6.2 Introduction
Predictive hydrologic studies require accurate weather input to simulate hydrologic 
processes within a watershed (Obled et al., 1994). Any inaccuracies or bias associated with the 
weather data may lead to deleterious effects on simulated outputs (Kouwen et al., 2005;Obled et 
al., 1994;Shrestha et al., 2004). As a rule of thumb, the better the input climate data, the more
reliable the outcomes of modeling studies can be. Such modeling outcomes can help the 
stakeholders or decision makers to formulate pollution mitigation strategies. Transport of
pollutants as well as their dilution by water flows are also dependent upon climate (Whitehead et 
al., 2006). Moreover, studies based on impacts on hydrological processes due to changing climate
have become possible using results from simulations from large scale general climate models.
However, climate projections at regional scales are unclear and suffer from some bias because of
the influence of local factors (Wilby and Wigley, 1997; Wilby and Wigley, 2002; Wilby et al.,
2004). These local factors include topography and catchment characteristics, atmospheric 
circulation, and moisture supply (Bosshard et al., 2014;Wild et al., 2008), and usually produce
errors or bias within climate values, which may alter the outputs of many different model 
application studies. 
For the Great Lakes Region, and in particular for the WLEB, data for several Representative 
Concentration Pathways (RCPs) (RCP 2.6, RCP 4.5, RCP 6, RCP 8.5) scenarios from different 
GCM (General Circulation Model) models at varied resolutions (100km-600km) are available 
(Winkler et al., 2012; Maurer et al., 2014; Wang and Kotamarthi, 2015). These cannot be directly 
used for hydrologic studies due to their coarse resolution and large uncertainties associated during
downscaling. These coarser resolution products from GCMs need to be resolved into finer 
resolution Regional Climate Models (RCMs), which is achieved using different downscaling
techniques (statistical and dynamic), which are discussed in greater detail in subsequent paragraphs.
In statistical downscaling, the relationship between large scale climate variables from
GCMs (predictors) is determined using fine scale climate variables for RCM (Wilby et al., 2004).
Statistical downscaling is computationally inexpensive, requires less time, and involves different 
methods to produce the projections (Wilby et al., 2004). On the other hand, dynamic downscaling
techniques develop an RCM that is derived from a GCM with the same set of empirical equations
and physical principles that were used to develop the GCM (Wilby and Wigley, 1997; Xu, 1999). 
The outputs are resolved at a resolution less than 50 km and can be used for regional studies at the 
  
 
   
    
   
 
   
  
     
 
   
   
  
   
  
   
  
     
 
     
  
     
   
 
     
    
       
   
    




catchment scale (Teutschbein and Seibert, 2010;Teutschbein et al., 2011). There is a major
limitation with simulated outputs from dynamic downscaling; a dynamically simulated RCM may
not be applicable to locations other than the region for which it was developed (Trzaska and
Schnarr, 2014). In either downscaling approach, there may be the need for post-processing of the
projected output from a downscaled GCM (Eden et al., 2014) to correct for bias in the data. Some 
errors associated with baseline climate data (Beven, 2011) and many of the natural variabilities
and uncertainties including future greenhouse gas emissions, the structure of climate models and
their parameterization, and downscaling techniques (Kay et al., 2009) are not easy to simulate with
sufficient or viable model runs based on computations and resource availability, which may
produce some biases (Teutschbein et al., 2011). Bias-correction and perturbation are usually 
performed to correct or remove the bias or biases.  
Bias-correction and perturbation are some post-processing options after downscaling (Troin 
et al., 2015). Bias-correction helps to maintain the statistical relationships between the distributions 
of observations and model outputs of different climate variables for the current period simulated
along with future period (Troin et al., 2015). The perturbation approach assumes that change in 
the distribution of observations from current to future will be the same as the model distribution
(Ho et al., 2012). 
Different bias-correction techniques can lead to different results in climate change impact
studies (SeguÃ­ et al., 2010;Teutschbein et al., 2011). Therefore, it is very important to quantify
the bias in outputs generated from the climate models before they are applied in climate change 
impact modeling studies (Teutschbein et al., 2011). Different sources of uncertainty arising from 
GCM or RCM structure and hydrological model parameterization have been studied but evaluation
of GCM and RCM model outputs of different climate variables for climate change impact studies 
are rarely studied (Dobler et al., 2012), specific to the WLEB. Previous climate change implication
studies in the WLEB have used projected daily climate data summaries from different sources
without quantifying the bias associated with it (Cousino et al., 2015; Kalcic et al., 2016; Scavia et 
al., 2016). This study addresses the gap where reliable climate information for simulating future
water resource responses in the WLEB is lacking. The goal was to develop a framework to evaluate
and correct biases associated with simulated weather output from the most reliable and easy to
access statistical downscaled models available in the public domain for the WLEB, and produce a 
reliable climate database for the entire WLEB for 2006-2099. 
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Three major research questions were answered in this study. First, we assessed two sources 
of climate projections available in the public domain and selected the one having less bias for
further analysis. Second, we evaluated the performance of different methods in correcting the bias
of the climate values obtained from the source selected for the historical period. Finally, future 
climate values for the 21st century were developed using the most effective bias-correction method 





   
  
      
    
  
   
 
 
   








7.1 Study Site and Climatology
The WLEB extends into Michigan, Indiana, and Ohio, and is a 29,137 km2 spatially wide 
watershed that drains into Lake Erie, the shallowest of the five Great Lakes. Total annual 
precipitation varies from 1050 to 1200 mm (1966-2015), with more occurring during the spring
season. To answer the research questions in this study to select the climate projection source and 
evaluate bias-correction methods, three of the eight stations were used to develop methodology
(Adrian, MI, Fort Wayne, IN, and Norwalk, OH). The three stations were selected based on their
geographical location and difference in precipitation, and best represent the tristate area. Moreover, 
the magnitude of precipitation events was different for the three stations both spatially and
temporally. Norwalk received relatively greater precipitation event depths (0-40 mm) with less 
frequency than the other two stations (transparent to green as seen in the color pallet/legend in
Figure 7.2 besides the three stations). However, Adrian and Fort Wayne received more frequent 
precipitation events with lesser depths (0-20 mm). The temporal spread of precipitation was quite 
variable and with the diverse geographic coverage, these three stations were considered 
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Figure 7.1. Study site: Western Lake Erie Basin (WLEB) and the eight different climate 
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Figure 7.2. Temporal distribution of daily precipitation records (mm), 
for Adrian, MI; Fort Wayne, IN, and Norwalk, OH from 1966 to 2015
from the respective ground-based weather stations. Red boxes 
encompass the greatest magnitude precipitation event for each station.
7.2 Data Acquisition
Downscaled climate data for this project were obtained from two sources: 1.) GDO 
(authors created acronym for Global Downscaled Climate and Hydrology Projections), available
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(Multivariate Adaptive Constructed Analogs), available at the URL:
https://climate.northwestknowledge.net/MACA/. The historical period for both sources was 1950­
2005 and future climate projections ranged from 2006-2099. Data from both sources were 
statistically downscaled from the set of GCMs and have been used in many climate change studies
(Cousino et al. 2015; Ficklin et al. 2009; Mehan et al. 2016). The sources provide fine spatial 
resolution translations of climate projections over the United States based on the multi-model 
dataset referenced in the IPCC AR 5 (CMIP5) to an extent of 0.25 and 0.04 degrees, sufficient for
regional climate impact assessment studies. 
The GDO source incorporates non-dynamic approaches including monthly Bias-correction 
and Spatial Disaggregation (BCSD) and daily Bias-corrected and Constructed Analogue (BCCA),
which have been well tested and automated to produce output statistics matching those of a
historical period for fine scaled gridded precipitation and temperature (Abatzoglou and Brown 
2012). Under the BCSD method, quantiles of historical patterns are related to quantiles of 
predictions from the GCM to project daily time series for the downscaled grid. GCM predictions
are matched statistically with a set of observed historical weather patterns to develop the fine scale 
map while downscaling using the BCCA method. The drawback of using GDO downscaled data 
is the assumption that the statistical properties of the high resolution GCM and local scaled RCM
after downscaling, including mean and variance are constant through time, which is not the true 
case (Brekke et al. 2013; Wood et al. 2004). 
The other source was the Multivariate Adaptive Constructed Analogs (MACA) dataset, in
which both the observation dataset and GCM outputs are resolved to either 4 km or 6 km. To
overcome the problem of limited availability of suitable weather analogues in changing climate, 
seasonal and yearly trends at each grid point are computed using 21 days, 31-year running mean
of data. A cumulative distribution function (CDF) of 15-days is computed at each grid point using
non-parametric quantile mapping, and the CDF of historical data is used for bias-correction. The
final outputs are consistent with the GCM data and compatibility with the observational dataset is 
ensured. Downscaled variables include 2-m maximum and minimum temperature, 2-m maximum
and minimum relative humidity, 10-m zonal wind, downward short-wave radiation, 2-m specific
humidity, and precipitation accumulation all at a daily time step. There are two versions of MACA 
data and the difference between them pertains to epoch adjustments for variables and periods, 
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The two sources provide outputs from different GCMs under different RCP scenarios.
GDO simulate values for RCPs 2.6, 4.5, 6, and 8.5 from 40 GCMs, whereas MACA has output
from 20 GCMs, for RCP 4.5 and 8.5. For the purpose of this study, nine GCMs were selected for
preliminary assessment (Table 7.1), and all were available from both GDO and MACA. Analysis, 
comparisons and evaluations were performed using climate projections from 1966-2005 for GDO 
and MACA and observed ground-based weather station data. Prior analysis of the Ft. Wayne
station (Mehan et al. 2017) indicated an increasing trend in precipitation depth from 1966 forward,
thus we selected 1966 as the beginning year in our analyses.
7.3 Data Analysis
The dataset for the historical period obtained from the two sources was compared to the 
observed data from the three ground-based climate stations for 1966-2005. Data analysis included 
comparisons of means and distributions of the observed data and simulated values. Beyond the 
descriptive statistics, we computed precipitation conditional probabilities, various climate indices,
model performance coefficients, and verification forecasting and skills scores to evaluate the
performance of each data source and different methods of bias-correction. Comparisons were 
performed to quantify the error in simulated values in terms of their distributions, descriptive 
statistics, and extremes, including climate indices. A list of all the climate indices, verification 
forecasting and skill scores is provided in Table 7.2 with definitions and applications. For this 
study, a day with precipitation depth less than 0.1 mm was considered a dry day and any day with 
precipitation depth ≥0.1 mm was considered a wet day. 
The analysis began by comparing GDO and MACA values with the observed data for the
three ground-based stations from the National Climatic Data Center (NCDC). The one source that
performed better in simulating climate values was selected and then treated with different bias-
correction methods, that were chosen after extensive review of literature (Leander and Buishand
2007; Leander et al. 2008; Teutschbein and Seibert 2010; Teutschbein et al. 2011), with care taken
to preserve the means and variances. One method was a conventional one that included power 
transformation (Leander and Buishand 2007; Leander et al. 2008) and variance scaling of 
temperature (Chen et al. 2011a; Chen et al. 2011b). The other bias-correction method was novel 
and based on conclusions and discussions from previous studies (Guo et al. 2017; Mehan et al. 
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depths of precipitation. We postulated that SWGs could be used to redistribute the precipitation 
and simulate greater daily precipitation depths, which otherwise would be distributed to dry days 
or days with lower or no precipitation, adversely affecting the simulation outputs from crop growth 
and hydrologic models.  
To evaluate the performance of SWGs for bias-correction, the climate values from the 
better performing climate projection source were used as an input to two SWGs: CLimate
GENerator (CLIGEN) (Nicks et al. 1995) and the Long Ashton Research Station Weather
Generator (LARS-WG) (Semenov and Barrow 2002; Semenov et al. 2002). The weather 
generators were used in their default state without changing their parametrization for the historic 
period for analysis. Twenty-five different realizations (Guo et al. 2017) were generated for all nine 
GCMs at the three stations, to capture the variability and correct for bias or reduce error. Since the 
interest was to redistribute the precipitation to capture the high magnitude precipitation events, the
extreme percentiles (75th and 90th) from the 25 different realizations were used for precipitation 
depth comparisons and means were used for temperature comparisons. This was because 
precipitation is not normally distributed but temperatures are. The 75th percentile or interquartile 
range (as 0th percentile was zero) and 90th percentile were thought to pick up the extreme
precipitation events well which were not captured by GCMs. Moreover, maximum variation was
noticed at higher percentiles while simulating greater precipitation depths using SWGs (Mehan et 
al. 2017b).
After the evaluation of the different bias-correction methods, the best approach was used 
to develop the correction factors using the historic period and was translated to the climate
projections from the different climate models for the eight stations in Figure 7.1. The reliable 
climate projections, so generated, can be used for understanding changing climate impacts on





       
  



































Table 7.1 Different GCM models used for quantifying the error or bias when compared with the ground-based
station from NOAA’s Climate Data Online facility.
S. No. GCM Basic Source Studies based on
source
1 Beijing Climate Center Climate System
Model, Beijing, China
(BCCCSM)
http://forecast.bcccsm.ncc-cma.net/htm/ (Friedlingstein et al. 







Community Climate System Model, USA
(CCSM4)
Geophysical Fluid Dynamic Laboratory, USA
(GFDL_ESM2G and GFDL_ESM2M)
Institute Pierre Simon Laplace Climate 
Modeling Center, France
(IPSL_CM5ALR and IPSL_CM5AMR)
MIROCESM and MIROCESMCHEM, 
Japan







(Lawrence et al. 
2012; Palazzoli et al. 
2015)
(Gorguner et al. ; 
Sridhar et al. 2017; 
Straatsma et al.)
(Murawski et al. 
2016; Song et al. 
2017)
(Park et al. 2014; 
Peng et al. 2016)
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Table 7.2. List with explanation, application, and computational formula for various climate
indices, verification skill scores, and performance coefficients.
CLIMATE INDICES
 
Parameter Name Definition Application
Count of Dry Spell
(Douguedroit 
1987; Mathlouthi 




Taley and Dalvi 
1991)
Count of Wet 
Spell 
(Bai et al. 2007)
Number of dry and 











Loftus 1999; Neild 
and Newman 
1987)
A period with at least 15 
consecutive days in which 
none of the days had 
greater than 0.1 mm of 
rainfall
A period where there were 
more than three days with 
precipitation greater than 
or equal to 0.1 mm ended 
with two continuous dry 
days
Count of dry days (day 
with precipitation less than 
0.1 mm) and number of 
wet days day with 
precipitation more than or
equal to 0.1 mm)
Precipitation occurring on 
a day with temperature 
lower than 2°C
Day with a temperature 
ranging between 20 and 25 
°C is considered to be ideal 
for growing corn and 
supporting its growth. 
(Midwest USA)
Dry spells are indicators of drought and at the same time also 
affect aquatic life, and hydropower generation. They are also 
important in estimating irrigation water demand which also 
depends on the length of dry spells
A record of wet spells is important for water management as it
helps in water resource allocation and distribution. Moreover, 
information on wet spells helps in planning flood control 
measures and managing sediment transport and deposition in 
river basins.
The number of dry and wet days within a month provides 
information that is important for planning seed bed
preparation, deciding planting date, and estimating crop water 
requirements
Any variation in the number of snow days can give a clear 
picture about implications of climate change on the hydrology 
of any watershed where snowmelt forms a component of water 
budget.
Knowing this information helps in deciding optimum


























   





   
   
       
 
   
      






       





   
 
  
   
 






      
 
 




Growing Degree Heating Units (HU) are a 




Heating Units accumulate on that 	 2 
(HU)	 controls the development 
characteristics of
(Neild and temperature-dependent 
Newman 1987) plants.
𝑎𝑡𝑢𝑟𝑒𝑇𝑒𝑚𝑝𝑒𝑟 𝐵𝑎𝑠𝑒−
This measure is used to classify the maturity of plant hybrids
Count for 
Maximum Dry and 
Wet Length
(Deni et al. 2008)




Probability of dry 








Probability of dry 
day followed by
wet day (Pd|w)
Average length of 
dry and wet day 
(Ld, and Lw)
Return time Period 
to have an event 
equal to average
length of dry and 






The longest stretch of the 
dry and wet period in
continuous 
All these factors are 
critical in generating long­
term climate simulation, 
hence needed evaluation. 
Moreover, mean length of 
dry and wet period decides 
onset of planting and 
harvesting in rainfed 
agricultural places. 
(for the transition 
probabilities computation,
the dry day is day with the 
precipitation 0.01 mm and 
anything equal and more 
than 0.01 mm is wet day 
for all other purposes, the
threshold 0.1 mm)
Information on this data helps in identifying extreme events, 
including dry and wet period
Number of dry days 
Pd = Total number of days
Number of wet days 
Pw =		 = 1 − PdTotal number of days 
Number of sequence with two dry days 
Pd|d = Total number of dry days 
Number of sequence with two wet days 
Pw|w = Total number of wet days 
Pw|d = 1 − Pd|d 
Pd|w = 1 − Pw|w 
1 
Ld = Pw|d 
1 
Lw = 1 − Pw|w 
Td 
1 − Pw|w + Pw|d 
= 
Number of days in a month ∗ Pw|d(1 − Pw|w)(1 − Pw|d)
Ld 
1 − Pw|w + Pw|d
Tw = 

































































One day maximum Maximum value of single Drainage design, soil conservation and management, risk 

Precipitation (mm) day precipitation event mitigation, in events, including flash floods and droughts 

(Bhattacharaya 










other measures of 
variability such as
standard deviation,
which are scale and 
probability 
dependent and make 
them less robust)
(Gastwirth 1972)
LEPS (Linear Error 
in Probability
Space) Score
(Potts et al. 1996)
Daily precipitation
totaled data is arranged 
in increasing order,
cumulative, and 
converted to a 
proportion of total 
precipitation




(slope = 1) and Lorenz
curve 
LEPS is independently
sensitive to bias and 
forecast variance if 
forecast is less than 
observed. LEPS are less 
sensitive to outliers than
correlations but more 
sensitive to changes near
the center of the
cumulative probability 
distribution. 
𝑛1 ∑ (𝑛 + 1 − 𝑖)𝑦𝑖𝑖=1 
))𝑛(1 − 2+𝑛(=𝐺 𝑛 ∑ 𝑦𝑖𝑖=1 
Where yi indicates PRCPTOT or SD II at a 
particular year i and n indicated total number
of years. PRCPTOT is defined as the total
amount of precipitation on wet days (days 
with precipitation >0.1 mm). SDII is the 
annual precipitation intensity, obtained by 
dividing the total amount of precipitation in a
year by the number of wet days in a year




Where CDF is cumulative probability density 
function 
[0,1]
0 represent a 
uniform
distribution 
over the time 




occurred on a 
single day





































































It can be used to assess 
the forecast of 
continuous and 
categorical variables. 
LEPS score is equitable
and will not give better 
scores for poor forecasts 
close to the extremes
Brier Score
(Murphy 1973)
Measures the mean 
squared probability error = 𝐵𝑆
𝑛 
1 






the forecast is 
closer to the
observation. 
Where fi are forecast probabilities between 0 BS comprises
and 1 and oi are given as 0 and 1 for observed three terms: 





Heidke Skill Score Ratio of difference 












of total number of
forecast and number of 
categorical correct 
forecast.
Where H is the number of categorical
forecasts (hits), N is total number of forecast 











hits would be 
negative
scores.
Pierce Skill Score PSS measures the 𝐹−𝐻= 𝑃𝑆𝑆 Range: -1 to 
(PSS)
(Flueck 1987 ; 
Hanssen and
Kuipers 1965; 
Murphy and Katz 
1985; Peirce 1884)
difference between 1, 0 indicates 
probability of detection no skill. 
and false detection. In Where, H = Hit Rate (Relative number of Perfect score: 
other words, the ability times an event was forecast when it occurred) 1
of the forecast to and F is False Alarm Rate (relative number of 
differentiate between times the event was forecast when it did not 































































Percentage Correct Presents forecast 𝐻𝐹2+  𝐹𝐵− 𝐻− 𝐵
= 𝑃𝐶
accuracy in terms of the  𝐻− 𝐹+ 𝐵
(Finley 1884) proportion of correct vs 
false values (PC)
Where B = Bias, H = Hit rate, F = False
Alarm Rate 
Bias Verification metric ℎ + 𝑓 Perfect
denoted by ratio of total 
=𝑎𝑠𝐵𝑖
ℎ + 𝑚 Score: 1
(Finley 1884) number of events 
forecast and total 
number of events 
observed, Forecast is 
termed as underforecast
when BIAS<1  or 
overforecast (BIAS>1) 
Where h = Hit, f = False Alarm, m = miss
events. 
𝐹− 𝐻Odd’s Ratio Skill The ORSS tends to [-1,1]
 
= 𝑆𝑂𝑅𝑆
Score Yule’s Q discriminate between 𝐻𝐹2−𝐹+ 𝐻
(Stephenson 2000; 
Yule 1900)
cases with and without 
association even with 
contingency tables 
having similar cell 
counts, due to its being 
independent of marginal 
distributions. This 
makes it difficult to 
hedge.
Where, H = Hit Rate
 
F = False Alarm Rate
 










Score presented along with
frequency bias due to its skill with 1 
(Ferro and independence with Where p=(hits+misses)/total is the base rate representing 
Stephenson 2011) respect to bias. (climatology), q=(hits+false alarms)/total is perfect score.
the frequency with which the event is 
forecast, H is the hit rate, also known as the 
probability of detection, and F is the false 

















































Parameter Name Definition Formula Range
NSE It is usually the 𝑛 𝑖 𝑖 2 [-∞,1], with 1 ∑ )𝑖=1(𝑋𝑜𝑏𝑠 − 𝑋𝑠𝑖𝑚 
−1= 𝑁𝑆𝐸coefficient to assess the 2 as perfect𝑛 𝑖(Nash and Sutcliffe ∑ ̅̅ ̅̅ ̅̅ )predictive power of the 𝑖=1(𝑋𝑜𝑏𝑠 − 𝑋𝑜𝑏𝑠 score; 0 
1970) simulation models, most means the 
frequently used in projections












Coefficient of Linear measure of 𝑅𝐶 [-1,1] with 1
𝑛 𝑖 𝑖Correlation observed and simulated ∑ ̅̅ ̅̅ ̅̅ ) being the(𝑋𝑜𝑏𝑠 − 𝑋𝑜𝑏𝑠 − 𝑋𝑠𝑖𝑚 𝑖=1 ̅̅ ̅̅ ̅̅ )(𝑋𝑠𝑖𝑚 
= values. It does not take perfect score
(Galton 1889) 𝑛 𝑖 2 𝑛 𝑖 2√∑ ̅̅ ̅̅ ̅̅ ) ∑ ̅̅ ̅̅ ̅̅ )forecast bias into 𝑖=1(𝑋𝑜𝑏𝑠 − 𝑋𝑜𝑏𝑠 𝑖=1(𝑋𝑠𝑖𝑚 − 𝑋𝑠𝑖𝑚 
account and is sensitive 
to outliers
𝑛 𝑖 𝑛 𝑖Relative Error Relative error is function ∑ − ∑ [-∞,∞], 𝑖=1 𝑋𝑠𝑖𝑚 𝑖=1 𝑋𝑜𝑏𝑠 
)%(100×=𝑅𝐸of absolute error and the 𝑛 𝑖 values near to∑𝑖=1 𝑋𝑜𝑏𝑠 
observed value and zero is 
expressed as absolute considered to 
error divided by the be better.
magnitude of the exact 
value.
Cohen’s-d effective Alternate measure of 






in mean distributions to 0 are
(Cohen 1977; Glass considered 
et al. 1981) better for 
good 
Where M1 and M2 are means from the simulation. 
simulated and observed data and SD control





    
   
    
       






    
    
     
 
     
 
   
 






8.1 Comparison of two different climate projections (GDO and MACA)
The density distribution plots for count of events having magnitudes equal to monthly
precipitation total events in each year for the period from 1966 to 2005 (Figure 8.1(a)) showed that 
performance of both climate projection sources was similar. Different model outputs are presented
in different colors and the observed distribution is shown in black and the following charts are 
demonstrated for Adrian, MI. The figures for Fort Wayne and Norwalk are presented in
Supplementary Figures S1 (A) and (B). The count of values that represented high magnitudes of 
monthly precipitation totals were not well represented by either MACA or GDO. The GCMs
distributed the corresponding amounts of precipitation to the dry days or days simulated with high
precipitation depths. Therefore, there were some model outputs which simulated more counts of 
events having monthly precipitation totals between 20-100 mm, than what was seen for the 
observed data (highlighted in red box in Figure 8.1 (a)). Some models were even over estimating 
the events having monthly precipitation totals more than 100 mm in either case. Moreover, the 
plots of annual precipitation totals from two different sources (Figure 8.1 (b)) indicated that the
model outputs (represented in gray) captured the observed annual precipitation totals (represented 
in solid line). MACA had a wider range of simulation outputs from the different GCMs compared
to GDO. Greater annual precipitation depths were simulated by the MACA GCMs, when 
compared to data from the ground-based stations. The MACA GCM output did not perform well 
during late 1970s and 80s in capturing lower values of precipitation totals seen in the observed 
data (red boxes in Figure 8.1 (b)) , whereas around mid-1970s and late 1990s, the GDO projections 
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Figure 8.1. (a) Density distribution charts for Adrian, MI for count of 
monthly precipitation depths, mm; (b) Distribution of annual
precipitation depths, mm, with range bounds from different GCM
outputs (For Fort Wayne, IN and Norwalk, OH, please refer 
Supplementary Figures S1 (A) and (B)).
Descriptive statistics from all different GCMs from the two different climate projection
sources showed that both the sources performed equally well in simulating mean, skewness, and
kurtosis for all three stations for daily precipitation depth, maximum air temperature, and minimum
air temperature (Supplementary Table S1, S2, S3). However, GDO did not perform as well in
simulating the number of dry days when compared with the MACA outputs (Table 8.1). The nine 
GCMs from GDO simulated one-day maximum precipitation values from 65.4 mm to 110.1 mm
when compared to 120.4 mm from the observed data for Adrian, MI. The daily air temperature
analysis revealed that both the sources performed at par in simulating the descriptive statistics for 
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maximum and minimum air temperature for all three stations (Supplementary Table S2 and S3)
with the exception that MACA values overestimated the number of days with maximum 
temperature greater than 35°C (Table 8.1). Descriptive statistics of one-day maximum
precipitation for Fort Wayne, IN suggested that the mean value of one-day maximum precipitation
was not well simulated by GDO climate models. The results for performance evaluation in
simulating one day maximum precipitation by two different climate projection sources (GDO and
MACA) can be seen in Supplementary Table S4. There were less dry days simulated from climate
models from GDO for Fort Wayne and Norwalk for almost all months in a year when compared
with the observed values from respective ground-based climate stations (Supplementary Table S6).
On the other hand, the number of wet days in a month as simulated by the GDO source were
relatively much greater than what was simulated by the MACA source for all three stations, though 
both sources overestimated the number of wet days in a month (Supplementary Table S5).
The extreme event analysis or climate indices showed that maximum dry length was 
overestimated by GDO for all three stations (Supplementary Table S7). This strengthens the
previous observation that GDO climate models were over estimating the number of precipitation 
days (Supplementary Table S1), e.g., in the case of Adrian, MI (Fig 8.2). On the other hand, the 
maximum wet length was over simulated by both climate projection sources but greater
discrepancies in terms of wider ranges and average ensemble values were seen with GDO outputs. 
The numbers of dry sequences were under estimated and wet sequences were over simulated by
both GDO and MACA for all three stations, as presented for Adrian, MI in Figure 8.2. The average 
output values from nine different climate models for maximum dry length for Norwalk, OH were
12 and 21 days from GDO and MACA, respectively, corresponding to 25 days recorded from the 
observed data (Supplementary Table S7). On the other hand, 44 and 20 days were simulated as the 
maximum wet length from GDO and MACA simulation outputs, respectively, for Norwalk, OH, 
compared to 18 days from observed data (Supplementary Table S7). For Fort Wayne, IN, the GDO
source output estimated 72 days for optimum corn growth, while MACA source output estimated 
65 days; observed was 63 days. On the other hand, for Adrian, the average value from the outputs 
of nine different climate models while simulating snow days with GDO and MACA sources were 
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Figure 8.2. Comparison of GDO and MACA climate projection sources
while simulating different climate indices for Adrian, MI between 1966 and
2005 (GDO_NT: GDO No Treatment; MACA_NT: MACA No Treatment).
Plots for Fort Wayne, IN and Norwalk, OH can be seen at Supplementary
Figure S3 (A) and (B).
The transitional probabilities values from GDO outputs for all three stations indicated that 
the climate dataset lacked much needed accuracy (Table 8.2). The mean lengths of the dry and wet
periods were underestimated and overestimated, respectively, for all three stations and the pattern 
reversed for return period in years to have an event equivalent to the mean lengths of the dry and
wet periods from GDO and MACA (Table 8.2). Such outcomes strengthen the argument that 
because the mean length of the dry period simulated using GDO was almost double than what was 
recorded in the observed data, the return period to have a dry event was so long for the GDO 
projections, whereas the MACA projections were more reasonable (Table 8.2). Verification
forecasting or skill scores along with performance coefficients for precipitation events showed that 
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GDO had a higher Brier score (0.6) than MACA (0.5) for Norwalk, OH; which indicated that GDO
projections were relatively more offset from the observed data unlike MACA (Fig 8.3). GDO 
source had less percent correct (0.4) in comparison to MACA (0.5) for Norwalk, OH. Not much 
information was observed in evaluating the performance of the two different projection sources
using Gini coefficient, LEPS Score, HSS, and PSS as all the values showed that both GDO and
MACA lack skill in projecting the climate data (Supplementary Table S8). Higher bias was 
recorded for GDO (1.7, 1.8, and 2.1 for Adrian, Fort Wayne, and Norwalk), when compared with
1.4, 1.2, and 1.3 for the MACA climate source for the three stations, respectively. Lower EDS
score for MACA showed that there was greater dependence between the projected GDO output
and observed data and the GDO forecast was less random. The GDO EDS scores for Adrian, Fort
Wayne, and Norwalk were 0.3, 0.4, and 0.6, and for MACA were 0.2, 0.1, and 0.2, respectively. 
No high correlations were seen between projected values from either source and the observed data. 
Greater NSE for MACA outputs indicated better performance of the MACA over GDO 
(Supplementary Table S8). Relative performance of both climate projection sources stayed the 
same while simulating the growth degree days for all stations (Supplementary Table S9).
Figure 8.3. Comparison of performance GDO and MACA climate projection sources
without any bias-correction and MACA climate source with different bias-correction
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From the outputs discussed above, out of the two given sources of climate projection for
the historic period, the MACA source performed better than GDO in most of the parameters.
Despite similar conditional probabilities for both sources, GDO overestimated the median daily
precipitation and underestimated the days with no precipitation, resulting in more wet days.
Therefore, the MACA source was evaluated for further analysis to correct its biases in the 
subsequent section using different methods. 
8.2 Evaluation of different bias-correction methods for historic period 
The climate values from different climate models from the MACA source were treated with
different methods of bias-correction, including conventional methods (power scaling for 
precipitation and variance scaling of temperature) and SWGs. The Q-Q plots between simulated
values and observed data for Fort Wayne revealed that the conventional method was able to 
redistribute the precipitation and simulate higher values for maximum daily precipitation (Fig 8.4). 
The LARS-WG 90th percentile approach produced better maximum daily precipitation depths for
Fort Wayne and daily precipitation depths for all three stations than the LARS-WG 75th, CLIGEN 
90th, and CLIGEN 75th percentile approaches, but not as good as the power transformation of 
precipitation (conventional method) (Fig 8.4). The output values from the SWGs simulations did
not perform well when compared to the observed data for daily precipitation. The performance of
the LARS-WG and CLIGEN outputs were better in one or the other case. It can be argued for use
of higher percentiles than the 90th percentile from the weather generators, as these might result in 
better results or using the entire set of 25 realizations than just a single time series from 25 different
realizations, which would be evaluated in future study. Precipitation suffered from the most bias
(evident in section 3.1), while maximum and minimum temperature did not require much bias-
correction (Fig 8.5 and 8.6). The Q-Q plots drawn from outputs of different climate models when
treated with different bias-correction methods, showed that the SWGs and Variance scaling of
temperature did not perform well in correcting biases; rather the default projected values from
either GDO or MACA suffered from less bias (Fig 8.5 for Adrian, MI) and can be used without






    
 
    
 








U) 50 100 150 200 250 300 
'S GDO No Treatment 
.e- ~ ---------
:I iii O N 
"C 8 Q) N 
«i § 
:i 8 E -
00 iii 
:::i!: 0 "r--~~-~~~-,-J 










MACA CLIGEN 75 
~ 0 "-,--~~-~~ ~--,-' 
D.. 50 100 150 200 250 300 
~ MACA LARS-WG 90 
~ ~ 







- -c5 iii 
50 100 150 200 250 300 
RCP4.5 





:I iii 0 N 
"C 8 Q) N 
~ § 
:I 8 E -
en iii 
:::i!: 0 '4----~~-~~~~ 
(.) 50 100 150 200 250 300 








·- iii (.) 
~ 0 "-,--~--~~~---,--' 
C. 50 100 150 200 250 300 
~ RCP 4.5 Treated 




50 100 150 200 250 300 
RCP 8.5 RCP 8.5 Treated 
Daily Precipitation, mm (Ground- based Stations) 
99
Figure 8.4. Q-Q Plots to evaluate the performance of different bias-
correction methods for period between 1966 and 2005 to reduce the bias in
simulating values for daily maximum temperature, °C and to present the
future climatic scenarios (2006-2099) for Adrian, MI.
Note: Q-Q plots to evaluate performance of different bias-correction methods for
period between 1966 and 2005 to reduce the bias in simulating values for daily
maximum temperature, °C and to present the future climatic scenarios (2006­
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Figure 8.5. Q-Q Plots to evaluate the performance of different bias-
correction methods for period between 1966 and 2005 to reduce the bias
in simulating values for daily maximum temperature, °C and to present 
the future climatic scenarios (2006-2099) for Adrian, MI.
Note: Q-Q plots to evaluate performance of different bias-correction methods
for period between 1966 and 2005 to reduce the bias in simulating values for
daily maximum temperature, °C and to present the future climatic scenarios 
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Figure 8.6. Q-Q Plots to evaluate the performance of different bias-correction 
methods for period between 1966 and 2005 to reduce the bias in simulating values
for daily minimum temperature, °C and to present the future climatic scenarios 
(2006-2099) for Norwalk, OH.
Note: Q-Q plots to evaluate performance of different bias-correction methods for period
between 1966 and 2005 to reduce the bias in simulating values for daily minimum 
temperature, °C and to present the future climatic scenarios (2006-2099) for other two 
stations can be seen in Supplementary Figures S2 (E) and (F)).
Furthermore, descriptive statistics computed at a daily time step (Supplementary Table S1,
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different bias-correction methods. For all three stations, mean, skewness, and standard deviation
were captured well with a conventional method of bias-correction (power transformation). The 
LARS-WG 75th percentile was able to project mean values better, however, standard deviations
were simulated better with LARS-WG 90th percentile output (Supplementary Table S1). Average 
values for daily precipitation from nine different climate models for mean, skewness, and standard
deviation were: Adrian: 2.4 mm, 5.5, 6.6 mm; Fort Wayne 2.5 mm, 6.7, 5.3 mm; and Norwalk 2.6
mm, 7, 7.3 mm after conventional bias-correction method, while the values from the observed data 
were 2.4 mm, 4.9, and 6.5 mm; 2.5 mm, 4.7, and 6.7 mm; and 2.6 mm, 7.5, and 7.0 mm, 
respectively. The maximum values of daily precipitation were also improved after using the power 
transformation. The average value of maximum daily precipitation from the different climate
models was 220.7 mm for Norwalk, OH; 108.8 for Fort Wayne, IN; and 125.1 mm for Adrian, MI 
when compared to observed data of 229.1, 111.8, and 120.4 mm, respectively (Supplementary 
Table S1).
Seasonally, the predicted number of days with no precipitation by all the treatments were
underestimated when compared with ground-based observed data. The maximum one-day
precipitation was overestimated after power transformation, only for Adrian, MI. It was 125.1 mm
for Adrian, MI when compared with ground-based station value of 120.4 mm. For all other
treatments and across all other stations, the maximum one-day precipitation simulated was 
underestimated, though the best results was achieved with power transformation method over 
SWGs (Supplementary Table S10, S11, and S12). The average value for maximum precipitation 
simulated by all climate models for Adrian after conventional bias-corrections was 102.5 mm
when compared with 80.3 mm recorded from the observed data during spring; for Norwalk, OH, 
the average value of one day maximum precipitation during spring after power transformation was
146.7 mm compared to 87.6 mm from the observed data (Supplementary Table S12).The average
value of maximum daily precipitation from the climate models after the conventional bias-
correction method was 108.5 mm compared to 71.9 mm from the ground-based station data for
Fort Wayne, IN during summers (Supplementary Table S11).
The climate indices analysis showed that transitional probabilities were well captured by 
the data corrected for its bias by the power transformation method (Table 8.3). Maximum dry and
wet period lengths were also projected reasonably well. The average maximum length of a dry




   
 
    
  
   
   
 
       
  
 




   
  
    
  
      
  




Wayne, and Norwalk were 24, 27, and 22 days, respectively, when compared to 26, 30, and 25
days in the observed data (Supplementary Table S7). On the other hand, the maximum wet period 
length as recorded by the dataset simulated after conventional bias-correction were 19, 21, and 19 
days for Adrian, Norwalk, and Fort Wayne, respectively, compared to 9, 11, and 18 days observed
(Supplementary Table S7). The possibility of using SWGs for bias-correction cannot be 
completely discarded because of their ability to better predict the number of wet sequences (Table 
5). The number of days for optimum growth of corn and number of snow days were well simulated 
by the conventional method of bias-correction (Supplementary Table S7). Air temperature
simulations were not improved with any method of bias-correction and descriptive statistical 
analysis showed that the climate data for maximum and minimum air temperature from the two
different sources can be directly use for any changing climate applications without any bias-
correction. 
The mean values for maximum one-day precipitation during each year showed that
conventional bias-correction treatment was able to maintain the mean, skewness, and standard 
deviation. The range of mean values for one-day maximum precipitation simulated by each model 
after treatment with the power transformation method for Adrian, Fort Wayne, and Norwalk, were
57.3-61.2 mm, 57.5-62.2 mm, and 61.6-66.1 mm, when compared to observed values of 55.3 mm,
55.6 mm, and 64.2 mm, respectively (Supplementary Table S4). Even the distributions seen using 
Lorenz curves (Fig 8.7) showed that the power transformation reduced the bias and projected
similar distributions as those observed from the ground-based stations. With use of the SWGs,
Brier score increased. It was 0.6 - 0.7 with CLIGEN and LARS-WG and 0.5 with the conventional
method, which indicated that the SWG simulation outputs were less close to the observed data.
Percent correct was also lower when SWGs were used (0.3-0.4) over conventional method (0.5). 
The bias was higher when using the SWGs (2.6-3.0) compared to the conventional method (1.2­
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Figure 8.7. Performance evaluation of different bias-correction
methods for historic period (1966-2005) in reducing the bias in the daily 
time series in simulating daily precipitation, mm for Adrian, MI; Fort 
Wayne, IN; and Norwalk, OH using Lorenz Curve.
These results indicated that the power transformation outperformed any other method of
bias-correction in this study. Moreover, it was only precipitation which required bias-correction.
SWGs have a huge potential in bias-correction. Testing with parameters other than defaults and
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understanding the impact of realizations in correcting the bias needs further research but was
beyond the scope of this study.  
8.3 Analysis of climate projections for Western Lake Erie Basin
The Q-Q plots in Figures 8.4, 8.5, and 8.6 showed that daily precipitation depth and average 
maximum and minimum air temperature could increase. Variance scaling of the air temperature
demonstrated large changes at either extreme ends of the Q-Q plots (Figures 8.5 and 8.6), which 
seems unrealistic and suggested that downscaled data from different climate models can be used
without treating it with different bias-correction methods for further studies based on temperature
data. In both cases, before and after bias-correction, the future climatic predictions showed that 
mean precipitation over the WLEB will increase under both the high (RCP 8.5) and medium (RCP
4.5) emission scenarios for 2006 to 2099. The daily mean precipitation values by 2099 would range
between 2.6 and 2.8 mm for different climatic projections (observed range 2.4 - 2.6 mm). The Q­
Q plots of corrected daily precipitation for the future time series revealed that there would be more
precipitation events and the magnitude of the maximum daily precipitation event would be much
greater than the observed data (Figure 8.4). The maximum value of daily precipitation after bias-
correction was 213.2 mm for RCP 4.5 for Norwalk, OH, compared with 111.8 mm during the 
baseline period. RCP future climate projections after bias-correction had 53.1-53.5% no
precipitation days for Adrian, MI, indicating that the number of days with no precipitation will 
eventually decrease in the future. The deviation from the mean is anticipated to increase in the 
future for all three stations in WLEB. For Fort Wayne, the standard deviation for the corrected
time series under RCP 4.5 and 8.5, will be 7.7 and 7.9 mm, respectively, compared to 6.7 mm in
the baseline observed data. 
The different climate projections after bias-correction showed that maximum daily
precipitation would increase for the three stations, and this will be especially evident during
summer and spring. The descriptive statistical analysis on a seasonal basis revealed that the number 
of days with no precipitation will decrease and the mean of average daily precipitation depth will 
be increasing. For winter, the mean daily precipitation depth was projected to be between 1.9-2.3
mm (1.7 -1.9 mm for observed data); 2.8-3.2 mm for summer (2.8-3.1 for observed data); 3.2-3.5 
mm for spring (3.0-3.2 mm for observed data); and 2.4-2.5 mm for fall (2.3 mm for observed data) 
for the three stations in this study (Supplementary Table S13).
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For fall, maximum daily precipitation depths exceeded the recorded observed values. The
increase in the number of precipitation days will be more pronounced in summers. Number of days 
with no precipitation decreased to 52.7% for RCP 4.5 and 53.6% for RCP 8.5 compared to 70.7%
in the observed baseline data at Adrian, MI for summer, and similar changes were found for Fort 
Wayne and Norwalk. The maximum daily precipitation depth received during winters at Fort 
Wayne will be nearly constant, though there will be more precipitation days. On the other hand,
the daily precipitation maximums at Adrian and Norwalk will be greater than that seen in the
observed data. This implies that by the end of 21st century precipitation events with higher 
magnitudes will be more evident. Maximum dry and wet period lengths were projected to increase 
at all three stations, as well as the number of dry and wet sequences. The number of days for
optimum corn growth will be greater than current levels for WLEB. The snow days were projected 
to be greater as well for the bias-corrected data but lower for the uncorrected weather data. The 
mean length of dry periods will be reduced to 3 days from 3-4 days for all stations. The transitional 
probabilities will be more or less the same, when compared with the observed data, indicating the
reliability of the future climatic projections. Table 8.4 reports different climate indices for Fort
Wayne, IN (Supplementary Table S7 for all other stations).  
The number of wet days per month is projected to considerably increase to between 12-16 
(8-14 days in observed baseline data) for Adrian, MI; 12-15 days (9-13 days in observed baseline 
data) for Fort Wayne, IN; and 13-16 days (9-13 days in observed baseline data) for Norwalk, OH. 
Most changes were seen during April to October for the number of wet days (Supplementary Table
S5 and S6). The growing degree days will be sufficient for seeding, flowering and harvesting of 
corn, but the climate analysis indicated that the growth period may shift 15 days earlier. GDD 
values for May 1 and 15 varied from 118-144 and 198-236 heat units, respectively, in comparison 
to 60 and 104 heat units in the observed baseline temperature data for Adrian, MI. GDD values
were projected to be 152-178 and 249-287 on May 1 and 15, respectively, compared with 86 and 
148 from the observed baseline data for Fort Wayne, IN (Table 8.4). GDD values at Norwalk, OH 
were projected to be 124-153 and 209-249 for May 1 and 15, respectively, compared to the 
observed baseline data values of 80 and 129 (Supplementary Table S9).
Under medium and high emission scenarios, except for Bowling Green and Sandusky, OH,
the average maximum dry period length computed from nine different climate projections was 
expected to increase compared to observed data from the ground-based climate stations, whereas
  
 
      
  
  
    
     
   
 
    
  
   
   
     
 
   
   
   
      
     
    
   
   
  
   




median values from the different climate projections could decrease. For example for Bucyrus,
OH, it was estimated that the average and median values of the maximum dry period length were 
30 and 23 days from 2066-2099 (RCP 4.5) compared to 25 days observed during the historic period 
from 1966-2005; average and median values are expected to increase further to 31 and 28 days 
respectively under RCP 8.5. The maximum wet period length for both the medium or high 
emission scenarios increased for all eight stations in the WLEB. Maximum wet period length was
projected to be between 14 and 30 days long during the 21st century compared to 9 to 18 days 
recorded from ground-based climate stations for the historic period. The number of dry sequences
was projected to increase except in Bowling Green and Sandusky during the 21st century. The 
range of days for optimal growth of corn may decrease and so may the snow days under the two
emission scenarios. However, the number of wet sequences was projected to increase, indicating
more frequent precipitation and less dry days through the end of the century. Moreover, with such 
conditions, it is expected that most precipitation will fall as rain, not snow. 
Median values for one-day maximum precipitation were projected to be higher except for
Bucyrus and Defiance, OH, under RCP 4.5 where the average and median values for one-day
maximum precipitation decreased. The mean value of daily precipitation depth was projected to
increase 0.1-0.4 mm for all the stations in the WLEB, and the skewness and standard deviation
were also projected to increase. Additionally, higher daily temperatures are anticipated under RCP
climate projections for the 8 stations in the WLEB. The rise in average temperature in the WLEB
may vary between 1 and 5°C, with more expected under the high emission scenario. One-day value 
of maximum temperature can increase from a few degrees to +10°C when compared to current 
climatic conditions. An increase between 1 and 3°C can be seen for maximum values for minimum
temperature, but it is topographic specific. Lima, Defiance, and Sandusky all have lower projected 
one-day maximum values of minimum temperature than current baseline values (Supplementary







       
 
 
    
          
          
          
          
 
           
          
       
 
    
       
 
 
    
 
           
          
          
 
          
 
     
 
    









Table 8.1 Comparison of GDO and MACA climate projection sources for Adrian, MI, Fort Wayne, IN, and Norwalk, OH in simulating descriptive statistics for daily
precipitation (mm), and maximum and minimum air temperatures (°C).
Precipitation, mm
Adrian, MI Fort Wayne, IN Norwalk, OH
Treatment Median NDP0* (%) Maximum Median NDP0 (%) Maximum Median NDP0(%) Maximum
Observed 0 66.9 120.4 0 63.5 111.8 0 64 229.1
GDO No Treatment (0.2-0.2),0.2 (29.8-31.9),30.9 (65.4-110.1),83.3 (0.4-0.5), 0.4 (15.4-20.7), 17.7 (52.0-72.0), 63.7 (0.7-0.8), 0.8 (10.8-13.0), 12.0 (40.1-48.0), 43.6
MACA No Treatment (0.0-0.0),0.0 (53.5-54.1), 53.9 (67.2-71.0),69.7 (0.0-0.0),0.0 (54.6-55.5), 54.9 (65.0-74.5), 72.3 (0.0-0.0)0.0 (51.0-51.7), 51.4 (54.5-112.8), 101.6
Maximum Temperature, °C
Treatment NDT35 † (%) Maximum Minimum NDT35(%) Maximum Minimum NDT35(%) Maximum Minimum
Observed 0.3 40.0 -20.0 0.3 41.1 -23.9 0.2 39.4 -22.2
GDO No Treatment (0-0.4), 0.2 ( 36.0-38.9 ), 37.4 ( -20.4--16.2 ), -18.5 (0.1-0.5), 0.3 (36.7-39.5 ), 38.1
( -23.2--17.4 ), ­
19.7
(0-0.3), 0.1 (34.8-39.8), 36.9 ( -21.3--14.9 ), -18.2
MACA No Treatment (0.5-0.7), 0.6 ( 39.5-40.2 ), 39.9 ( -17.5--16.5 ), -17.1 (0.5-0.8), 0.7 ( 40.6-42.1 ), 41.8
( -22.1--20.3 ), ­
21.4
(0.2-0.3), 0.2 ( 37.6-37.8 ), 37.7 ( -19.2--17.8 ), -18.8
Minimum Temperature, °C
Treatment NDT2‡ (%) Maximum Minimum NDT2 (%) Maximum Minimum NDT2 (%) Maximum Minimum
Observed (MACA) 46.3 24.4 -30.0 41.1 25.6 -30.0 41.8 25.0 -29.4
Observed (GDO) 45.9 24.4 -30.0 40.8 25.6 -30.0 41.6 26.1 -29.4
GDO No Treatment
(44.4-46.0), 45.4 ( 21.7-26.3 ), 23.6 ( -31.2-25.8 ), -29.0 (39.5-41.2), 40.3 (22.7-26.8), 25.0
( -33.8-26.8 ), ­
30.2 (39.9-41.6), 40.9 ( 22.0-27.8), 24.6 ( -29.7--23.6 ), -27.2
MACA No Treatment
(44.8-45.7), 45.3 ( 23.8-24 ), 24 ( -28.2--26.4 ), -27.9 (39.9-40.7), 40.4 ( 25.2-25.5 ), 25.5
( -28.9--26.9 ), ­
28.4 (41-41.6), 41.4 ( 24-24 ), 24 ( -28--27 ), -27.5
*NDP0(%) = Number of days with no precipitation expressed in percent; NDT35 † (%): Number of days with maximum temperature more than 35°C expressed in percent; NDT2‡ (%): Number of days with minimum
temperature less than 2°C expressed in percent.
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Table 8.2 Comparison of GDO and MACA climate projection sources for different climate 
indices for Adrian, MI, Fort Wayne, IN, and Norwalk, OH for period between 1966 and 2005.
Adrain, MI
Treatment P(w|w) P(w|d) Ld Lw Td Tw
Observed 0.5 0.3 4 1 1 4
GDO No Treatment (0.7-0.7), 0.7 (0.5-0.6), 0.5 (2-2), 2 (2-2), 2 (13-33), 21 (1-1), 1
MACA No Treatment (0.6-0.6), 0.6 (0.3-0.4), 0.3 (3-3), 3 (2-2), 2 (2-3), 2 (1-2), 1
FortWayne, IN
Observed 0.5 0.3 3 1 1 3
GDO No Treatment (0.8-0.8), 0.8 (0.6-0.7), 0.6 (2-2), 2 (3-3), 3 (52-174), 81 (1-1), 1
MACA No Treatment (0.6-0.6), 0.6 (0.3-0.3), 0.3 (3-3), 3 (1-2), 2 (2-2), 2 (1-2), 1
Norwalk, OH
Observed 0.5 0.3 3 1 1 3
GDO No Treatment (0.9-0.9), 0.9 (0.7-0.8), 0.7 (1-2), 1 (3-4), 4 (256-2016), 738 (1-1), 1
MACA No Treatment (0.6-0.6), 0.6 (0.3-0.4), 0.4 (3-3), 3 (2-2), 2 (2-3), 3 (1-1), 1
For complete details of (P(w|w), P(w|d), Ld, Lw, Td, and Tw, please refer table 2 above
Table 8.3 Extreme event analysis/climate indices analysis for Adrian, MI from the MACA
climate projection before and after different bias-correction methods compared with 
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Observed 26 9 33 153 51 30
MACA No 
Treatment
(17-29), 22 (16-23), 19 (4-17), 11
(318-450), 
387




(17-32), 24 (15-23), 19 (4-19), 12
(314-446), 
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Table 8.4 Different Climate Indices computed for Fort Wayne, IN, from the MACA climate projections for two different future
climate scenarios (RCP 4.5 and RCP 8.5), with and without power transformation bias-correction method for 2006-2099 
compared with observed data.
No. of days Maximum GDD/Heat GDD/Heat 
Treatments Pdd Pww Ld Lw Td Tw
with no one-day Units Units
precipitation precipitation, May 1 October 15
(%) mm
Observed 0.7 0.5 4 1 1 4 63.5 111.8 86 1648











































   
 
   
  
     
  
  
     
   
    
   
 
     
   
    
    
   
  
     
     
 
 
    
  
    
     






Water is an essential component for human survival and ecosystem sustenance. Movement
of water under different future climate projections should be determined as accurately as possible 
at the regional, national and global scales, to help determine policies for a sustainable future with
sufficient supplies of good quality water (Kalcic et al., 2016;Liu et al., 2016). This can only be
achieved if the climate projections for air temperature and precipitation are free from as much bias
as possible (Christensen et al., 2007;Teutschbein et al., 2011). Biases in climate projections occur 
mainly because of flawed or faulty ideational boundary assumptions and can lead to deleterious 
outcomes. The use of uncorrected climate projections from downscaled climate models in 
hydrologic modeling or any other applications can lead to lot of uncertainty (Déqué et al., 
2007;Kjellström et al., 2011;Mehan et al., 2017b). Therefore, it is always suggested to have a
reliable climate database free from most of errors.
Many bias-correction methods exist, including delta change (Hay et al., 2000), linear 
scaling (Leander and Buishand, 2007;Leander et al., 2008), distribution mapping (Boé et al., 
2007;Sennikovs and Bethers, 2009) and other highly efficient methods. There are one or more
drawbacks associated with each of the method. Some of them are difficult to understand and 
implement, require excessive time and computational resource, and/or preserve only the mean.
Therefore, out of all conventional methods this study incorporated the use of power transformation 
and variance scaling to conserve the mean and variance of the weather parameters. Additionally,
there was an effort to evaluate the application of SWGs, including CLIGEN and LARS-WG for 
bias-correction, which was different from conventional statistical downscaling. The outputs from
both methods (SWGs and Conventional) were compared with the observed data and used to create
the reliable future climatic database for the WLEB. 
The outcomes from the study can be summarized as below:
1.	 Outputs from the MACA source were better than the GDO source, even without
any treatment to correct the bias. Though both datasets were tested and corrected
for bias, additional bias was present in the precipitation values that needed to be
corrected. The metadata files from the GDO outputs suggested that the historic
period was 1950-2015, but it was 1950-2005. Very limited information was 
available in the source documentation, and care must be taken by users to properly
  
 
     
 
   
 
    
   
    
     







    





    
 
    




understand the historic period before applying future projections to any modelling
application.
2.	 Bias-correction using conventional methods, including power transformation and
variance scaling, and SWGs (Stochastic Weather Generators), were tested for their 
effectiveness using distributions, descriptive statistics, and climate indices or 
extremes. The idea comes from Mehan et al. (2017a), where it was seen that 
weather generators were successful in capturing descriptive statistics and extremes, 
while simulating long-term climate at a location provided they are run for an 
optimum number of realizations to capture the variability in the climate data. 
Moreover, SWGs help in redistribution of precipitation which is a key element in 
weather simulation, especially correcting bias during simulations where the large 
precipitation events are not well captured and the probability of having a wet day
increases. 
3.	 Conventional method of bias-correction, including power transformation for 
precipitation outperformed other approaches in this study. Temperatures were less 
sensitive than precipitation values, which needed further bias-correction.
4.	 SWGs have the potential for bias-correction because of their ability to preserve
descriptive statistics and some climate indices. In this study, it was seen that 75th
percentile for LARS-WG maintained the mean of daily precipitation, while 
standard deviation was preserved by the 90th percentile of LARS-WG. The main 
reason for poor performance of the SWGs in this study was their inability to
compute accurate transitional or conditional probabilities. If this can be improved,
the overall efficacy of SWGs in bias-correction could also be improved. 
5.	 The GCMs underestimated the number of dry days as they were redistributing the 
amount of precipitation. Alternately, the number of wet days simulated by GCMs
in a month was more than what was observed in the station data. 
6.	 The future climate projections indicated that the WLEB will have more frequent 
rainfall events, and annual precipitation totals may increase to nearly double the
current levels. Air temperature increase by 1-5°C is projected for the WLEB by the 
end of 21st century. The crop growing period will shift earlier because of earlier 
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7.	 This study suggests that the means should not be considered the only criteria to 
evaluate the performance of any weather simulation forecast or bias-correction
method. Other essential characteristics like skewness, standard deviation, and 
climate extremes should also be evaluated. Verification forecasting and skill scores
have huge potential to assess climate projections before the climate values should
be put to any further use. 
8.	 The results above indicated that precipitation was the key element of all three
weather variables which undergoes the most changes during the climate simulation
process. Temperature simulations were affected least during downscaling and bias-
correction. The prime reason for the establishment of climate models was to
simulate the dynamics of aerosols and the amount of greenhouse gases that
contribute to global warming (Moriondo et al., 2016;Xu, 1999). Therefore, the
precision of the climate models in simulating the air temperature was better than 
precipitation. Henceforth, precipitation data should be thoroughly analyzed for its
bias and should be corrected before it can be used for any hydrologic and/or crop
modeling studies, as precipitation is a critical factor as it forms an important 
component of the hydrologic cycle.
9.	 The results from this study were very useful in creating a reliable climate database
for the entire WLEB, which can be used in further hydrologic assessment studies
looking at the impact of changing climatic patterns on water quality in Lake Erie.
Supplemental Data. Provided as a separate file uploaded with this manuscript and would be
uploaded on ProQuestas a separate file while depositing dissertation to the Graduate School,
Purdue University, West Lafayette, IN. 
Data availability. Data used in this study were obtained from two sources: 1.) GDO (authors
created acronym for Global Downscaled Climate and Hydrology Projections), available at the 
URL: https://gdo-dcp.ucllnl.org/downscaled_cmip_projections/; and 2.) MACA (Multivariate 
Adaptive Constructed Analogs), available at the URL: 
https://climate.northwestknowledge.net/MACA/. Daily summaries of climate data from ground 
based climate stations were downloaded from https://www.ncdc.noaa.gov/cdo-web/datasets.
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PART III. ASSESSMENT OF HYDROLOGY AND NUTRIENT LOSSES IN 
A CHANGING CLIMATE IN A TILE-DRAINED WATERSHED
A version of this chapter will be considered for future journal publication. Refer to the article: 
Mehan, S., Aggarwal, R., Gitau, M.W.*, Flanagan, D.C., Wallace, C., and Frankenberger, J.
(2018). Assessment of hydrology and nutrient dynamics in changing climate in a tile-drained
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10.1 Abstract
The evolving climate poses a potential threat to water quality and quantity both with respect 
to surface water dynamics and subsurface water system mechanics. In the face of a changing
climate, the contribution from tile drains towards depleting water quality in the Western Lake Erie
Basin (WLEB) is getting attention. Studies assessing the impact of subsurface tile drains on the 
hydrology and nutrient yield in a changing climate are limited. This study aimed to evaluate the
impact of changing climate on hydro-climatology and nutrient loadings in an agricultural tile-
drained watershed, in northeastern Indiana, which is a part of WLEB. The study was conducted 
using a hydrologic model—the Soil and Water Assessment Tool (SWAT)—under two different 
greenhouse gas emission scenarios (RCP 4.5 and RCP 8.5). The ability of SWAT to simulate
subsurface tile routines and associated nutrient loadings made it a suitable model for this study. 
Results showed that one-day maximum precipitation over the entire watershed could go as high as
600 mm under RCP 4.5 and 350 mm under RCP 8.5. The maximum value of annual precipitation 
could increase up to 2000 mm in either emission scenario compared with 1200 mm which is the 




       
    
  
       
      
   
    
     
    
    
   
    









   
 
      
 
   
   




under RCP 4.5 could be observed as median values for daily maximum air temperature all over 
the watershed by the end of 21st century in a year. Based on annual analysis, annual tile flow totals 
could increase by 70% with respect to the baseline by the end of the 21st century. Surface runoff 
could increase from 10 to 140% and changes are expected to be higher under RCP 8.5. Soluble
phosphorus yield over the basin in a year via tile drains could decrease by 30 to 60% under either 
radiative forcing. Annual total soluble phosphorus yield (soluble phosphorus loading to stream)
from tiles and surface runoff could vary between 0.041 and 0.058 kg/ha under RCP 4.5 and 0.035
and 0.064 kg/ha under RCP 8.5 while the values from the baseline model were 0.051 kg/ha by the 
end of the 21st century. This was attributable to the fact that future climate could have a greater
increase in surface runoff than tile flow. Annual nitrate nitrogen (NO3-N) loadings via tile drains 
could decrease by 25 to 60% under the medium emission scenario during the mid-21st century, 
while annual nitrate loading via surface runoff could increase by 5 to 50% under RCP 4.5 by the
end of 21st century. The methodology and parameterization from this study can be scaled to the 
entire WLEB in future studies. Results would help policy makers and watershed managers to make 
informed and better decisions about testing, placing, and implementing different mitigation
strategies to meet target loading to control decreasing water quality in the WLEB. 
Keywords: Climate Change; Hydrology, Water Quality, Tile Drains; Phosphorus loadings; Soil 
and Water Assessment Tool (SWAT); Subsurface tile routines
Highlights:
 One-day maximum precipitation could go up to 600 mm based on individual 
climate projections.
 Both surface runoff and tile flows are projected to increase, with increases in
surface runoff being greater than those for tile flow.
 Soluble phosphorus yield over the basin via tile drains could decrease attributable
to anticipated increases in surface runoff.
 Use of individual climate projections allowed a range of possible values to be 
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The resurgence of harmful and nuisance algal blooms (HNAB) in freshwater lakes poses a 
serious threat to the environment, specifically surface water quality (Ohio P Task Force, 2013).
The problem is more serious where the contributing watersheds are agriculturally dominated with 
subsurface drainage systems (Kröger et al., 2008) given that these systems provide accelerated
conduits for water and water-borne pollutants (Haygarth et al., 1999). Previous research studies
(King et al., 2015; Michalak et al., 2013; Pease et al., 2018; Scavia et al., 2014; Williams et al., 
2015a; Williams et al., 2016) concluded that nutrient loading from non-point sources have caused
these issues; however, adoption of management practices has not brought nutrient loadings to the 
desired levels (De Pinto et al., 1986; International Joint Commision, 1994). A recent study in the 
WLEB (Sekaluvu et al., 2017) showed increasing trends of soluble reactive phosphorus.
Additionally, a study done by Kerr et al. (2016) claimed that 25-50% of particulate phosphorus
and almost 100% of soluble phosphorus from farmlands within the basin has led to growth of algal
blooms in Lake Erie. Phosphorus promotes eutrophic conditions in freshwater systems which, with
the associated oxygen depletion, elevates hypoxic situations Chaffin et al., 2013). Moreover, there
is a high correlation between increasing algal blooms and high loads of soluble phosphorus (P),
specifically from agricultural non-point sources (Michalak et al., 2013). There is also the
possibility that changing climate is driving an increase in nitrogen (N) and phosphorus (P) loadings
from agricultural runoff and subsurface tiles (Bertani et al., 2016; Watson et al., 2016). The link 
between agricultural subsurface drainage systems on farms and downstream loadings in the face
of climate change has been addressed in recent studies (King et al., 2015; Pease et al., 2018; Smith 
et al., 2015a). The subject warrants additional attention given that tile drains form an important 
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Tile drains are pathways through which water and soluble or dissolved nutrients make their 
way directly to the main streams. Nearly 62% of NO3-N was contributed by tile drains at a
headwater watershed in Ohio (Williams et al., 2015a; Williams et al., 2015b; Williams et al., 2016). 
In a study conducted by Tiemeyer et al. (2008) in an artificially drained lowland catchment in 
North East Germany, nearly 90% of total nitrate losses were from tile drains and nearly 47% of 
total nitrogen was coming from tiles to the Baltic Sea (Behrendt and Bachor, 1998). About 49%
of phosphorus was exported by subsurface drains from four different field sites in the St. Joseph
River Watershed (Smith et al., 2015a; Smith et al., 2015b). Studies conducted in southwestern
Ontario, (Culley and Bolton, 1983; Culley et al., 1983) estimated that nearly 18% of the suspended
solids and 25% of total phosphorus were derived from subsurface drainage. In addition, 71% of 
the total discharge was recorded as tile flow for the period from 1996-2004 in a tile-drained 
watershed in Iowa (Green et al., 2006) and 42% of the annual flow was found to be contributed by 
tiles in a first order agricultural catchment near Maryhill, Ontario (Macrae et al., 2007). Given the
impacts of subsurface drainage on hydrology and nutrient losses (Pease et al., 2018), it is important 
to understand surface and subsurface hydrology and nutrient dynamics in changing climatic
conditions to address issues related to water quality. 
Therefore, to assess the impact of changing climate on hydrology and nutrient yield, this
study was conducted in an agriculturally dominated tile-drained watershed in DeKalb County, IN: 
The Matson Ditch Watershed, using the semi distributed hydrologic model Soil and Water
Assessment Tool (SWAT, Arnold et al., (1998)). The watershed is a part of the Western Lake Erie
Basin (WLEB) and the methodology adopted in this study can be scaled up to the complete basin.
The Soil and Water Assessment Tool is a process based hydrological model used for a wide variety 
of applications. The smallest unit in SWAT is the hydrologic response unit (HRU) which is a
homogenous area based on land use, soil type, and slope. For subsurface drainage assessment 
studies, SWAT is a powerful tool with which to simulate hydrological processes under different 
climate conditions (Arnold and Fohrer, 2005; Van Liew and Garbrecht, 2003). The model is widely
accepted by research groups worldwide for its ability to simulate a wide variety of best
management practices (BMPs) at different scales (Betrie et al., 2011; Gitau et al., 2008; Gitau et 
al., 2006a; Jeon et al., 2018; Merriman et al., 2018; Santhi et al., 2006). The model can provide
accurate estimation of discharge and nutrient losses (Gitau et al., 2006; Santhi et al., 2001; Shrestha




   
 
 
   
      
  
      
      
   
   
    
     
   
    
    
    




simulated to an acceptable extent based on recent modifications in SWAT (Bosch et al., 2011; 
Moriasi et al., 2013a; Radcliffe et al., 2015).
In this study, watershed hydrology and water quality responses in an agriculturally-
dominated tile-drained watershed were assessed using SWAT under different projected climate
scenarios. Bias correction was performed on the existing climate dataset using the power
transformation method (Leander and Buishand, 2007; Leander et al., 2008). Specifically, the 
research objectives of this study were to: (i) characterize future climate for the 21st century in an
agricultural tile-drained watershed under different radiative forcing (medium (RCP 4.5: 4.5 W/m2)
and high (RCP 8.5: 8.5 W/m2)); (ii) assess the implications of changing climatic conditions on
hydrology and water quality within the Matson Ditch Watershed during the baseline period; and 
(iii) identify changes in water resources under different radiative forcing in the Matson Ditch
Watershed. Unlike with other climate change studies which used ensemble climate projections (e.g. 
Verma et al., 2015; Cousino et al., 2015; Culbertson et al., 2016), this study considered the impact
of each climate model separately. Though ensemble climate data would reduce the uncertainty in 
climate inputs, their use could increase uncertainties in hydrology outputs as the variabilities in 
climate values are not captured in the ensemble data (Mehan et al., 2018). The assessment and
estimates of the water quality conditions under different climate change scenarios for the 21st 







   
  
    
     
     
      
      
        
   
      
 
  
     
     
      
    
    
     










11.1 Study Site (The Matson Ditch Watershed)
The Matson Ditch is an agricultural tile drain dominated watershed with an aerial extent of 
4,610 ha in northeastern Indiana. Cultivable agricultural land constitutes 67.8 % of the total area
with corn, soybeans, and winter wheat (Figure 11.1). The developed land which is nearly 5 % of 
the area includes residential properties closer to Waterloo, IN. The annual average precipitation
over the entire watershed based on 2003-2012 data was around 1000 mm with the maximum one-
day precipitation ranging between 77 mm at AS1 and 103 mm at AXL and median daily minimum 
and maximum temperatures ranging between 4.0°C to 5.0°C and 15.7°C to 17.5°C, respectively. 
Mean daily precipitation for all the days in the dataset increased from the upstream end (2.2 mm) 
to the downstream end (2.5 mm) (Table 11.1). Average daily maximum temperature increased
from 14.6°C at AS1 to 16.0°C at AXL and average daily minimum temperature varied from 4.2°C
at the upstream end to 4.5°C at the downstream end of the Matson Ditch Watershed. The two major
soil types in this watershed are a silt loam Alfisol (Blount: somewhat poorly drained) and clay
loam Mollisol (Pewamo: Poorly drained). 
11.2 Data Acquisition 
Water quality and flow data (March 21, 2006 – December 31, 2012) used for training and 
testing SWAT were obtained from the USDA-ARS National Soil Erosion Research Laboratory 
(NSERL). These data are also available through the STEWARDS Database (Table 11.2).
Streamflow (94% availability) and nutrient (58-59% availability) data were available from 2006
onwards at 10 minutes interval for streamflow and variable time steps for nutrients. Flow
measurement in the study region is typically done between late March to Mid-November. Flow
measurements are not taken during winter to prevent freezing damages to flow meters, thus, flow 
values were not available during winter months. Nutrient concentration data included Kjeldahl 
nitrogen (≈59% availability), ammonia (58% availability), total phosphorus (≈59% availability), 
and orthophosphates (58% availability). For calibration and validation, data on flow, total nitrogen,
total phosphorus, and orthophosphates were used. The nutrient data collection frequency was daily
except at the extreme events where sampling was based on individual storms. Due to differences 
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in sub-daily frequency of data collection, daily flow data were multiplied with corresponding 
nutrient concentrations to get daily loads. The computed loads were used to evaluate the 
performance of simulated outputs. The daily flow data were obtained by averaging 10-minute flow 
data. Aggregation was done using Python. Missing data were not considered for this study to 
reduce any uncertainties that may arise in generated data due to imputed data (Lana et al., 2004).
To assess the impact of long term future climate (94 years), model performance was 
evaluated at the monthly time scale and all of the changes in hydrology and water quality 
parameters due to changing climate for the 21st century were assessed at an annual step. 
Table 11.1. Information on sources and description of various important input parameters 






Resolution: 10 m (USGS, 2018a)
https://websoilsurvey.sc.egov.usda.gov/App/ Soil Survey Geographic Database 




Han et al. (2014)
Hydrography nhd.usgs.gov/data.html
National Hydrograph Dataset (NHD) (USGS, 
2018 b)
ARS-CEAP Water Quality Assessment Daily precipitation, maximum and minimum
Climate
Program
National Climate Data Center
air temperature (2003-2012) (Diamond et al., 
2013)
ncdc.noaa.gov/data-access/
Tillage operations, fertilizer and herbicide 
Agronomy
ARS CEAP Watershed Survey, DeKalb and 
Allen County SWCDs
applications, crop rotation, time of planting,
and time of harvesting
(Osmond et al., 2012; Wallace, 2016); 
USDA-FSA, 2018)
ARS CEAP Water Quality Assessment Streamflow, pollutant concentrations (TN,
Program TP, NH3, PO4)
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Figure 11.1. Study Site: The Matson Ditch Watershed, NE Indiana (Part of 




   
      
      
  
   
    
      
  
   
     
      
  
   
 
 
   
    
     
   
 
   
  
    
       
      
    





11.3 The Soil Water and Assessment Tool (SWAT) 
Phosphorus Simulation in SWAT
Phosphorus can be added to the soil matrix via inorganic fertilizers, organic fertilizers, and 
phosphorus in plant residue. In SWAT, phosphorus in soil incorporates six pools (three organic 
and three inorganic) at the HRU level. Inorganic pools consist of solution, active, and stable, while 
organic pools consist of fresh, active, and stable. The inorganic pools constitute, respectively: the 
fraction of P which is used by plants and is in rapid equilibrium with the active pool; the fraction
of P which is in rapid equilibrium with the solution inorganic pool and in slow equilibrium with
the stable inorganic pool; and, the fraction of P which is relatively unavailable. The organic pools 
comprise, respectively: that fraction of P which is associated with crop residues and microbial
biomass; the fraction of P which is associated with humus and can mineralize to the solution
inorganic pool; and, that fraction of P which is associated with humus but does not mineralize as
rapidly as in the active organic pool. The transformation of soil phosphorus into six different pools 
is regulated by different algorithms representing mineralization, decomposition, and
immobilization processes within SWAT. 
Temperature and water are the most important factors governing the amount of phosphorus
added to the solution phosphorus pool through mineralization from the humus active organic pool.
Mineralization of organic phosphorus or phosphorus applied directly as inorganic fertilizer makes
inorganic phosphorus. In SWAT, the latter is simulated based on the plant uptake and conversion
of active and stable forms of inorganic phosphorus. Various equilibrium equations govern the 
conversion of labile (soluble) and active mineral phosphorus. Diffusion of phosphorus ions over 
small distances in response to concentration gradients regulates the movement of phosphorus in
soil. Currently, SWAT allows leaching from the top 10 mm of soil into the first soil layer. 
Moreover, the model assumes that all the possible interactions of runoff with soil takes place in
the top 10 mm and nutrients that are available here are transported by runoff. Phosphorus uptake
by plants is governed by root density and its depth in the soil profile. The difference in the lower
and upper boundary of the soil layer determines the phosphorus uptake for the layer. All nutrient
calculations are made on a mass basis in SWAT although data are input as concentrations. The
concentrations are then converted to loads by multiplying the concentrations and flow accounting
for the depth of the soil layer at the same time. For any unmanaged land under native vegetation, 
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solution phosphorus in all ten layers of SWAT input is set to 5 mg P /kg and for crop land
conditions the value is 25 mg P /kg which can be changed by the user based on observed data. 
SWAT simulates phosphorus movement into surface runoff in addition to phosphorus 
transported with sediments using a loading function developed by McElroy et al. (1976) and 
Williams and Hann (1978). Another possible export path for phosphorus that is simulated is via
subsurface tile drains (tile phosphorus). Different versions of SWAT have been developed by
several researchers to model soluble phosphorus movement in tile drainage (Arnold, J. January 18, 
2017. Pers. Comm; Kalcic et al., 2016; Lu et al., 2016). SWAT 2012 can simulate different 
processes in phosphorus cycling with the help of the Hooghoudt-Kirkham equation and a tile drain 
nutrient algorithm (Moriasi et al., 2013a; Moriasi et al., 2013b; Moriasi et al., 2012). The
phosphorus enrichment ratio, that is, the ratio of concentration of P transported with the sediment 
to the concentration of P in the soil surface layer is used to decide the amount of phosphorus
transported with sediments. A limitation of this version is that the percolation of simulated soluble
P to deeper layers of soil from the top 10 mm is restrained in the current algorithm. Moreover, a 
linear sorption isotherm is used to compute the soluble P in the top 10 mm of the soil layer, which 
underestimates phosphorus leaching if the soil is saturated with phosphorus (Nelson and Parsons, 
2006). Lu et al. (2016) modified SWAT with an extension (Drain P) where soluble P transport can
be simulated in tile-drained lowland catchments with more reliable source allocations. The 
transport is divided into two processes, where firstly soluble P to tile drains is simulated followed
by its movement from tile drains to surface waters. The movement of phosphorus is based on the 
Langmuir isotherm. The version was evaluated at field scale and catchment scales in Denmark. 
Due to complex parameterization and overestimated results for soluble phosphorus, DrainP needs
further parameterization before it can be tested on U.S. catchments. Another SWAT version that 
simulates soluble phosphorus is based on a multimodal approach study conducted by Kalcic et al.
(2016). This version was configured to translate soluble phosphorus outputs from each HRU and
sub-basin to have desired outputs at the HRU level. 
Model Selection and Set Up 
All the aforementioned versions of SWAT were tested during preliminary assessment to
determine their suitability in capturing subsurface hydrology and transport of nutrients via tile 
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like tile flow, tile nitrates, soluble phosphorus yield, and crop yield for corn and soybean at an
annual scale were recorded and compared to available soft data (Seibert and McDonnell, 2003). 
The version which gave the more realistic results, in this case SWAT 2012 Rev 666, was chosen
for use in this study. This version estimates the amount of P available for tile transport using an
equation based on potential crack flow. However, there are situations when we have crack
“infiltration” at the surface without tile flow. This revision fixed the code, in the SOLP subroutine, 
to only simulate P in tile drains when there is tile flow (Arnold, J. January 18, 2017. Pers. Comm.). 
Table 11.2 shows the different inputs that were needed to set up the SWAT model and the
respective source of information. Inputs include information on land use/land cover, soils and its 
properties, elevation, crop management, and climate. To include all the possible combinations of 
land use/land cover, slope, and soil, an HRU threshold of 0-0-0 was chosen, where the 0’s
represents land use and soil class percentages over the land use area, and slope class percentage 
over the soil area, respectively. This was done to reduce model error while not forcing the model 
to reduce the number of HRUs by using higher thresholds (Her et al., 2015). This configuration
also enhances the representation of closed depressions including potholes (Wallace, 2016). Based 
on Du et al. (2005), areas with soils having very poorly drainage class were classified as potholes.
Following this criterion, 2.2% of the entire watershed constituted potholes. Since there was no
information available on tile placement within the watershed, all HRUs in which corn, soybeans
and/or winter wheat were grown, and soil drainage classes were somewhat poorly drained, poorly 
drained, or very poorly drained were classified as tile drain regions (Sui and Frankenberger, 2008).
In this study nearly 42% of the entire watershed was classified under tiles.
According to information based on a survey conducted by the Soil and Water Conservation 
District (SWCD) in DeKalb County, Indiana and National Institute of Food and Agriculture-
Conservation Effects Assessment Project locations in Indiana (Wallace, 2016; Flanagan, D.C.
January 31, 2018 Pers. Comm. USDA-NSERL Lab), nearly one quarter of all the corn and three
quarters of all soybeans were planted either under a no-till system or a mulch till system in 2012. 
Therefore, no-till and conventional tillage systems were used while setting up the SWAT model.
Corn and Soybean (in sequence, one crop per year) along with Corn-Soybean-Winter Wheat (in
sequence, one crop per year) rotations were used in this study. Table 11.3 provides information on 
crop management based on information from the ARS CEAP watershed survey and the DeKalb
and Allen County SWCDs (Osmond et al., 2012; Wallace, 2016).
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The SWAT model was set up for 2003-2012 with three years of warm up, chosen as such
to optimize starting values for different simulation variables before the calibration process initiates
(Tolson and Shoemaker, 2007). Calibration was performed for the period from Jan 01, 2006 to 









      
 
   
               
 
    
 
    
 
    
 
   
 
   
 
   
            
            
            
            
 
   
 
       
 






    
  
   
  
  
   
 




   
 
   
 
  
   
  
 




   
 
   
 
  
     
 
   
 
  
     
 
 
   
 
    
 
    
    
 
   
 
   
            
            
            
 
           
          
 
       





Table 11.2 Descriptive statistics on variability of observed climate variables (precipitation, maximum and minimum air temperatures) across the Matson Ditch spatially (three ground-based climate stations: AME,
AS1, and AXL) and temporally (one day, monthly, seasonal, and year)
Precipitation(mm) Maximum Temperature (oC) Minimum Temperature (oC)
Parameter Time Step AXL AS1 AME Parameter Time Step AXL AS1 AME Parameter Time Step AXL AS1 AME










Winter 297.8 180.3 393.4 Winter 7.6 7.9 7.6 Winter -1.9 -1.8 -2.9
Maximum Spring 481.8 417.6 444.0 Maximum Spring 24.2 23.8 22.6 Maximum Spring 10.9 11.4 10.7
Summer 476.3 387.5 555.8 Summer 29.6 28.1 27.9 Summer 15 15.2 14.8






17.5 17.4 16.6 Yearly 5.8 5.6 5.2

















































































































16.4 (15.1) Yearly 6.9 (3.95) 6.6 (3.4) 6.0 (3.3)
Monthly 
(total)
0.0 0.0 0.0 One day -16.7 -15.8 -15.9 One day -29.9 -28.6 -31.9







Minimum Spring 119.4 97.7 52.6 Winter 1.4 0.9 1.3 Winter -7.7 -7.7 -8.3
Summer 128.3 145.0 164.9 Minimum Spring 20.4 11.7 19.9 Minimum Spring 8.1 5.3 7.8
Fall 127.6 68.7 83.6 Summer 24.5 13.9 24.7 Summer 12.8 7.7 13.0
Annual 





16.0 8.0 14.0 Yearly (Mean) 3.4 2.5 3.2
(Mean)
Note: Winter (January, February, and March); Spring (April, May, and June); Summer (July, August, and September); and Fall (October, November, and December). 
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Table 11.3. Agronomic practices or management operations for different land use/land cover
(A) Corn/Soybeans rotation
Crop Date Management Operation Rate
22-April













Tillage – Offset disk
(60% mixing)
6- May














Tillage, Chisel (30% 
mixing)
(B) Winter Wheat Production following corn/soybeans rotation
Crop Date Management Operation Rate
23 - October








Planting – Drills, double
disk openers
1 - March
Nitrogen Application (as 
Urea)
75.0 kg/ha
20 - April Harvest
*, **Based on information from ARS CEAP watershed survey, DeKalb and Allen County SWCDs: USDA-ARS Lab,
Purdue University (Wallace, 2016)
11.4 Model Calibration and Validation
The accuracy of outputs and simulation processes was examined based on guidelines set
by Moriasi et al. (2007), Moriasi et al. (2015), and Santhi et al. (2001). To have a reliable baseline
model, calibration was performed at a monthly time scale using both a semi-automated tool 
(SWAT – CUP) (Abbaspouri, 2015) for flow and manual calibration for nutrients. Calibration was
performed at an outlet of the Matson Ditch Watershed at the downstream end (Fig. 11.1) for 
streamflow, total nitrogen (TN), mineral phosphorus (MINP), and total phosphorus (TP) from Jan 
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performance from Jan 01, 2010 to December 31, 2012. Within SWAT-CUP, the SUFI-2 algorithm 
and maximizing NS was used as the optimization function. SUFI-2 was preferred over other
algorithms for its robustness in achieving optimization and measuring the uncertainty associated 
with model parameters and measured variables (Mehan et al., 2017). Based on extensive literature 
review (Arnold et al., 2012; Boles et al., 2015; Cibin et al., 2010; Du et al., 2005; Kumar and
Merwade, 2009; Me et al., 2015; Mehan et al., 2016; Neitsch et al., 2002; Sui and Frankenberger,
2008; White and Chaubey, 2005), twenty-two parameters were chosen for calibration (twelve for
flow and ten for sediments and nutrients). After performing sensitivity analysis on flow parameters 
only eight parameters from the twelve were used to calibrate monthly streamflow (Table 11.4).
All ten parameters were manually optimized to calibrate nitrogen and phosphorus losses (Table 
11.4). Since the study site is an agricultural tile-drained watershed and potholes are rare but 
important to understand hydrology, parameters affecting tile and potholes simulation processes 





      















   
 
    
       
   
 
 




   
 
 
   
       
      




   
 
 






















     
 
 
      
 
 





Table 11.4. Description of different parameters (their SWAT extension files, default value or range, and final calibrated value)















Parameters governing surface water response
Semi ­
Relative CN2 .mgt
Initial SCS runoff curve number for moisture 
condition II
-1.0 - +1.0 -0.33
Automatic Replace ESCO .hru Soil evaporation compensation factor 0.01 - 1.00 0.99
SWAT CUP
Relative SOL_AWC .sol
Available water capacity of the soil layer (mm
H2O/mm soil)
-1.0 - +1.0 -0.84









Threshold depth of H2O in shallow aquifer required 
for return flow to occur (mm H2O)





SWAT CUP Replace GW_REVAP .gw Groundwater "revap" coefficient 0.02-0.20 0.03
Replace ALPHA_BF .gw Baseflow alpha factor (1/day) 0 - 1 0.2





Effective hydraulic conductivity in main channel
alluvium (mm/h)
-0.01 - 500 10.7





Linear parameter for calculating the maximum









Exponent parameter for calculating sediment
reentrained in channel sediment routing

























      
   












     
 
 
     
 
 




     
              






Table 11.4 (contd). Description of different parameters (their SWAT extension files, default value or range, and
final calibrated value) with the calibration and parameterization method used during model set up and
calibration process for Matson Ditch Watershed† 





Rate factor for humus mineralization of active



















.bsn Phosphorus uptake distribution parameter 0 - 100 0.5
†Matson Ditch is a tile drained agricultural watershed. SWAT Model ran for 2003-2012 (Baseline model) with three years of warm up period. Calibration was done 







     
 
 
   
 
 
       
      
     
 





     
   
 
 
      
      
      
          
       








Table 11.5. List of different parameters (their extension, description, default value/range and final value used during model set 
up) simulating potholes and tile response in the Matson Ditch Watershed based on literature (Boles et al., 2015; Du et al., 2005; 





pot_fr .hru Fraction of HRU area that drains into potholes 0.0 - 1.0 0.7
DDRAIN .mgt Depth to subsurface drain (mm) 0 - 2000 1000
1200 for HRUs with tiles 
DEP_IMP .hru Depth to impervious layer in soil profile (mm) 0 - 6000 and 3000 for HRUs 
without tiles
DRAIN_CO .sdr Daily drainage coefficient (mm/day) 0 10
ISMAX .bsn
Maximum depressional storage flag ( 0 = static STMAXD (SSTMAXD) in *.sdr
file; 1 = dynamic STMAXD computed from depstor.f)
0 0
ITDRN .bsn Tile drainage equations flag (0 = old routine; 1 = DRAINMOD) 1 1
PC .sdr Pump Capacity (mm/hr)
1.042 mm/hr or 
22 mm/day
0
SDRAIN .sdr Distance between two drain tubes or tiles (mm) 7600 - 30000 20000
GDRAIN .mgt Drain tile lag time (hours) 24 - 60 48
TDRAIN .mgt Time to drain soil to field capacity (hours) 0 - 100 24
LATKSATF .sdr Multiplication factor to determine lateral Ksat from SWAT Ksat input value 0.01 - 4.00 1.2
SSTMAXD .sdr Static maximum depressional storage (mm) 1.0 - 50.0 5
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11.5 Model Performance Evaluation Criteria
Different graphical methods including time series and spatial maps and statistical
performance measures, were used to evaluate model performance and the simulation processes. 
Performance evaluation criteria for different performance measures were based on (Larose et al., 
2007; Van Liew and Garbrecht, 2003; Moriasi et al., 2007; Moriasi et al., 2015). Different 
statistical performance measures used in this study for model performance evaluations are listed 
in Table 11.6. This study also used soft data information on tile flow based on literature review in
Boles et al., 2015 and annual crop yield for the entire county (DeKalb County, IN, USDA-NASS,
2018) to improve the reliability of the outputs (tile flow and crop yield) from the calibrated baseline
model, which was used further to assess the implications of changing climate on the hydrologic
processes during the rest of the 21st century. Several studies have used a combination of soft data 
and hard data to maintain realistic intra-watershed responses (Ávila-Carrasco et al., 2012; Thorp
et al., 2009; Yen et al., 2014).
  
 
     
  
 






    
    
































Table 11.6. Different statistical performance measures used in this study to evaluate model
performance [O and P are observed and predicted values respectively with i = number of 
values]
Optimal 
Statistic Equation Range Description
Value
Indicator of strength of 
linear relationship 
between observed and 
2 
R2 (Coefficient simulated values  
∑of determination)   
𝑛 
𝑖=1 
̅)𝑃−𝑖𝑃()?̅?−𝑖𝑂(   0.0 to 1.0 1.0
Drawback:
(Krause et al.,   ̅)2 ̅)2  
Oversensitive to 
𝑛 𝑛√∑ √∑ 𝑃−𝑖𝑃(1=𝑖𝑂−𝑖𝑂(1=𝑖2005) extremes; additive and [ ] 
proportional differences









𝑛∑ ̅)2 𝑂−𝑖𝑂(𝑖=1 
−∞𝑡𝑜 1.0 1.0
Indicates fit between 
observed and simulated 
value compared with 1:1 
line. Drawback: Cannot 
be used for single-event 
simulations
Used to measure the





simulation is better. 
PBIAS (Percent
Bias)
𝑛∑ 𝑖 𝑃−𝑖 𝑂𝑖=1 
× 100𝑛∑ 𝑖 𝑂𝑖=1 
−∞ 𝑡𝑜 + ∞ 0.0
Positive values are 
indicators of under 
prediction and vice-versa.
Drawback: Cannot be 
used for single event 
simulations. Could also 
be deceptive as over­
estimated and under­
estimated values can




    
   
  
     
   
  
      
 
      
      




Bias-corrected climate projections from nine GCMs (Table 11.7) and two different radiative 
forcing (RCP 4.5 and RCP 8.5) were generated for all three stations in the Matson Ditch Watershed 
(AME, AS1, and AXL) for the 21st century (2006-2099) based on work by Mehan et al. (2018). 
The entire timeline (2006-2099) was divided into different segments using different change-point 
detection algorithms including Pruned Exact Linear Time (PELT) algorithm (Killick et al., 2012), 
and model fitting by clustering (Keogh et al., 2001; Liao, 2005). The algorithms were used to
detect points in the time series where there were inflections in the dataset. Based on outputs from
the algorithms, the complete time series (2006-2099) was divided into different segments: 2006­
2019, 2020-2069, and 2070-2099. Two other time lines (2006-2012 and 2006-2099) were also
studied to determine: 1) hydrologic and nutrient responses in the recent past (2006-2012) under
the two radiative forcings; and 2) how/if outputs differed between projections made at the different

































Table 11.7. Different General Circulation Models (GCM) studied for medium and high 
Representative Concentration Pathways (RCP): RCP 4.5 (medium emission scenario) and 
RCP 8.5 (high emission scenario)
Source of GCM outputs before application of bias correction methods: http://maca.northwestknowledge.net/
(statistical downscaled and bias corrected) (Historical: 1966-2005; Future: 2006-2099). (Abatzoglou, 2013; 
Abatzoglou and Brown, 2012)




Beijing Climate Center Climate System
Model, Beijing, China
(bcc_csm1_1)
Community Climate System Model, USA
(CCSM4)








Institut Pierre Simon Laplace Climate 
Modeling Center, France
(IPSL_CM5ALR and IPSL_CM5AMR)












     
  
     
           
     
    
       
    
       
       
     
     
        
 
 
   
   




   
      
      
 
      





12.1	 Characterization of future climate in the 21st century in an agricultural tile-drained 
watershed under different radiative forcing (medium and high)
Different radiative forcings were found to have a great impact on climate characteristics of
the Matson Ditch Watershed when compared with ground-based climate stations at AME, AS1,
and AXL. Figure 12.1 showed that one-day maximum precipitation could go as high as 600 mm
(≈ 24 in.) under the medium emission scenario and 350 mm (≈ 14 in.) under the high emission
scenario. Such high magnitudes of precipitation are not new to U.S. climate conditions. Based on 
historical climate records observed by NOAA (https://www.ncdc.noaa.gov/extremes/scec/records), 
the northeastern U.S. had a maximum of 450 mm (≈ 18 in.) of precipitation in 24 hours in 
Massachusetts (August 18-19, 1955; Westfield). In the southeastern U.S., 24-hour precipitation
extremes recorded between 1950 and 2000 ranged between 250 mm (≈ 10 in.) at Louisville on
March 1, 1997 and 550 mm (≈ 21 in.) at Hackberry on August 28-29, 1962
(https://www.ncdc.noaa.gov/extremes/scec/records). A precipitation extreme of over 1000 mm (≈
39 in.) precipitation in one day was recorded for Alvin, Texas on July 25-26, 1979, while Alabama
(Dauphin Island on July 19-20, 1997) had 820 mm (≈ 33 in.) in one day in 1997
(https://weather.com/news/climate/news/extreme-rainfall-precipitation-recorded-50-states and
https://www.ncdc.noaa.gov/extremes/scec/records).
Forcings from greenhouse gases (GHG), reflecting, and absorbing aerosols determine 
atmospheric radiative cooling that regulates moisture convergence in the earths atmospheric 
system (Trenberth 1999; Andrews et al., 2009). The increase in precipitation becomes more
profound when the magnitude of warming increases (Pendergrass et al., 2015). In the high 
emission scenarios, less absorbing aerosols lead to atmospheric radiative cooling which accounts 
for less increase in precipitation when compared with medium emission scenarios (Pendergrass et 
al., 2015). Our findings with respect to extreme one-day precipitation events in RCP 4.5 and more
frequent precipitation under RCP 8.5 are consistent with studies done by Janssen et al. (2015), 
Pendergrass et al., (2015), and Wang and Kotamarthi (2015), where they found that medium GHG
emission scenarios could have more extreme precipitation events. 
The greatest magnitude of one-day maximums during the remaining part of the 21st century
(2006-2099) could be seen mainly during the summer months (July, August or September). 
  
 
     
  
    
    
    
  
     
     
      
    
      
  
    




Magnitudes of one-day maximum precipitation during winter (January, February, and March) and
fall (October, November, and December) could vary between 150 and 300 mm (≈ 6 and 12 in.) in 
the high emission scenario, whereas a range of 100-250 mm (≈ 4-10 in.) could be expected during
the winter and fall in the medium emission scenario across the entire Matson Ditch Watershed
(Figure 12.1). During spring, the climate projections from nine different climate models and two 
radiative forcing scenarios projected lesser increases in one-day maximum precipitation than
expected in other seasons of the year. The maximum value of the one-day maximum precipitation
simulated from the nine different climate models for all three stations in the Matson Ditch 
Watershed over a year could go higher than what was obtained from the observed data (bold black
line in Figure 12.1). On the other hand, the minimum value of one-day maximum precipitation for 
all the three weather stations fluctuated when compared to the observed value over a year. The 
range of values of one-day maximum precipitation indicated that there were large variations in
outputs of individual climate models even after bias correction. Hence, each climate model was
considered independently in assessing the impact of climate change on hydrology and water
quality in the watershed to develop a reliable band of influence, which would otherwise be masked
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Figure 12.1. Impact of different radiative forcings (RCP 4.5 (left panel) and RCP 8.5 (right
panel)) from climate projections from nine different climate models (shown in gray band) on
one-day maximum precipitation over a year from 2006-2099 compared to observed one-day
maximum precipitation from ground-based climate stations (AME, AS1, and AXL) from 
2003-2012 aggregated over a year (in bold black line). 
Based on the results, the maximum value of annual precipitation from nine different 
climate models and two radiative forcing scenarios could increase for the entire Matson Ditch
Watershed during the rest of the 21st century. Due to different boundary conditions, there were
certain climate models which simulated the minima of annual precipitation to be lower than the 
minimum value obtained for the annual precipitation total from the observed data (Figure 12.2
(a,b,c)). However, the median, mean, and 95th percentile of annual precipitation could be higher in
all possible combinations of timelines and radiative forcing during the remaining 21st century than 
what it is presently (Figure 12.2 (a,b,c)). Relatively higher variations in values of annual
precipitation can be anticipated during the latter part of 21st century (2070-2099). Projections from
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the nine different climate models show that annual precipitation across the basin could range
between 400 mm to 2000 mm over the entire watershed under RCP 4.5 and 500 mm to 1800 mm
under RCP 8.5, compared with 600 mm to 1200 mm obtained from ground-based climate stations
in the Matson Ditch Watershed (Figure 12.2 (a,b,c)).
In the case of the daily maximum and minimum air temperatures, the median values
obtained from different climate models and two radiative forcings could increase across the 
watershed by the end of the 21st century. As anticipated with more concentration of GHGs, RCP
8.5 projected greater increases in the median values of daily maximum and minimum air
temperature than RCP 4.5 over the entire year. Like annual precipitation, maximum variation could
be anticipated in the latter part of the 21st century (2070-2099) (Figure 12.2 (d,e,f) & Figure 12.2
(g,h,i)). A range of 14℃ to 28℃ under RCP 8.5 and 16℃ to 24℃ under RCP 4.5 could be observed
in median values of daily maximum air temperature all over the watershed by the end of 21st 
century (Figure 12.2 (d,e,f)). However, the median value of daily maximum temperature across 
the basin presently (2003-2012) varies between 9℃ to 21℃. For daily minimum air temperature
from all the climate models and different radiative forcings, the median values could be as high as
15℃ compared with 6℃ obtained from ground-based climate station data within the Matson Ditch 
Watershed. 
From Figure 12.1 and Figure 12.2 we can infer that although RCP 8.5 could have overall
less cumulative precipitation than RCP 4.5 across all the timelines, the temperature variations were
more prominent. Extreme one-day high intensity events could be more common in the summer. 
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Red line in the diagram represents mean of the respective parameter obtained from observed data and green line represents 95th percentile or interpolated 95th 
percentile in cases of non-normalized datasets of the respective parameter from observed data. The shaded portion is in the form of a violin which represents
distribution of different values obtained from the nine different climate models across different percentiles expressed by box (25th ,50th or median, and 75th percentile) 
and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and one additional above 75th percentile represents the 95th 
percentile (considering the data is normalized)
Figure 12.2. Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on annual precipitation (a,b,c) in a year as obtained 
from nine different climate models compared to observed climate dataset from ground-based climate stations at AME, AS1, and 
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Median Daily Maximum temperature, °C
Red line in the diagram represents mean of the respective parameter obtained from observed data and green line represents 95th percentile or interpolated 95th 
percentile in cases of non-normalized datasets of the respective parameter from observed data. The shaded portion is in the form of a violin which represents
distribution of different values obtained from the nine different climate models across different percentiles expressed by box (25th ,50th or median, and 75th percentile) 
and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and one additional above 75th percentile represents the 95th 
percentile (considering the data is normalized)
Figure 12.2 (contd...) Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on median daily maximum (d,e,f) in a year 
as obtained from nine different climate models compared to observed climate dataset from ground-based climate stations at
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Median Daily Minimum temperature, °C
Red line in the diagram represents mean of the respective parameter obtained from observed data and green line represents 95th percentile or interpolated 95th 
percentile in cases of non-normalized datasets of the respective parameter from observed data. The shaded portion is in the form of a violin which represents
distribution of different values obtained from the nine different climate models across different percentiles expressed by box (25th ,50th or median, and 75th percentile) 
and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and one additional above 75th percentile represents the 95th 
percentile (considering the data is normalized)
Figure 12.2 (contd...) Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on minimum temperatures (g,h,i) in a year
as obtained from nine different climate models compared to observed climate dataset from ground-based climate stations at





   
    
  
 
   




   
 
12.2.1
Percentage of Streamflow Appearing as Different Components 
Average Annual Precipitation: 819 mm; (WYLD: 238 mm) 
LATQ(7.6%) 
TILE Q (28.0%) 
SURQ: Surface runoff; LA TQ: Lateral flow contribution to streamflow in watershed; 
GWQ: Groundwater contribution to streamflow in watershed; TileQ: Drainage tile 
flow contribution to streamflow in watershed 
154
12.2 Baseline (2003-2012) Model Performance
Water Balance, Hydrology and Water Quality parameters
The water budget was evaluated based on existing literature. Different hydrological 
components simulated by the calibrated model indicated that water yield ranged between 30-45%
of the precipitation between 2006 and 2012, which is similar to findings recorded in Boles et al.
(2015) and Li et al. (2017). Surface runoff varied between 29 and 61% (median = 52%) with 29% 
recorded for a drought year (Table 12.1), indicating that the baseline model could simulate dry
periods. Median values of lateral flow and tile flow from 2006 to 2012 expressed as a percentage
of streamflow were 8% and 28%, respectively, based on the calibrated model (Figure 12.3). 
Figure 12.3. Proportions of different hydrologic components of calibrated SWAT model for 
baseline period (2003-2012) for the Matson Ditch Watershed.
  
 
      









   
 
  
         
         
         
         
         
         
         
         
         
 
  
   




   
 
     





Table 12.1. Annual flow partitioning and tile flow amounts per year expressed as percent 
proportion of stream flow and precipitation (Precip.) for the baseline period (2003-2012 with 







Percentage of Streamflow(q) 













Precip. as Tile 
Flow (%)
2006 900 275 31 45 8 14 33 10
2007 737 283 38 51 8 13 27 10
2008 757 342 45 60 7 12 21 10
2009 967 367 38 60 6 10 23 9
2010 799 274 34 57 7 11 24 8
2011 1007 411 41 56 7 10 28 11
2012 564 167 30 29 11 20 39 12
Mean 861 325 38 55 7 12 26 10
Median 850 312 38 56 7 11 26 10
Figure 12.4 shows that the time series evaluation was optimum during the calibration and 
validation periods for streamflow, total nitrogen, total phosphorus, and mineral phosphorus
loadings. Results of different performance measures and performance evaluation criteria based on 
recommendations in (Moriasi et al., 2015) are listed in Table 12.2. Results showed that baseline 
model performance was “Good” for streamflow, total nitrogen, total phosphorus, and mineral 
phosphorus simulations. The model also performed well during the validation period although 
performance did not always match that obtained during calibration implying a model divergence 
(Gupta et al., 1998; Sorooshian, 1983; Sorooshian and Gupta, 1995). In this case, however, the
model did perform well during validation (sometimes better than in the calibration period) hence 
the divergence was less critical than if the model had failed at validation. Such (better) performance
could be attributable to parameters becoming more sensitive to physical systems during validation
due to the data being more consistent (Fig. 12.4 (a)), which improved the performance during this 
period (Marek et al., 2016). Another possible reason for the improvement could be the distribution 
of dry and wet years or differences in data availability considering the semi-automatic process
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Figure 12.4. Time series performance evaluation of hydrology ((a) streamflow) and water quality parameters ((b)Total Nitrogen
(TN, kg/month); (c) Total Phosphorus (TP, kg/month); and (d) Mineral Phosphorus (MINP, kg/month)) simulated from the






    
  
 
        
    
           
           
           
               
    
           
           
               
    
           
           
               
    
           
           
               







Table 12.2. Performance Measures (PM) and Performance Evaluation Criteria (PEC) for calibration (2006-2009) and validation
(2010 -2012) period for different hydrological and water quality parameters for Matson Ditch (Moriasi et al., 2007; Moriasi et 
al., 2015)
Calibration (2006 - 2009) Validation (2010 - 2012)
Monthly Average Flow (cms)
PM* R2 NSE PBIAS Mean S.D. R2 NSE PBIAS Mean S.D.
Observed 0.52 0.37 0.42 0.48
Simulated 0.72 0.71 -7.4 0.48 0.29 0.91 0.9 -2.9 0.41 0.42
PEC# Satisfactory Good Good Very Good Very Good Very Good
Monthly Total Nitrogen (TN, kg)
Observed 6429 7535 4085 6666.6
Simulated 0.97 0.55 -52.5 3051 3868 0.83 0.66 -34.9 2660.4 3667.4
PEC Very Good Good Satisfactory Very Good Very Good Satisfactory
Monthly Total Phosphorus (TP, kg)
Observed 397 481 266.2 428.5
 
Simulated 0.96 0.64 47.6 586 665 0.95 0.58 41.8 377.5 658.6
 
PEC Very Good Very Good Satisfactory Very Good Good Satisfactory
Monthly Soluble Phosphorus (MINP, kg)
Observed 97 104 78.7 119.7
Simulated 0.94 0.56 -47.1 51 56 0.98 0.6 -56.2 34.5 59.9
PEC Very Good Good Satisfactory Very Good Good Satisfactory
*PM = Performance Measures; # PEC = Performance Evaluation Criteria; R2 = coefficient of determination; NSE = Nash-Sutcliffe Efficiency; PBIAS = Percent
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Additionally, spatial variability of different parameters during the simulation process at the 
finest level of discretization (HRU: Hydrological Response Unit) within SWAT was evaluated 
using spatial maps (Figure 12.5). To check the tile placements based on soil drainage class and
land use land cover, spatial maps for placement of tile within corn, soybean, and entire watersheds 
were evaluated. From a spatial point of view, the calibrated SWAT model adequately represented 
tile placement and simulated tile flow reasonably well in the study site during the calibration and
validation periods. Performance on spatial variability of ET, soluble phosphorus, sediment yield,
and organic phosphorus revealed that the model simulated the erosion process well enough and
that contributions of sediments and nutrients were captured well by the calibrated model. 
To have more confidence on model performance in simulating different processes, soft
data calibration was performed for different parameters like tile flow and crop yield. According to
a review study by Boles et al. (2015) and Green et al. (2005), tile flow would typically constitute
4.7 to 18.5% of the total annual precipitation in a watershed with around 50% of the area under 
tile drains. This range of values for tile flow considered the variability in the size of the tile drains 
and drainage density. The results from the calibrated model showed that tile flow varied between 
8 to 12% of total annual precipitation for the period from 2006 - 2012, which is in accordance with 
the literature (Table 12.1). 
The Matson Ditch Watershed is an agriculturally-dominated watershed with corn-soybeans 
as the main crop rotation. The simulated crop yield estimation was evaluated against the crop yield
data obtained for DeKalb County. The comparison showed that SWAT could simulate crop yields
well enough. It is very important to have crop growth simulated well as nutrient balance is 
governed by nutrient uptake. Simulation results showed that the model performed well during the
drought year (2012) as well. The mean crop yield from 2006-2012 simulated by SWAT for corn
was 8.0 t/ha (133.4 bu/acre) (Figure 12.6 (a)) while that for soybeans was 3.6 t/ha (52.3 bu/acre)
(Figure 12.6 (b)) compared with 7.6 t/ha (127.3 bu/acre) for corn and 2.84 t/ha (40.6 bu/acre) for 
soybeans based on data obtained from NASS (USDA-NASS, 2018, Figure 12.6)
In summary, the water budget simulation was reasonable and the model performed 
reasonably well based on graphical and spatial assessments of the simulated values. Performance
statistics showed that model performance ranged from satisfactory to very good based on published 
criteria. Overall, the results indicated that the baseline model was good enough to be used for 
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Figure 12.5. Spatial distribution of different parameters to evaluate the performance of simulated outputs from the calibrated model at
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(d) Tile drain placement in corn fields (e) Tile drain placement in Soybean fields (f) Tile drain placement in the entire
watershed (g) Tile outflow (QTile,mm) simulation in corn fields (h) Tile outflow (QTile, mm) simulation in soybean 
fields (i) Q Tile (mm) simulation in the entire watershed.
Figure 12.5. (contd…). Spatial distribution of different parameters to evaluate the performance of 
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(j) Total annual ET (mm) losses in the entire watershed (k) Total sediment yield (SYLD,
t/ha) in the entire watershed (l) Total organic P losses (ORGP, kg/ha) in the entire watershed 
(m) Total soluble P losses (SOLP, kg/ha) in the entire watershed
Figure 12.5. (contd…). Spatial distribution of different parameters to 
evaluate the performance of simulated outputs from the calibrated model at




    
    
 
   
 
  
    
    
    
   
      
       
     
    
       
 
       
























2006 2007 2008 2009 2010 2011 2012 
Time(Year) 
• Simulated • Observed 
Corn Yield (t/ha) 
Year Simulated Observed 
Mean 8 8 
Median 8 7 
Maximum 14 9 
Minimum 6 5 
Sum 56 54 
(b) 
2006 2007 2008 2009 2010 2011 2012 
Time(Year) 
•Simulated • Observed 









Figure 12.6. Comparison of annual simulated crop yields (a) corn (b) soybeans from the 
calibrated SWAT model for the baseline period (2003-2012) with published data from
USDA-NASS data for corn and soybeans crop yields for DeKalb County, IN.




Different radiative forcing could have different impacts on various water budget components.
It could be expected that annual precipitation across the entire watershed could increase as high as
36% in RCP 4.5 scenario and 38% under RCP 8.5. Since the impact of each climate model was
studied individually, there were some models which projected that annual precipitation could
decrease by 9% in the early 21st century (2006-2012) before increasing through to the end of the
century. Under such circumstances ET could increase by as much as 7% in the early 21st century
(2006-2019) under RCP 4.5 and up to 2% during the mid-21st century (2020-2069). Surface runoff
could be anticipated to increase by 131% under the medium emissions scenario during 2070-2099.
The increase in flow can be attributed to an increase in precipitation projected for the Matson Ditch,
with higher intensity precipitation resulting in higher rates of excess runoff (Rose, 1993). The 
results indicated a decrease in ET as well, which could be another reason surface runoff could be 
expected to increase. A decrease in ET can be attributable to the increased CO2 concentrations, 
which reduces stomatal conductance thereby lowering ET. The findings are similar to those from
  
 
     
    
       
  
   
  
     
      
       
     
    
    
163
the climate change study done within the basin by Culbertson et al. (2016). Groundwater flow 
could vary between a 25% decrease and a 6% increase by the end of 21st century as projected from 
outputs from nine climate models under RCP 4.5 and could decrease by 37% or increase by up to
15% during the rest of the 21st century under RCP 8.5. Since precipitation could increase in 2070­
2099, tile flow could also increase by 11% to 50% for RCP 4.5, whereas the increase could be up
to 67% for RCP 8.5. The same could be expected for lateral flow and overall water yield. It is 
anticipated that changing climate could lead to an increase in lateral flow by 17 to 57% under the
medium emission scenario and by 6 to 72% under the high emission scenario. Water yield could
increase by 10 to 90% at the end of 21st century under RCP 4.5 and by 3 to 103% under RCP 8.5 
(Table 12.3). The results of the study showed that the precipitation would experience changes in
magnitude (depth of precipitation) and frequency. With every increase in precipitation (1%), there








   
        
 
       
        
   
   
        
        
        
        
        
    
        
        
        
        
        
           
   
     






Table 12.3. Relative difference of different hydrologic parameters of water budget expressed in percentage 
Model Outputs
Parameter PREC ET SURQ GWQ TILEQ LATQ WYLD
Measurement 
mm mm mm mm mm mm mm
Units
Baseline Value 819 519 161 36 81 22 303
Range of Relative Difference from Baseline Expressed in Percentage*
Timelines Representative Concentration Pathway 4.5 (RCP 4.5)
2006-2012 (-7.2, 11.5) (-8.5, 6.4) (-12.4, 44.7) (2.4, 18.6) (-9.0, 7.1) (2.2, 23.4) (-6.4, 26.8)
2006-2019 (1.7, 20.4) (-5.7, 6.7) (4.7, 77.4) (-2.1, 35.9) (-0.6, 25.2) (7.9, 53.7) (2.7, 50.3)
2006-2099 (4.6, 30.3) (-5.3, 1.1) (16.0, 110.9) (-25.4, 5.8) (5.1, 38.6) (17.3, 56.7) (11.7, 74.5)
2020-2069 (1.1, 30.4) (-5.6, 1.2) (14.3, 108.1) (-28.6, 13.7) (2.4, 40.7) (11.7, 63.3) (5.7, 75.0)
2070-2099 (4.7, 35.2) (-6.0, 0.0) (11.1, 131.0) (-15.0, 15.1) (11.1, 49.6) (23.4, 64.2) (10.5, 89.8)
Representative Concentration Pathway 8.5 (RCP 8.5)
2006-2012 (-8.4, 25.9) (-9.2, 8.8) (-10.8, 84.2) (-2.7, 55.4) (-10.1, 38.2) (-5.3, 70.6) (-9.2, 67.1)
2006-2019 (-3.0, 22.5) (-6.2, 5.9) (-0.4, 87.7) (-5.2, 38.2) (-7.1, 32.1) (6.8, 62.3) (0.3, 56.4)
2006-2099 (-1.2, 30.5) (-6.8, 1.5) (10.5, 119.3) (-37.3, 14.6) (-0.3, 47.5) (5.5, 72.1) (2.6, 80.7)
2020-2069 (-0.8, 28.4) (-6.4, 2.0) (0.8, 112.8) (-31.5, 19.1) (1.8, 45.9) (8.1, 73.9) (2.0, 74.8)
2070-2099 (-2.7, 37.9) (-9.8, -1.2) (12.7, 138.8) (-37.7, 33.2) (2.7, 66.7) (2.7, 89.1) (3.1, 102.6)
* Values in parentheses are range of relative difference of respective parameter obtained from nine different climate models from values obtained from baseline
model. Values in parentheses are minimum values of difference of specific parameter from baseline (%) from all the nine climate models and maximum values
of difference of specific parameter from baseline (%) from all the nine climate models. Different parameters were obtained for different timelines from climate
projections from nine different climate models and two radiative forcings (RCP 4.5 and RCP 8.5) of GHGs (Greenhouse Gases) and the difference is computed 
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Besides water budget components at the watershed scale, it was important to assess the 
impact of changing climate projections under different radiative forcings on nutrient yields. Figure 
12.7 (d) showed that organic phosphorus could increase by 15 to 65% under RCP 4.5 and an 
upsurge by 25 to 75% could be anticipated under RCP 8.5 by the end of 21st century. During 2070­
2099, under RCP 4.5, annual soluble phosphorus loads could fluctuate between a decrease of 45%
to an increase by 70% and under RCP 8.5 a decrease of 60% to an increase by 75% could be
anticipated by the end of 21st century (Figure 12.7 (e)). The annual tile nitrates-N loads could 
decrease by 25 to 75% under the medium emission scenario during the mid-21st century and could 
decrease by 25 to 60% under the high emission scenario during the same time period. During the 
latter part of the 21st century under RCP 8.5 the nitrates in surface runoff could increase by 50­
100% and an increase by 5 to 50% could be anticipated for nitrates in surface runoff under RCP
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Upper end of the bar represents maximum value from outputs obtained from analysis of nine climate models individually and lower end of the bar represents
minimum value from outputs obtained from nine climate models individually
Figure 12.7. Impact of different radiative forcing (RCP 4.5 and RCP 8.5) on different hydrologic and water quality parameters
(a) SWAT Simulated Precipitation (PREC, mm) (b) Actual Evapotranspiration (ET, mm) (c) Water Yield (WYLD, mm) (d)
Groundwater Flow (GWQ, mm) (e) Lateral Flow (LATQ, mm) as obtained from different climate models on an annual basis, 
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Figure 12.7. (contd…) Impact of different radiative forcing (RCP 4.5 and RCP 8.5) on different hydrologic and water
quality parameters (f) Organic Phosphorus (ORGP, kg/ha) (g) Soluble Phosphorus (SOLP, kg/ha) (h) Tile Nitrates
(TNO3-N, kg/ha (i) NO3-N Surface Runoff (NO3-N SURQ, kg/ha) as obtained from different climate models on an
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On an annual basis, a decrease of 35 to 60% was projected for soluble phosphorus loadings 
via tile drains based on climate projections from nine different climate models and under two 
radiative forcings. The decrease could be more prominent during the mid-21st century before it 
increases again by the end of 21st century (Table 12.4). This could be due to larger and more
frequent precipitation events anticipated under the two radiative forcings which might not allow 
sufficient infiltration opportunity. Thus, nutrients would not have sufficient opportunity to
percolate through the soil profile and more losses would occur through the overland flow. The 
results are similar to those of Culbertson et al. (2016) who found that total annual soluble
phosphorus loads in the Maumee River Basin could decrease in the near and late century under
RCP 4.5 and RCP 8.5. These authors suggested that the reductions in soluble P could be due to 
increased plant uptake associated with elevated atmospheric CO2 levels, leaving less soluble P
available for transport. These same authors found that organic P could increase and, therefore, an 
increase in TP of 26% was possible during 2070-2099 under RCP 8.5. This is similar to the 
findings of this study.
The impact of climate projections on potential factors affecting crop growth was assessed 
and phosphorus could be a limiting factor affecting plant growth adversely by the end of the 21st 
century. In place of 10 phosphorus stress days as recorded for the baseline period, there could be
17-21 phosphorus stress days during 2070-2099 under RCP 4.5 and 16-21 phosphorus stress days
during same time but under RCP 8.5. Nitrogen stress days under either emission scenario could 
decrease from 9 to 50% of the value recorded during the baseline period (Table 12.4). This could 
be because anticipated frequent flash precipitation events could take away the phosphorus in
soluble or sediment-attached form, making it unavailable for plant growth. On the other hand,
results could be a reflection of empirical equations in SWAT governing phosphorus stress as
detailed in Neitsch et al. (2011). The SWAT model only simulates nitrogen stress for non-legume
crops. Based on climate projections in this study, nitrogen content in non-leguminous plants could
be reduced by 50% or less compared to current climatic conditions. The strength in simulating
nitrogen and phosphorus stress days with SWAT is that it compares the actual and optimum
nonlinear relationships of nitrogen and phosphorus levels. The assumption that a crop faces 
nitrogen and phosphorus stress when the nitrogen and phosphorus content is 50% or less has 
potential for improvement because different crops have different thresholds to face phosphorus
stress. The improvement, if made, can help in the assessment of stress days according to crop
species rather than as a single number, which is an average for the entire watershed. 
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The number of water stress days could be reduced to between 10 and 19 days during the 
rest of the 21st century under the medium emission scenario compared to 28 water stress days
recorded for the baseline period (2006-2012). This observation supports the finding that days with
no precipitation could decrease in the study region. Decrease in water stress could also be attributed
to the fact that the rate of change in ET was not as drastic as the rates associated with precipitation 
and flow. Lower ET losses could cause SWAT simulations to project a decrease in water stress
given that, in SWAT, water stress equations depend only on ET and not on soil moisture. 
With respect to 148 temperature stress days observed during the baseline period, it is 
anticipated that the remaining part of the 21st century could have a lesser number of temperature 
stress days that could range between 58 and 122 (Table 12.4). With projected increases in 
temperature under the two radiative forcings in the Matson Ditch Watershed, the number of days 
of optimal temperature required for the plants to grow could increase and hence less temperature



















       
        
   
   
        
        
        
        
        
    
        
        
        
        
        
          
        
       







Table 12.4. Relative difference of soluble P and annual basin stress days expressed as percentage range
Model Outputs
Parameter
SOL_P SOL_P NO3-N Water Stress Temperature Stress Nitrogen Stress Phosphorus Stress 
(Tile) (Total) (Tile) Days Days Days Days
Measurement 
Units
kg/ha (kg/ha) (kg/ha) Count Count Count Count
Baseline Value 0.017 0.051 0.549 28 148 67 10
Timelines Range of Relative Difference from Baseline Expressed in Percentage*
Representative Concentration Pathway 4.5 (RCP 4.5)
2006-2012 (-29.4,0.0) (-35.3, 3.9) (-30.8, 10.2) (-46.4, -14.3) (-27.7, 4.1) (-10.4, 3.0) (-20.0, 10.0)
2006-2019 (-29.4, -5.9) (-19.6, 13.7) (-35.9, -6.2) (-42.9, -25.0) (-19.6, 2.0) (-10.4, 1.5) (10.0, 20.0)
2006-2099 (-58.8, -41.2) (-39.2, -7.8) (-31.5, -9.1) (-64.3, -42.3) (-45.3, -20.9) (-34.3, -19.4) (260.0, 320.0)
2020-2069 (-52.9, -35.3) (-31.4, -5.9) (-30.8, 2.9) (-60.7, -35.7) (-40.5,17.6) (-23.9, -9.0) (70.0, 110.0)
2070-2099 (-47.1, -23.5) (-35.3,9.8) (-22.6, 10.4) (-64.3, -32.1) (-60.8, -22.3) (-29.9, -13.4) (10.0, 50.0)
Representative Concentration Pathway 8.5 (RCP 8.5)
2006-2012 (-23.5, 0.0) (-33.3, 21.6) (-28.2, 20.0) (-75.0, -7.1) (-16.2, 4.1) (-16.4, 3.0) (-20.0, 0.0)
2006-2019 (-29.4, -17.6) (-31.4, 21.6) (-31.1, 10.0) (-71.4, -17.9) (-18.2, 2.0) (-13.4, 0.0) (0.0, 20.0)
2006-2099 (-58.8, -35.3) (-45.1, 2.0) (-23.9, 1.6) (-67.9, -42.9) (-58.1, -36.5) (-32.8, -23.9) (130.0, 270.0)
2020-2069 (-52.9, -29.4) (-43.1, 7.8) (-24.0, 4.4) (-60.7, -39.3) (-54.1, -26.4) (-28.2, -16.4) (60.0, 110.0)
2070-2099 (-35.3, -11.8) (-35.3, 25.5) (-1.8, 42.6) (-67.9, -46.4) (-87.8, -59.5) (-47.8, -31.3) (-30.0,10.0)
* Values in parentheses are range of relative difference of respective parameter obtained from nine different climate models from values obtained from baseline model. 
Values in parentheses are minimum values of difference of specific parameter from baseline (%) from all the nine climate models and maximum values of difference
of specific parameter from baseline (%) from all the nine climate models. Different parameters were obtained for different timelines from climate projections from nine
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Figure 12.8 showed that with an anticipated increase in annual precipitation total values at 
the watershed outlet, the flow values could also increase during the 21st century under either 
emission scenario. With more precipitation values on an annual basis, sediment yield, total 
phosphorus and total nitrogen loads could also increase. Average annual flow values could
increase by up to 150% under either emission scenario during 2070-2099. Soluble phosphorus or 
mineral phosphorus, could vary between a decrease by up to 10% to an increase by up to 25% by 
the end of 21st century under RCP 4.5 and could increase by 10 to 50% under RCP 8.5. 
Corresponding to anticipated annual precipitation as high as 1800 mm annually, the annual mineral 
phosphorus loads could range between 50 and 3500 kg/ha over the year under RCP 4.5 during
2070-2099. Phosphorus loadings are connected to some extent with sediment yields. The future 
climate projections under two different radiative forcings anticipate an increase at the maximum 
up to 1.6 MT per year during 2070-2099 and 0.8 MT during 2020-2069 under the medium emission 
scenario for annual sediment yield. Annual total phosphorus loadings could increase to the highest 
magnitude of nearly 60,000 kg per year during 2070-2099 under RCP 4.5 and 35,000 kg per year 
during 2020-2069 under RCP 4.5. During the mid-21st century, nitrate loadings under the medium
emission scenario could vary by between less than 10,000 kg to 40,000 kg per year. Organic
nitrogen load on an annual basis could go as high as 200,000 kg per year by the end of 21st century. 
This is in concordance with the outputs anticipated for total nitrogen loadings. The mean value of 
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Red line in the diagram represents mean of the respective parameter obtained from baseline data and green line represents 95th percentile of data obtained from baseline model. 
The shaded portion is in the form of a violin which represents the distribution of different values obtained from the outputs of nine different climate models across different 
percentiles expressed by box (25th,50th, or median, and 75th percentile) and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and 
one additional above 75th percentile represents the 95th percentile (considering the data are normalized)
Figure 12.8. Impact of different radiative forcing (RCP 4.5 and RCP 8.5) on different hydrology and water quality parameters at the 
watershed outlet (a) Precipitation (PREC, mm) (b) Streamflow (FLOW, cms) (c) Sediments (SED, tons) as obtained from different climate 












        
         
        
     
 
    
 







l : 2020-2069 
4: 2070-2099 - Mean 
5: 2006-2099 - 95th Percentile 
M K M K ~ ~ U C ~ ~ 




















4: 2070-2099 - Mean 
5: 2006-2099 - 95th Percentile 
i,. ,, ., 
oo _______________________ _ 
M K M K ~ ~ U C ~ ~ 











~ 0 30 
C: RCP8.5 2: 2006-2019 4: 2070-2099 - Mean 




-0- ~ 9 
8 I 
M K M K ~ ~ U C ~ ~ 





Red line in the diagram represents mean of the respective parameter obtained from baseline data and green line represents 95th percentile of data obtained from baseline model. 
The shaded portion is in the form of a violin which represents the distribution of different values obtained from the outputs of nine different climate models across different 
percentiles expressed by box (25th,50th, or median, and 75th percentile) and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and 
one additional above 75th percentile represents the 95th percentile (considering the data are normalized)
Figure 12.8. (contd…). Impact of different radiative forcing (RCP 4.5 and RCP 8.5) on different hydrology and water quality parameters 
at the watershed outlet (d) Mineral Phosphorus (MINP, kg) (e) Organic Phosphorus(ORGP, kg) (f) Total Phosphorus (TP, kg) as obtained
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Red line in the diagram represents mean of the respective parameter obtained from baseline data and green line represents 95th percentile of data obtained from baseline model. 
The shaded portion is in the form of a violin which represents the distribution of different values obtained from the outputs of nine different climate models across different 
percentiles expressed by box (25th,50th, or median, and 75th percentile) and whiskers (minimum and maximum). Additional whisker in the box plot is mean of the dataset and 
one additional above 75th percentile represents the 95th percentile (considering the data are normalized)
Figure 12.8. (contd…). Impact of different radiative forcing (RCP 4.5 and RCP 8.5) on different hydrology and water quality parameters at 
the watershed outlet (g) Nitrates (NO3-N, kg) (h) Organic Nitrogen (ORGN, kg) (i) Total Nitrogen (TN, kg) as obtained from different climate
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On an annual basis, HRUs in which corn would grow could expect an increase in annual 
tile flow by up to 25% under either emission scenario during 2070-2099. The increase could be
relatively less during the mid (2020-2069) and early 21st century (2006-2019), where the increase
in tile flow could go as high as 15% and 5% respectively (Figure 12.9). Annual sediment yield
could increase by up to 35% in the early 21st century, by up to a 75% increase during the mid-21st 
century, and by up to a 100% increase during the latter 21st century under the high emission
scenario. Increases in sediment yield from corn fields in the watershed under the medium emission
scenario could be lower than from the high emission scenario.
Tile flow in soybean fields could vary between a decrease by as low as 10% to an increase
by up to 15% during 2070-2099 under RCP 4.5, whereas the increase could be by up to 5% during
2020-2069. The sediment yield could increase by up to 75% under either emission scenario for the
rest of 21st century (Figure 12.10). Though sediment yield is projected to increase in both corn and 
soybean fields, sediment-bound phosphorus could be anticipated to decrease. A decrease as low 
as by 25% during 2006-2019, by 75% during 2020-2069, and by 50% during 2070-2099 was
projected for sediment-bound phosphorus under either emission scenario (Figure 12.9) while a
decrease by up to 60% could occur on soybean fields for sediment phosphorus if the baseline
situation prevails during 2020-2069. The decrease could go by up to 35% during 2070-2099 
(Figure 12.10). 
Annual soluble phosphorus loadings from corn and soybean fields could increase, with the
maximum increase during 2070-2099 under the high emission scenarios. Due to different outputs 
from each climate model, a decrease might also occur (Figure 12.9 & Figure 12.10). Annual 
soluble phosphorus loadings could increase by up to 110% under RCP 8.5 on corn fields and by
up to 80% on soybean fields during 2070-2099. During 2020-2069, annual soluble phosphorus
losses from soybean fields could decrease by 10 to 50% to an increase by up to 65% under either
radiative forcing scenario. Annual organic phosphorus loading is projected to increase in both corn 
and soybean fields with an exception of a decrease projected by some climate model outputs during 
2020-2069 (Figure 12.9 and Figure 12.10). Annual loadings of organic phosphorus could increase
by as much as 50% in corn and soybean fields by the end of the 21st century under either climate
projection scenario. Large changes could be observed in annual organic phosphorus loadings under 
the medium emission scenario on soybean HRUs during the early and late 21st century, based on
our results. For corn, the same could occur with the high emission scenarios, where relative 
differences of the projected values from the baseline could become more prominent during 2006­
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2019 and 2070-2099. It is anticipated that during the rest of the 21st century nitrate loadings in
tiles could decrease in both corn and soybean fields. The relative decrease could be higher if the 
medium emission scenarios persist till the end of the 21st century. 
With projected increases in runoff being more than increases in tile flow, soluble 
phosphorus is expected to be transported primarily in runoff. Thus, the concentration of 
phosphorus in surface runoff could increase. Under different radiative forcings, air temperature
could increase which could result in increase in soil temperature. Increased soil temperature could
lead to more decomposition and hence loss of organic matter. The decreased organic matter in the 
soil could make soils more vulnerable to erosion by decreasing soil aggregate stability, reducing
infiltration rates, and increasing runoff by promoting compaction. However, the relative proportion 
of phosphorus bound to sediments in the top 10 mm of the soil surface could decline. Therefore
despite increases in erosion and sediment yield, sediment phosphorus could decrease consistent
with McElroy et al. (1976) and Williams and Hann (1978). 
It is projected that corn yield could decrease up to 50% under the high emissions scenario
during 2070-2099 and decrease by 2-10% during 2020-2069. On the other hand, soybean yields
are projected to be higher than baseline values. Soybean yields could increase by 60% with 
maximum anticipated yields during the latter part of 21st century under medium emission scenario,
however the increase could be up to 20% if RCP 8.5 conditions prevail. Under changing climatic
conditions, diffusivity of P could get reduced which could lead to phosphorus stress. A 
combination of phosphorus and heat stress with increase in air temperature and elevated CO2 could
result in lowering corn yields (Karmarkar et al., 2016; Nearing et al., 2004). The situation could
be overcome by improving phosphorus use efficiency or increasing phosphorus application rates.
Increase in soybean yield might be attributable to less dependency on phosphorus, and increased
carbon assimilation cycle under the medium emission scenario. Simulated values for biomass 
could decrease for both corn and soybean during the rest of 21st century, with more decrease
anticipated if the high emission scenario continues. Despite of projected increase in soybean yield,
biomass projections declined due to different empirical equations to compute biomass and actual
yield. Biomass simulation in SWAT is dependent on plant growth factor, which is function of 
water stress, temperature stress, nitrogen stress, and phosphorus stress. Since phosphorus stress is 
expected to increase by the end of 21st century, the biomass in either case of corn and soybean
could decrease. While actual yield in SWAT is based on harvest index, which is calculated using 
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not much reductions could be expected in ET, water deficiency factor might not have reduced to a
greater extent. This could explain the anomaly seen between crop yield and biomass simulation 





   
 
        
 
     
        













~ - 25 
0 
... 
- 50 0 
:S: - 75 
:a 
Differences are expressed in % w.r.t. baseline - Annual 
- QTILEmm (RCP 4.5) - QTILEmm (RCP 8 .5) 
-------------1 ------------ -----------~ ----
~ - l002006-2012 2006-2019 2020-2069 2070-2099 
Timelines 
(cl 
Differences are expressed in % w.r.t. baseline - Annual 
in - YLDt/ha [RCP 4 .5) 
-
YLDt/ha [RCP 8 .5) 
,,i 100 
Q. 





- ----------- -------------------------------- --------E 0 
C 
-. I ..I - 25 
> 
... 




100 C0 a. 
u 
75 a: 






- 25 ~ 
0 
-so ... 0 













- 25 C ..I 
> 
... 
- so 0 
-75 ~ 
'0 
ai - 100~---------------------~ -lOO ai 
a: 2006-2012 2006-2019 2020-2069 2070-2099 a: 
Timelines 
(bl 
Differences are expressed in % w.r.t. baseline - Annual 
in 
-
SYLDt/ha (RCP 4 .5) 
- 5YLDt/ha (RCP 8 .5) in 
,,i 00 
a. 100 100 a. 
u u 
a: 75 J ........... ~ ........... 75 a: ~ so 50 ~ :!... 'ii 25 25 'ii ..c ..c 2 0 ----------- -------- ---- 0 2 
C C 
..I 
- 25 - 25 ..I > > Ill Ill 
... 
- 50 - 50 ... 0 0 
it: -75 -75 ;E 
:a '0 
..: - 100~---------------------~ - 100 ..: 
: 2006-2012 2006-2019 2020-2069 2070-2099 : 
Timelines 
(di 
Differences are expressed in % w.r.t. baseline - Annual 
in 
-
BIOMt/ha [RCP 4.5) 
-
BIOMt/ha (RCP 8 .5) in 
.., 
100 100 C0 a. a. 
u u 
a: 75 75 a: 
~ 
:!... so so ~ :!... 
'iii' 25 25 'iii' 
~ ~ 
~ 0 
-- --..ii -- -
0 ~ 
::E ::E 
0 - 25 
• 
- 25 0 
iii iii 
... 
- so -so ... 0 0 
it: - 75 -75 it: 
:a :a 
..: - 100 ~---------------------~ - 100 ..: 






OUPUTS FROM CORN BASED HRUs
Upper end of the bar represents maximum value from outputs obtained from analysis of nine climate models individually and lower end of the bar represents
minimum value from outputs obtained from nine climate models individually
Figure 12.9. Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on different hydrologic and water quality parameters
(a) Tile Flow (QTILE, mm) (b) Sediment Yield (SYLD, t/ha) (c) Yield (YLD, t/ha) (d) Biomass (BIOM, t/ha) across the corn
based HRUs as obtained from different climate models on an annual basis compared to values from the baseline model (2003­
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OUPUTS FROM CORN BASED HRUs (CONTD…)
Upper end of the bar represents maximum value from outputs obtained from analysis of nine climate models individually and lower end of the bar represents
minimum value from outputs obtained from nine climate models individually
Figure 12.9. (contd...) Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on different hydrologic and water quality 
parameters (e) Sediment Phosphorus (SEDP, kg/ha) (f) Soluble Phosphorus (SOLP, kg/ha) (g) Organic Phosphorus (ORGP,
kg/ha) (h) Tile Nitrates (TNO3-N, kg/ha) across the corn based HRUs as obtained from different climate models on an annual 
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OUPUTS FROM SOYBEANS BASED HRUs
Upper end of the bar represents maximum value from outputs obtained from analysis of nine climate models individually and lower end of the bar represents minimum
value from outputs obtained from nine climate models individually
Figure 12.10. Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on different hydrologic and water quality parameters 
(a) Tile Flow (QTILE, mm) (b) Sediment Yield (SYLD, t/ha) (c) Yield (YLD, t/ha) (d) Biomass (BIOM, t/ha) across the soybean
based HRUs as obtained from different climate models on an annual basis compared to values from the baseline model (2003-2012) 
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OUPUTS FROM SOYBEANS BASED HRUs (CONTD…)
Upper end of the bar represents maximum value from outputs obtained from analysis of nine climate models individually and lower end of the bar represents
minimum value from outputs obtained from nine climate models individually
Figure 12.10. (contd...) Impact of different radiative forcings (RCP 4.5 and RCP 8.5) on different hydrologic and water quality 
parameters (e) Sediment Phosphorus (SEDP, kg/ha) (f) Soluble Phosphorus (SOLP, kg/ha) (g) Organic Phosphorus (ORGP,
kg/ha) (h) Tile Nitrates (TNO3-N, kg/ha) across the soybean based HRUs as obtained from different climate models on an annual 




     
     
     
     
  
   
 
   
    
        
    
    
    
     
 
   
  
   
    
 
    
      
  








Changing climate affects watershed ecosystem and various studies have been done to 
evaluate the impact of climate change on water resources to develop effective mitigation plans
under the face of a climate change. This study incorporated the use of nine different climate models
(CMIP 5 climate projections) and two radiative forcings based on concentrations of GHGs in the
atmosphere to assess the implication of future climate on water resources in an agriculturally-
dominated tile-drained watershed using SWAT. The climate projections were subjected to
additional bias correction using a power transformation which preserved the mean and variance of 
the simulated data. This was different from studies such as Walling et al. (2017) and Bosch et al.
(2014) where hypothetical climate scenarios were developed because they were simple, easier, and 
quicker to use. Such an approach could lead to dubious results given that extremes and related
events could be masked. Previous studies in the WLEB (Verma et al., 2015; Wang et al., 2017; and,
Wang et al., 2018) used CMIP 3 climate projections which are obsolete hence the need for re­
evaluation under more recent projections. MarkSim-generated climate projections were used in
Wallace (2016). However, the bias in resulting projections were not quantified. Climate projections
used in Pease et al. (2017) were based on multi-model ensemble (MME) approach where individual 
projections were used but outputs were ensembled based on best estimator (mean or median). Such 
datasets have their own limitations as projections generated in such a way cannot be verified 
(Tebaldi and Knutti, 2007). Culbertson et al. (2016) and Cousino et al. (2015) were based on the 
same climate projections tested in Mehan et al. (2018). These projections were found to have bias
in precipitation values, hence the additional bias correction. Additionally, these (Culbertson et al., 
2016 and Cousino et al., 2015) studies were based on ensemble data over independent climate
models, which could mask important information particularly as related to extreme events. 
A combination of soft and hard data were considered to reduce the uncertainty in the model
outputs consistent with Seibert and McDonnell (2003) and Yilmaz et al. (2008). The baseline model
was set using both hard data on streamflow, total nitrogen, total phosphorus, and mineral 
phosphorus, and soft data on tile flow and crop yield. Besides performance measures and 
recommended performance evaluation criteria, the outputs of the model were spatially checked for 
their accuracy. The baseline model set up for this study performed “Satisfactory” to “Very Good” 
based on performance evaluation criteria dependent on hard and soft data validation.
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Under the influence of two different radiative forcings on climate characteristics of the Matson
Ditch Watershed, extreme precipitation events (mean, median, 95th percentile and maximums) and 
temperatures across the basin are projected to increase under both emission scenarios. Extreme 
precipitation events could be more common around the end of the mid-21st century (2020-2069) or 
beginning in the late 21st century (2070-2099). More nutrient losses are projected with extreme 
precipitation events with overland flow being a major contributing factor. ET is expected to
decrease. Tile flow and lateral flow could increase while groundwater flow could decrease but 
overall water yield could increase. 
Phosphorus stress days could double while water, temperature, and nitrogen stress days could 
decrease. Although soluble phosphorus via tile drains could be projected to decrease, total soluble 
phosphorus could either increase or decrease. At a sub-basin scale, annual precipitation could 
increase. With precipitation as the driving factor, flow, total nitrogen, total phosphorus, and mineral 
phosphorus are projected to increase as well. With more land under corn (17.3 km2 : 37.5% of the
entire watershed) than soybeans (11.6 km2 : 25.2% of the entire watershed) within the Matson Ditch
Watershed, tile flow contribution from corn fields could be higher than from soybean fields. Corn
yields are projected to decrease by 10-15% under RCP 4.5, while soybean yields are expected to
increase under RCP 4.5 by the end of the 21st century.
The results of this study are similar to some findings in Wallace (2016), where tile flow, 
sediment losses, and soluble P were expected to increase by the end of the century. Wallace (2016) 
found that surface flow could decrease, while Culbertson et al. (2016) found that there could be an 
increase in surface flow with increase in precipitation, which is similar to our findings. A reduction 
in ET could be attributable to higher CO2 projected under the different radiative forcings which
could lead to reduced stomatal conductance (Farquhar and Sharkey, 1982). Due to larger and more 
frequent precipitation events, there could be less water available in the soil profile for 
evapotranspiration. Anticipated flash precipitation events could wash off more solution and
sediment-bound phosphorus in runoff (Holtan et al., 1988; Pacini and Gächter, 1999; Turtola and 
Paajanen, 1995). Despite the anticipated projections resulting in a decrease in soluble phosphorus
via tile drains, increase in total soluble phosphorus losses could be attributable to projected 
decreases in nitrogen in the subsoil. Sub-surface phosphorus cycling is regulated by nitrogen supply
as noted by Bauke et al. (2018). These authors concluded that limiting N affects the use of soil P.
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The projected decrease in crop yield, especially corn yields, could be attributed to a variety of
reasons. For example, with more CO2 under different radiative forcings, radiation efficiency for
crop growth could increase but due to larger increases in temperatures, heat stress could develop. 
This could reduce plant phosphorus uptake thereby decreasing crop yields and biomass. Limitations
in SWAT crop-growth simulation routines could lead to projected decreases in biomass while crop
yields are projected to increase, as was the case with soybeans in this study.
The impact of climate change varies with time and modeling results are affected by data 
inputs obtained from different climate models. Ensemble climate data from different climate
models, for example as used in (Verma et al., 2015; Cousino et al., 2015; Culbertson et al., 2016; 
Mehan et al., 2016) could mask extreme or rare events, which can alter the results drastically and 
hence result in poor or wrong decision making. There is, therefore, the need to consider projections
from the different climate models independently when determining the implications of changing 
climate. This would help to better inform decision-making and develop strategies to control and 
mitigate the influence of anticipated increases in nutrient loadings. In this study, we corrected the 
climate projections for their bias before they were used for any assessment. In addition, while
dealing with time series data, especially time-bound climate projections, any changes in the time
series were detected such that recommendations can be made separately based on near-future (2006­
2019) and distant-future trends (2020-2069; 2070-2099). This was done using different change
detection algorithms, including PELT. Studying the timeline in its entirety without understanding 
the changing trends with time could lead to misleading conclusions. Therefore, this study was based 
on time-bound climate projections and the timeline in its entirety to see the differences in the 
outputs. The outputs from discrete timelines used in this study were different than those from one
continuous timeline. More evaluation is needed to determine which of the two approaches could be 
more useful in determining and interpreting anticipated changes in the different hydrological and
water quality parameters in relation to climate change. 
In this study, 94 years of projected climate data were available. While deciding on different 
projected climate timelines, we did not follow the stipulation of 30 years but decided different
timelines based on change detection algorithms to avoid losing any information from the 94 years 
(not a factor of 30). Additionally, this study incorporated the use of the entire projected climate 
dataset without aggregating the data on the basis of means or medians. In such cases rare events
could be anticipated, e.g., 600 mm 24 hours precipitation in this study. Hydrometeorological data 
  
 
   
  
    
  
  
    
    




   
 
    









can used to determine a tail index to better assess the occurrence of such rare extreme precipitation 
events. Such analysis is beyond the scope of this study. 
Future studies could include scaling up the work to modeling the entire WLEB the same
way the Matson Ditch Watershed has been studied in this work. Additionally, testing the
effectiveness of different management practices individually and as a combination in reducing
pollutant loadings under the different climate change scenarios would be helpful in managing
nutrient losses from the watershed. Methodologies and tools to capture the sensitivity of changing
climate projections are needed at sub-seasonal, seasonal, and decadal scales, besides the long-term 
climate provided through this study, to help plan for short term natural disasters and develop long­
term targets for a sustainable future. 
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Water quality in Lake Erie is negatively impacted by sediments and nutrients, thought to
emanate from the surrounding agricultural areas. Given that management practices have been and
are being implemented within the basin to control the problem of eutrophication, it is possible that 
climate change is playing a pivotal role in the current state of the basin and the Lake. Many studies 
have been undertaken in the WLEB based on land use change and mitigation of eutrophic conditions
within the basin (Bosch et al., 2013; Kalcic et al., 2016; Lougheed et al., 2001; Scavia et al., 2014).
Some recent studies have focused on assessing the adversity under changing climate scenarios in
WLEB (Cousino et al., 2015; Culbertson et al., 2016; Pease et al., 2017; Van Esbroeck et al., 2016; 
Verma et al., 2015; Wallace, 2016; Wang et al., 2018; Wang et al., 2017).
To assess the implications of climate projections on water resources in the WLEB, it was 
very important to understand the climate of the region and how precipitation influences different 
hydrological processes. Therefore, in this work, a modeling study was performed to understand the 
different processes both at the surface and the subsurface including tile drains. It was also important 
to assess the behavior of subsurface flow and nutrients in the face of changing climate considering 
the many studies showing that tile drains are contributing large amounts of nutrients to the main
stream (Pease et al., 2017; Pease et al., 2018; Williams et al., 2015; Williams et al., 2016) and the
pivotal role that climate might be playing with respect to water quality in the basin. 
In the first part of this work, three commonly used weather generators were evaluated. 
Results showed that the stochastic simulation processes within weather generators depended on 
various factors, including different parameters governing the simulation process, such as 
conditional probabilities. The parameterization process was found sensitive to the extent that a 
slight variation in parameter values could lead to erroneous results. Overall, the weather generators
captured the essential characteristics of observed data relatively well and had the potential for use
in downscaling and correcting biases in GCM data. SWGs could simulate the high magnitude
precipitation events while distributing precipitation in the same way as recorded in the observed
data, which instigated the idea that SWGs could be used for bias correction, in addition to being 
used in statistical downscaling (Wilby et al., 2004). 
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Two different sources of downscaled climate data based on literature (Cousino et al., 2015; 
Ficklin et al., 2009) were evaluated for their effectiveness in simulating the historic period before 
the future climate dataset could be used in this study. Historic data forms the basis on which to train 
the simulation process about how the climate changed in the past (trends, correlations). The trained
simulation process is then used to make projections under the new anticipated condition. These
projections usually contain some errors depending on the purpose of the simulation process 
(Teutschbein and Seibert, 2010; Teutschbein et al., 2011). Even though data from both the sources
used in this study were bias corrected, they needed additional bias correction as they were
overestimating the wet periods. The climate projections from different climate models were,
therefore, evaluated using different forecast verification techniques (Brier, 1950; Murphy and Katz,
1985) and corrected before using them in assessment studies consistent with Bastola et al. (2011). 
However, some uncertainties remain. Resolving these would be computationally intensive and 
require large supercomputers, and more powerful and faster data analyzing approaches to generate
these large datasets (Gitau et al., 2012; Gitau et al., 2005; Watkiss et al., 2015). When some physical 
laws are involved in the simulation process, the time could range from a few months to several 
years to generate the base climate projections (Maraun et al., 2010; Maurer and Hidalgo, 2007). To 
overcome these hurdles, this study not only provided the approach and methodology for evaluating
and correcting climate outputs from different climate models but also generated future climate
datasets for sixteen ground-based stations within the WLEB. The dataset can be used for any 
climate change impacts/assessment study. 
Once the climate dataset was generated, a study site was chosen from within the WLEB,
based on which in-depth modeling studies were conducted. This optimized the parameterization 
process and provided an understanding of the processes, the knowledge and experience from which 
can later be translated to the entire basin consistent with Wallace et al. (2017). The initial
parameterization was done based on literature (Boles et al., 2015; Du et al., 2005; Kalcic et al., 
2016; Lu et al., 2016; Me et al., 2015; Sui and Frankenberger, 2008; Wallace et al., 2017) to ensure 
that all subsurface parameters including tiles and potholes were well captured within the model. 
Several versions of SWAT, specifically developed to simulate P in tile drains were tested: DrainP 
extension (Lu et al., 2016), was found to have great potential to simulate subsurface flow but still 
needed more development and testing before it could be used because of its complex
parameterization; Version 635 from the multimodal approach (Kalcic et al., 2016) was evaluated,
  
 
     
     
   
          
    
    
       
 
   
     
 
     
  
   
     
 
 
     
   
 
  
    







but not much difference was seen in the results when compared to outputs from the default version
of SWAT (Rev664); Rev666 (used in this study) simulated the subsurface nutrient balance better 
than any of the other versions. More work is needed on SWAT which considers only the top 10 mm
of the soil when leaching nutrients into the soil profile, as some nutrients have higher concentrations
in deeper layers (Williams et al., 2016). Moreover, the crack flow algorithm needs improvement to 
include preferential flow paths. Additional soft data information and knowledge about the
surrounding region and surveys can help improve the outputs from the model (Seibert and
McDonnell, 2003). 
For this study, the impact of each GCM climate was evaluated separately and a band of 
confidence with maximum and minimum of all the climate model runs was considered. Doing so
reduced the uncertainty associated with not capturing high peak events or rare events, which are
only picked up by some models. Ensemble data comprise aggregates of climate values from
different simulations, which can mask some important information obtained during one of many 
simulations (Hamill and Whitaker, 2005). Studying watershed responses based on input from
individual climate models can, however, result in gigantic datasets. Thus, optimization of 
hydrologic/water quality model outputs is needed to help manage the resulting data. Additional post 
processing techniques with high-level programming languages, like Python or R on UNIX/LINUX 
servers can reduce the drudgery and would help to streamline the work effectively and judiciously
based on the desired outputs (Kan et al., 2017b). 
Translating this methodology to the entire WLEB would require a large amount of 
computational resources and highly skilled data analysis personnel. The calibration, validation, and
running of different climate scenarios would not be possible on a regular desktop system with 8 
cores and 8 GB RAM; rather it would require high-end computing processors on a LINUX/UNIX 
platform (Christensen et al., 2017; Gitau et al., 2012; Kan et al., 2017a). Additionally, the 
parameters affecting flow would not vary much but sensitivity analysis, calibration, and validation
would be needed for simulating nutrient flow and subsurface hydrologic processes across the basin 







     
     




    
  
   
  
      
 
   
 
    
 
  
      
    
   
      
    
   
 
 




Results of this study provide valuable information to assess the potential effects of changing
climate under medium and high emission scenarios on water quality within the WLEB.
Overall conclusions from this study can be summarized as below:
 Based on the weather generator comparisons, both CLIGEN and LARSWG performed well 
with respect to representing the statistical characteristics of observed precipitation and
minimum and maximum temperatures, although CLIGEN tended to overestimate values at 
the extremes. It (CLIGEN) was, however, well able to simulate parameters specific to crop
growth such as growing degree days and had an added advantage over the other generators
in that it simulates a larger number of weather variables. LARS-WG overestimated the wet 
sequences count across the basin by 15-38%. In addition, growing degree days simulated
by LARS-WG exceeded values obtained from observed data by 16-29% basin-wide. 
WeaGETS required additional evaluation to better define its parameters before it could be
fully evaluated. Results provided insights into the suitability of both CLIGEN and 
LARSWG for use with water resources applications in similar areas. Based on the 
assessment, the evaluation of essential characteristics beyond the mean, including statistical 
properties such as skewness and standard deviation and climate extremes, was found 
especially important in climate-related studies and was rolled into subsequent assessments.
 Conventional methods of bias correction including power transformation for precipitation 
preserved the mean and variance in the simulated data unlike other methods of bias 
correction where only the mean was preserved. This method was used to correct the bias in
precipitation outputs from nine different climate models and two radiative forcings laid
under IPCC AR5 (RCP4.5 and RCP 8.5). Air temperature outputs from GCMs did not 
deviate much from ground-based data when evaluated for their bias, therefore, no bias
correction was applied to air temperature data. Stochastic weather generators (SWGs) were
found to have the potential for correcting the bias in climate data from GCMs besides their 
use for downscaling because of their ability to preserve the mean, variance, and some 
important climate extremes. The performance of SWGs can be improved if their ability to 
compute the transitional or conditional probabilities can be enhanced. Future climate 
projections for the WLEB indicated that the basin could have more frequent rainfall with 
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lesser depths, which could lead to more annual precipitation up to nearly double the current 
amount. One day maximum precipitation could quadruple based on outputs from some 
climate models. Air temperatures could increase by 1-5°C and the growing period could 
shift earlier by 10-20 days because of availability of water and sufficient heat units for 
sowing. Overall the crop growing cycle could be longer than what it is now due to climate 
variability over time. 
	 Modeling results showed that changes in climate within the study area could lead to greater
nutrient losses from the agriculturally dominated watershed and could also affect the crop 
yields. Based on projections, corn yields could decrease (2-50%) and soybean yields could
increase (20-60%). Total annual organic phosphorus losses (summation of daily values in a
year) were projected to increase (15-75%) while soluble phosphorus in tiles could decrease
from 6 to 60%. Tile flow could increase from 25-70% with an exception of a decrease of up 
to 10% during 2006-2019 under the high emission scenario. Using the suite of nine climate
models, rather than ensemble data, provided a band of influence of watershed responses in
the face of climate change. These responses provide valuable information to stakeholders
and policy makers for planning management practices to protect water quality. 
	 Results of climate and modeling assessments pertain to the Matson Ditch Watershed and
can only be used reliably in the study area. Methodologies and approaches in this study are,
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RECOMMENDATIONS FOR FUTURE WORK
 
Results of this study were based on the outputs from nine independent climate models. A
future study with ensemble dataset can be conducted to test the efficacy of one approach over the 
other by comparing the results from the two different studies. The climate projections used here
were based on CMIP 5. Similar assessments based on CMIP 6 (Eyring et al., 2016) can provide
additional insights to help counteract the effects of changing climate on water quality. The 
experimental design of CMIP 6 data was based on grand science challenges (GCs) of the World
Climate Research Programme (WCRP), where emphasis was on assessing climate extremes,
understanding the role of clouds on climate sensitivity, and other factors governing availability of 
water over land. The simulated values would help in improving the assessment of changing climate 
impacts on water resources, especially with respect to extreme climate events.
While working with large hydro-meteorological datasets and extreme events, a tail index 
can give information on variation in the dataset. Lower tail index values indicate slower decline 
towards the tails of the distribution, thus, lower values represent a large number of extreme
observations. The tail index can be computed using different approaches including: Huisman’s 
method (Huisman et al., 2001); Hill’s method (Hill 1975); and graphical threshold selection. The
development of confidence intervals also improves the estimation of distribution parameters, and
reduces the uncertainties associated with the prediction of extreme events (Silva et al., 2012). Such
analysis can improve the reliability in the climate simulation process. The dataset generated in this
study can be subjected to these evaluations to evaluate the reliability of occurrence of events as
large as 600 mm in 24 hours. 
The model setup can be used to evaluate different management practices for their 
effectiveness to mitigate the impacts of changing climate on depleting water quality within the basin.
Studies, including Chaubey et al. (2010) and Liu et al. (2017, 2018), suggested that climate
variability affects the performance of BMPs on water quality and hence BMPs should be evaluated
over time and space with respect to the changes anticipated in their operation, maintenance, and
degradation. The outputs from different timelines from this study can be advantageous in evaluating 
the effectiveness of different management practices temporally and spatially. 
Assessment of changing climate on hydrological processes using computer models
demand large computation and storage capacity. Using different optimization techniques based on 
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desired objective functions can help to improve the overall performance of the process. Using
platforms like Linux and algorithms involving parallel processing would save computational power 
and improve the performance of the computer models. 
Lastly, the methodology and approaches in this study and recommended future work can be 
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