Abstract. National security is one of many fields where experts make imprecise probability assessments when evaluating high-stakes decisions. This practice is often justified with the argument that quantifying subjective judgments biases analysts who make probability assessments and decision makers who interpret probability assessments. We test those arguments through survey experiments involving national security professionals. Contrary to conventional wisdom, our first experiment found that decision makers responding to quantitative probability assessments were less willing to support risky actions and more receptive to gathering additional information. Yet our second experiment showed that when respondents estimated probabilities themselves, quantification magnified overconfidence, particularly among lowperforming assessors. These results hone directions for research among both proponents and skeptics of probabilistic precision in high-stakes decision making. Given that uncertainty surrounds virtually all intelligence reports, military plans, and national security decisions, understanding how national security officials form and interpret probability assessments has wide-ranging implications for theory and practice.
Introduction
When General Stanley McChrystal wrote to President Barack Obama in 2009, recommending that 40,000 additional soldiers be deployed to Afghanistan, he explained that his proposal offered "acceptable risk," presenting "the best prospect for success in this important mission." Yet McChrystal's report did not specify what an "acceptable risk" entailed. Moreover, even if some action offers the best chances of success, this does not imply that those chances are worth accepting. Though readers could not logically evaluate the Afghan Surge without estimating how much it increased the U.S. military's chances of success, McChystal's report left this judgment unclear.
Similarly vague probability assessments appear regularly, and deliberately, in national security decision making. One study of declassified National Intelligence Estimates written from found that 96 percent of key judgments expressed probability in ways that lacked clear quantitative equivalents (Friedman and Zeckhauser 2012) . Figures 1 and 2 present official guidelines for assessing uncertainty in intelligence, describing risk in military planning, and evaluating the reliability of human sources. These guidelines instruct analysts to express probability using qualitative terms with varying degrees of vagueness.
[Figures 1 and 2]
National security officials are not unique in their skepticism towards expressing probability assessments precisely. Regulation (Sunstein 2007) , environmental policy (Budescu, Broomell, and Por 2014) , and medicine (Gigerenzer 2002) represent other areas of high-stakes decision making where quantifying probability estimates engenders controversy. Across these fields, many scholars and practitioners argue that quantifying probability estimates would produce harmful behavioral consequences. This paper focuses on two common arguments to this effect, which we label Illusions of Rigor and Numbers as a Second Language. In brief, the "Illusions of Rigor" argument holds that if national security analysts quantified probability assessments, then decision makers would interpret those assessments as being more rigorous than they really are. The "Numbers as a Second Language" argument holds that asking analysts to translate subjective beliefs into numeric estimates would be unnatural, and could thus induce avoidable errors.
Both arguments imply that quantifying subjective probabilities, however justifiable in principle, would have meaningful drawbacks in practice. Scholars have debated these claims for more than fifty years (Kent 1964) . Given widespread cognitive constraints on national security decision making (McDermott 1998 , Johnson 2004 , Yarhi-Milo 2014 , Rapport 2015 , the Illusions of Rigor and Numbers as a Second Language arguments are certainly plausible. Yet that does not mean that these arguments should also be accepted at face value, and we are not aware of any research testing these claims directly. We therefore hone the "Illusions of Rigor" and "Numbers as a Second Language" arguments into testable hypotheses which we evaluate through two original survey experiments. We administered these survey experiments to 407 national security officials and to 3,017 respondents from Amazon Mechanical Turk.
Our results disconfirm the "Illusions of Rigor" argument. Contrary to conventional wisdom, we find that quantifying probability assessments makes decision makers less willing to support risky action and more receptive to gathering additional information. Yet our results also support a particular version of the "Numbers as a Second Language" argument: when respondents estimated probabilities themselves, quantification magnified overconfidence, especially among low-performing assessors. These results hardly close debates about the costs and benefits of vague probability assessments, but they do provide new empirical evidence about the behavioral consequences of quantifying subjective probabilities. This evidence helps to sharpen directions for further research among both proponents and skeptics of probabilistic precision.
The paper proceeds in five sections. Section 1 reviews the evidence-based benefits of quantifying probability assessments in foreign policy analysis and other areas of high-stakes decision making. Section 2 reviews the "Illusions of Rigor" and "Numbers as a Second Language" arguments, explaining how these arguments currently lack theoretical specification and empirical support. Section 3 presents our first survey experiment, examining how quantification influences the way decision makers respond to probability assessments. Section 4 presents our second survey experiment, examining how quantification influences the way analysts estimate probabilities. Section 5 concludes.
Section 1. The Case For Quantifying Probability Assessments
Probability assessments describe the likelihood that some outcome will occur or that some statement is true.
2 Probability assessments apply both to predictions and to unknown current or prior events. Virtually all national security decisions depend on probability assessments, even if national security officials express those judgments vaguely. For this reason, assessments of uncertainty play a central role in international relations theory (Rathbun 2007) , formal models of coercive bargaining (Powell 2002) , and professional military literature (Connable 2012 ).
There are four principal, evidence-based benefits to quantifying probability assessments, even when those assessments rely on subjective judgment. The first of these benefits is avoiding miscommunication. Terms such as "a fair chance" or "acceptable risk" mean different things to different people (Beyth-Merom 1982, Mosteller and Youtz 1990) . Even when readers receive guidelines defining such terms unambiguously, they often still interpret qualitative probability assessments in ways that authors did not intend (Budescu et al. 2014) . Individuals have natural inclinations to interpret vague probability assessments in self-serving fashions (Piercey 2009 ) and political incentives to exploit ambiguity in order to justify controversial decisions (Rovner 2011) .
Second, quantifying probability assessments provides information that qualitative expressions obscure. The U.S. Intelligence Community's current guidelines for expressing probability, shown in Figure 1 , cannot distinguish assessments of 1-in-5 versus 1-in-20 (or 1-in-20 versus 1-in-100), even though these distinctions can substantially influence high-stakes decision making. Empirical research shows that foreign policy analysts can meaningfully discriminate among probabilities within these ranges (Friedman et al. 2015) . Quantification reveals discrepancies among analysts' views (Kent 1964) , encouraging productive debate about why estimates differ and whether further collection and analysis is warranted to resolve those disagreements.
Third, quantifying probability assessments affords greater flexibility to update beliefs in light of new information. Mellers et al. (2014) show that geopolitical forecasters are most effective when they update their beliefs frequently and in small increments, for example shifting an estimate of 10 percent to 12 percent. "Words of estimative probability" inhibit making and communicating these adjustments.
Fourth, quantifying probability assessments promotes accountability, evaluation, and improvement (Tetlock and Mellers 2011, Dhami et al. 2015) . National security analysts are often accused of using "weasel words" to escape criticism (Lowenthal 1999, 87) . Even subconsciously, many people reinterpret their probability assessments after the fact in a manner that supports illusions of good judgment (Dawes 1988 , Tetlock 1999 . By contrast, quantitative probability assessments facilitate objective evaluations of, and often substantial improvements 2 "Probability" is distinct from "confidence." The former conveys an estimate of likelihood; the latter describes the strength of that judgment. For example, the probability that a fair coin flip comes up heads is 50 percent and an analyst should be highly confident in this estimate. The distinction between likelihood and confidence is encoded in official intelligence guidance, yet the terms are often conflated in practice (Friedman and Zeckhauser 2015) . One common objection to quantifying probability assessment is that this implies undue confidence, but this is a reason to assess likelihood and confidence separately, not to merge distinct concepts. (Note that the term "overconfidence" does have an application to probability assessment, which we discuss below.) to, analysts' performance (Alpert and Raiffa 1982 , Rieber 2004 , Mellers et al. 2014 , Dhami et al. 2015 .
Vague probability assessments sacrifice these benefits. Preferring the qualitative expression of uncertainty thus requires explaining why probabilistic precision incurs costs that outweigh the arguments reviewed in this section.
Section 2. The Case Against Quantifying Probability Assessments
One common objection to quantifying probability assessments is the notion that it is impossible to coherently translate subjective beliefs into numeric expressions. This objection is unfounded. Any probabilistic belief, no matter how subjective, can be coherently communicated with a single numeric percentage (Savage 1954) . Moreover, research programs such as the Good Judgment Project have shown that foreign policy analysts can make numeric probability assessments effectively (Mellers et al. 2014, Tetlock and Gardner 2015) .
Credible objections to probabilistic precision must therefore invoke assumptions about how quantifying subjective assessments generates nonrational biases that harm the quality of decision making or analysis. We define "decision makers" as individuals who interpret probability assessments and "analysts" as individuals who provide probability assessments. In this section, we describe how quantifying probability estimates could potentially influence each of these groups. We also explain how commonly-voiced arguments in this area currently lack both theoretical specification and empirical backing, especially in the national security context.
"Illusions of Rigor" when interpreting probabilities
Many national security scholars and practitioners warn that expressing probability assessments precisely would make subjective judgments appear more rigorous than they really are (Weiss 2008 , Wheaton 2012 , Marchio 2014 . 3 The resulting "Illusions of Rigor" could lead national security decision makers to neglect their analytic limitations.
Though this concern is commonly stated, it is rarely translated into testable hypotheses. For example, if General McChrystal had told President Obama that there was a "35 percent chance" of the Afghan Surge succeeding, would this have made the decision seem more defensible than framing it as an "acceptable risk"? Or would the extra precision have highlighted the prospect of failure and thus made the President less likely to back McChrystal's plan?
To our knowledge, national security scholars have not translated the "Illusions of Rigor" argument into falsifiable hypotheses, let alone confirmed those hypotheses empirically. Section 3 lays out four specific ways that quantifying subjective probabilities could influence the way decision makers evaluate risky actions. Each of these mechanisms could plausibly reduce the quality of national security decision making. Yet without testing these hypotheses directly, objections to the implied rigor of numeric estimates remain speculative.
"Numbers as a Second Language" when estimating probabilities
Even if national security decision makers respond rationally to numeric probabilities, quantifying subjective judgments could still be detrimental if this alters the content of the information that analysts provide. Some scholars argue that analysts naturally think about uncertainty qualitatively (Zimmer 1984, Wallsten and Budescu 1995) . Quantitative expressions of probability thus resemble speaking in a second language, a task that could induce avoidable errors.
This "Numbers as a Second Language" argument also lacks rigorous substantiation, especially in a national security context. Skeptics might even argue that this proposition is untestable, as there is often no objective way to compare the accuracy of qualitative and quantitative assessments. Interpretations of qualitative probability estimates vary across subjects and contexts (Beyth-Merom 1982, Mosteller and Youtz 1990) . Generally speaking, scholars cannot be sure exactly how an analyst who provided a "likely" estimate would have quantified that assessment, or how an analyst who provided a "65 percent" estimate would have described that judgment qualitatively.
The "words of estimative probability" guidelines shown in Figure 1 provide rare traction here, however, because they represent an effort by the U.S. Intelligence Community to establish context-neutral mappings between qualitative and quantitative probability assessments. The assessments "likely" and "65 percent," for example, are clearly equivalent according to these guidelines. This structures comparisons of qualitative and quantitative assessments, but also points to a potential weakness of the "Numbers as a Second Language" argument. Once national security officials define "words of estimative probability" in relation to the number line, why should we expect qualitative and quantitative assessments to differ in meaningful ways? Section 4 describes and tests four hypotheses on this issue.
Empirical approach
Evaluating the behavioral consequences of quantifying probability assessments thus requires addressing two distinct, empirical questions. First, do decision makers evaluate risky actions differently when those actions are described with quantitative versus qualitative probabilities? Second, do analysts provide less accurate probability assessments when they quantify those judgments? The remainder of this paper describes two survey experiments designed to address these questions, respectively.
We administered surveys to a total of 407 national security officials enrolled in two advanced military education programs. These officials were predominantly active-duty U.S. military officers at the ranks of Lieutenant Colonel and Colonel (for the U.S. Army, Air Force, and Marines), or the equivalent U.S. Navy ranks of Commander and Captain. In the U.S. military, advanced education programs are mandatory for promotion to the rank of Colonel/Captain. Thirteen percent of these officials were similarly-ranked military officers from other countries. Twenty-five percent were civilians from the U.S. Intelligence Community, Department of State, and other agencies. Supplementary material describes respondent demographics in more detail.
To bolster the internal validity of our studies, we also administered surveys to a total of 3,017 respondents via Amazon Mechanical Turk (MTurk). 4 As shown below, elite (national security) and general (MTurk) samples of respondents reacted to our survey experiments in similar ways. These complementary results supports the robustness and generalizability of our findings, while also building plausibility for applying broader decision science research to specific problems facing national security officials (Hyde 2015 , Renshon 2015 . Following experimental treatments, we asked respondents to complete a three-question adaptive Berlin Numeracy Test (Cokely et al. 2012 ) and a standard battery of demographic questions.
Section 3. How Decision Makers Interpret Probability Assessments
If quantifying probability assessments creates inappropriate "Illusions of Rigor," this should influence decision making in at least one of the four following ways.
Hypothesis 1: Quantifying probability assessments makes decision makers more likely to support risky actions. Quantifying subjective judgments could alleviate decision makers' concerns about placing personnel, resources, and national interests at risk based on incomplete information. If "Illusions of Rigor" cause decision makers to see quantitative assessments as being sounder than they really are, this could make risk-taking seem more defensible, thus encouraging decision makers to support risky actions.
Hypothesis 2: Quantifying probability assessments amplifies decision makers' evaluations of risky actions. Quantifying favorable probability assessments could cause decision makers to believe that they have an unusually sound basis for taking risks. Yet quantifying unfavorable probability assessments could make some actions appear excessively risky. It is thus possible that quantifying subjective probabilities amplifies decision makers' tendencies to support or oppose a proposed policy, without necessarily changing mean or median responses.
Hypothesis 3: Quantifying probability assessments reduces decision makers' willingness to gather additional information when evaluating risky actions. This is the most straightforward implication of the idea that numeric probabilities seem more rigorous than they really are. If numeric probabilities cause national security officials to overestimate the soundness of the analysis underlying their decisions, they might rush to judgment rather than gathering additional information.
Hypothesis 4: Quantifying probability assessments raises decision makers' confidence levels when evaluating risky actions. Even if quantifying subjective probability does not influence levels of support for risky action or willingness to gather additional information, "illusions of rigor" could cause decision makers to hold undue faith in their abilities to evaluate uncertain choices. This could harm the quality of decision making by leading decision makers to over-or under-resource the policies they select.
Survey design
We tested Hypotheses 1-4 by presenting respondents with fictional vignettes involving national security decisions under uncertainty. Appendix A provides the text of these vignettes, comprising a hostage rescue mission in Syria, a drone strike in Yemen, and supporting local security forces in Afghanistan. Scenarios were selected to be plausible to military officers and familiar to a broad audience. After each vignette, we asked respondents how strongly they supported the proposed action, how strongly they supported waiting for additional information before deciding, and how confident they were in making their assessments. We elicited these evaluations on seven-point scales.
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The use of fictional vignettes to examine prospective reactions to real-life decisions has clear limitations, but follows recent international relations scholarship such as Press, Sagan, and Valentino (2013) , Tomz and Weeks (2013) , and Kertzer and Brutger (2016) . Moreover, survey experiments measuring support for prospective national security policies often involve presenting respondents with probability assessments, such as the chances that a military strike will succeed. Understanding whether different methods of communicating probability influence responses to such information thus carries implications for designing experimental studies to test a wide range of questions.
We randomly assigned respondents to qualitative and quantitative assessment conditions. In the qualitative assessment condition, all probability assessments within scenarios were expressed using one of the seven "words of estimative probability" shown at the top of Figure 1 . 6 In the quantitative assessment condition, we converted those words into percentages using the probability closest to the middle of the range that each "word of estimative probability" represented, rounded to multiples of 0.05. Thus, we converted "even chance" to "50 percent," we translated "likely" to "65 percent," and so forth.
We administered this survey to 208 participants in an advanced military education program. For the remainder of the paper we refer to this group as our "National Security Officials Sample." We also administered this survey to 1,458 respondents on Amazon Mechanical Turk. In both groups, we randomized the order in which the three scenarios appeared. Respondents viewed one scenario at a time, and could not change responses after moving to the next vignette.
We also randomly presented respondents with one of three versions of each vignette. We varied probability assessments across vignette versions to represent what we considered to be "optimistic," "neutral," or "pessimistic" information about proposed actions. For example, in the "optimistic" version of the hostage rescue vignette, intelligence analysts estimate that there was an 80 percent chance ("very likely") that the hostages were at the suspected location. This assessment was placed at 65 percent ("likely") and 50 percent ("even chance") for the neutral and pessimistic versions of this scenario, respectively. Supplementary material shows how probability assessments varied across vignette versions.
Varying probability assessments across vignettes enabled us to confirm that these probability assessments influenced how respondents evaluated the actions we proposed. Table 1 shows mean levels of support for proposed actions across different vignette versions. In all cases, respondents demonstrated consistently greater support for risky actions when those actions were described with more favorable probability assessments. On the whole, respondents generally opposed risky actions described with what we considered to be "Pessimistic" assessments, and they generally supported actions described with what we considered to be "Optimistic" assessments.
[ Table 1] To add robustness to our elite sample results, we administered a shorter survey, containing only the "neutral" hostage vignette, to 199 students in another advanced military education program. We refer to this supplementary survey experiment as "Elite Sample B." Altogether, we administered Experiment 1 to 1,857 respondents, who evaluated a total of 5,173 scenarios.
Testing Hypothesis 1
Hypothesis 1 predicts that quantifying probability assessments should make decision makers more likely to support risky actions. Tables 2a and 2b examine this hypothesis. The dependent variable is respondent support for proposed action (7-point scale). Quantitative Assessment is a dummy variable, taking the value 1 if respondents were assigned to read vignettes involving numeric probabilities, and 0 if not. Control variables include indicators for whether vignettes were Optimistic or Pessimistic; indicators for the vignette's subject (Hostage Scenario, Drone Scenario); respondent Numeracy (4-point scale); and indicators for whether respondents were female, U.S. citizens, military officers, and native English speakers. 7 We model support for risky action using ordinary least squares regression with respondent fixed effects.
[Tables 2a and 2b]
Our results show that quantifying probability estimates did not make respondents more likely to support risky action. In all cases, respondents were less likely to support actions described with numeric probabilities. This effect is statistically significant (p<0.001) in the MTurk data and in Elite Sample B. 9 In supplementary material, we analyze these patterns further, examining results within all nine individual vignettes. We found no instance where quantifying probability assessments consistently increased support for risky action.
Testing Hypothesis 2
Hypothesis 2 predicts that quantifying probability assessments amplifies policy evaluations. If this is true, we should observe two findings. First, an interaction term between quantitative assessment and a dummy for our "pessimistic" vignettes should have a negative coefficient. This would show that quantifying probabilities makes bad options seem worse. The second columns of Tables 2a and 2b show that the data do not sustain this prediction. In both cases, the coefficient on this interaction term is positive.
Next, Hypothesis 2 predicts that an interaction term between quantitative assessment and a dummy for our "optimistic" vignettes should have a positive coefficient that outweighs the degree to which quantifying probability assessments reduces support for risky action overall. This would indicate that quantifying probability assessments makes good choices seem better. The data do not support this prediction. In both samples, the interaction term between quantitative assessments and "optimistic" scenario versions does not outweigh the estimated direct effect of quantifying probabilities. Thus, even when respondents evaluated proposals described with "optimistic" assessments, quantifying probability assessments reduced support for risky action.
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Testing Hypotheses 3 and 4
Hypothesis 3 predicts that quantifying probability assessments should make decision makers less willing to delay action in order to gather additional information. Our results refute this hypothesis. The third columns in Tables 2a and 2b show that respondents were more willing to gather additional information when presented with quantitative probability assessments. These results were even stronger among the 199 respondents in Elite Sample B, for whom mean support for delaying decision across respondents in the qualitative assessment condition was 3.14 (standard deviation 1.97), while support for delaying decision was nearly a full point higher in the quantitative assessment condition (average 4.11, standard deviation 2.07, p=0.001).
Our results also refute Hypothesis 4, which predicts that quantifying probability assessments should make decision makers more confident in their policy evaluations. In all three samples, quantifying probability assessments had no consistent impact on respondents' confidence levels.
Discussion of results
The results from Survey Experiment 1 do not suggest that quantitative and qualitative probability assessments produce identical responses from decision makers. Respondents given numeric probabilities were more cautious in supporting risky actions. This is not necessarily ideal: sometimes, the right move is to act, incomplete information and all.
Nevertheless, a large body of scholarship supports a general consensus that national security decision makers are prone to overconfidence (Johnson 2004) , that they neglect to address key uncertainties (Rapport 2015) , and that they are overly inclined to pursue risky actions (Kahneman and Renshon 2007) . One argument in favor of quantifying probability assessments in any field of high-stakes decision making is that this prevents decision makers from glossing over key uncertainties, or interpreting ambiguous information in ways that support overly risky actions. The Illusions of Rigor argument is important because it suggests that attempts to highlight uncertainty by quantifying probability assessments can backfire, unintentionally increasing decision makers' willingness to take risks on the basis of incomplete information. Yet the data presented here do not support that argument, disconfirming four important hypotheses about the behavioral consequences of quantifying probability assessments.
Section 4. How Analysts Estimate Probabilities
The "Numbers as a Second Language" argument rests primarily on the claim that asking analysts to quantify their subjective beliefs adds error to the assessments they provide.
Hypothesis 5: National security analysts make less accurate probability assessments using numbers versus words. If Hypothesis 5 is confirmed, it then becomes crucial to understand why quantification degrades the accuracy of probabilistic judgment. "Words of estimative probability" lexicons, such as the guidelines shown in Figure 1 , map qualitative and quantitative probability assessments together. In principle, the right way to use these lexicons is to estimate a probability precisely enough to determine which segment of the number line it falls into. Yet there are at least three reasons why respondents might behave differently.
Hypothesis 6: Quantifying probability estimates reduces accuracy by adding random noise to assessments. Respondents using "words of estimative probability" may not actually specify their judgments with respect to the number line. In this sense, "words of estimative probability" might be more appropriately construed as a Likert scale for eliciting qualitative assessments of uncertainty rather than a summary of some underlying, quantitative judgment. A large literature demonstrates how response scaling, including the choice of qualitative versus quantitative response measures, can generate unpredictable patterns (Krosnick and Fabrigar 1997) . From this perspective, divergence between the use of qualitative and quantitative probabilities may effectively appear as random noise.
Hypothesis 7: Quantifying probability estimates reduces accuracy by inducing underconfidence. Respondents asked to quantify subjective probabilities may be more anxious about "going out on a limb" with their estimates. For example, estimates of "65 percent" and "likely" are literally equivalent according to the "words of estimative probability" spectrums in Figure 1 . However, if these estimates are applied to statements that ultimately prove false, the word "likely" can be interpreted after the fact as meaning something far less than 65 percent. Fearing such criticism, analysts may become excessively underconfident when asked to quantify probability assessments.
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Hypothesis 8: Quantifying probability estimates reduces accuracy by inducing overconfidence. "Words of estimative probability" spectrums could also prevent excessive overconfidence by imposing natural anchors for relaying judgments. Imagine that an analyst is quite sure that a statement is true, but wishes to acknowledge some residual uncertainty. Using numbers, this analyst might express her judgment as 95 percent: a high probability that nevertheless clearly leaves room for doubt. Using the guidelines shown at the top of Figure 1 , however, our analyst might instead have chosen the term "very likely." Even though the range of probabilities this term comprises stops substantially short of 95 percent, the term "almost certain" does not clearly signal residual uncertainty. In this sense, "words of estimative probability" spectrums impose natural cut-points on judgments that may systematically reduce the certitude that analysts attach to their estimates. Especially given how most probability assessors naturally tend towards overconfidence (Alpert and Raiffa 1982, Tetlock 2005) , compressing probability estimates could consistently improve assessments of uncertainty.
These hypotheses, beyond their theoretical implications for understanding the psychology of probability assessment, have important practical connotations. If the "Numbers as a Second Language" problem manifests itself as random noise, then rectifying this problem could be very difficult. Yet if quantifying estimative probabilities generates specific, predictable errors, then those errors may be correctible. We return to this subject later in the paper. For now, the important point is that testing the "Numbers as a Second Language" argument calls both for evaluating a potential relationship between quantification and estimative accuracy, and for exploring the mechanisms by which any such treatment effect is transmitted.
Survey design
We tested Hypotheses 5-8 by asking respondents to make probability estimates in response to 35 randomly-ordered questions about foreign policy and national security. Thirty questions had factual, yes-or-no answers. (For example, "In your opinion, what are the chances that Russia's economy grew in 2014?"). Five questions involved forecasts (for example, "In your opinion, what are the chances that within the next six months, Syrian President Bashar al-Assad will be killed or no longer living in Syria?"). 12 We randomly assigned respondents to estimate probabilities using either numeric percentages or "words of estimative probability." We administered this survey to our National Security Officials sample and to 1,561 respondents on Amazon Mechanical Turk. 13 These surveys produced 61,901 probability estimates.
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We scored qualitative and quantitative estimates using the following procedure. First, we calculated the mean numeric assessment corresponding to each "word of estimative probability" for each question we posed. 15 We then replaced every qualitative assessment in the data set with those question-word-specific means. We replaced every quantitative assessment with those 12 We also asked five questions involving statements about current or previous states of the world that were unverifiable at the time of the survey (for example, "In your opinion, what are the chances that high-ranking members of Pakistan's intelligence services knew that Osama bin Laden was hiding in Abbottabad?"). See supporting information for analysis. 13 Respondents in our National Security Officials sample took surveys containing both Experiments 1 and 2. We assigned these respondents to the same treatment condition across experiments and randomized the order in which these experiments appeared. MTurk respondents were randomly assigned to complete only one of our two experiments. 14 We dropped 14 estimates because they were greater than 100 percent. 15 The "words of estimative probability" spectrum we used divides the number line into seven equal segments, and thus each integer percentage falls within a unique bin. Though the 2015 WEP spectrum presented by the DNI defines bins more explicitly, it also leaves ambiguous as to how estimates such as "5 percent" or "80 percent" should be encoded. means as well -otherwise, quantitative assessments could have exhibited greater variance, which would prevent scoring estimates on a level playing field.
After translating probability estimates into equivalent terms, we evaluated their accuracy using Brier Scores. 16 Using this method, we found that 81 percent of MTurk respondents and 98 percent of national security officials provided assessments that were more informative, on average, than random guessing. 17 This indicates that a large majority of participants took the probability estimation exercise seriously, especially given how subject-matter experts often struggle to beat the "as-good-as-random" standard when evaluated with proper scoring rules (Tetlock 2005) .
Evaluating Hypothesis 5
Figure 3 compares cumulative distributions of respondents' mean Brier scores. When respondents estimated probabilities numerically, their responses were less accurate on average than when using "words of estimative probability." Among National Security Officials, the disparity between average Brier scores for quantitative and qualitative assessors was 14 percent. Among MTurk respondents, the equivalent gap was 11 percent. Both comparisons were highly statistically significant (p<0.001).
[ Figure 3] Alternative scoring rules produced similar patterns. With logarithmic scoring, the difference across treatment conditions in respondents' mean Brier Scores was 17 percent for National Security Officials and 15 percent for MTurk respondents. 18 If we round probability estimates to the midpoint of each "word of estimative probability," instead of using question-specific interpretations as described above, then the gap in performance using Brier Scores was 11 percent for National Security Officials and 10 percent for MTurk respondents.
19 Table 3 shows how respondents in the Quantitative Assessment condition substantially underperformed respondents using "words of estimative probability." We control for respondent's Numeracy score (4-point scale), along with dummy variables indicating whether respondents were female, whether they were currently (or formerly) members of their country's military, whether they were U.S. citizens, and whether English was their native language. For MTurk respondents, we also include variables for respondents' education level. 20 16 Brier Scores represent the mean squared error of a probabilistic assessment. Thus, if a respondent assigns probability to a statement that proves true, then the outcome is assigned a value of 1 and the respondent's Brier Score for that prediction is (1 − ) 2 . If the statement is proves false, then the respondent's Brier Score for that prediction is (0 − ) 2 . Lower Brier Scores represent more accurate assessments. 17 Randomly assigning probabilities, with a uniform distribution, to questions with binary outcomes, generates an expected Brier Score of 0.335. 18 Logarithmic scoring pays the natural logarithm of the probability respondents assigned to the "correct" answer. We replaced estimates of 0.00 and 1.00 with 0.01 and 0.99, respectively, otherwise logarithmic payoffs can return infinitely negative scores. 19 See supplement for additional analysis. 20 Education is measured on a 3-point scale: high school degree or less, college degree (2 or 4-year), postgraduate training. A variable for respondent age did not approach significance and eliminated 95 respondents due to missing [ Table 3] One limitation of our approach is that it assumes respondents actually followed the "words of estimative probability" lexicon they were asked to use. For example, given that this lexicon divides the number line into seven equal bins, the lowest term ("remote") covers estimates of zero to 14 percent. Yet respondents may be inclined to use the term "remote" only for very low probabilities. If so, then respondents might have intended for the term "very likely" to cover probabilities that were substantially smaller than the way we interpreted these estimates.
To examine whether our results hinge on this issue, we replicated our analysis in two ways. 21 First, we scored qualitative estimates according to Mosteller and Youtz's (1990) meta-study of how respondents typically evaluate these terms, and we rounded numeric estimates to the nearest of these anchors. 22 This method found that quantitative assessors still were less accurate, producing mean Brier scores that were 6 percent worse among National Security Officials (p=0.006) and 4 percent worse among MTurkers (p<0.001).
Next, we replicated our original analysis as if respondents had used the alternative words of estimative probability spectrum defined by the U.S. Director of National Intelligence (see Figure  1) , under which the terms "remote" and "almost certain" span smaller ranges of extreme estimates. This approach showed that the degradations in performance associated with quantitative estimation were 8% and 5% among National Security Official and MTurk respondents, respectively, with both differences retaining statistical significance at the p<0.001 level.
23 Thus while it is important to acknowledge the difficulty of evaluating qualitative probability assessments even when instructing respondents to make those estimates according to structured lexicons -and this is one clear drawback that all such lexicons share -this issue does not appear to have driven our results. Table 4 compares the frequency with which qualitative and quantitative assessors provided estimates corresponding to each "word of estimative probability." Within both elite and general samples, respondents who used numeric probabilities gave estimates comprising noticeably greater certitude. For example, respondents were more than three times as likely to make "remote" probability assessments when using numbers rather than words.
Evaluating Hypotheses 6-8
[ Table 4 ] These data suggest support for Hypothesis 8: that quantifying probability estimates makes analysts more likely to offer assessments with greater certainty, and that this extra certainty reduces accuracy on the whole. To evaluate this hypothesis, we define Certitude as the difference data. As in previous analysis, the Military Service variable captures current military officers in the National Security Officials sample; among MTurk respondents, this variable indicates any current or prior military service. 21 See supplement for additional analysis. 22 Thus we translated the "almost certain" to 86 percent, "very likely" to 85 percent, "likely" to 69 percent," "even chance" to 50 percent," "unlikely" to 16 percent, "very unlikely" to 8 percent," and "remote" to 3 percent. Mosteller and Youtz do not examine the word "remote," so we used the 3 percent figure they assign to "almost never." 23 See supplementary material for more information.
between each estimate and 50 percent.
24 Table 5 presents ordinary least squares regressions examining the accuracy of each probability assessment made by National Security Officials and by MTurk respondents. These models show a statistically significant (p<0.001) interaction term between Certitude and Quantitative Assessment, confirming that when numeric assessors made estimates with greater certainty, this systematically degraded their accuracy. Moreover, including this interaction term eliminates the direct effect we previously observed between Quantitative Assessment and respondents' Brier Scores. Figure 4 represents this interaction graphically.
[ Table 5 , Figure 4] We found no indication that the performance gap between qualitative and quantitative assessments was driven by respondents' numeracy, gender, language, nationality, age, education, or military experience. As shown in supplementary material, interaction terms between Quantitative Assessment and these factors are statistically insignificant. Of the subsets of respondents who participated in our study, the one where the decrement associated with quantitative assessment is by far the largest is for the worst-performing probability assessors. If we exclude from the analysis respondents whose average Brier Scores fell into the bottom quartile of their respective samples, then the accuracy reduction associated with quantitative assessment declines to 5 percent among National Security Officials (p=0.02) and to 3 percent among MTurk respondents (p<0.001). If we limit the analysis to respondents whose Brier Scores were better than the median within their respective samples, then MTurk assessors in the quantitative assessment condition return slightly better Brier Scores (p=0.41), while the degradation in performance among numerical assessors in the National Security Officials sample is not statistically significant (p=0.31).
Discussion of results
The results of Survey 2 support the argument that many national security analysts can more easily calibrate probabilistic judgments using qualitative versus quantitative expressions. This pattern is at least partially driven by a general tendency for quantitative assessors to attach additional (and excessive) certitude to their judgments. We found that this problem appeared mainly among the worst probability assessors in our data set. These findings hone broad concerns about quantitative assessments of uncertainty being a "second language" into a specific causal mechanism. We conclude by discussing the feasibility of correcting this problem, along with other implications of our findings and directions for future research.
Section 5. Directions for future research
This paper addresses longstanding debates about the desirability of quantifying probability assessments in high-stakes decision making, particularly in the national security domain. We distilled existing objections to this practice into eight testable hypotheses. We then evaluated those hypotheses with two original survey experiments administered to national security officials and to respondents from Amazon Mechanical Turk. To our knowledge, this is the first attempt to submit long-standing skepticism about quantifying probability assessments in national security to direct empirical testing.
Our results do not provide a clear-cut victory either for proponents or for skeptics of quantifying probability assessments. Our first experiment roundly rejected claims that numeric probabilities create illusions of rigor which goad decision makers into supporting risky actions on the basis of incomplete information. However, our second experiment indicated that quantifying probabilities led respondents to provide judgments with excessive certitude, particularly among low-quality assessors.
We expect that appropriate training can counteract this bias. For example, the Good Judgment Project has rigorously demonstrated that even one-hour training sessions in probability assessment bring marked improvement. Four years of data from this research program show that, in general, experienced probability assessors do not demonstrate the kinds of overconfidence that we observed in our experiments. 25 On the whole, Good Judgment Project analysts were slightly underconfident in their assessments, a finding replicated in a recent large-scale study of declassified intelligence estimates (Mandel and Barnes 2014) . And because the treatment effect we observed in our study originated mainly with the worst assessors in the data, we suspect that our results overstate the extent to which this problem would appear among professional assessors who possess greater training, experience, and incentives for careful reasoning. On balance, we therefore believe that our results support proponents of quantifying probability assessments in national security, so long as those proponents do not expect that probabilistic precision is a free lunch: putting such measures in place calls for training and feedback that, while presumably feasible, demands rigorous analysis.
Our results suggest three other directions for additional research. First, scholars can explore the mechanisms by which quantifying probability assessments reduces support for risky actions. In particular, it is important to understand whether this additional caution represents more careful considerations of risk as opposed to a bias against basing decisions on numerical judgments. Second, our empirical results call for further study of why respondents attach greater certainty to quantitative probability assessments. This finding suggests that qualitative and quantitative probability assessments engage different cognitive processes. Further research can investigate what factors can explain and mitigate this divergence, while also exploring the generality of the pattern across contexts.
Third, and most broadly, we seek to reorient debates about expressing probability in national security from epistemology to empirics. Most published objections to quantifying subjective probabilities in national security revolve around normative claims about what kinds of language seem most appropriate for conveying the inherently subjective nature of national security analysis. For many scholars and practitioners, expressing subjective judgments using numbers simply feels wrong. But ultimately, if probabilistic precision threatens national security analysis and decision making, then that should have observable empirical consequences. If not, then intuitive discomfort with quantitative expression is a poor basis for sacrificing the evidencebased improvements that additional clarity and precision would allow. This study offers 25 See the sources cited in Section 1. evidence, consistent across both elite and general samples of respondents, sharpening claims about which consequences of quantifying subjective probabilities appear to be most problematic, under what conditions they are most likely to occur, and how scholars can place this debate on a sounder empirical footing. Table 4 compares the proportion of estimates falling within each segment of the number line, registered by respondents in the qualitative vs. quantitative assessment conditions. Statistical significance estimated via twoway t-tests. 
