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Abstract— In this paper, we integrate, implement, and vali-
date formation flying algorithms for large number of agents us-
ing probabilistic swarm guidance with inhomogeneous Markov
chains and model predictive control with sequential convex
programming. Using an inhomogeneous Markov chain, each
agent determines its target position during each time step in a
statistically independent manner while the swarm converges to
the desired formation. Moreover, the swarm is robust to external
disturbances or damages to the formation. An optimal control
problem is formulated to ensure that the agents reach the target
positions while avoiding collisions. This problem is solved using
sequential convex programming to determine optimal, collision-
free trajectories and model predictive control is implemented
to update these trajectories as new state information becomes
available. Finally, we validate the probabilistic swarm guidance
and model predictive control algorithms using the formation
flying testbed.
I. INTRODUCTION
There has been a lot of research interest in the guidance,
navigation and control of formation flying agents. [1]–[4].
Using formation flying, multiple small satellites can out
perform a single monolithic satellite in certain applica-
tions like interferometry. It is now technically feasible to
launch and deploy 1000s of small 100-gram satellites, called
femtosats, into Earth orbit so that they can reconfigure
into desired formations [5]. Similarly, swarms of robots
are suitable for applications like environmental monitoring
[6], reconnaissance of dangerous or unknown regions while
overcoming obstacles [7], and collectively building, sorting
or foraging objects of interest [8]. In this paper, we integrate
and implement distributed guidance, navigation and control
(GNC) algorithms for such large swarms of agents and
validate them using our formation flying testbed (FFT).
Instead of the traditional view of guidance of multi-agent
systems which deals with an indexed collection of agents, we
adopt an Eulerian view in this paper as we control the swarm
density distribution of a large number of index-free agents
over disjoint bins [9]–[14]. Reconfiguration of such large
∗This research was supported in part by AFOSR grant FA95501210193
and a NASA Space Technology Research Fellowship (NNX11AM84H).
This research was carried out in part at the Jet Propulsion Laboratory,
California Institute of Technology, under a contract with the National
Aeronautics and Space Administration. c© 2014 California Institute of
Technology. Government sponsorship acknowledged.
1D. Morgan, G. P. Subramanian, S. Bandyopadhyay and S.-J. Chung
are with the Department of Aerospace Engineering, University of Illinois
at Urbana-Champaign (UIUC). Email: {morgan29, gpsubra2, bandyop2,
sjchung}@illinois.edu.
2F. Y. Hadaegh is with the Jet Propulsion Laboratory, Cali-
fornia Institute of Technology, Pasadena, CA 91109, USA. Email:
fred.y.hadaegh@jpl.nasa.gov
swarms is achieved using probabilistic swarm guidance using
inhomogeneous Markov chains (PSG) [15]. In probabilistic
swarm guidance, each autonomous agent or robot determines
its target position during each time step in a statistically
independent manner using a Markov chain [16]–[18]. The
swarm converges to the desired formation after multiple time
steps and is robust to external disturbances or damages to the
formation. The key concept is to design an inhomogeneous
Markov chain with the desired formation as its stationary
distribution, where the Markov matrices tend to an identity
matrix to ensure that the agents settle down after the desired
formation has been achieved [15], [19].
The main contribution of this paper is the integration
of PSG with a path-planning algorithm. Model predictive
control using sequential convex programming (MPC–SCP) is
used to control the agents, so that they reach the target posi-
tions, assigned by PSG, while avoiding collisions. Recently,
convex optimization [20] has been used in multi-vehicle
trajectory design and shown that it can be efficiently solved
to achieve a global optimum by state-of-the-art interior point
methods. Convex optimization has been used to implement
a receding horizon controller for a convex problem [21].
Additionally, convex optimization has been used to find
collision-free trajectories for a formation reconfiguration [22]
and robotic motion planning [23]. However, convexifying
the collision constraints results in an overly conservative
approximation of the collision avoidance region. Sequen-
tial convex programming has also been used for collision
avoidance of a quadcopter fleet [24]. In this paper, sequential
convex programming (SCP) [25] is implemented using model
predictive control (MPC) to provide real-time, collision-
free trajectory generation for agents in the swarm in the
presence of moving or undetected obstacles. MPC–SCP is
executed multiple times to ensure that convex approximations
of non-convex constraints are accurately captured, resulting
in optimal trajectories [26]. The PSG–MPC and MPC–SCP
algorithms are discussed in detail in Section II and III.
II. PROBABILISTIC SWARM GUIDANCE
We adopt an Eulerian approach, as we control the swarm
density distribution over the state space. PSG involves
designing an inhomogeneous Markov chain so that each
autonomous agent determines its own trajectory in a statisti-
cally independent manner, while the swarm converges to the
desired formation and is robust to external disturbances.
Let the convex, compact state space X ⊂ Rnx be
partitioned into Ncell convex, disjoint bins (R{p}, p =
1, . . . , Ncell) so that
⋃Ncell
p=1R{p} = X . Let N ∈ N agents
belong to this swarm and the row vector rj` represent the
bin in which the jth agent is actually present at the `th
PSG iteration. If rj`{p} = 1, then the jth agent is inside
R{p} at the `th time instant; otherwise rj`{p} = 0. The
ensemble mean of actual agent positions gives the current
swarm distribution, i.e., F?` := 1N
∑N
j=1 r
j
` . The desired
formation shape is represented by a probability (row) vector
pi ∈ RNcell over the bins in X . Note that pi can be any
arbitrary probability vector, but it is the same for all agents
within the swarm. Note that the agents can estimate the
current swarm distribution (F j` ) in a distributed manner
by communicating with neighboring agents and using the
consensus algorithm [27], where ‖F j` −F?` ‖ ≤ consensus and
consensus is the desired consensus error.
The Hellinger distance (HD) is a symmetric measure of
the difference between two probability distributions and it is
upper bounded by 1 [28]. The tuning parameter (ξj` ) is the
HD between the estimate of the current swarm distribution
(Fj` ) and the desired formation (pi), using the following
equation [15]:
ξj` = DH(pi,F j` ) :=
1√
2
√√√√Ncell∑
p=1
(√
pi{p} −
√
F j` {p}
)2
.
(1)
Let dj` ∈ RNcell denote the predicted position of the jth
agent at the `th PSG iteration, where dj`{p} = P(rj`{p} =
1), ∀p = 1, . . . , Ncell. The elements of the row stochastic
Markov transition matrix M j` ∈ RNcell×Ncell are the transition
probabilities of the jth agent at the `th PSG iteration [15]:
M j` {p, q} := P
(
rj`+1{q} = 1|rj`{p} = 1
)
. (2)
The Markov transition matrix M j` determines the time evo-
lution of the pmf row vector dj` as d
j
`+1 = d
j
`M
j
` , ∀` ∈ Z∗.
Let αj` ∈ RNcell be a nonnegative bounded column vector
with ‖αj`‖∞ ≤ 1. For given ξj` from (1), the following
parametrized family of row stochastic Markov matrices M j`
have pi as their stationary distribution (i.e., piM j` = pi) [15]:
M j` = diag(α
j
`)1
ξj`
piαj`
pidiag(αj`) + I− ξj`diag(αj`), (3)
where piαj` 6= 0 and sup` ξj`‖αj`‖∞ ≤ 1. The αj` vector can
incorporate physical distance between bins in the following
manner ∀p = 1, . . . , Ncell [15]:
αj`{q} := 1−
dis(R{q},R{p})
maxs=1,...,Ncell dis(R{s},R{p}) + 1
, (4)
where dis(R{q},R{p}) is the distance between the bins
R{q} and R{p}, and p satisfies rj`{p} = 1.
If each agent executes the PSG–MPC algorithm illustrated
in Method 1, then each dj` asymptotically converges point-
wise to pi [15]. The swarm distribution F?` also asymp-
totically converges pointwise to pi, due to the strong law
of large numbers (c.f. [29, pp. 85]). If lim`→∞ F?` = pi,
then lim`→∞ ξ
j
` = 0 and lim`→∞M
j
` = I. Note that the
αj` vector can also incorporate motion constraints [15]. The
convergence and stability guarantees of the proposed PSG–
MPC algorithm are provided in [15].
Method 1 [15] Probabilistic swarm guidance algorithm using
model predictive control (PSG–MPC)
1: ` = 0
2: while Swarm is operational do
3: for all j do
4: Agent determines its present bin, e.g., rj`{p} = 1
5: Agent estimates the current swarm distribution F j`
6: Compute the tuning parameter ξj` using (1)
7: Compute the αj` vector using (4)
8: Compute the Markov matrix M j` using (3)
9: Generate random number z ∈ unif[0; 1]
10: sj = s satisfying∑s−1
q=1M
j
` {p, q} ≤ z <
∑s
q=1M
j
` {p, q}
11: end for
12: Run Method 2 with terminal bins R{sj}
13: Update the desired swarm distribution pi
14: ` = `+ 1
15: end while
III. MODEL PREDICTIVE CONTROL WITH SEQUENTIAL
CONVEX PROGRAMMING
The main contribution of this paper is using MPC–SCP
to provide collision-free trajectories for each PSG iteration.
Generating the collision-free trajectories is an important
aspect of the guidance and control algorithm. In addition
to transferring the agents to their desired terminal positions,
the guidance algorithm must also avoid collisions between
agents. In order to achieve these goals, model predictive
control using sequential convex programming [26] (MPC–
SCP) is used.
The objective of the trajectories used in the FFT is to
minimize the acceleration of each agent while satisfying
the initial and terminal points, maintaining a safe distance
between each pair of agents, and using feasible velocities
and accelerations. Therefore, we can define the problem as
follows.
Problem 1 (Nonlinear Optimal Control Problem):
min
uj ,j=1,...,N
N∑
j=1
∫ tf
0
‖uj(t)‖2 dt subject to (5)
x¨j(t) = uj(t), ∀t ∈ [0, tf ], j = 1, . . . , N (6)
‖uj(t)‖2 ≤ Umax, ∀t ∈ [0, tf ], j = 1, . . . , N (7)
‖Dxj(t)‖2 ≤ Vmax, ∀t ∈ [0, tf ], j = 1, . . . , N (8)
‖C[xj(t)− xi(t)]‖2 ≥ Rcol (9)
∀t ∈ [0, tf ], i > j, j = 1, . . . , N − 1
xj(0) = xj0, x
j(tf ) ∈ R{sj} j = 1, . . . , N (10)
xj(t) ∈ X , ∀t ∈ [0, tf ], j = 1, . . . , N (11)
where Umax is the maximum allowable acceleration, Vmax is
the maximum allowable velocity, Rcol is the collision radius,
C = [I3×3 03×3], and D = [03×3 I3×3].
In order to efficiently solve for the trajectories of the
agents for the FFT, Problem 1 must be converted to a convex
program. It is important to note that the objective function
(5) and the constraints of (6), (7), (8), (10), and (11) already
satisfy the requirements for a convex programming problem.
Therefore, only the collision avoidance constraints, (9), need
to be converted in order to make Problem 1 convex. The
details for convexifying this problem can be found in [26].
The main steps are discretizing the problem using a zero-
order hold and linearizing the collision avoidance constraint
described in (9).
The convex programming representation of Problem 1 is
written as follows (for spacecraft j).
Problem 2 (Convex Problem):
min
uj
T−1∑
k=0
‖uj [k]‖2∆t subject to (12)
xj [k + 1] = Axj [k] +Buj [k], k = 0, . . . , T − 1 (13)
‖uj [k]‖2 ≤ Umax, k = 0, . . . , T − 1 (14)
‖Dxj [k]‖2 ≤ Vmax, k = 0, . . . , T − 1 (15)
(x¯j [k]− x¯i[k])TCTC(xj [k]− x¯i[k])
≥ Rcol‖C(x¯j [k]− x¯i[k])‖2 (16)
k = 0, . . . , T, i ∈ Ij
xj [0] = xj0, x
j [T ] ∈ R{sj} (17)
xj [k] ∈ X , k = 0, . . . , T (18)
where xj [k] = xj(tk), uj [k] = uj(tk), x¯j [k] is the nominal
trajectory about which the collision avoidance constraint is
linearized, and
A =
[
I3×3 ∆tI3×3
03×3 I3×3
]
(19)
B =
[
∆tI3×3 12∆t
2I3×3
]
(20)
Ij = {i|i < j}
Now that the optimal control problem has been written as a
convex program, SCP (lines 3–23 of Method 2) can be used
to efficiently solve the nonlinear optimal control problem
in Problem 1. In order to develop a real-time, trajectory-
generating algorithm that can account for sensor and actuator
errors as well as avoid moving or newly discovered obstacles,
MPC-SCP is applied. To describe the MPC–SCP algorithm,
a new optimization, Problem 3, is defined. Problem 3 is
defined so that there is a finite horizon (TH ). Collision
avoidance for Problem 3 is only considered before the end
of the horizon. In Problem 3, the spacecraft are assumed to
have limited communication ranges. Therefore, they can only
communicate with their neighboring spacecraft. Problem 3
is expressed as follows.
Problem 3 (Convex Optimization used in MPC–SCP):
min
uj
k0+TH−1∑
k=k0
‖uj [k]‖2∆t1 +
T−1∑
k=k0+TH
‖uj [k]‖2∆t2 (21)
subject to
xj [k + 1] = Axj [k] +Buj [k], k = k0, . . . , T − 1 (22)
‖uj [k]‖2 ≤ Umax, k = k0, . . . , T − 1 (23)
‖Dxj [k]‖2 ≤ Vmax, k = k0, . . . , T − 1 (24)
(x¯j [k]− x¯i[k])TCTC(xj [k]− x¯i[k])
≥ Rcol‖C(x¯j [k]− x¯i[k])‖2, (25)
k = k0, . . . , k0 + TH , {i, j} : i ∈ N j ,
N j = {i|i < j, ‖xj [k0]− xi[k0]‖2 ≤ Rcomm}
xj [k0] = x
j
actual, x
j [T ] ∈ R{sj} (26)
xj [k] ∈ X , k = k0, . . . , T (27)
where ∆t1 and ∆t2 are the time step size before and after
the end of the horizon, respectively, and Rcomm is the
communication or sensing radius.
The MPC–SCP algorithm reduces the horizon of the
convex programs and then solves this problem repeatedly
throughout the reconfiguration. Initially, SCP is run to deter-
mine optimal trajectory up to a finite horizon (TH ). As the
spacecraft nears this horizon in real time, a new trajectory
is calculated starting from the current time (k0) and position
(xjactual) until the new horizon (k0 + TH ). It is important to
note that k0 is the current time at the beginning of each MPC
iteration and varies with time. xjactual, in (26), is the real-
time state of the spacecraft when SCP begins. This process is
repeated until the spacecraft reaches the desired bin (R{pj})
at the final time (T ). This process is shown in more detail
in Method 2.
The result of the MPC–SCP algorithm is a fully decen-
tralized optimal guidance algorithm with better robustness
to sensor and actuator errors. The decentralization of the
trajectory generation greatly reduces the communication and
computation requirements.
IV. SIMULATION RESULTS
In this section, simulation results are presented for a
swarm reconfiguration. In this simulation, the PSG–MPC
algorithm (Method 1) is used to reconfigure a random swarm
of 200 agents into an “I”-shaped formation. The simulation
uses a 5× 5 grid with 2500 mm bin sides and is run for 35
iterations. The trajectory generation for each iteration, using
MPC–SCP (Method 2), uses 20 time steps of 0.5 s and a
collision radius of 250 mm. The results of this simulation
are shown in Fig. 1–Fig. 3.
Fig. 1–Fig. 2 show how the swarm distribution changes
as the number of PSG iterations increases. In Fig. 1, the
top plot shows that the HD (1) decreases as the number of
PSG iterations increases. This result shows that the swarm
distribution is converging to the desired distribution. The
bottom plot shows that the number transitions also decreases
with increasing PSG iterations. This result demonstrates that
the agents move less frequently as the swarm converges to
the desired distribution. Additionally, Fig. 2 shows the swarm
distribution at several PSG iterations. As the PSG iteration
(`) increases, the swarm distribution converges to the desired
Method 2 MPC-SCP [26]
1: k0 = 0
2: while k0 ≤ T do
3: x¯j [k] := 06×1, ∀j, k
4: Ij := ∅, ∀j
5: xj0[k] := the solution to Problem 3 excluding (25),
∀j, k
6: x¯j [k] := xj0[k], ∀j, k
7: Update N j using (25), ∀j
8: K := {1, . . . , N}
9: m := 1
10: while K 6= ∅ do
11: for all j ∈ K do
12: (xjm[k],u
j
m[k]) :=the solution to Problem 3, ∀k
13: end for
14: for all j do
15: Update N j using (25)
16: x¯j [k] := xjm[k], ∀k
17: if ‖xjm[k]−xjm−1[k]‖∞ <  ∀k and ‖C(xjm[k]−
xim[k])‖2 ≥ Rcol ∀k, ∀i 6= j then
18: Remove j from K
19: end if
20: end for
21: m := m+ 1
22: end while
23: M := m− 1
24: Apply (xjM [k],u
j
M [k]), ∀j, k = k0, . . . , TH until a
new trajectory is generated.
25: Update k0 to current time
26: end while
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Fig. 1. Hellinger distance after every PSG iteration (top) and number of
transitions occurring during each PSG iteration (bottom).
“I” shape. Initially, the agents move into the bins that form
the “I” and as the number of iterations increases, the agents
become more evenly distributed within the “I”.
Fig. 3 shows the number of agents that come within a
distance of 250 mm (blue circle), 252.5 mm (red square),
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Fig. 2. Number of agents in each bin at PSG iterations 1, 3, 5, 10, 15,
and 20. The color of each bin corresponds to the number of agents in that
bin.
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Fig. 3. Number of agents coming within a certain distance of another
agent during each PSG iteration.
275 mm (green triangle), and 500 mm (magenta diamond) of
another agent during each PSG iteration. At 250 mm, which
is the collision radius, there are no collisions after the first
PSG iteration. Therefore, MPC–SCP is generating collision-
free trajectories for all of the agents at every PSG iteration.
The nonzero value during the first PSG iteration is due to the
fact that the swarm is randomly initialized so some of the
agents violate the collision constraint at the first time step.
As can be seen in the 252.5 mm, many of the agents come
very near collision radius of another agent, which means that
many of the collision constraitns in the MPC–SCP algorithm
(Method 2) are active.
V. EXPERIMENTAL RESULTS
In this section, we also demonstrate that these GNC algo-
rithms can be run in real time by implementing them on our
FFT. Several testbeds already exist for validating formation
flying of a few agents (ten or less agents) [30]– [32]. The
FFT experimental setup is composed of the VICON motion
capture system, the communication boards for controlling
the agents and the hardware for implementing the GNC
algorithms.
Experimental results are presented for three scenarios. The
first demonstration uses SCP as an offline, path planning
algorithm for several agents in an environment containing
fixed obstacles. SCP calculates trajectories that take the
agents from their starting positions to their target positions
while avoiding each other and the fixed obstacles. In the
second demonstration, the MPC–SCP algorithm (Method 2)
is used to generate collision-free trajectories in real time in
the presence of other agents and fixed obstacles. Addition-
ally, the agents have a limited sensing radius for detecting
obstacles and a limited communication radius for detecting
other agents. In the third demonstration, the PSG–MPC
algorithm determines the target positions for the agents
during each time step and the MPC–SCP algorithm provides
the real-time, collision-free trajectories to move the agents
to the desired positions.
A. Path Planning using SCP
The SCP path planning demonstration uses four agents and
four fixed obstacles. The collision radius between agents is
350 mm and the collision radius between an agent and an
obstacle is 500 mm. In this demonstration, the fixed obstacles
(vertical wooden bars) are set up in a square with 1600 mm
sides and the helicopters are located outside of the square
near the corners. The target position for each agent is located
outside of the opposite corner of the square (markers on the
floor). This layout requires each agent to cross diagonally
through the square simultaneously while avoiding collisions
with the other agents and the obstacles. This layout is shown
in Fig. 4.
Fig. 4. Quadrotor configuration for SCP demonstration.
Fig. 5 shows the reference trajectories (dashed lines) pro-
duced by SCP and the actual trajectories (circles) traversed
by the agents in relation to the obstacles. The circle around
the obstacle represents its collision radius. The reference
trajectories calculated by SCP maintain the required distance
from the obstacles while taking each agent to its target posi-
tion. Additionally, the agents follow the reference trajectories
accurately with the largest error being less than 200 mm.
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Fig. 5. Path planning reference and actual trajectories for the SCP
demonstration. Note that ? represents the beginning of each trajectory.
B. Real-Time Collision Avoidance using MPC–SCP
The MPC–SCP path planning demonstration uses three
agents and one fixed obstacles. The collision radii are the
same as they were in the SCP demonstration: 350 mm
between agents and 500 mm between an agent and an
obstacle. In this demonstration, the fixed obstacle (vertical
wooden bars) is located in the center and the helicopters are
located in a triangular shape around the obstacle. The target
position (markers on the floor) for each agent is located on
the opposite side of the obstacle. This layout requires each
agent to move around the fixed obstacle while also avoiding
the other agents. This layout is shown in Fig. 6.
Fig. 6. Quadrotor configuration for MPC–SCP demonstration.
Fig. 7 shows the reference trajectories (dashed lines)
produced by the MPC–SCP algorithm (Method 2) and the
actual trajectories (circles) traversed by the agents in relation
to the obstacle. The circle around the obstacle represents
its collision radius. The reference trajectories calculated by
MPC–SCP maintain the required distance from the obstacles
while taking each agent to its target position. Additionally,
the agents follow the reference trajectories accurately with
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Fig. 7. Path planning reference and actual trajectories for the MPC–SCP
demonstration. Note that ? represents the beginning of each trajectory.
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Fig. 8. Real-time reference trajectory, sensing radius, and collision radius
for a single agent and obstacle in the MPC–SCP demonstration.
the largest error being less than 200 mm.
The difference between the MPC–SCP trajectories and the
SCP trajectories from the previous subsection is shown in
Fig. 8. Fig. 8 shows the reference trajectory (blue line) of
a single agent (star) at various time steps during the MPC–
SCP demonstration. Additionally, the sensing radius (green
circle) of the agent and the collision radius (red circle)
of the obstacle are shown at each time step. Initially, the
agent cannot sense the obstacle so collision avoidance is not
considered and the reference trajectory passes through the
obstacle. At time step 6, the obstacle is within the sensing
radius of the agent so collision avoidance is considered and
the reference trajectory avoids the obstacle. The agent con-
tinues to update its trajectory, taking into account its actual
position, as it approaches the desired terminal position. The
limited sensing radius and continuously updating trajectory
are what differentiates the MPC–SCP demonstration from the
offline path planning done by SCP in the previous subsection.
C. PSG–MPC
The PSG–MPC demonstration uses four agents which are
frequently reassigned into four bins. The agents begin at
random positions and are initially assigned into one of four
bins independently of the other agents. In the following
results, each agent has equal probability of going to each
bin. The bins are the four quadrants of the x− y plane. As
in the path planning scenario, the agents must maintain a
distance of 350 mm from one another. The results of this
demonstration are shown in Fig. 9–Fig. 10.
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Fig. 9. Path planning reference and actual trajectories for step 1 of the PSG–
MPC reassignment. Note that ? represents the beginning of each trajectory.
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Fig. 10. Path planning reference and actual trajectories for step 2 of
the PSG–MPC reassignment. Note that ? represents the beginning of each
trajectory.
Fig. 9–Fig. 10 show the reference trajectories (dashed
lines) produced by the MPC–SCP algorithm and the actual
trajectories (circles) traversed by the agents in relation to
the four bins. The four bins are separated by the red (dot-
dashed) lines. Results from two iterations of the PSG–MPC
algorithm are shown. A time lapse image of the quadrotors
at the end of each iteration of PSG–MPC algorithm is
shown in Fig. 11. The output shown in Fig. 9–Fig. 10 is
the transition of the quadrotors from initialization to step 1
and step 1 to step 2, respectively. The PSG–MPC algorithm
converged to the desired formation in 2 iterations. The
reference trajectories calculated by MPC–SCP maintain the
required distance between agents while taking each agent to
its desired bin. Additionally, the agents follow the reference
trajectories accurately with the largest error being less than
200 mm.
Fig. 11. Quadrotor positions at end of each iteration of the PSG–MPC
algorithm.
VI. CONCLUSION
In this paper, we integrated and implemented the PSG–
MPC and MPC–SCP algorithms to reconfigure a swarm of
vehicles while avoiding interagent collisions. The PSG–MPC
algorithm determined the bin locations for each agent and
then called the MPC–SCP algorithm to generate optimal,
collision-free trajectories to transfer each agent to its desired
bin. This process was repeated until the swarm converged
to its desired shape. The integration of the PSG–MPC and
MPC–SCP algorithms provided the collision-free trajectories
needed to reconfigure the swarm to the desired shape while
minimizing the computational and communication burden on
the agents.
Additionally, we validated the PSG–MPC and MPC–SCP
algorithms in simulation and on our FFT. The simulation
results validated the effectiveness of the algorithms on a 200-
agent swarm and the experimental results showed that the
algorithms can be run in real time with hardware for 4 agents.
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