Abstract-We address the need for robust detection of obstructed human features in complex environments, with a focus on intelligent surgical UIs. In our setup, real-time detection is used to find features without the help of local (spatial or temporal) information. Such a detector is used to validate, correct or reject the output of the visual feature tracking, which is locally more robust, but drifts over time. In Operating Rooms (OR), surgeons' faces and hands are typically obstructed by sterile clothing and tools, making statistical and/or feature-based feature detection approaches ineffective. We propose a new method for head and hands detection that relies on geometric information from disparity maps, locally refined by color processing. We have applied our method to a surgical mock-up scene, as well as to images gathered during real surgery. Running in a realtime, continuous detection loop, our detector successfully found more than 97% of target features, with very few false positives (less than 0.7%).
I. INTRODUCTION
Since 2001, a Swiss national research program has been investigating the potential of information technology to improve medical procedures and treatment. As part of this effort, we are developing User Interface (UI) modalities to facilitate the use of computer equipment in the OR. Our long-term goal is to provide automated support services throughout the entire surgical process [1] .
Our goal is to reliably detect a surgeon's head and hands in real-time, in order to provide various kinds of User Interface (UI) services ranging from non-contact mouse [2] to automated activity monitoring [1] . The user interface we are developing: (1) will allow the surgeon to explicitly interact with the GUI via gestures and (2) will monitor the surgeon's activity to infer context information and, when appropriate, automatically adapt the UI to match the progress of the procedure. A typical target procedure that would benefit from such a technique is described in [3] . A more detailed description of our longterm goals and motivation can be found in [4] . Traditional head and hands detection techniques rely mostly on appearance invariants, whether learned or defined as a set of heuristic constraints. In the context of surgery however, such methods do not perform well. Surgeons wear clothing and accessories that vary in shape, size, and amount of occlusion depending on their field of practice, surgical procedure and personal preference. It is therefore difficult to train or define a visual model of a surgeon's face or hands. Instead of using appearancebased modalities as a primary source of information for detection, we are using a set of assumptions about the kinematic and posture of a surgeon working in the surgical field. Our approach is centered around minimally invasive surgical setups, where the surgeon interacts and gets most of his information from monitors. The assumptions described in Section III remain valid for a large range of vision-based interfaces, from interactive multimedia centers to information kiosks. We will however focus on the surgical side of the detection problem, if only because the medical field is by far the most demanding in terms of reliability.
We developed a continuous, real-time detection for several reasons. Obviously, continuous detection (as opposed to tracking) is not the most effective way to follow a known object in a video stream. The traditionaland logical -approach to visual object tracking consists in detecting (or initializing) the object once, to define a temporal and spatial local set of object parameters (appearance, motion, etc.), and to then use this local knowledge to track the object in the consecutive frames. Detection only occurs again when the tracked object is lost. The benefits of tracking using local knowledge is that the chances of finding the object are increased since we have more recent and more abundant clues about its whereabouts. The other equally obvious benefit is that the assumptions about the object's current location will make it possible to speed up processing. The risk, however, lies in the fact that local knowledge cannot distinguish between local changes in parameters (color changes from shade, or shape changes from rotation, etc.) and changes caused by a global change in the scene (changes in illumination in the scene, apparition of a similar object, etc.), which usually results in local parameters drifting and losing track of the object, or worse: tracking another object with no indication that a mistake occurred.
In surgical environments, reliability is a critical issue for obvious reasons. Even if the surgeon-computer interface (SCI) is not in charge of critical systems and validation/override mechanisms are added to the SCI to prevent actions resulting from false detection, these interruptions lead to surgeon frustration and must be avoided as much as possible. Our method addresses this issue by continuously running the detection algorithm in parallel with performing object tracking, in order to anticipate the drift of local tracking parameters. The results of the continuous detection can be used to validate, correct or reject the output of the tracking algorithm. A consequence of having to run detection and tracking simultaneously is that the detection method must run at frame-rate in order to not affect the responsiveness of the SCI. The proposed method has therefore been designed from the beginning to run in real-time on standard hardware.
All the assumptions upon which our algorithm is based are valid within our physical setup. Fig. 1 describes the intended physical setup. The surgeon is facing the display, which is always in sight and unobstructed, (b) shows a real-world implementation of the setup, as described in [3] . The stereo camera is clearly visible behind the monitor of the surgical navigation system. The setup model is based on the observation of several surgical procedures, ranging from MIS to open surgery, in which the surgeon uses a navigation tool and/or a visualization display. A key assumption, confirmed by our survey, is that the display is always facing the surgeon with only rare external obstructions. By placing our camera on top of the UI, we are guaranteed not to interfere with existing equipment, while having an optimum, unobstructed point of view of the scene. As an image source, we use a color stereo-head based on [5] . This sensor gives us both color images and a matching disparity map. Using multiple visual modalities is key to the success of our method. We used our home-grown image processing library, TLIB [6] , which is optimized for processing this combination of visual modalities. Fig.  2 shows an example of color and corresponding disparity image of a real-world setup, taken during an endo-nasal surgical procedure. This paper is organized as follows: section II presents an overview of previews work in human features detection, focusing on head and hands. Section III presents the feature detection algorithm and section IV presents the real and simulated results we obtained, along with a discussion of the experimental results.
II. PREVIOUS WORK
From an HCI perspective, the medical nature of our VBI does not affect its validity in other fields of application. In a concept that can easily be extended to SCI in general, Wicklund points out in [7] that medical GUI design presents similar issues to any GUI design, but with more serious consequences if flawed.
A. Face and Head Detection
Several face and head detection methods have been developed to date. A good survey is available in [8] . Many of the methods proposed in [8] rely on statistical models of the object built from learning. Recently, Viola and Jones proposed an application of their object detection method to faces in [9] , by using integral images and an adaptive training phase to identify facial patterns in real-time. Ishii proposes in [10] to use a four directional features detector (FDF) on edge-filtered images. The features are then classified using linear discriminant analysis. While these techniques work well for unobstructed faces, they cannot handle simple changes in appearance. As building a training set of all surgeon's appearances is virtually impossible because of the many different attires and tools routinely worn by in the OR, statistical methods are not compatible with our requirements and cannot be used in our context.
Among the methods that do not rely on training, color is often used as a modality. The most popular method is probably CAMSHIFT [11] , which uses probability distributions of skin color model histogram to initially detect, than track faces between images. In [12] , Chai shows that good, statistical skin-color segmentation combined with heuristics can be used as a reliable face detection modality. However, in our unconstrained surgical environment, skin color (or color in general) is not enough to discriminate between faces and non-faces.
Multiple cues are also used to make detection less sensitive to false positives and/or environment changes. Kruppa addresses the problem in [13] by combining a skin-color filter with a shape constraint. However, the shape of the skin-color area in the case of a masked face can change widely between samples and even over time during surgery. Other non-statistical visual modalities have been used to detect people. In [14] , Beymer and Konolige use a priori disparity appearance templates to be matched in disparity images to identify people in a scene. In [15] , 3 dimensional and color information are used together to extract faces from mugshots and perform face recognition. In [16] , Woodfill similarly uses a priori appearance assumptions to identify faces through multiple visual modalities. These static assumptions about the shape and appearance of the object to detect are not valid in our context. Based on the higher similarity of disparity maps of faces over color or intensity images, stereo vision has been used successfully to identify human features. In [17] , Cheung uses a labeling algorithm on segmented disparity "layers" to reconstruct the kinematics of a human body. More generally, Eveland presents in [18] an approach to segment the foreground in a disparity map from a static viewpoint, in order to facilitate object detection. None of these methods however are designed for real-time, accurate detection in dynamic environments.
B. Hand Detection
Hand detection has also been extensively investigated. It is considered more difficult than face detection, mostly because hands move faster and can vary a lot more than faces in posture and appearance. Many detectors are designed for hand posture recognition, and only detect hands in expected configurations. In [19] , Marcel uses simple skin-color blob detection as candidates to feed a neural network, which in turn classify hand postures. Mathias Kölsch uses an implementation of the ViolaJones detector [9] , successfully adapted for hand posture detection [20] . Hand posture detection, however, is not suitable for our application, as even successful real-time detection would require the surgeon to adopt specific hand postures for the system to work, which would defeat the purpose.
3D hand posture tracking also requires detection to initialize the tracking parameters. A synthetic view of all methods used to perform full DOF hand motion detection and tracking can be found in [21] . In [22] , the tracker requires the hand to be placed in a known position and posture to initialize the system. A similar approach was used in [23] , combined with background subtraction to increase detection accuracy. Other methods, e.g. [24] , also use simple skin-color filters, in this case to initialize the system EigenTracking parameters, which allows to address occlusions during tracking.
Other approaches detect hands in any posture, generally for gesture recognition or activity monitoring. Color remains the modality of choice when it comes to hand detection. In [25] , Ikeda uses a color-based method that searches hand areas using face color in order to take lighting changes into account. In [26] , a connectedcomponent labeling skin-color blob extractor is combined with CAMSHIFT and a Kalman filter to perform German sign language recognition. Color information is also combined with other modalities. In [27] , Yuan combines skin color and motion information through a temporal filter in order to detect hands. The system can successfully track two hands, but assumes a static background. Skin-color blobs are also used in [28] to initialize a condensationbased hand tracker.
Some detection methods make heavy assumptions about the presence and/or position of the hand(s) to detect within the region of interest. The segmentation system used in [29] dynamically learns color-based background models to segment foreground objects, which are automatically assumed to be hands. Manresa [30] uses a HSI skincolor model, combined with the simplifying assumption that the hand covers most of the image area, to provide hand detection for video game motion control.
C. Body Detection
Full body detection has been performed, mostly for vision-based user interface. A survey of human motion analysis that offers a comprehensive discussion of the detection methods used is available in [31] . Varona [32] uses dynamically learned skin-color models to track the head and hands of users in an interactive 3D space. The system requires the user to assume a known pose to initialize the color models. In [33] , Micilotta uses a ViolaJones detector for a set of body parts (face, torso, legs and hands). The detectors are highly tolerant and return many false positives. A RANSAC optimization of all possible body part combinations is then applied to find the assembly with the highest likelihood. Results are conclusive for detection of front-facing, unobstructed people, but the method cannot be applied to environment where partial occlusion is frequent and body parts appearance cannot be defined reliably, as explained earlier. Therefore, this approach cannot be used in the OR.
While the methods presented above generally show good results, they do not address our constraints. As a consequence, it is not possible to establish a performance comparison of our approach with traditional methods based on colors and/or feature detection. The strength of our proposed approach is that it does not use any "internal appearance" criterion for detection, but deals mostly with real-world geometric constraints, and then refines its findings with color information if available.
III. HEAD AND HANDS DETECTION ALGORITHM

A. Assumptions and Constraints
Since we cannot rely on feature appearance and only marginally on color to detect heads and faces, we use extraction and fitting of geometric constraints based on real-world measurements from the calibrated stereo camera. The geometric rules used to perform the detection can be listed as a set of assumptions on the shape, size and posture of the human body for our setup, as well as the intended environment. These assumptions are however generic enough to translate into other application scenarios:
• we assume that the camera is static, as described in the introduction • we assume that the person is generally standing or upright, though we can tolerate some leaning up to 20 degrees • the head measures 15x20 cm and is located along an imaginary vertical line passing through the center of gravity of the body • we assume that if skin color is present (we can do without), then it is approximately distributed symmetrically on the apparent head surface around a vertical axis • the person does not necessarily face the camera, but the workspace of the target application is facing the camera • we define the apparent "thickness" of the human trunk surface as 10 cm • the arms, if visible, are therefore located in the areas of the silhouette that are 10 cm or more in front of the body • we only detect hands if they are in the workspace, i.e. not resting alongside the body trunk
Based on these assumptions, we can process the disparity map to find a best fit for our initial head and hands location. Our goal at this point is to find the best possible estimate based only on disparity, as disparity does not ideally depend on the feature appearance. Once a good initial estimate has been found, we can then use traditional color information to refine the detection output. The refinement step, while not strictly necessary, brings a welcome improvement to the coarse resolution of the disparity map, as the real-time disparity computation algorithm we are using [5] tends to increase the area of foreground objects and drown details. Another self-imposed constraint is that we will not make any temporal assumptions of our feature behaviors. That is, we will process each new image anew, without using any of the information collected during processing of previous frames. While this sounds like a very bad way to proceed, it makes sense as we are trying to develop a detector, not a tracker. The output of the detector will be used at a later stage in combination with a feature tracker that will be responsible to make spatial and temporal assumptions about the evolution of the feature parameters. Fig. 3 describes the algorithm data-flow. The foreground segmentation method used is very similar to [18] and works well with disparity maps. Each pixel of the background model is updated with every new disparity map computed. The model is tuned to converge rapidly (a few seconds), in order to avoid detection artifacts as much as possible after system initialization. The segmented foreground is fed into a foreground disparity histogram. By integrating the histogram starting on the "close" end (i.e. large disparity values), the algorithm can compare the histogram peak with the apparent, integrated surface of each foreground object. A simple threshold allows to discriminate humans from other objects, since the apparent surface of a standing person at a given depth is known. This simple method proves very robust in our context. Fig. 4 shows the output of the silhouette processing.
B. Algorithm Description
The silhouette segmentation must be refined in order to prepare the way for the labeling step. Having assumed that the person is standing, we consider that there is a vertical principal axis representing the torso and head. We recursively compute the weighted center of gravity of the filtered disparity pixels, giving more weight to the pixels at greater distance (i.e. with smaller disparity values) on the horizontal axis until we converge to the center line of the silhouette defined in the disparity map (see Fig 5) . Equation 1 shows the weighted center of gravity wCOG computation for a n-bit encoded disparity map on the horizontal axis, where x is the horizontal coordinate and d the disparity value of each pixel. The recursion is necessary to "force" the algorithm to pick one person in case two people are standing at the exact same depth in the image.
We compute the average disparity (and therefore depth) of the human body by taking the foreground disparity values that are at coordinates x = wCOG. We then can use the head size and body depth assumptions to label the silhouette accordingly. Fig. 5 shows the labeled output, with pre-labeling of the left and right arms in the disparity map. The feature localization refinement is a two stage process. First, we recenter the head along the COG by maximizing the amount of pixel area covered by the expected head blob on a horizontal line around the estimated location. In a second step, if some skin color is visible on the head that we have detected, we apply our assumption that the skin-color is vertically symmetrical on the visible area of the head to maximize the area of skin-color pixel inside the expected head area by moving the head candidate horizontally. Skin-color refinement is ignored if the skin-colored patch size is too small. A similar approach is used to refine the location of the hands: if skin (or glove) color is present, the pre-detected hand mask is re-centered (horizontally and vertically) on the color patch.
IV. RESULTS
The output of the head and hands detector in action is conclusive. Table I gives a summary of the algorithm's performance, both in a mock-up setup in our lab and in a real surgical environment. It runs at 20 Hz (image acquisition excluded) on an average laptop. The first 20 images of each series are voluntarily not included in the statistics, as they are required by the adaptive background to learn the environment. We have used the following metric for each feature to measure the performance of our algorithm: the detection rate is the percentage of images in which a face was present and correctly detected; the missed rate is the percentage of images in which a face was present but the detector failed to detect any face; the false positive rate is the percentage of images in which the detector mistakenly found a face where there was none.
The results in table I, in particular the hand detection metrics, must be put into perspective. As previously mentioned in our assumption set, we assume that hand detection is only relevant when the hand enters the workspace, i.e. the volume in front of the user, outside of the trunk depth estimate. Therefore, the detection (and failure) rates mentioned in these results only covers the images where the hands matched the workspace assumption. Hands hanging alongside the human body, or hands resting on the side of reaching behind the person are not considered relevant, and not detecting them does not count as a failure. Similarly, detecting hands outside of the workspace counts as a false positive, even though this case only occurred once on all images due to stereo processing inaccuracies. The experimental results show that the head and hands can be reliably detected in most images. Most remarkably, the algorithm strongly favors misses over false positives. This is very important to us, as the detection method is destined to work jointly with a feature tracker and should not feed the tracker erroneous initial parameters. The algorithm also never found features when no human being was in the image -that is, false positives only occurred when a human was detected, but his/her face was not detected correctly. This is consistent with the iterative nature of the algorithm, which first verifies assumptions about the geometry of the candidate upper-body shape before trying to localize the head area.
The results showed in fig. 6 are representative of the vast majority of cases in both data sets, and are easy to process for the algorithm. Fig. 7 shows successful detection in more difficult images, including obstruction and possible look-alike targets. Fig. 8 shows examples where the features were not detected correctly.
Situations in which the algorithm fails can be divided in two categories: noise/signal error, and algorithm weakness. The noise and/or signal error include errors in the disparity map processing and/or in the image data due to fast movement or hardware errors. The resulting behavior of the disparity map and input images includes flicker, blur and erroneous disparity values, which transiently affect the algorithm. These errors however only occur in a single image, and the resulting false positive or lack of detection affects a single frame, as shown in fig. 9 . These errors represent about 80% of the errors that occurred during our test, and can be easily corrected by simple object tracking approaches.
The remaining errors are due to limitations in the algo- rithm. A common cause for failing to detect an existing face is the "exotic" posture of the person, either leaning or twisted in an unexpected fashion. Various occlusions on the person's body or head can also lead to the algorithm favoring a different, more geometrically appealing object in the disparity map, leading to a false positive. Even when the algorithm fails to detect an existing face or finds a false positive, the largest number of consecutive images that presented detection errors was 4, and only occurred once. A few sets of 3 consecutive failures were recorded, but most occurrence of any failure happened in 1 or 2 consecutive images only. The obvious consequence is that the problem could easily be solved by detecting the discontinuity of the detected face location over time in an image sequence. Complementing the detector with a simple SSD object tracker strongly suggests that the reliability of the combined output would approach 100%.
V. CONCLUSION
We have shown a robust algorithm for head and hand detection in environments where clothing and tools provide too much occlusion for traditional, statistical and/or color-based approaches to work. We have shown that our method works not only in mock-up environments, but also in real-world surgical setups where it is intended to be deployed as part of an advanced Surgeon-Computer Interface for Computer-Assisted Surgery. The detector achieved 97% and higher successful detection rates in real-time in both setups. Since there is no temporal assumptions, the failures of the algorithm consist mostly of transient errors. While there might be ways to detect bad disparity values, their very limited occurrence does not seem to justify the effort. We will instead combine the tracker with a local SSD tracker to successfully compensate for the occasional errors of the feature detector in order to achieve nearly perfect head and face detection and tracking.
