Abstract. The asymptotic behavior for the Vlasov-Poisson-Fokker-Planck system in bounded domains is analyzed in this paper. Boundary conditions defined by a scattering kernel are considered. It is proven that the distribution of particles tends for large time to a Maxwellian determined by the solution of the Poisson-Boltzmann equation with Dirichlet boundary condition. In the proof of the main result, the conservation law of mass and the balance of energy and entropy identities are rigorously derived. An important argument in the proof is to use a Lyapunov-type functional related to these physical quantities.
Introduction and main result.
The Vlasov-Poisson-Fokker-Planck (VPFP) system is a kinetic description of a physical plasma whose particles change only slightly their momentum during collision events. The plasma is supposed to be in the self-consistent field created by the particles themselves. A typical example would be the slow momentum relaxation of a small admixture of a heavy gas in a light one (which is considered to be in equilibrium). The low density of the heavy particles implies that their collision with one another may be neglected, whereas their momentum changes little when colliding with the light particles of the environment. Under these conditions the collision term in the kinetic equation may be approximated by the Fokker-Planck form [31] . With respect to the self-consistent field created by the particles, we may distinguish two cases: the "electrostatic" and "gravitational" potentials corresponding to heavy positively charged ions and neutral masses, respectively. Physical discussions on the validity of both Fokker-Planck and self-consistent field approaches may be found in [37] .
The VPFP equation for the distribution function f (t, x, v) (f dxdv is the number of particles at time t located at a volume element dx about the position x and having velocities in a volume dv about the value v; from this interpretation f has to be nonnegative) is
where Ω is a smooth enough bounded domain, for instance Ω ∈ C 2 , in R 3 and where β ≥ 0 and σ > 0 are constants which are related to the collision (friction and diffusion) between particles. For thermal equilibrium to be a possible solution of (1), β and σ need to obey the Einstein relation, σ β = κΛ m , where κ is the Boltzmann constant, Λ is the temperature of the thermal bath, and m is the mass of the molecules. Besides the distribution function f (t, x, v) ≥ 0, we have denoted by E(t, x) the electrostatic or gravitational vector force field, which is self-consistently given by the elliptic Poisson equation E(t, x) = −∇ x Φ(t, x), −∆ x Φ(t, x) = θρ(f )(t, x) on (0, T ) × Ω. (2) Here Φ(t, x) is the internal potential of the system, and ρ(f ) denotes the macroscopic mass density, given by ρ(f )(t, x) = R 3
f(t, x, v) dv.
The parameter θ is 1 in the electrostatic case and θ = −1 in the gravitational case. We do not consider the effect of an external potential on our system for the sake of simplicity, although our results could be extended also to that situation. See [9, 34, 40] for further physical interpretations and references about the physical meaning of the VPFP system.
We want to show that the solutions of the VPFP system tend to their stationary states (in the appropriate functional setting; see below) as time goes to infinity. The proof is based on deriving the mass conservation law and the balance of energy and entropy identities and exploiting the properties of a Lyapunov functional which is a kind of free energy.
It is well known that the relative entropy between f and the stationary solutions of the Vlasov-Poisson equation is the appropriate Lyapunov functional used to derive the H-theorem; see [30, 34] . In contrast to the usual Fokker-Planck equation, which is linear in f , the VPFP system is nonlinear and the relative entropy is not a Lyapunov functional. Examples of nonlinear Fokker-Planck equations with known Lyapunov functionals include models synchronization of oscillator populations with mean-field coupling (see [35, 36, 6, 4] ). These examples have drift terms that depend linearly on a moment of the distribution function, which is also the case for the VPFP system. Thus, we may try to derive a Lyapunov functional for the VPFP system using the same kind of ideas.
(i) Define a relative entropy with respect to a nonnormalized "stationary" distribution
wheref satisfies the equation
Here E = −∇Φ(t, x) is determined by the Poisson equation (2) with the exact distribution f .f is given bỹ
Here exp{u} = e u denotes the exponential function and M is the total mass of the system.
(ii) Find µ(t) such that
(iii) Show that η (t) ≤ 0, supposing that all surface terms that may appear in the derivations below are zero.
(iv) Show that η(t) is bounded below, and justify dropping the surface integrals.
To illustrate the procedure, let us derive the Lyapunov functional following the above steps in a formal way. A more careful and rigorous computation retaining surface terms will be performed in section 4. First, by taking the derivative of the free energy functional we find
The last two terms are zero because of mass conservation and by definition of η(t).
Using the VPFP system written as
we find
after integrating by parts and dropping surface integrals. To obtain µ(t) and thereby the free energy functional η(t), we write
The last term is equal to
vf dv dx plus surface terms that we drop in this formal calculation. We now use the continuity equation
vf dv = 0, and the Poisson equation so that
We therefore obtain the result
where we have again used Poisson equation and integration by parts.
Given that η(t) is a Lyapunov functional, f will tend to a function f ∞ (t, x, v) such that
This implies that f ∞ /f cannot depend on v. Hence,
Inserting this expression in the VPFP system we have
where Φ ∞ is the solution of the Poisson equation (2) associated with ρ(f ∞ ). As g ∞ (t, x) does not depend on v, we should have
and, therefore,
where C ∞ is a normalization constant. Thus, f ∞ is a limit stationary solution of the VPFP system. The rest of the paper makes precise and rigorous the preceding formal considerations. Let us start by specifying the proper boundary conditions to be considered.
Equations (1) and (2) are to be solved together with initial data f o , with Dirichlet boundary conditions for the potential (∂Ω is a perfect conductor), Φ(t, x) = 0 on ∂Ω (6) and with boundary conditions on f defined by means of a general scattering kernel. From the possible kernels we will consider the ones that allow us to obtain mass conservation of the system and proper energy and entropy balance laws. Boundary conditions for kinetic equations are integral relations between the density of molecules coming out of an infinitesimal section of the boundary at a given time and the density of the molecules impinging upon the same boundary section. More precisely, let us define the sets Γ
, where n(x) is the unit normal outward on the boundary of the domain Ω at x ∈ ∂Ω. Denote by γ ± f and γf the traces of f on Σ ± = [0, ∞) × Γ ± and Σ = [0, ∞) × ∂Ω × R 3 , respectively, when these traces make sense (see section 2). Let us introduce the sets
. Given x ∈ ∂Ω and t > 0 we will assume that
for any v ∈ Γ x − . R represents the probability that a molecule with velocity v * at time t striking the boundary at x reemerges in the same instant with velocity v. Specular reflection is a particular case of the above relation. We will discuss in section 2 the concrete hypotheses in the definition of these conditions.
In order to establish the concept of solution which will be used in this work, let us introduce first the set L 1 (Σ T ± ; |v · n(x)|dSdvdt) of all integrable functions in Σ T ± with respect to the standard kinetic measure |v · n(x)|dSdvdt, where dS is the Lebesgue measure on ∂Ω. We also define the space of functions
To make precise our main result and specify the boundary conditions to be considered, we need to know a trace result, see the following section for the statement. The trace theorem will provide us with the good definition of the trace operator between 
for any T > 0 and (7) is verified for suitable scattering kernels. Also, for any
is a weak solution of the Dirichlet problem for the Poisson equation (2) .
The existence of weak solutions of the initial-boundary value problem for kinetic equations has been studied for the Boltzmann and Vlasov-Poisson systems. C. Cercignani [18] and K. Hamdache [27] proved the existence of weak and renormalized solutions for the Boltzmann equation with reflection-type boundary conditions. Later, R. Alexandre in [3] studied the Vlasov-Poisson equation in the case of absorbing-type boundary conditions, but he also remarked that his method is valid to obtain existence results for the Vlasov-Poisson equation with the reflection-type boundary conditions. Also, N. B. Abdallah [1] deals with this problem, assuming a milder hypothesis on the initial data than in the work of R. Alexandre. No such results seem to be known for the VPFP system with this kind of boundary conditions. The VPFP system in x, v ∈ R 3 has been extensively studied during the past years. Existence and uniqueness results have been obtained in several frameworks: classical solutions, weak solutions, renormalized solutions, and functional solutions. We refer to [7, 8, 12, 13, 14, 15, 25, 33, 39, 40] , and the references therein.
The study of the qualitative properties of this system is an interesting problem nowadays. In a recent work, F. Bouchut and J. Dolbeault [9] study the large-time asymptotic for the solutions of the VPFP in the case that the particles occupy the whole space R 3 . They deal with the solutions obtained in [7] assuming also that the potential energy in the gravitational case remains bounded independently of t and that the system is under the action of a suitable external potential Φ o . The existence of such external potential is an essential point in the arguments of Bouchut and Dolbeault in order to confine the particles in a bounded region, thus avoiding their unrestricted spreading. Under these conditions they proved that the distribution function tends to a Maxwellian given by the limit potential and the temperature of the surrounding bath ( σ β ). Some of the techniques used in this paper are inspired by those of [9] . In another recent work J. A. Carrillo, J. Soler, and J. L. Vázquez [16] deal with VPFP system in R 3 without friction (β = 0). In that work it is shown that the asymptotic behavior of some specific weak solutions of (1)- (2) is given by the fundamental solution G of the linear part of (1). The proof relies on the self-similarity of the fundamental solution G and the use of the smoothing effect of the Fokker-Planck operator proved in [8, 13] . The hypotheses assumed on the solutions are verified at least for small initial data (see [13] ).
In the case of initial-boundary value problems, we must mention the works of L. Desvillettes and J. Dolbeault [22] and L. Desvillettes [21] . They treated the VlasovPoisson-Boltzmann system and the Boltzmann and Bhatnager-Gross-Krook equations with specular reflection boundary conditions for f and Dirichlet boundary conditions for the potential in [22] . They showed that the large time asymptotics of the corresponding systems are described by Maxwellians. In the Vlasov-PoissonBoltzmann case, these Maxwellians are determined by the initial mass, the initial energy, and the limit potential.
The aim of this paper is to study the asymptotic behavior of weak solutions of the system (1)-(2) with particles moving in a bounded domain so that the potential and the density of particles satisfy the above boundary conditions (6) and (7). We will assume the following hypotheses on the solutions.
Let (E, f ) be a weak solution of (1), (2), (6) , and (7) with initial data f o verifying
In the gravitational case, we also assume that
Although these hypotheses seem reasonable from a physical point of view, we have not found results ensuring the existence of such a solution of the VPFP problem in the previous literature. The main difficulty in proving existence of such a weak solution (E, f ) is to handle effectively the diffusion of the particles and the flow of particles through the boundary due to the boundary conditions. In a forthcoming paper (see [11] ), one of the authors of the present paper has proven existence of a solution of the VPFP problem with absorbing or reflection-type boundary conditions verifying the above hypotheses except for (i) hypothesis (6) 
, and (iii) the regularity of the traces, i.e., f ∈ W 1 (Q T ). To obtain these properties, a regularity result should be proved. In this regard, all the above properties hold if we substitute an elliptic equation of greater order instead of Poisson's equation. For the resulting regularized problem, the regularity of E and of the traces is ensured (see [11] ).
In order to simplify the exposition, from now on we will denote by (P) the problem (1), (2), (6) , and (7). When dealing with solutions of (P), we will also assume that they satisfy the above hypotheses (1)- (6).
We can state the main result of this work. THEOREM 1.2. Under the hypotheses (1)-(6) on the solutions, for every time sequence {t n } → ∞ there exists a subsequence (that we denote with the same index) such that
where Φ ∞ (x) is a weak solution of
Moreover, in the electrostatic case the solution of (9) is unique in H 1 o (Ω), and we deduce
In the gravitational case, the limit problem (9) may have multiple or no solutions depending on λ (see the last section of this paper). Then we cannot ensure that f (t n , x, v) converges to the same solution for every time sequence. This is probably related to the hypotheses on the initial data that we may have to impose to make sure that the properties (1)-(6) on the solutions hold.
As a consequence of the above theorem, the asymptotic behavior of the phase space distribution function is determined by studying the limit potentials which satisfy the following equation:
with α > 0. Equation (10) is called the Poisson-Boltzmann (PB) equation. In the electrostatic case, K. Dressler [24] and J. Dolbeault [23] studied (10) in Ω = R 3 in the presence of an external potential. In bounded domains D. Gogny and P.L. Lions [26] showed the existence of a unique regular solution of problem (10)- (11) in the electrostatic case in the space H 1 o (Ω). In the gravitational case the PB equation has been studied by A. Krzywicki and T. Nadzieja in [28, 29] . They proved that problem (10)-(11) has no classical solutions for α > 0 large enough for simply connected domains.
Let us point out that in Theorem 1.2 we may consider an alternative condition to hypothesis 6 on the solutions. In fact, the condition
implies (6) but also assures us that the PB equation is well defined in L 1 by means of the Trudinger-Moser inequality.
Let us briefly comment on the techniques and main ideas in the proof of Theorem 1.2. A fundamental step in the proof is based on deriving the equations for the relevant physical quantities of the system, the balance of mass, energy, and entropy identities. These identities will allow us to understand the effects of the boundary conditions on the fluxes of particles, energy, and entropy through the boundary of the domain. In fact, we will rigorously establish the following relations.
• Balance of mass identity:
for which we will prove that under the previous hypotheses on the scattering kernel, the right-hand side of the above equality is zero, thereby obtaining the mass conservation law.
• Balance of energy identity:
• Balance of entropy identity:
An important idea to determine the asymptotic behavior of solutions of the VPFP is to use the free-energy Lyapunov functional η(t). The Lyapunov functional is defined by (3), (4) and (5). The above balance laws will play a key role in proving that η(t) is indeed a Lyapunov functional. For example, by studying the fluxes of entropy and kinetic energy through the domain boundary, we will prove that η(t) is a nonincreasing function. In the expression of η (t) there appears an additional term (with respect to the formal derivation given above) which is due to boundary contributions.
The control and analysis of such boundary terms is an essential part of our proof. Once we have proved that η(t) is a Lyapunov functional, we would like to use it to establish our large-time asymptotics. To be able to take the limit t → ∞, we need some compactness property of the sequence {f n (t, x, v) = f(t n + t, x, v)}. As an intermediate step we prove the compactness of
. This allows us to obtain the compactness result of
. Finally the identification of the limiting distribution function concludes the proof of Theorem 1.2.
The paper is structured as follows: In section 2 we define the boundary conditions and establish the trace result. In section 3 we analyze the properties of solutions of problem (P) and derive the balance of mass, energy, and entropy identities. In section 4 we show that the free energy is a Lyapunov functional. In section 5 we prove the main result of this work by using a compactness result. Finally, the last section contains several final remarks and open problems.
Boundary conditions and trace operators.
To introduce the boundary conditions on f , we must analyze the existence of traces for f on the boundary ofQ T the closure of Q T . This problem was studied for the free transport operator by S. Ukai in [38] in the context of Boltzmann's equation. Also, M. Cessenat in [19] studied it and applied it to neutron transfer equation. Surveys of these results can be found in [25, 20, 17] .
Let us denote by L p (Σ ± ; |v · n(x)|dSdvdt) the set of all the functions g on Σ ± such that |g| p is integrable with respect to the kinetic measure |v · n(x)|dSdvdt. We will recall some results concerning to the trace operators which are necessary in our setting. For the details and proof of these results we refer to [17] . Let T be the free transport operator which is given by
Associated with each point r = (t, x, v) of the boundary of Q T , we consider R s (r) the characteristic line
where t ± (r) are the entry and exit time from Q T : t + (r) is the earliest relative time s > 0 at which R s (r) belongs to the boundary of Q T . Similarly, t − (r) is the latest relative time s < 0 at which R s (r) belongs to the boundary of Q T . Strictly speaking, they are defined as
The trace theorem holds between the space
}. More exactly, we have the following result.
then the trace operators have a bounded extension from
We will focus our attention on the case p = 1. In this case, the idea of the proof for the above theorem is to show that f is absolutely continuous in s along the characteristics R s (r) a.e. on r. In fact, if we considerf (s, r) = f(R s (r)) and we denote by g the L 1 (Q T ) function such that T f = g, then for any r ∈ Q T it is possible to prove (see [17] (12) with t − (r) ≤ s, s ≤ t + (r). Thus, the definition of the traces is given by
with (t, x, v) ∈ Σ T ± and any r ∈ Q T such that (t, x, v) is its exit or entry point, i.e., that r satisfies R s (r) = (t, x, v) with s = t ± (r). Finally, let us point out that the space
The following Green's type identity can be easily deduced.
The proof of this result is obtained by integration in (12) . Finally, since we will need to handle nonlinear functions of f and their traces on the boundary, we have to study for which nonlinear functions of f traces can be defined.
Proof. Let us consider a sequence of mollifiers δ 
f , where the symbol represents the usual convolution product which, in this case, is
For each n, we define the following set:
g. Therefore, we obtain in the classical sense that
3 )), and
Taking into account the hypothesis on f and ξ, it is easy to show that ξ(
, we obtain that ξ (f n )Ψ is bounded independently of n. Since g n tends to g in L 1 (Q T ), then we finally conclude that
Thus, we have
The final assertion is a straightforward consequence of the definition of the trace operator γ ± .
Once we know how to deal with the traces of f , we can study the boundary conditions introduced in section 1. In [17] C. Cercignani, R. Illner, and M. Pulvirenti discuss the choice of suitable boundary conditions for the Boltzmann equation. Similar remarks can be done in the VPFP case. In order to define the boundary conditions, we will assume that f ∈ W 1 (Q T ) for any T > 0. Given x ∈ ∂Ω and t > 0 we will require that the phase space distribution function satisfies the boundary conditions (7) on ∂Ω:
− , where, as we have pointed out above, R represents the probability that a molecule with velocity v * at time t striking the boundary on x reemerges at the same instant and location with velocity v. We will assume that R has the following properties.
(1) R is always nonnegative.
(2) R verifies the following normalization: 
for any v ∈ Γ We can rewrite the boundary condition (7) as
in terms of an operator K defined by
. Note that R can be even a Dirac delta measure. In fact, we are only imposing on R the minimal assumptions needed for (7) to be well-defined. As an example, R may belong to the function space L 
A similar construction can be done to obtain the reversed reflection f (t,
We refer to [17, 18, 27] for further properties of these boundary conditions and physical interpretations. In these works some important relations valid for these boundary conditions are derived. We will review these relations in the following section.
Properties of the solution.
Our first objective is to understand what are the effects of the boundary condition (7) on the fluxes of particles, kinetic energy and entropy through the boundary of the domain. Later, we will obtain the main balance laws which are verified by the solution of this system. These balance laws will be instrumental in proving that η(t) is a Lyapunov functional and then our main theorem.
Let us recall that we will work with solutions of the problem (P), which means weak solutions in the sense of Definition 1.1 satisfying the hypotheses 1-6 above and with a boundary condition defined by a kernel R with the properties of the previous section.
LEMMA 3.1. The solution of the problem (P) is such that the function
is absolutely continuous in t > 0 and it obeys the continuity equation in integral form (balance of mass):
Moreover, f satisfies
for any t ≥ 0 and x ∈ ∂Ω. As a consequence, the mass of f is preserved, i.e., for any t > 0,
Proof. Let us prove (16) . Since f verifies the boundary condition given by the scattering kernel, then multiplying (7) by |v · n(x)| and integrating in Γ x − we find
Using Fubini's theorem we obtain
Then, the second property of R (13) allows us to get
Finally, it is easy to check that the flux of particles through ∂Ω vanishes:
due to the definition of Γ x ± . The balance of mass follows formally by integrating (1) in Ω × R 3 and then using the divergence theorem. To derive it rigorously we use a special test function in (8) .
Let By using the test functions Ψ = hψ R in the definition of weak solution (8), we obtain
Given that ψ R → 1 a.e. and any derivative of ψ R tends to 0 a.e. as R → ∞, let us show that we can pass to the limit as R → ∞ term by term in the previous equation. Taking into account that the function (v · ∇ v )ψ R is bounded independently of R, together with the hypotheses
we can apply the Lebesgue dominated convergence theorem to show that
We have therefore obtained from (18) 
in the sense of distributions on (0, T ), which proves the assertions of the lemma. The next result will be useful in order to prove that the entropy and the flux of entropy through the boundary are well defined. As usual, let us denote by log + f = max{0, log f } and by log − f = | log f | − log + f . The following result agrees with a similar one in [9] for the case x ∈ R 3 , and we refer to [9] for a proof.
The next property will allow us to handle the flux of entropy and kinetic energy through the boundary and will be crucial to show that the free energy functional η(t) is a nonincreasing function of time.
LEMMA 3.3. The solution of the problem (P) verifies that γf log γf ∈ L 1 (Σ T ; |v · n(x)|dSdvdt)) for any T > 0. Moreover, for any 0 < t < T
Proof. We first observe that x log + x ≤ x 2 , for any x ≥ 0. Using the hypothesis (3) on the solutions, i.e.,
we can deduce that γf log
On the other hand, the previous lemma gives us that γf log − γf ∈ L 1 (Σ T ; |v · n(x)|dSdvdt)). The inequality (19) follows from the reciprocity principle (14) satisfied by R and the Jensen inequality. This property can be found in [17] (on page 241; notice that the authors use the inward normal to ∂Ω as n) and [27] and references therein.
Remark 3.1. In the case of specular and reversed boundary conditions, the flux of particles, the flux of kinetic energy, and the flux of entropy through the boundary are null. This fact can be easily seen because of the functions (v·n(x)) γf , |v| 2 (v·n(x)) γf , and (v · n(x)) γf log γf are odd with respect to |v · n(x)|.
Let us recall a classical interpolation result (for instance, see [3] ) in the theory of kinetic equations which will be useful to deduce some properties of the density ρ(f ) and of the current density j(f ):
3+k . As a consequence, the solution of the problem (P) satisfies, for any T > 0,
(Ω)).
We will now obtain the equation of balance for energy. We start with the continuity equation for the density ρ(f ). 
Proof. This property can be deduced formally by integration of (1) with respect to the variable v and the application of the divergence theorem. Using the properties of the solutions and ideas similar in Lemma 3.1, the result can be rigorously proven by considering in (8) In the following lemma we obtain the balance of the potential energy. LEMMA 3.6. The solution of the problem (P) satisfies that the function
is absolutely continuous and
Proof. The above relation can be deduced formally by multiplying (1) by Φ, integrating it in x and v, and using the divergence theorem. Since
, then a density argument allows us to consider a sequence Φ n of C 
for any 2 ≤ q < ∞. Therefore, we use arguments similar to those used in Lemma 3.1 with test function ϕ = Φ n (t, x)h, where h(t) ∈ C ∞ o ([0, T [), to conclude, after some calculations, the announced result. Here, we use the regularity on ρ(f ) and j(f) (Lemma 3.4) and the Sobolev embeddings to take the limit n → ∞.
In the next result we obtain the balance of energy identity. LEMMA 3.7. The solution of the problem (P) satisfies that the function
Proof. In an analogous way as in the previous balance laws, the balance of energy can be obtained multiplying (1) by |v| 2 , integrating the result with respect to x and v and then using the divergence theorem. Since the arguments are very similar to those previously explained, we only sketch the proof. Choosing in (8) as a test function Ψ = |v| 2 ψ R (v)h(t), where ψ R and h are defined as in Lemma 3.1, we obtain
Using the hypotheses 2, 3, and 4 on the solutions, i.e., taking into account that
, and E ∈ L ∞ (]0, T [×Ω) and passing to the limit as R → ∞, we easily deduce the assertions on the lemma.
We now derive the balance of entropy identity, for which several previous results are needed. First, we will analyze the equation verified by a nonlinear function of f (starting with f 2 ). Later, we will show that the entropy is well defined, and from these facts we will get the required identity.
LEMMA 3.8. The solution of the problem (P) satisfies that the function
Proof. This relation is formally obtained from (1) by multiplying it by f , integrating it in x and v, and applying the divergence theorem. Let us consider a sequence of mollifiers δ n = δ n . Also, we can assume without loss of generality that (20) where C is independent of n. Let us denote byf andĒ the extension by zero of the function f and the field E to the whole R 6 and R 3 , respectively. Set f n = δ n f . We use again the notation introduced in Lemma 2.3 for the domains Ω n .
Choosing a test function Ψ in (8) with compact support in (0, T ) × Ω n × R 3 and using the same arguments as in Lemma 2.3, we can easily show that
which may be simplified to obtain
Multiplying (21) by f n we deduce
where we have denoted by L t the adjoint operator of L.
To deal with the term h n in (21) we write h n = h
n with
Then, using the properties on the solutions and following the same steps as in [9, Proposition 2.2], we can prove that h (1) n and h
, respectively. Now, we can take the limit n → ∞ in the identity (22) 
for any test function with compact support in (0,
Thus, we have proved that in the sense of distributions on (0,
Now, we use the trace result (Lemma 2.3) to show that f 2 ∈ W 1 (Q T ). Thus, using the hypothesis
the previous equation, and the Green identity (Lemma 2.2) we conclude that
. Finally, to prove the statement of the lemma we can apply reasoning similar to that in previous lemmas: We consider the test function Ψ = h(t)ψ R (v), which was defined in Lemma 3.
it is easy to obtain the announced result.
We can now deduce equations of balance for nonlinear functions of f from this lemma.
LEMMA 3.9.
Moreover, the following equation holds in the sense of distributions on (0, T )×Ω×R 3 :
Proof. The proof follows the same steps as in Lemma 3.8. Let us keep the same notation introduced in that lemma. By multiplying the equation
in Ω n × R 3 , where h n is defined in the previous lemma. Since ξ(f ) has bounded second derivative and
. Combining these facts and the reasoning of Lemmas 3.8 and 2.3, the result is proven.
Finally, let us deduce the balance of entropy. LEMMA 3.10. The solution of the problem (P) satisfies, for any
is absolutely continuous,
Proof. The balance of entropy is formally obtained by multiplying (1) by 1+log f , integrating it in x and v, and using the divergence theorem. Since the ideas are very similar to those in Lemma 2.3 of [9] , in order to shorten the calculations in the paper, we refer to [9] for a proof similar to our result that is based on the previous lemmas and on the choice of Ψ = ψ R (v)h(t) as a test function in the definition of weak solution, which is defined in previous lemmas.
In the next section we will use all the previous identities to prove that the freeenergy η(t) is a Lyapunov functional.
Definition and properties of the Lyapunov functional. The free-energy functional η(t) is defined by
where f is the solution of the problem (P) andf is the following functional of f :
where M is the total mass and
We now show that the functional η(t) is well defined and then obtain its derivative. LEMMA 4.
For any t > 0 the functional η(t) is well defined and its derivative is given by
Proof. First, we are going to show that η is well defined. By using the definition off in that of η(t), we find that
Using this explicit formula and all the results of the previous section, we obtain that the functional η(t) is absolutely continuous with respect to t. Moreover, by multiplying the balance of energy identity (Lemma 3.7) by β σ and adding it to the balance of entropy identity (Lemma 3.10), we obtain the derivative of the functional η by doing some easy computations. Notice that there is an additional term due to the boundary conditions in η (t) with respect to the formal derivation given in the introduction.
Formula (24) shows that η(t) can be considered as a free-energy functional: it is equal to minus the entropy plus the internal energy divided by the temperature. A similar functional has been used in [9] to study the long-time asymptotics in Ω = R 3 . Using the relation between the flux of kinetic energy and entropy through the boundary (19) we prove that η (t) ≤ 0. Then, η(t) is a nonincreasing function of time. We now prove that η(t) is bounded from below under reasonable conditions. Thus, η(t) is a Lyapunov functional and it has a finite limit as t → ∞. This is the key needed to prove the convergence of the solution to a stationary state. LEMMA 4.2. The functional η is bounded from below. Moreover, the following assertions hold.
(1) The following quantities are bounded for any t, with bounds which are independent of t:
(2) The functional η has a limit when t → ∞. Proof. First, let us consider the electrostatic case θ = 1. In order to obtain a bound from below we use the expression of the functional η obtained in (24) to deduce that
Taking into account that
and using Lemma 3.2, we show that
where
To prove assertion (1) of the lemma, it is sufficient to use the same estimates and the nonincreasing character of the functional η to obtain 0 ≤
Then the assertion is easily obtained. Assertion (2) is a direct consequence of the nonincreasing character of η and its bound from below. In the gravitational case θ = −1 all the arguments are valid except that we have to use hypothesis (6) on the solutions, i.e., that lim sup
is finite. In order to give another assumption which implies the boundedness of η we will recall a classical inequality due to N. S. Trudinger and J. Moser (see [2, 32] ). Also, this result allows us to analyze under what conditions the function exp{ β σ Φ} is integrable in Ω. Although this fact is not directly needed to finish the proof of Theorem 1.2, it is interesting in itself because it can simplify the limit process (as we shall show later), and it also can be used to study the stationary equation (10) . Then there exists a real constant C independent of u such that
where a ≤ a o and a o > 0 depends only on Ω. Moreover, a o is optimal; that is, for any a > a o the inequality is false.
In the next result we use this inequality to study when exp{ β σ Φ(t, x)} is integrable. LEMMA 4.4. The following properties hold:
Proof. Let us show the first part of the lemma; the second part can be derived analogously. Since f is nonnegative, the maximum principle implies that Φ is always nonnegative. Then, exp{− β σ Φ(t, x)} is bounded by hypothesis (1). Therefore, exp{− β σ Φ(t, x)} belongs to L 1 (Ω).
Let us consider a positive real number ν. Using the trivial inequality α ≤ α 3 2 + 1 for any α ≥ 0, we arrive at
Taking ν large enough to obtain
we can apply the Trudinger-Moser inequality, Theorem 4.3, to conclude that
Therefore, using (26), the proof is complete.
o (Ω)), clearly implies the hypothesis (6) on the solution in the gravitational case. Therefore, with hypothesis (6 ) the functional η is bounded from below. This fact can be proved directly. Let us give a sketch of the proof. Using the inequality α log(α) ≥ α − 1 for any α > 0 we get
Therefore, it is enough to prove that
with C o some real constant. Performing some computations and taking into account the conservation of mass the last inequality is equivalent to proving that exp{− β σ Φ(t, x)} belongs to L 1 (Ω). Thus, the previous lemma tells us that the hypothesis (6 ) in the gravitational case implies that exp{− β σ Φ(t, x)} ∈ L 1 (Ω). As a conclusion, η is bounded.
Large-time asymptotics.
In this section we will prove Theorem 1.2. In Lemma 4.2, we have shown the existence of the limit of η as t → ∞. Then it is easy to deduce, for any T > 0, that
Inequality (19) implies that the second term in the derivative of η in Lemma 4.1 is always negative. Since the first term is obviously negative, then we deduce that the integral of this first term in time must tend to zero when t → ∞. Therefore, we have proved that
where f t is defined by f t (s, x, v) = f(t + s, x, v). This will be a key relation in our proof.
Given any sequence {t n } → ∞, we will denote by f n the function f tn . Analogously we define E n and Φ n . First of all, let us discuss the compactness in L 1 ([0, T ]×Ω×R 3 ) of the sequence {f n }. As the quantities
are bounded independently of t (Lemma 4.2) and the mass of f is preserved, the Dunford-Pettis theorem and the Banach-Alaoglu theorem show that the sequence {f n } is weakly relatively compact in
. To obtain the limiting distribution function, we have to take the limit n → ∞ in (1) satisfied by the pair (E n , f n ). The above compactness results proven for these sequences are not sufficient to pass to the limit in the nonlinear term. For this reason, we will prove that the sequence {f n } is strongly compact in
. This fact does not imply the convergence of the nonlinear term either. Thus we need to use a renormalized equation for √ f n , where we will have the necessary compactness to prove the convergence of the nonlinear term.
The above ideas were introduced in [9] . Since the same procedure can be applied to our problem, we will recall only the main arguments and differences.
LEMMA 5.1 (Bouchut-Dolbeault). Denote by F and H two bounded subsets of
with initial data g o ∈ F and h ∈ H, then for any τ > 0 and ω bounded open subset of
). The compactness of the sequence f n is proved in the following lemma. LEMMA 5.2. The sequence of distributions {f n n ∈ N} is relatively compact in
Proof. Due to the boundedness of
independently of t, and conservation of mass, the proof will be carried out by showing the existence of a subsequence of {f n } converging a.e. in [0, T ] × Ω × R 3 . It is then a straightforward consequence of the Vitali theorem that {f n n ∈ N} converges in L 1 . We only need to prove the existence of a subsequence of
Here we take > 0 fixed. To avoid the problem of the boundary conditions we will multiply these functions by some special C ∞ functions of compact support. Let us consider arbitrary cutoff functions χ 1 
. We are going to apply the compactness lemma, Lemma 5.1, to the sequence of functions g n = χ 1 (x)χ 2 (v)ϕ (f n ) with p = 1 and q = 2. The cutoff function χ 1 (x) allows us to work in R 6 and thus to apply Lemma 5.1.
On the other hand, we can calculate
3 )) independently of n. Therefore, the last two terms in (28) are bounded in
) independently of n. Applying the equation of the nonlinear change of variables, (23) of Lemma 3.9, to ϕ (f n ), we obtain (29) in the sense of the distributions on [0, T ] × Ω × R 3 . As
we can easily infer from Lemma 3.10 that
Equation (27) Now using the relations (27) , (30) , and (31) and the global boundedness of the kinetic energy (see [9] for details), one can show that χ 1 
) independently of n. We can now use Lemma 5.1 to show that g n (t, x, v) is relatively compact in C([τ, T ), L 2 (ω)) for any ω strictly included in Ω × R 3 . As the cutoff functions χ 1 (x) and χ 2 (v) are arbitrary, the existence of a subsequence of f n converging a.e. in [0, T ] × Ω × R 3 is easily proven. Our task is now to identify the limiting distribution function. The previous result proves the existence of a subsequence of t n (which we denote with the same index) and a function f ∞ ∈ C([0, T ], L 1 (Ω × R 3 )) such that
) for any T > 0. As a consequence
. We now follow essentially the same steps as in the formal derivation of section 1, except that we must always use √ f ∞ instead of f ∞ .
To identify g ∞ (x) we take the limit of the Poisson equation (2) with Dirichlet boundary conditions. The convergence Furthermore, E ∞ must be −∇ x Φ ∞ , and as a consequence ∇ x Φ ∞ ∈ L 2 (Ω). We now solve (34) . Formally, multiplying (34) by exp{βΦ ∞ /(2σ)}, we can identify g ∞ as
where C ∞ is a constant. In the gravitational case this step can be justified rigorously because Lemma 4.4 proves that exp{βΦ ∞ /(2σ)} is integrable. However, in the electrostatic case this property is not known a priori. This problem can be overcome by using the arguments given in [9] or assuming hypothesis (6 ) instead of (6), which implies (Lemma 4.4) that exp{βΦ ∞ /(2σ)} is integrable. As the mass is preserved, we finally obtain that
and that Φ ∞ (x) is a weak solution of
. This completes the proof of Theorem 1.2. 6. Final remarks.
(1) It is easy to see that we can prove a result analogous to our main theorem if we have Neumann or mixed Dirichlet-Neumann boundary conditions instead of Dirichlet boundary conditions. In fact, we have to change only hypothesis (4) to assume that the potential belongs to the correct Sobolev space H 1 (Ω). In the potential energy identity (Lemma 3.6) the term
appears. This term vanishes since (j(f ) · n(x)) is zero on the boundary due to the second property of the scattering kernel R.
(2) Our main result can be considered an existence result for the stationary problem. The existence properties of the stationary equation (9) with Dirichlet boundary conditions depend strongly on the interaction type.
(i) Electrostatic case: In this case the corresponding Euler-Lagrange functional is strictly convex (see page 140 of [5] ). As a consequence, we have a unique possible steady state f ∞ . We conclude that the asymptotic behavior of the VPFP system is given by the unique stationary limit. u Ω e u dx (35) with Dirichlet boundary conditions, where α = β σ M . Equation (35) has solution(s) depending strongly on the topology of the domain Ω (see [28, 29] ). In fact, if Ω is the unit ball B(0, 1), we have the following properties:
• There exists a value of the parameter α such that (35) with Dirichlet boundary conditions has at least one solution for any 0 ≤ α < α and no solution for α > α . In the latter case the potential energy of the system is not bounded, i.e., lim t→∞ Ω |∇ x Φ(t, x)| 2 dx = ∞.
• For α = α o = 2 meas(∂B(0, 1)), equation (35) has infinitely many bounded solutions (starting with a minimal one) and a unique unbounded radial solution u = U (x) = −2 log |x|.
• For α small enough, the solution is unique. On the other hand, if Ω is an annulus, (35) has at least a solution for any value of the parameter α (see [28] ).
When α is such that (35) has more than one solution, it is an open problem to determine the dynamical behavior of the distribution function f (t, x, v) as t approaches infinity. For instance, we do not know whether it is possible for two different time sequences of the distribution function to approach different stationary states.
