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The emergence of noise-induced chaos in a random logistic map with bounded noise is understood
as a two-step process consisting of a topological bifurcation flagged by a zero-crossing point of
the supremum of the dichotomy spectrum and a subsequent dynamical bifurcation to a random
strange attractor flagged by a zero crossing point of the Lyapunov exponent. The associated three
consecutive dynamical phases are characterized as a random periodic attractor, a random point
attractor, and a random strange attractor, respectively. The first phase has a negative dichotomy
spectrum reflecting uniform attraction to the random periodic attractor. The second phase no longer
has a negative dichotomy spectrum - and the random point attractor is not uniformly attractive - but
it retains a negative Lyapunov exponent reflecting the aggregate asymptotic contractive behaviour.
For practical purposes, the extrema of the dichotomy spectrum equal that of the support of the
spectrum of the finite-time Lyapunov exponents. We present detailed numerical results from various
dynamical viewpoints, illustrating the dynamical characterisation of the three different phases.
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Noise-induced phenomena arise out of the interaction
between nonlinear and stochastic terms in random dy-
namical systems. Stochastic resonance [1], noise-induced
synchronization [2], [3] and noise-induced chaos [4] are
representative examples of noise-induced transitions in
nonlinear systems that may be observed as a result of a
change of the noise level [5].
Despite of the importance of such transitions in appli-
cations, the theory of such phenomena is still not well
developed with a number of potential problems in sci-
ences still remain unsolved. The theory of random dy-
namical systems addresses such problems, with the po-
tential to extend nonlinear physics far beyond the tra-
ditional scope. Recently, novel insights into bifurcations
of random dynamical systems have been obtained in [6–
9], providing a more dynamical characterization, taking
into account pathwise dynamical behaviour beyond the
information from aggregate measures such as the station-
ary distribution. Moreover, the consideration of bounded
noise also opens up the possibility to address topological
changes of random attractors. In this letter, we build
on these novel insights to detail dynamical characterisa-
tions of noise-induced transitions. We focus on a logis-
tic map with additive noise at a parameter value where
the underlying deterministic map has a unique attracting
period three point (and many unstable periodic points).
As a function of increasing noise we observe three phases
of random dynamics, corresponding a random periodic
attractor, a random fixed point attractor and random
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strange attractor, with transition points characterized by
zero-crossing points of the supremum of the dichotomy
spectrum and Lyapunov exponent, respectively.
We consider the logistic map with additive noise
xn+1 = axn(1− xn) + ωn, (1)
where n = 0, 1, 2, . . .. The second term ωn ∈ [−ǫ,+ǫ]
is a random variable chosen i.i.d. with uniform distri-
bution. It has been numerically observed [4] that when
a = 3.83 and the deterministic logistic map has an at-
tractive period three orbit, the random logistic map ex-
hibits a noise-induced chaotic attractor, evidenced by a
broadband power spectrum, a positive Lyapunov expo-
nent, and positive Kolmogorov-Sinai entropy [5]. This
chaotic attractor emerges due to the interaction between
the stable periodic orbit and the unstable chaotic re-
peller, enabled by the noise [4, 5]. This transition from
a non-chaotic to a chaotic attractor due to noise, is un-
derstood to arise when noise is added to a deterministic
system with an attractor with negative Lyapunov expo-
nent and positive topological entropy.
In the literature [4], the critical noise amplitude at
which the chaotic attractor appears, is known as ǫL ≈
0.00146, when the Lyapunov exponent passes through
zero from below with increasing noise amplitude (and
turns positive with larger noise amplitude). In [10], scal-
ing of the Lyapunov exponent (as an order parameter)
has been considered as a means to characterize this tran-
sition.
Here, we provide a more detailed bifurcation analy-
sis for the build-up towards noise-induced chaos in this
regime of the random logistic map (1). In particular,
we identify a topological bifurcation point at ǫ = ǫD ≈
20.000251 where the support of the stationary measure ex-
plodes [4, 7]. This is accompanied by dynamical changes
in terms of the supremum of the dichotomy spectrum
traversing through 0 and a change from uniform attrac-
tivity of the random point attractor to nonuniform at-
tractivity.
We thus obtain transition points that divide the
ε-parameter space into three complementary regions:
phase I (0 < ǫ < ǫD), phase II (ǫD < ǫ < ǫL), and
phase III (ǫL < ǫ).
FIG. 1: Examples of two point motion diagram and time
series in the phase I (top, ǫ = 0.0001, random period-three
attractor), the phase II (middle, ǫ = 0.001, random point
attractor with synchronization), and the phase III (bottom,
ǫ = 0.004, random strange attractor).
phase attractor supΣ λ #cs
I random periodic attractor − − 3
II random point attractor + − 1
III random strange attractor + + 1
TABLE I: A table of properties of phase I-III. The labels
supΣ, λ, #cs mean the supremum of dichotomy spectrum,
Lyapunov exponent, and the number of connected compo-
nents of the support of the stationary measure, respectively.
In the phase I, we observe a random point attrac-
tor with periodic motion. The support of the invariant
density for this attractor consists of three mutually dis-
joint intervals. The random attractor is a uniformly at-
tracting random period three point, consisting of three
random points {p1(ω), p2(ω), p3(ω)}, each one assigned
exclusively to one of the aforementioned intervals, that
are being cyclically permuted by the dynamics. As the
noise amplitude passes εD, in phase II, the support of
the stationary measure explodes to a connected set. The
Lyapunov exponent remains negative, but the attractor
turns into an attracting random fixed point. This means
that in contrast to the well-defined periodic behaviour
in phase I, where two orbits having initial conditions in
different connected components of the stationary mea-
sure can never converge towards each other, in phase II
the distance between any two orbits with different initial
conditions eventually tends to zero for almost every real-
ization of the noise [9]. The latter phenomenon is known
as noise-induced synchronization[2, 3]. During phase II,
as the noise level increases, the density of the stationary
measure gradually becomes more uniformly spread.
In the transition from phase II to phase III, the Lya-
punov exponent turns positive and the random fixed
point attractor bifurcates to a random strange attrac-
tor. Whereas the attracting random fixed point supports
synchronization, on the random strange attractor orbits
of different initial conditions typically do not converge to
each other.
The changes in dynamical behaviour between the three
phases are well viewed through the two point motion in
which we follow a pair of initial conditions {x0, y0} for
the same one-dimensional dynamical system:{
xn+1 = axn(1− xn) + ωn,
yn+1 = ayn(1 − yn) + ωn,
(2)
The two point motion thus consists two logistic maps
coupled through common noise. In phase I, we have 9
clusters corresponding to the support of the three dis-
tinct random period three attractors (FIG. 1). In phase
II, we observe a strong concentration of density near to
the diagonal x = y, representing synchronization of x
and y. In phase III, we have chaotic dynamics and no
longer observe synchronisation. Properties of these three
phases are summarized in TABLE I. Phase II is a new
characterization of dynamics which has been overlooked
previously in studies of noise-induced chaos. Due to the
negative Lyapunov exponent, the support of the invariant
density is a subinterval of the diagonal x = y. Asymp-
totically, orbits converge almost surely to this diagonal
although each nearly synchronized state (an initial con-
dition near the diagonal) has a positive chance to desyn-
chronize (move away from the diagonal). We observe this
as chaotic desynchronisation bursts in this model. These
chaotic bursts do not contribute to asymptotic statistics
and this is reflected in the fact that the stationary mea-
sure sits on the diagonal. The dynamics of chaotic bursts
in phase II with negative Lyapunov exponent, and imper-
manent trapping near periodic motion in phase III with
3positive Lyapunov exponent are nontrivial and a more
detailed analysis will be reported elsewhere. With phase
II as a generic precursor to phase III we hereby identify a
universal route to stochastic chaos in random dynamical
systems.
To define Lyapunov exponent and dichotomy spectrum
for the random attractors in the random logistic map, we
briefly formalize the setting. We may write Eq. (1) as
xn+1 = φ(1, θ
nω, xn) (3)
where ω = {ωn}n∈Z ∈ Ω := [−ǫ,+ǫ]
Z. Here θ represents
the evolution of the noise. While the whole dynamics
(θ, φ) works in the extended space Ω × R, we are inter-
ested in the projected dynamics in R. A random pullback
attractor A(ω) ⊂ R satisfies
lim
n→∞
dist(φ(n, θ−nω,B), A(ω)) = 0, (4)
for any bounded set B, where dist is the Hausdorff dis-
tance [11]. The Lyapunov exponent λ(ω, x0) is in prin-
ciple a function of the noise realization ω and the initial
condition x0. However, here it is almost surely constant
λ(ω, x0) = λ [12]. The Lyapunov exponent for Eq. (1) is
given as
λ = lim
N→∞
1
N
N∑
n=0
ln |(a(1 − 2xn)|. (5)
The sign of λ indicates local stability of the dynamics
with typical noise realization. A random attractor is
called a random strange attractor, when the associated
Lyapunov exponent is positive [13–15]. In this case, tra-
jectories of nearby initial conditions on the attractor tend
to separate from each other asymptotically. The asso-
ciated chaotic behavior observed in such stochastic dy-
namics is called stochastic chaos [16, 17]. In contrast, if
the Lyapunov exponent is negative, trajectories of nearby
initial conditions tend to synchronize.
The dichotomy spectrum is a measure of uniform ex-
pansion and contraction in the dynamics. It turns out
that the range of its support coincides with the observ-
ability range of finite-time Lyapunov exponents in the
infinite-time limit [9]. The finite-time Lyapunov expo-
nents of the random attractor A(ω) are defined by
λ(N,ω, x0) =
1
N
N∑
n=0
ln |(a(1− 2xn)|, (x0 ∈ A(ω)). (6)
The Lyapunov exponent is given by limN→∞ λ(N,ω, x0).
Note that, in contrast to the Lyapunov exponent, a finite-
time Lyapunov exponent typically depends on the initial
conditions. The standard deviation of finite-time Lya-
punov exponent converges to 0 when the Lyapunov ex-
ponent exists.
The dichotomy spectrum Σ of Eq. (1) is the comple-
ment of the set of growth rates γ−, γ+ ∈ R that satisfy
for some K−,K+ > 0
K−e
(γ
−
−α)n ≤ |Dxφ(n, ω, x)| ≤ K+e
(γ++α)n, (7)
for almost all ω, all n, α > 0, and all x:
Σ = R \ ({γ−} ∪ {γ+}). (8)
The relationship between the supremum/infimum of
the dichotomy spectrum and the finite-time Lyapunov
exponent is given by [9]
supΣ = lim
N→∞
ess sup
ω
sup
x0
λ(N,ω, x0),
inf Σ = lim
N→∞
ess inf
ω
inf
x0
λ(N,ω, x0), (9)
where the ess sup is the supremum except for null mea-
surable sets. As it turns out that in the one-dimensional
setting the support of the dichotomy spectrum is con-
nected, in practice, it suffices to determine these upper
and lower bounds.
To illustrate the benefit of the dichotomy spectrum,
we give an example of a random piecewise-linear map
xn+1 = h(xn) + ωn, which shows noise-induced chaos:
h(x) =


κ(x− δ) + 1− δ (x < 2δ)
L(x− 2δ) + 2δ (2δ ≤ x < 12 )
L(x− 12 ) (
1
2 ≤ x ≤ 1− 2δ)
κ(x− 1 + δ) + δ (1− 2δ < x)
, (10)
where L = 2−4δ1−4δ , δ ∈ (0, 1/2), κ ∈ [0, 1), and the random
variable ωn ∈ [−ǫ,+ǫ] follows uniform distribution (See
FIG. 2).
FIG. 2: Random piecewise-linear map showing noise-induced
chaos. In the deterministic limit, the dynamics of Eq. (10)
shows chaotic transients converging to a stable period-two
limit cycle with the periodic points x = δ and x = 1−δ. Noise-
induced chaotic burst can be observed when ǫ > δ(1− κ).
One can find that the dynamics of Eq. (10) shows
chaotic transients converging to a stable period-two limit
cycle in the deterministic limit. When ǫ > δ(1 − κ), the
orbit in the attractor may be kicked out from the uni-
formly attracting region [−∞, 2δ) ∪ (1 − 2δ,+∞], and
chaotic bursts are observed. The Lyapunov exponent is
given as a monotonically increasing continuous function
of ǫ greater than lnκ. The zero-crossing point of the
Lyapunov exponent characterize the transition point of
stability of the random attractor. On the other hand, the
4dichotomy spectrum is given by the following discontin-
uous function of ǫ:
Σ =
{
{lnκ} (ǫ < δ(1 − κ))
[lnκ, lnL] (ǫ ≥ δ(1 − κ))
. (11)
Thus, the zero-crossing point of the supremum of the
dichotomy spectrum, ǫ = δ(1 − κ), gives the topological
bifurcation point to noise-induced chaos.
For the random logistic map given by Eq. (1), when
the period 3 limit cycle is before the bifurcation to the
super-stable cycle at ac ≈ 3.831874055283321, the noise
amplitude ǫD with which the dichotomy spectrum con-
tains 0, is given as the smallest real ǫ solving the following
equations;
gk(gj(gi(x))) = x,
∣∣∣∣ ∂∂x [gk(gj(gi(x)))]
∣∣∣∣ = 1, (12)
where i, j, k ∈ {0, 1}, g0(x) = ax(1−x)−ǫ, g1(x) = ax(1−
x) + ǫ. If the critical point is contained in the support
of the stationary measure, the dichotomy spectrum is
not bounded from below. Our numerical computation
suggests that the supremum of dichotomy spectrum of
the random logistic map with a = 3.83 is 0 when ǫD ≈
0.000251396.
Based on the above investigation, we give an algo-
rithm measuring the supremum of the dichotomy spec-
trum of Eq. (1). Assuming that the dichotomy spec-
trum of the random dynamical systems (θ, φ) is given
by Σ = [b, c], we can estimate c based on a rare orbit
which has the maximal finite-time Lyapunov exponent
in the time interval [0, N ]. One may adopt a certain
type of Monte Carlo algorithm to find such a rare or-
bit [18]. For Eq. (1) with a = 3.83, there is a local
search algorithm which works more efficiently than ex-
haustive Monte Carlo search. In this case, local opti-
mization of the largest finite-time Lyapunov exponents
works because the derivative of Eq. (1) is linear and
the trajectories converge uni-directionally to the period-
three limit cycle. Starting with an initial condition x0 in
the random attractor, at each step n, we generate g0(xn)
and g1(xn) as candidates of the rare orbit for the next
state, evaluate the finite-time Lyapunov exponents, and
repeatedly renew it to the larger one. In a long run with
a large set of initial condition in the random attractor, it
converges to c. We can compute b similarly, but it does
not have particular importance here. The value of ǫ for
which c = 0 corresponds to the topological bifurcation
point ǫD. Note that if we practically find one example
of c > 0, it implies that there exists an orbit which gives
a positive finite-time Lyapunov exponent with a positive
probability. After ǫ > ǫD, the numerical estimation of c
is more complicated, however the sign of c is easy to ob-
tain and more important than the value for our purpose.
The FIG. 3(a) is the transition diagram from period
3 limit cycle to chaos when we increase the noise ampli-
FIG. 3: (a) Typical orbits vs. noise amplitude ǫ in random
logistic maps, (b) Diagram of Lyapunov exponents and supre-
mum of dichotomy spectrum as a function of noise ampli-
tude ǫ, including the average of finite-time Lyapunov expo-
nent E[λ(N,ω)], which approximates Lyapunov exponent, the
variance of finite-time Lyapunov exponent V [λ(N,ω)], and
the supremum of dichotomy spectrum supΣ. (c) The distri-
bution of the finite-time Lyapunov exponents ρ[λ(N,ω)]. The
black region indicates finite positive density, where the finite-
time Lyapunov exponents are observable, while the white re-
gion indicates no chance to observe those. All figures are
computed with a = 3.83, ǫ ∈ [0, 0.003], and N = 3000.
tude ǫ. In the FIG. 3(b), we depict the numerical esti-
mation of the average of finite-time Lyapunov exponent
E[λ(N,ω)] = 〈λ(N,ω)〉ω , the variance of finite-time Lya-
punov exponent V [λ(N,ω)] = 〈λ(N,ω)2〉ω − 〈λ(N,ω)〉
2
ω ,
and the supremum of dichotomy spectrum supΣ, for Eq.
(1) with a = 3.83, ǫ ∈ [0, 0.003], and N = 3000 (FIG.
3(b)). FIG. 3(c) gives three-dimensional view of the dis-
tribution of the finite-time Lyapunov exponents.
The black region indicates the support of the finite-
time Lyapunov exponent spectrum with small probability
of observation. The white region lies outside the support
of the finite-time Lyapunov exponent spectrum.
To summarize, in the random logistic map, we identify
two transition points related to the zero-crossing points
of the Lyapunov exponent and the supremum of the di-
chotomy spectrum. As a result, the parameter space is
divided into three regions characterised by a random pe-
riodic attractor, a random point attractor and a random
strange attractor, respectively. The change of sign of the
Lyapunov exponent implies appearance / disappearance
of eventual local synchronisation of trajectories. The loss
of uniform hyperbolicity of the dichotomy spectrum co-
incides with a topological bifurcation point of the ran-
dom periodic attractor, which reveals dynamical proper-
5ties that are not observable through the Lyapunov expo-
nent. At a technical level, the difference between these
spectral concepts concerns the required uniformity of hy-
perbolicity.
We note that just beyond the critical noise amplitude
ǫD, chaotic bursts are initially rare but become more fre-
quent when the noise amplitude is further increased. The
transition point is the theoretical threshold for the possi-
bility of such bursts. It is a topological bifurcation point
in random dynamical systems, and the dichotomy spec-
trum (or supremum of the finite-time Lyapunov expo-
nents) can be utilized as an early warning signal [19] for
this noise-induced transition. There are a number of ap-
plications that require an absolute absence of such transi-
tions, such as in power failure, computer security, traffic
disruption, and so on. We have illustrated the use of
random dynamical systems theory to provide appropri-
ate concepts and powerful methodologies to understand
nonlinear stochastic phenomena.
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