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Abstract
In this work we are interested in the mean-field formulation of kinetic
models under control actions where the control is formulated through
a model predictive control strategy (MPC) with varying horizon. The
relation between the (usually hard to compute) optimal control and the
MPC approach is investigated theoretically in the mean-field limit. We
establish a computable and provable bound on the difference in the cost
functional for MPC controlled and optimal controlled system dynamics
in the mean-field limit. The result of the present work extends previous
findings for systems of ordinary differential equations. Numerical results
in the mean-field setting are given.
1 Introduction
In recent years many mathematical models of self-organized systems of inter-
acting agents have been introduced in the literature, see for example [5, 6, 7,
13, 14, 15, 16, 17, 19, 25, 29, 30, 31, 39, 41, 43] and the references therein.
The general setting consists of a microscopic dynamics described by systems of
ordinary differential equations where the evolution of the state of each agent is
influenced by the collective behavior of all other agents. Examples in those mi-
croscopic interacting systems are frequently seen in the real world like: schools
of fish, swarm of bees, herds of sheep and opinion formation in crowds. Of in-
terest is usually the case when the number of agents becomes very large. Here,
the qualitative behavior is studied through a different level of description, i.e.
through the introduction of distribution functions whose behavior is governed
by kinetic (or fluid–dynamics) partial differential equations.
The control mechanisms of self–organized systems has been investigated re-
cently as follow–up questions to the progress in mathematical modelling and
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simulation. The control of emergent behavior has been studied on the level of
the microscopic agents [3, 4] as well as on the level of the kinetic [1, 2, 32]
or fluid–dynamic equations [8, 12, 20, 24]. The contributions have to be fur-
ther distinguished depending on the type of applied control. Without intending
to review all literature we give some references on certain classes of control,
e.g., sparse control [23], Nash equilibrium control [34], control using linearized
dynamics and Riccati equations [31, 32] or control driven by other external
dynamics [2, 22].
Here, we focus on a general method to construct a control mechanism, called
model predictive control (MPC). MPC utilizes the assumption that agents op-
timize their cost functional not necessarily over a large time horizon. Instead
they determine their (locally best) action by minimizing their cost only over a
short time interval which recedes as time evolves. The methodology of MPC is
also called receding horizon control (or instantaneous control when the length
of the horizon is equal to one). From the modeling point of view the fact that
agents may be able to optimize strategically their trajectories over a small, but
finite, interval of time opened several connections to socio–economic problems,
where each agent, or a portion of them, is influenced in order to force the entire
system toward specific patterns.
MPC has been used in the engineering community for over fifty years, see e.g.
[35, 36, 37, 42] for an overview and further references. However, therein, only a
small number of agents M <∞ is considered and the optimization problems are
then studied at the level of ODEs. The link between MPC on the level of agents
and the MPC on the level of kinetic and fluid–dynamic equations has been
subject to recent investigations [1, 20, 32], and also the relation between MPC
and mean-field games [34] has been a subject to recent studies [18]. However,
in all currently presented approaches on MPC in relation to mean-field limits
the special case of a receding time horizon has been considered. While this is
computationally advantageous, it is known to have some severe drawbacks: in
the case of finitely many agents stability of the controlled system can expected
only if the horizon is sufficiently large, the instability of the controlled system
has been also observed numerically e.g. in [2]. Further, MPC leads to a control
that is suboptimal compared with the theoretical optimal one, that is a control
with infinite control horizon. Except for a very particular case [32] there is no
result on the relation between the optimal control and the MPC approach in
the mean-field limit.
In the case M < ∞ there has been recent progress on the relation between
the time horizon for MPC and the stability as well as optimality estimates of
MPC controls [26, 27, 28, 33]. In particular an estimate on the difference between
MPC and optimal control has been given in [27, Corollary 4.5]. The theory
therein covers finite and infinite dimensional phase spaces, but still requires the
number M of agents to be finite.
The main purposes of the present work is to extend the theory presented
in [27] to the limit case of infinitely many agents. The goal is to derive the
corresponding mean-field results for the optimality estimates under the same
assumptions as in the case M < ∞. While the presentation will cover a gen-
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eral dynamics we exemplify the results on a first–order alignment model, as an
extension to models recently presented [1, 2, 17]
The rest of the manuscript is organized as follows. First, in Section 2, we
introduce some notations and results for an exemplified constrained model de-
riving its mean-field formulation and highlighting the main features of the per-
formance estimate for the MPC approach. In a more general setting, in Section
3, we define the objects of a mean-field optimal control problem subject to a
given dynamics proving several estimates in relation to MPC. Here, an exam-
ple is proposed with numerical results, in Section 4, confirming the theoretical
analysis. In Appendix A and B we recall technical details.
2 Notation and motivating example
We introduce the notation and exemplify the results obtained in Section 3 on a
simple alignment model [1, 4, 16, 40]. Let us assume that M > 0 agents fulfill
the dynamics
x˙i(t) =
1
M
M∑
j=1
P (xj(t)− xi(t)) + u(t), i = 1, . . . ,M, t ≥ 0, (2.1)
where P ≥ 0 is a general interaction function that may also depend on variables
(xj)
M
i=1 and xi = xi(t) ∈ R is the state of the ith agent at time t ≥ 0. We denote
by
X(t) = (xi(t))
M
i=1, X−i(t) = (xj(t))
M
j=1,j 6=i (2.2)
the state of the full system at time t and the state of the all agents except the ith
agent, respectively. In the following we will drop the dependence on t whenever
the intention is clear. Moreover we assume that initial conditions X(0) = X0
are given.
The control u is to be determined in order to minimize a given cost functional
Ju∞(X0) :=
∫ ∞
0
`(X(t), u(t))dt, (2.3)
where X(t) is the solution to (2.1) for the control u(t) ∈ U , with U ⊂ R
bounded, and initial datum X(0) = X0. In (2.3) we introduce a general function
` : RM × U → R. Hence, the functional J depends on the initial datum X0 as
well as the choice of the control u. The dependence of J on the time horizon
is indicated by a subscript +∞, whereas the dependence on the control by
the superscript u. We assume there exists a solution u∗ of the optimal control
problem
u∗ = arg min
u
Ju∞(X0) (2.4)
characterized by the Pontryagins Maximum Principle. From the computational
point of view this approach is generally too expensive, therefore, a suboptimal
approach named model predictive control (MPC) has been proposed. In its
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simplest form MPC introduces a discretization in time as follows: let tn = n∆t
with n = 0, . . . , and ∆t > 0 and set xi,n = xi(tn) and in analogy to the previous
notations Xn = (xi,n)
M
i=1. (Single-step) MPC with receding time horizon N
applies a control u of the type
uMPC(t) =
∞∑
n=0
uMPCn χ[tn,tn+1)(t). (2.5)
The unknown control actions uMPCn ∈ R are determined at each time tn by
uMPCn = v1 (2.6)
where (vk)
N
k=1 are the solutions of the following auxiliary minimization problem
(vk)k=1,...,N = arg min
(vk)Nk=1
∆t
N∑
k=1
`(Yk, vk) subject to (2.8), (2.7)
where the states Yk, k = 1, . . . , N, are given by the dynamics (2.8) for an initial
value Xn and a time horizon N , i.e., for each k = 1, . . . , N
yi,k+1 = yi,k +
∆t
M
M∑
j=1
P (yj,k − yi,k) + ∆tvk, yi,1 = xi,n. (2.8)
Observe that the discretization of the cost functional Ju∞(X0) is now
Ju∞(X0) =
∞∑
n=0
`(Xn, un). (2.9)
For simplicity we denote its discretized version by the same letter as the con-
tinuous functional (2.3). Moreover in the introduced notations the case N = 2
corresponds to instantaneous control [1, 2, 18, 20].
A first obvious relation between the optimal control and the control intro-
duced through a model predictive approach is the following
Ju
MPC
∞ (X0) ≥ Ju∗∞ (X0). (2.10)
Part of the investigation in [27] is related to a result to establish an upper
bound on Ju
MPC
∞ by a multiple of J
u∗
∞ , in particular the result [27, Theorem
4.2] proves that such a multiplicative factor can be obtained and depends in
particular on the optimization horizon N and on the decay rate of the function
`(·, ·). The result of the aforementioned work leads to an estimate at the ODE
level of the type
αNJ
u∗
∞ (X0) ≤ αNJu
MPC
N∞ (X0) ≤ Ju∗∞ (X0), (2.11)
for some 0 < αN ≤ 1. Where we indicated the dependence of uMPC on the
time horizon in problem (2.7) by the subscript N on the control. Further, an
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estimate αNJ
uMPCN∞ (X0) ≤ Ju∗N (X0) has been established as an additional result
in [27, Corollary 4.5]. Here, Ju
∗
N is defined as in equation (2.3) but for a finite
time horizon T = N∆t. An estimate on the crucial constant αN is provided e.g.
in [28].
We are interested in a corresponding result in the case of a large number
of agents, that is in the limit M → ∞. In fact, according to Theorem 1, the
mean-field limit M → ∞ of the dynamics described in (2.1) and (2.8) exists,
and formal computations are given in Appendix B. As an example, consider in
the special function ` : RM × U → R
`(X,u) =
1
2
 1
M
M∑
j=1
xj
2 + ν
2
u2, (2.12)
for some regularization parameter ν > 0. Then, the limit M →∞ of ` exits and
is given by
˜`(f, u) =
1
2
(∫
R
yfk(y)dy
)2
+
ν
2
u2 (2.13)
with l˜ : P(R)× U → R, where P(R) denotes the probability measures on R.
Let us consider the dynamics (2.8) and denote by y → fk(y) the agent
probability density at time tk with fk(·) ∈ P(R) for k = 1, . . . , N . The limiting
equation corresponding to the microscopic dynamics in (2.8) for M → ∞ and
a.e. y ∈ R reads
fk+1(y) = fk(y)−∆t∂y
∫
X
P (z − y) fk(z)fk(y)dz−∆tvk∂yfk(y), f1(y) = hn(y).
(2.14)
The probability distribution hn(·) ∈ P(R) is the distribution h(tn) at time tn
obtained by propagation of the mean-field limit of the original dynamics (2.1),
i.e. for each t ≥ 0
∂th(t, x) + ∂x
(∫
X
P (z − x)h(t, z)h(t, x)dz − u(t)h(t, x)
)
= 0. (2.15)
In equation (2.15) u(·) = uMPC(·) is the control obtained by the MPC ap-
proximation (2.5) and (2.6). The initial state h(t, 0) = h0(x) is obtained as the
probability distribution corresponding to the mean-field limit of the initial data
to (2.1). The control (vk)
N
k=1 in equation (2.6) is determined by solving the
corresponding mean-field optimization problem, i.e.,
(vk)k=1,...,N = arg min
(vk)Nk=1
∆t
N∑
k=1
˜`(fk(·), vk), subject to (2.14). (2.16)
As usual, the discrete dynamics is recovered by substituting the discrete
measure mMXi in the weak form of the equation. Here, δ denotes the Dirac-δ
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measure and mMξ ∈ P(R) is defined by
mMξ (x) =
1
M
M∑
i=1
δ(x− ξi). (2.17)
We refer to [11, 21, 38] for rigorous results and more details on the mean-field
limit. As an example, note that the mean-field limit Ju∞ : P(R)→ R is
J˜u∞(h0) =
∫ ∞
0
˜`(h(t, ·), u(t))dt, (2.18)
where h is determined by equation (2.15) with initial condition h0 ∈ P(R). As
before a horizon of N =∞, corresponding to the optimal case, is desirable but
computationally inefficient. In the sequel we want to establish the estimate (2.11)
also for the mean-field cost functional J˜u. Except for the assumptions required to
derive the mean-field limit we only enforce the assumptions of [27, Theorem 4.2]
and we will show how those are sufficient to derive the corresponding estimates.
Also, we will justify by obtaining the suitable meanfield limits the previously
outlined recipe for MPC meanfield control for a broader class of agent dynamics.
3 Optimality estimate for the mean-field cost
functional using MPC approach
We will follow the approach described in [27, 28] with applications to the infinite
dimensional mean-field case taking first into account a discretized system of
ordinary differential equations.
Let us consider a homogeneous time discretization for x˙i = g(xi(t), X−i(t))+
u(t) given by
xi,n+1 = xi,n + ∆tg (xi,n, X−i,n) + ∆tun (3.1)
where g : RM → R is a general differentiable function that depends on the
state of the ith agent and on the states of other agents(2.2). Also, ∆t = tn+1 −
tn > 0 and for simplicity we assume ∆t = 1. Let us suppose that g fulfills
the assumptions of [9, Section 4], see also Appendix A. In order to pass to the
mean-field limit we require that each agent trajectory xi,n belong to a compact
subset X of R for all n. Let U,X be compact subset of R. Then, we assume
that for xi,0 ∈ X and un ∈ U we have xi,n ∈ X for each i = 1, . . . ,M. Then,
according to 1 there exists a function
G : X × P(X )→ R
such that the sequence
GM (xi,n,m
M
X−i,n) = g(xi,n, X−i,n)
converges toward G in the limit M → ∞. For the precise definition of (GM )M
with GM : X × P(X ) → R we refer to equation (A.3). This allows to obtain
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that the particle density function fn ∈ P(X ) satisfies the semi–discrete partial
differential equation in strong form
fn+1(x) = fn(x)− ∂x[G(x, fn(x))fn(x)]− ∂x[fn(x) un], (3.2)
for a given initial distribution f(0) = f0 ∈ P(X ). We denote the set of admissible
control sequences (un)n∈N0 with with un ∈ U ⊂ R by U . In the following we
will always assume that for any given initial distribution f0 ∈ P(X ) and control
u = (un)n, there exists a sequence of sufficiently regular functions (fn)n∈N0 , fn ∈
P(X ), given by the dynamics described in (3.2). This sequence depends on the
initial distribution f0 and on the choice of the control sequence u = (un)n.
Definition 1. The infinite horizon mean-field cost Ju∞ : P(X )→ R+0 is denoted
by
Ju∞(f0) =
+∞∑
n=0
`(fn, un), (3.3)
where l : P(X ) × U → R+0 is the running cost function and where (fn)n, fn :
P(X ) → R, is the solution to equation (3.2) with initial ditribution f0 ∈ P(X )
and given control sequence u = (un)n.
Example 1. Consider the discrete problem (2.8). Let the cost functional be
given by a discretization of (2.3) with ` as in the previous section:
`(Xn, un) =
1
2
(
1
M
M∑
i=1
xi,n
)2
+
ν
2
u2n
for some fixed parameter ν > 0. The function ` is symmetric in Xn. Provided
that xi,n ∈ X , un ∈ U , we obtain that ` is uniformly bounded independently
on M , i.e. ‖`(·, ·)‖∞ ≤ C0. Further, ` is locally Lipschitz-continuous in Xn as
composition of locally Lipschitz continuous functions. In fact let xi,n, yi,n ∈ X ,
then we can compute∣∣∣∣∣∣12
(
1
M
M∑
i=1
xi,n
)2
+
ν
2
un
2 − 1
2
(
1
M
M∑
i=1
yi,n
)2
− ν
2
un
2
∣∣∣∣∣∣ ≤ 2C1M
∣∣∣∣∣
M∑
i=1
(xi,n − yi,n)
∣∣∣∣∣ ,
with C1 ≥ 0 the Lipschitz constant. Therefore, `(·, ·) fulfills as function of X the
assumptions of Theorem 1 and its mean-field limit exists and is given by
`(fn, un) =
1
2
(∫
X
xfn(x)dx
)2
+
ν
2
u2n. (3.4)
The previous example shows that the cost functional (2.3) requires strong
symmetry assumptions. This is fulfilled for example if it depends on functions of
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average quantities of the state of the particles. Under the symmetry assumption
we expect to extend the results proposed in [27]. Therefore, we require in the
following that the running cost ` is symmetric with respect to each agent, that
the running costs are uniformly bounded and Lipschitz continuous with respect
to the distance d1, defined in Appendix A.
Let us now introduce the notion of optimal value-function, in the mean-field
setting, and show a first result.
Definition 2. We denote by V∞ : P(X ) → R the optimal value function of
the mean-field control problem (3.2) associated with the infinite horizon cost
Ju∞(f0) :
V∞(f0) = inf
u∈U
Ju∞(f0). (3.5)
We define the approximate optimal cost JuN : P(X ) → R with optimization
horizon N as
JuN (f0) =
N−1∑
n=0
`(fn, un). (3.6)
The approximate value function VN (f0) : P(X ) → R in the case of receding
horizon strategy is defined by
VN (f0) = inf
u∈U
JuN (f0, u). (3.7)
Further we introduce the notion of a feedback law. A feedback law for M
agents is a mapping µM : XM → U . A symmetric feedback law is a feedback
law such that for all X ∈ XM : µM (X) = µM ((xi)σ(i)) and any permutation
σ ∈ SM , with SM the symmetric group of degree M
σ =
(
1 2 . . . M
σ(1) σ(2) . . . σ(M)
)
. (3.8)
As for the running cost `, we further assume that the feedback law µM is sym-
metric, uniformly bounded and Lipschitz continuous with respect to d1.
We now establish an estimate of the type (2.11) in the mean-field case. Note
that the result in [27] alreadys covers the case of a cost functional (3.3) and
(3.2). Therefore, our purposes is to derive the estimate (2.11) starting from the
finite discrete dynamics (3.1) and in the mean-field limit case M →∞.
Proposition 1. Let us consider a set of M agents which evolve according to
the microscopic dynamics (3.1) with known initial data (xi,0)
M
i=1. Consider the
functions `M : XM → R, and V˜M : XM × U → R, and a symmetric feedback
µM : XM → U , fulfilling the assertions of Theorem 1 and Definition 2.
Assume furthermore that V˜M fulfills for all X0 ∈ XM the inequality
V˜M (X0) ≥ V˜M
(
(x0,i + ∆t (g(xi,n, X−i,n) + µM (X0)))
M
i=1
)
+α`M (X0, µM (X0))
(3.9)
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with α ∈ (0, 1]. Then, there exists a function V˜ : P(X )→ R as mean-field limit
of V˜M for M →∞ such that for all f ∈ P(X ) we obtain
αV∞(f) ≤ αJu∞(f) ≤ V˜ (f). (3.10)
for u = (un)n, un = µ(fn), where µ is the mean-field limit of (µM )M .
Proof. Due to the assertion of Theorem 1 we have V˜ , ` : P(X ) × U → R and
µ : P(X )→ U exist. Further, we obtain for f0 ∈ P(X ) (as limit for M →∞ of
the sequence (mMX0)M ) the corresponding inequality for V˜
V˜ (f0) ≥ V˜ (f0 − ∂x[f0G(x, f0)]− ∂x[f0 µ(f0)]) + α`(f0, µ(f0)). (3.11)
In fact for all i = 1, . . . ,M and all M
x1,i = x0,i + ∆t g(xi,n, X−i,n) + ∆t µM (X0), (3.12)
which corresponds in the mean-field limit to
f1 = f0 − ∂x[f0G(x, f0)]− ∂x[f0 µ(f0)]. (3.13)
The mean-field limit V˜ is obtained as limit of the sequence VM : P(X ) → R
where
VM (f) = inf
X∈XM
{VM (X) + ω(d1(mMX , f))}, (3.14)
see Theorem 1. We therefore have VM (m
M
X ) = VM (X) and therefore for all
X0 ∈ XM
VM (m
M
X0) ≥ VM (mMX1) + α`M (mMX0 , µM (mMX0)).
Further, VM has modulus of continuity ω, i.e., |VM (f)−VM (g)| ≤ ω(d1(f, g)).
Let f0 ∈ P(X ) be the limit of mMX0 for M → ∞. Note that the limit exists for
metric d1 on the probability measures, since X is compact subset of R and
therefore mMX0 has finite 1–Wasserstein distance, i.e.,
∫
X |x|dmMX0 < C with C
independent of M and X0. Due to the dynamics (3.12) we have f1 is then the
limit of mMX1 , X1 given by (3.12). Since VM has modulus of continuity ω, we
obtain
VM (f0) ≥ VM (f1) + α`M (f0, µM (f0)).
Hence, we have
V˜ (f0) ≥ V˜ (f1) + α`(f0, µ(f0)).
Define now un = µ(fn) and consider the solution to (3.2). Since X0 ∈ XM is
arbitrary we obtain that (3.11) holds for all f0 ∈ P(X ) and therefore
V˜ (fn) ≥ V˜ (fn+1) + α`(fn, µ(fn)). (3.15)
Summation over n yields
α
K−1∑
n=0
`(fn, un) ≤ V˜ (f0)− V˜ (fK) ≤ V˜ (f0). (3.16)
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Let now K → ∞, then V˜ (f0) is an upper bound for Ju∞ =
∑∞
n=0 `(fn, un) and
where un = µ(fn). Since un is an admissible control we obtain for all f0 ∈ P(X )
αV∞(f0) ≤ αJu∞(f0) ≤ V˜ (f0), (3.17)
our assertion as limit of discrete measures.
The previous results holds for any family of functions V˜M and any symmetric
feedback law. The idea is now to establish the inequality in (3.9) for a general
MPC strategy and a family of functions V˜M given by the optimal running costs
VN as in Definition (2). In order to establish equation (3.9) for a broad class of
running costs `, the functions ρ, β have been introduced in Section 3 in [27]. We
recall their definition and assertions in Definition 3 below. Under Assumption
1 we prove that µ = uMPCN and VN fulfill the assertions of Proposition 1. The
Assumption 1 is the mean-field analogous to the assumption imposed in [27,
Assumption 3.1].
Definition 3. We say that a function ρ : R+ → R+ is of class K∞ if
(i) ρ(0) = 0,
(ii) ρ(·) is strictly increasing
(iii) ρ(·) is unbounded.
Moreover a continuous function β : R+ × R+ → R+ is of class KL0, if ∀r > 0
we have lim
r→+∞β(r, t) = 0 and for each t ≥ 0 we either have β(·, t) ∈ K∞ or (b)
β(·, t) ≡ 0.
We will denote by `∗(f) the minimum of the mean-field running cost ` and
as in [27] we assume it exists
`∗(f) = min
u∈U
`(f, u). (3.18)
Assumption 1. We assume that `∗(f) is well–defined for all f ∈ P(X ). Fur-
ther, for given β ∈ KL0 and each f0 ∈ P(X ) ,there exists a sequence of controls
(un)n, un ∈ U depending only on f0 such that for each n we have
`(fn, un) ≤ β(`∗(f0), n). (3.19)
In the following Lemma we prove that Assumption 1 is fulfilled provided
that the finite–dimensional problem fulfills the corresponding assumption [27,
Assumption 3.1]. We establish the proof in the special case of β given by
β(r, n) = Cσnr, (3.20)
where C ≥ 1 is the overshoot constant and σ ∈ (0, 1) the decay rate. Clearly,
the particular choice β(r, n) ∈ KL0.
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Lemma 1. Let β be given by equation (3.20). Consider a dynamics with M
agents given by the dynamics of equation (3.1) with a control sequence (un)n
and un ∈ U and initial conditions X0 ∈ XM . Assume `M : XM × U → R and
`∗M : XM → R fulfill the assumptions of Proposition 1 for all M . Further, we
assume that [27, Assumption 3.1] holds, that is for all M we have
`M (Xn, un) ≤ β(`∗M (X0), n). (3.21)
Then, the mean-field limit (`M )M and (`
∗
M )M exist and the limit ` : P(X )×U →
R and `∗ : P(X )→ R, fulfills Assumption 1:
`(fn, un) ≤ β(`∗(f0), n). (3.22)
Proof. Due to the assumptions on the family (`M )M given in Proposition 1 we
have the existence of the mean-field limit ` according to Theorem 1. Consider
the family of functions
βM (X,n) := β(`
∗
M (X), n).
Clearly, the function βM is symmetric in X ∈ XM . Using the definition of β by
equation (3.20) and the properties of `∗M we have that βM (X,n) is uniformly
bounded with respect to X on the compact subset XM by Cσn‖`∗M (X)‖. For
each r1, r2 such that |r1 − r2| < δ we have
|β(r1, n)− β(r2, n)| ≤ Cσn|r1 − r2|.
Hence, for  = Cσnδ, we have uniform continuity of βM due to the uniform
continuity of `∗M . If ω(·) is the modulus of continuity of `∗M then Cσn˜|ω(·)| is the
modulus of continuity of βM . Hence, for each fixed n there exists the mean-field
limit β of (βM )M . Also, there exists the mean-field limit `
∗ of (`∗M ). Due to the
Lipschitz continuity of β we also have that supX |β(`∗Mk(X))−β(`∗(mMkX )| → 0
for (Mk)k →∞. Therefore, the mean-field limi β(f, n) = β(`∗(f), n). Similarly
to what we have proven in Proposition 1 it follows that the inequality (3.21)
implies then (3.22).
Example 2. Consider the example of Section 2. The running cost has been
given by
`(fn, un) =
1
2
(∫
X
xfn(x)dx
)2
+
ν
2
u2n. (3.23)
The optimal running cost `∗ can be computed explicitly and is given by
`∗(fn) =
1
2
(∫
X
xfn(x)dx
)2
. (3.24)
From the mean-field dynamics for fn are given by (2.14). Upon integration on
X we obtain ∫
X
xfn+1(x)dx =
∫
X
xfn(x)dx+ ∆t un. (3.25)
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In [1] the following feedback law µ : P(X ) → U has been proposed as instanta-
neous MPC:
µ(fn) =
1
1 + ν
∫
X
xfn(x)dx. (3.26)
Using ∆tun := µ(fn) the optimal running cost `
∗(fn) is expressed in terms of
the initial cost `∗(f0) as
`∗(fn) =
1
2
(
1− 1
1 + ν
)2(∫
Ω
xfn−1dx
)2
=
(
1− 1
1 + ν
)2n
`∗(f0). (3.27)
Therefore we have
`(fn, un) =
(
1 +
ν
(1 + ν)2
)(
1− 1
1 + ν
)2n
`∗(f0) = Cσn`∗(f0). (3.28)
The overshoot constant C and the decay rate σ is computed explicitly for a given
regularization ν > 0 as
C = 1 +
ν
(1 + ν)2
≥ 1, σ =
(
1− 1
1 + ν
)2
∈ (0, 1). (3.29)
Consider the receeding horizon costs with length one as V˜ : P(X ) → R defined
as
V˜ (f0) :=
1∑
n=0
`(fn, µ(fn)). (3.30)
Due to equation (3.28) we obtain the assertion of Proposition 1 is true by simple
computation
V˜ (f0) ≥ V˜ (f1) + α`(f0, µ(f0)) (3.31)
provided that α := 1− (Cσ)2 fulfills 0 < α. This yields a bound on the regular-
ization parameter ν. This estimate for α is only valid in the case of the feedback
law (3.26). The idea is to generalize the result to arbitrary symmetric running
costs ` and different control horizons. In the numerical results we then observe
for large values of ν also a decay in the receeding horizon costs provided the
control horizon is sufficiently large.
The following Lemma is the analog to [27, Theorem 4.2]. The main idea
is to establish the inequality (3.9) using Lemma 1 for a function V˜ given by
the approximate value function (3.7). The discrete approximate optimal cost
JuN,M : XM ×UN → R with running cost `M : XM ×U → R and corresponding
approximate value function VN,M : XM → R are obtained by considering the
discrete measure mMX for X ∈ XM and fixed M :
VN,M (X0) := VN (m
M
X0), J
u
N,M (X0, (un)
N−1
n=0 ) :=
N−1∑
n=0
`M (Xn, un). (3.32)
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where
`M (X) = `(m
M
Xn , un). (3.33)
Here, Xn = (xi,n)
M
i=0 fulfills the discrete dynamics (3.12) with initial data
xi(0) = xi,0. We assume that the discrete functions fulfill the corresponding
relation (3.7) for all X ∈ XM :
VN,M (X) = min
(un)∈UN
JuN,M (X, (un)
N−1
n=0 ).
The symmetric feedback law µ is the MPC feedback introduced on the discrete
level by equation (2.6) and equation (2.7), respectively.
Lemma 2. Consider the discrete dynamics (3.1) with M agents and β given by
equation (3.20) with C ≥ 1 and σ ∈ (0, 1). Consider a model predictive control
horizon of N. Assume the family (`M )M , `M : XM ×U → R fulfill the assertions
of Proposition 1. Assume assumption 1 holds true. Let VN,M , `M and J
u
N,M be
given by equation (3.32). Given are sequences λn > 0, n = 0, . . . , N − 1 and
ν > 0 such that
N−1∑
n=k
λn ≤ Cλk 1− σ
N−k
1− σ , k = 0, . . . , N − 2, (3.34)
ν ≤
j−1∑
n=0
λn+1 + Cλj+1
1− σN−j
1− σ , j = 0, . . . , N. (3.35)
holds true. Assume that then also
N−1∑
n=0
λn − ν ≥ λ0α, (3.36)
holds true for some α ∈ (0, 1]. Then, for any M and any X0 ∈ XM and any
running cost `M fulfilling (3.21) we obtain (3.9) for the MPC feedback law µM
given by (3.39) and for the value function
V˜M := VN,M .
Provided that (µM )M is symmetric and fulfills the assertions of Theorem 1, we
obtain for each f ∈ P(X ) as limit of (mMX )M ,M →∞, the inequality
αV∞(f) ≤ αJu∞(f) ≤ VN (f) (3.37)
where u = (un)n, un = µ(fn) and where µ is the mean-field limit of (µM )M .
Sketch of the proof. The proof is analogous to the proof of [27, Theorem
4.2]. We recall that condition (3.36) is equivalent to the assertion [27, (4.3)]. For
β given by equation (3.20) the assertions [27, (4.1),(4.2)] simplify to equation
(3.35) and (3.34), respectively. Consider M agents with corresponding arbitrary
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initial condition X0 ∈ XM . Consider the finite horizon problem of length N
given by
(u∗n)
N−1
n=0 = arg min
(un)n∈UM
JuN,M (X0, (un)
N−1
n=0 ). (3.38)
Then, we denote the corresponding optimal trajectory X∗n obtained through the
dynamics (3.1) for un = u
∗
n. We define
λn,M = `M (X
∗
n, u
∗
n), n = 0, . . . , N − 1
and
νM = VN,M (X
∗
1 ).
Similarly to [27, Proposition 4.1] the values λn,M and νM defined in the proof
above fulfill equation (3.35) and equation (3.34). This result has been established
in the case of finite number of agents in a sequence of auxiliary aftermaths that
are not repeated here. Now, consider the MPC feedback law µM (X) = v0 where
(v0)k=0,...,N−1 = arg min
(vk),vk∈U
N−1∑
n=0
`M (Yn, vk) (3.39)
where Yn ∈ XM solves equation (3.1) with initial data Y0 = X and let (Xµn )n be
the trajectory obtained through (3.1) for initial data X0 and for un = µ(Xn).
We observe that u∗0 = µ(X0) and X
µ
i = X
∗
i for i = 0 and i = 1. Therefore,
`M (X0, u
∗
0) = `M (X0, µ(X0)). Therefore, we obtain for all M and any α from
equation (3.36)
VN,M (X
µ
1 ) + α`M (X0, µ(X0)) = VN,M (X
∗
1 ) + α`M (X0, u
∗
0)
= νM + αλ0,M ≤
N−1∑
n=0
λn,M =
N−1∑
n=0
`M (X
∗
n, u
∗
n) = VN,M (X0).
Therefore, VN,M fulfills the assertion on V˜M of Proposition 1. The second as-
sertion follows as a consequence of Proposition 1. This finishes the outline of
the proof.
The assumption on existence of an optimal control (3.38) for JN,M is also
precisely as in the case of finitely many agents. Note that as in the finite di-
mensional case the optimal control might not exist. The previous result (3.37)
gives a performance bound in the following sense: due to the definition of the
approximate value function VN (f) and V∞(f) we have
VN (f) ≤ V∞(f).
Therefore, we obtain the (usable) estimate on the suboptimality of the MPC µ
as
Ju∞(f) ≤
1
α
V∞(f). (3.40)
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This precisely tells the dependence of the MPC cost on the optimal expected
cost V∞ provided that α is known. The value of α is the effective degree of µ with
respect to the (unknown) infinite horizon control. Clearly, the computation of α
fulfilling inequality (3.36) is in general a difficult task requiring estimates on the
value function and running costs. However, for β given by equation (3.20) we
may estimate α solely based on the inequalities (3.34) and (3.35). This estimate
is denoted by αN . The corresponding result is independent of the meanfield
limit and has been established in [28, Theorem 5.4].
Lemma 3. Let β be given by equation (3.20) for some C ≥ 1 and σ ∈ (0, 1).
Let N be the prediction horizon N . Given is a sequence λn and ν > 0 such that
equation (3.34) and (3.35) holds true. Assume that
αN = 1−
(γN − 1)
N∏
i=2
(γi − 1)
N∏
i=2
γi −
N∏
i=2
(γi − 1)
> 0 (3.41)
holds with γi = C
i−1∑
n=0
σn. Then, for α = αN the inequality (3.36) is fulfilled.
Equation (3.41) is therefore called performance bound and may be computed
a priori to estimate the distance of the optimal cost towards the MPC controlled
problem. It solely depends on C and σ being the estimates on a the running
cost `. As already noted in [27] this estimate might give not necessarily optimal
performance bounds.
4 Numerical Results
First, we investigate the performance bound (3.41). In the example 2 we have
the following explicit values for C and σ:
C = 1 +
ν
(1 + ν)2
, σ =
(
1− 1
1 + ν
)2
.
Estimations on the coefficient αN allow to measure the quality of the MPC
generated control sequence. We depict the value of αN as a function of N and
ν in Figure 1. The performance bound can only be used if αN > 0 and we
indicate the line αN = 0 by a black line. We observe that the performance
bound increases with respect to the MPC horizon as expected. The best bound
is αN = 1/2. For large values of the regularization parameter ν we have to
consider a sufficiently large MPC horizon N in order to use the theoretical
results. Moreover, we observe that the result of Lemma 3 is consistent with
the estimate derived in the special case of example 2 in the case N = 2. The
15
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Figure 1: Computation of αN for different values of the regularization parameter
ν. We observe for increasing values of ν corresponding longer control horizons
in order to recover positivity of the value αN .
numerical results below indicate that the bound is too pessimistic, similarly to
what has been already observed in the finite dimensional case.
As a numerical example we propose the following discretization coherently
with B. This discretization reduces the N step MPC problem to again a discrete
problem ofM agents. We approximate the initial distribution f0 ∈ P(X ) by fM,0
given by a sum of Dirac delta
fM,0 =
1
M
M∑
i=1
δ(x− xi,0). (4.1)
located at points xi,0 ∈ X . For the Example 2 we observe that if f0 = fM,0,
then fn is also composed of a sum of Dirac delta. We assume in the following
that f0 as well as fn decays to zero for x→ ∂X . We observe that if
∫
X f0dx = 1
then we have
∫
X fndx = 1. An approach based on Dirac delta converges to-
ward a continuous distribution function in the limit M → +∞, provided we
have a considerably amount of particles centered in xi,n ∈ X . Within the de-
scribed discretization we also recover the setting of [27, 28] as numerical scheme.
Thanks to the structure of example 2 further simplifications can be obtained.
We recall the mean-field running cost `(fn.un) =
1
2
(∫
X xfn(x)dx
)2
+
ν
2
u2n. We
consider the mean-field equation equivalent to the discretized dynamics of (2.1)
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for P = 1 and ∆t = 1
fn+1(x) = fn(x)− ∂x
∫
X
(y − x)fn(y)fn(x)dy − ∂x (unfn(x)) , (4.2)
a detailed derivation is given in Appendix B. Upon multiplication by a general
x ∈ X and integrating with respect dx we obtain∫
X
xfn+1(x)dx =
∫
X
xfn(x)dx+ un. (4.3)
If we introduce a new variable for the mean Yn :=
∫
X xf
n(x)dx the problem
simplifies to the equation for the evolution of Yn. Further, the cost function is
also expressed in terms of Yn as `(Yn, un) =
1
2Y
2
n +
ν
2u
2
n, and equation (4.3)
Yn+1 = Yn + un.
Using the reformulation of the control of the mean the problem therefore
reduces to a problem appearing in the existing theory [27]. In particular, the
MPC subproblem to determine the optimal control for the horizon N is solved
explicitly for the previous dynamics. We computed for a horizon N the MPC
control at time n and initial data Y0 as (u
MPC
N )n(Y0) = v1, where
(vj)
N
j=1 := arg min
n+N∑
j=n
`(Yj , uj), Yj+1 = Yj + uj , Yn = Y0.
For a fixed time horizon T = 100, fixed initial datum Yo and fixed N we then
compute the value of the cost functional for
J
uMPCN
T =
T∑
n=0
`(Yj , (u
MPC
N )n)
where Yj+1 = Yj + (u
MPC
N )n(Yn). Further, we compute J
uMPCN
100 to obtain the
optimal cost V ∗100.
According to Lemma 3 we obtain the behavior of the MPC cost J
uMPCN
T
in relation to the optimal cost V ∗100 in Figure 2. As expected for larger MPC
horizons we observe convergence towards the optimal cost. The performance
bound αN is negative for N ≤ 4 and therefore the Theorem 2 can not be
applied. In the results we choose ν = 102. We observe that the bound on αN
is quite pessimistic and the distance of the estimated mismatch of the MPC
controlled case to the optimal one is quite large for small horizons, i.e., of order
103 for the horizon N = 5.
We further investigate the behavior of the particle system (4.2) for controls
with different MPC horizon. According to the behavior of the cost we expect
that for increasing time horizon we are closer to the optimal cost. Defining
En :=
∫
R
x2f(x)dx.
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J
uM P CN∞
V ∗∞/αN
Figure 2: Value of the cost functional J
uMPCN
T (X0) for controls obtained using
a MPC strategy with control horizon N (red) and presentation of the optimal
costs V ∗T (X0) multiplied by
1
αN
where αN is computed as in [28, Theorem 5.4].
For N ≤ 4 no estimate of the type (2.11) could be established.
we obtain from equation (4.2)
En+1 = −En + 2Y 2n + unYn.
The running cost tries to minimizes a trade–off of the mean of the distribution
and the control action. If the mean Yn tends to zero, then we observe that the
energy En tends to zero exponentially fast. Therefore, we expect with longer
time horizon a mean Yn closer to zero and small variance of the solution to
the kinetic equation. We simulate using M = 105 discrete points randomly
distributed on X = [−1, 1] as initial condition fM,0 as in equation (4.1). The
MPC control is computed according to the considerations above for ν = 102
and ν = 103 reported in Figure 3 and Figure 4. In both figures we show the
computational results for the time evolution of the distribution fn for n =
0, . . . , 100. As expected longer optimization horizons leads to a faster decay in
the variance of the distribution fn.
5 Conclusion
We have extended the estimates for the suboptimal MPC to the mean-field limit.
The derived estimates yield performance bounds for general symmetric multi–
agent dynamics. Except for the assumptions necessary to obtain the mean-field
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(d) N = 5
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(f) N = 7
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(g) N = 8
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(h) N = 9
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(i) N = 10
Figure 3: Experimental results for the optimization problem with varying opti-
mization horizon N and regularization constant ν = 102.
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(h) N = 9
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(i) N = 10
Figure 4: Experimental results for the optimization problem with varying opti-
mization horizon N and regularization constant ν = 103.
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limit no additional requirements compared to the finite–dimensional theory are
required. The results apply to common agent dynamics modeling for example
swarming, alignment and economics. We exemplified the theoretical results as
well as the estimates on a simple opinion formation model. The stability of
the mean-field controller is still open and will be investigated in a forthcoming
work. Further, the estimates on αN are pessimistic due to its generality. It is
expected that the bounds can be improved for specific problems as in the finite
dimensional case.
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A
We collect some results of [10] for convenience; see also [9, Theorem 4.1]. The
Kantorowich–Rubinstein distance d1(µ, ν) for measures µ, ν ∈ P(Q) is given
defined by
d1(µ, ν) := sup{
∫
φ d(µ− ν);φ : Q→ R, φ is 1 - Lipschitz }. (A.1)
Theorem 1 (Theorem 2.1[10]). Let QM be a compact subset of RM . Consider
a sequence of functions (uM )
∞
M=1 with uM : Q
M → R. Assume each uM (X) =
uM (x1, . . . , xM ) is a symmetric function in all variables, i.e.,
uM (X) = uM (xσ(1), . . . , xσ(M))
for any permutation σ on {1, . . . ,M}. Denote by d1 the Kantorowich–Rubenstein
distance on the space of probability measures P(Q) and let ω be a modulus of
continuity independent of M . Assume that the sequence is uniformly bounded
‖uM‖L∞(QM ) ≤ C. Further assume that for all X,Y ∈ QM and all M we have
|uM (X)− uM (Y )| ≤ ω(d1(mMX ,mMY ))
where mMξ ∈ P(Q) is defined by mMξ (x) = 1M
M∑
i=1
δ(x− ξi).
Then there exists a subsequence (uMk)k of (uM )M and a continuous map
U : P(Q)→ R such that
lim
k→∞
sup
X∈RM
|uMk(X)− U(mMkX )| = 0. (A.2)
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Theorem 1 has been extended to the case of functions g(xi, X−i) : XM ⊂
RM → R being symmetric only in X−i. Here, X is a compact subset of R.
The corresponding result is given in [9, Section 4] and repeated here for conve-
nience. For any permutation σ of the set {1, . . . ,M}\{i} and all xi ∈ R we have
g(xi, X−i) = g(xi, (xσ(j))j 6=i). Moreover, there exists a modulus of continuity ω
such that for all xi, yi ∈ R and all M we have
‖g(xi, X−i)− g(yi, Y−i)‖ ≤ ω(‖xi − yi‖) + ω(d1(mM−1X−i ,mM−1Y−i )).
Further assume that ‖g(X)‖L∞(RM ) ≤ C. Then, g(xi, X−i) : RM → R can be
extended to a function GM : X × P(X )→ R by
GM (x, ν) = inf
X−i∈RM−1
{g(x,X−i) + ω(d1(mM−1X−i , ν))}. (A.3)
It can be shown as before that (GM )M is a sequence of uniformly equi–continuous
functions on X×P(X ). Therefore, (GM )M converges to a function G : X×P(X ),
see also [9, Theorem 4.1].
B
In this section we derive a semi discrete mean-field formulation of the con-
strained problem (2.1). Let us suppose that the introduced control u = uMPCn
is symmetric with respect to each position of the system of agents at time tn.
We define the empirical measures
fM (t
n) = fnM =
1
M
M∑
i=1
δ(x− xi,n), (B.1)
where δ is the Dirac delta, or localizing function, defined in the space of proba-
bility measures of Rd, namely P(Rd). For any smooth function φ ∈ C10(Rd) we
have ∫
R
φ(x)fnM (x)dx =
1
M
M∑
i=1
φ(xi,n), (B.2)
then through a first order Taylor expansion we obtain
φ(xi,n+1)− φ(xi,n) = φ′(xi,n)(xi,n+1 − xi,n) +O(∆t2) (B.3)
Now from the original dynamic (2.1) we can replace the quantity xi,n+1 − xi,n
in (B.3) obtaining
φ′(xi,n)
∆t
M
M∑
j=1
P (xj,n − xi,n) + ∆tuMPCn
 (B.4)
22
and summing up to M we have
1
M
M∑
i=1
φ(xi,n+1)−φ(xi,n) = 1
M
M∑
i=1
φ′(xi,n)
∆t
M
M∑
j=1
P (xj,n − xi,n) + ∆tuMPCn
 .
(B.5)
Given that fnM is a probability measure in the space P(Rd) with uniform sup-
port with respect to M , Prokhorov’s theorem implies that the sequence (fnM )M
is weakly-* relatively compact, i.e. there exists a subsequence
(
fnMm
)
m
and a
probability measure fn ∈ P(Rd) such that
fnMm →w∗ fn (B.6)
in P(Rd). Recall that for the Cucker-Smale model the tightness hypothesis is
in general satisfied if the initial distribution f0M is compactly supported with
respect to M . For a rigorous proof we refer to [11, 21].
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