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ABSTRACT
Let F be a characteristic zero differential field with an algebraically closed field of
constants C, E ⊃ K ⊃ F be no new constant extensions of F such that K is an
extension by antiderivatives of F, and let E contain antiderivatives y1, · · · , yn of
K. The antiderivatives y1, · · · , yn of K are called J-I-E antiderivatives if y′i ∈ K
satisfies certain conditions. We will provide a new proof for the Kolchin-Ostrowski
theorem and generalize this theorem for a tower of extensions by J-I-E antideriva-
tives and use this generalized version of the theorem to classify the finitely differ-
entially generated subfields of this tower. In the process, we will show that the
J-I-E antiderivatives are algebraically independent over the ground differential
field. An example of a J-I-E tower is the iterated antiderivative extensions of the
field of rational functions C(x) generated by iterated logarithms, closed at each
stage by all (translation) automorphisms. We analyze the algebraic and differ-
ential structure of these extensions. In particular, we show that the nth iterated
logarithms and their translates are algebraically independent over the field gener-
ated by all lower level iterated logarithms. Our analysis provides an algorithm for
determining the differential field generated by any rational expression in iterated
logarithms.
vii
Chapter 1
Introduction
All the fields considered in this thesis are of characteristic zero. If F is a field
and ′ : F → F a linear map satisfying the condition (uv)′ = u′v + uv′ for all
u, v ∈ F then we will call the map ′, a derivation of F. A differential field is
a field F with a derivation. If F is a differential field then one can easily see
that C := {c ∈ F|c′ = 0} is also a differential field. We will call C, the field
of constants of F. Let E and F be differential fields and let E ⊇ F. We say
that E is a differential field extension of F if the derivation of E restricted to F
is the derivation of F. A differential field extension E of F will be called a No
New Constants (NNC) extension of F if the field of constants of E and F are the
same.
Let E ⊃ F be a NNC extension. If x ∈ E and x′ ∈ F then we call x an an-
tiderivative of an element (namely, x′) of F, and if E = F(x1 · · · , xn) for some
antiderivatives x1, · · · , xn ∈ E of F then we will call E an extension of F by an-
tiderivatives. If e ∈ E and e′
e
∈ F then we call e an exponential of an integral of
an element (namely, e
′
e
) of F, and if E = F(e1 · · · , em) for some exponentials of
integrals e1 · · · , em ∈ E of F then we will call E an extension of F by exponentials
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of integrals.
In chapter 2 we will give a new proof for the following well known theorem: Let
F be a differential field with an algebraically closed field of constants C and let
E ⊃ F be a NNC extension. Let x1, · · · , xn ∈ E, e1, · · · , em ∈ E where xi’s are
antiderivatives (x′i ∈ F) and ei’s are exponentials of integrals ( e
′
i
ei
∈ F). Then
x1, · · · , xn, e1, · · · , em are algebraically dependent over F only if there are ci ∈ C,
not all zero, such that
∑n
i=1 cixi ∈ F or there are ni ∈ Z, not all zero, such that∏m
i=1 e
ni
i ∈ F. Thus the algebraic dependence of x1, · · · , xn, e1, · · · , em over F
becomes a non trivial linear dependence of x1, · · · , xn over F, or there is a non
trivial power product relation among e1, · · · , em over F. This theorem is known
as the Kolchin-Ostrowski theorem and it appears as theorem 2.3 in this thesis.
A short note about the history of this theorem is also provided in the beginning
of chapter 2.
In section 2.3 and 2.4, we will give algorithms to compute the differential subfields
of extensions by antiderivatives and exponentials of integrals of F when such an
extension is purely transcendental over F. Moreover, when F can be realized
as the field of fractions of a polynomial ring over C that lives inside F then for
any given intermediate differential subfield of this extension, our algorithm also
computes the subgroup of differential automorphisms of our extension fixing that
given differential subfield.
In chapter 3, section 3.1, we produce a method for generating algebraically in-
dependent iterated antiderivatives of F when F has a proper antiderivative ex-
tension. We call this special tower of extensions by iterated antiderivatives, the
J-I-E tower. And, as an application, We will show that there is an infinite tower
of extensions by iterated antiderivatives of F that is not imbeddable in any finite
tower of Picard-Vessiot extensions of F. In section 3.2 we classify the finitely
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differentially generated subfields of this tower. A J-I-E tower exist for any dif-
ferential field F that has a proper antiderivative extension and it may contain
non-elementary functions.
A tower of extensions by iterated logarithms is an example of J-I-E tower. For
a vector ~c := (c1, · · · , cn) ∈ Cn, where C is an algebraically closed-characteristic
zero differential field with a trivial derivation, we call x[~c, n] := log(log(· · · log(x+
c1) · · · + cn−1) + cn) an iterated logarithm of level n. In chapter 4, we give
meanings for these iterated logarithms and produce an algorithm to compute
the differential subfields of differential field extensions by iterated logarithms.
In the process, we will also show that the iterated logarithms are algebraically
independent over C(x), where x is an element whose derivative equals 1. In
Section 4.4 we will provide some examples of extensions by iterated logarithms
and show how our algorithm works. These examples should also be viewed as
examples for computing differential subfields of extensions by antiderivatives as
well since the algorithms for both the settings works in a similar fashion.
1.1 Picard-Vessiot Theory
Here we will recall some definitions and state several results from differential
Galois theory. One may find proofs for these results in [7]. Let (F,′ ) be a
differential field with an algebraically closed field of constants C and let E be
any differential field extension of F. The differential Galois group G(E|F) is the
group of all differential automorphisms of E fixing every element of F, that is,
G(E|F) := {σ ∈ Aut(E|F)|σ(u′) = σ(u)′ ∀u ∈ E}. Sometimes we denote G(E|F)
by G without referring to ground differential field F and its extension E. Let L(y)
be a monic homogeneous linear differential operator of order n over a differential
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field F. A differential field extension E ⊇ F is called a Picard-Vessiot(P-V)
extension of F for L(y) if the following conditions hold:
1. E is generated over F as a differential field by the set V of solutions of
L(y) = 0 in E (E = F < V >)
2. E contains a full set of solutions of L(y) = 0 (there are yi ∈ V, 1 ≤ i ≤ n,
with the wronskian w(y1, · · · , yn) 6= 0)
3. Every constant of E lies in F, that is, E is a NNC extension of F.
A Picard-Vessiot extension exists for a given monic homogeneous linear differen-
tial operator L(y) in the case that the field of constants C of F is algebraically
closed and it is unique up to differential automorphisms fixing F. If E is a P-V
extension of F then the set of all elements fixed by the differential Galois group
G(E|F) is F, that is, EG = {a ∈ E | σ(a) = a for all σ ∈ G} = F. The differen-
tial Galois group of a P-V extension is an algebraic matrix group over the field
of constants.
If Ei is a Picard-Vessiot extension of F for 1 ≤ i ≤ n then there is a Picard-
Vessiot extension E of F such that E ⊇ Ei ⊇ F and E is the compositum of its
subfields Ei.
There is a Fundamental theorem in this context. Let F be a differential field
with algebraically closed field of constants C, and let E ⊇ F be a P-V extension.
Then the differential Galois group of E over F is naturally an algebraic group
over C and there is a lattice inverting bijective correspondence between
{E ⊇ K ⊇ F | K is an intermediate differential field}
4
and
{H ≤ G(E|F) | H is a Zariski closed subgroup of G(E|F)}
given by
K 7→ G(E|K) and H 7→ EH.
The intermediate field K is a P-V extension of F if and only if the subgroup
H = G(E|K) is normal in G; if it is, then
G(EH|F) = G(E|F)
H
.
Let G0(E|F) be the connected component of the identity in G(E|F), and let E0
be the corresponding intermediate field. Then E0 is the algebraic closure of F
in E, E0 is a finite Galois extension of F with Galois group G(E|F)G0(E|F) , and the
transcendence degree of E over E0 is dim(G0(E|F)).
Analogous to the algebraic closure of a given field, we may define a Picard-Vessiot
closure of a given differential field F. The Picard-Vessiot closure F1 of F0 := F
is a differential field extension of F0 such that
• F1 is a union of Picard-Vessiot extensions of F0
• Every Picard-Vessiot extension of F0 has an isomorphic copy in F1.
The Picard-Vessiot closure F1 of F0 need not be “closed”. That is, there are
linear homogeneous differential equations over F1 whose solutions may not be in
F1 (see theorem 3.7). This leads us to consider a chain of Picard-Vessiot closures
of F0. A finite tower of Picard-Vessiot closures of F0 is a chain
F0 ⊆ F1 ⊆ F2 ⊆ · · · ⊆ Fn,
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where F0 := F, n ∈ N and Fi is the Picard-Vessiot closure of Fi−1, for all 1 ≤ i ≤
n. Finally we define the complete Picard-Vessiot closure F∞ of F as the union
∪∞i=0Fi. The differential field F∞ is “closed”. If E is a normal differential subfield
of F∞ then every automorphism of φ ∈ G(E|F) extends to an automorphism Φ ∈
G(F∞|F) and every automorphism Φ ∈ G(F∞|F) also restricts to a φ ∈ G(E|F).
We also note that the fixed field of G(F∞|F) is F. For details see [9].
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Chapter 2
The Kolchin-Ostrowski Theorem
Let F be a differential field with an algebraically closed field of constants C.
Sometimes we will denote the field of constants C of F by CF. Let us recall some
definitions from chapter 1.
Definition 2.1. Let E ⊃ F be a differential field extension of F. An element
x ∈ E is called an antiderivative of an element of F if x′ ∈ F. A No New
Constant(NNC) extension E ⊃ F is called an extension by antiderivatives (or an
antiderivative extension) of F if for i = 1, 2, · · · , n there exists xi ∈ E such that
x′i ∈ F and E = F(x1, x2, · · · , xn).
Definition 2.2. Let E ⊂ F be a differential field extension of F. An element
e ∈ E is called an exponential of an integral of an element of F if e′
e
∈ F. A
NNC extension E ⊃ F is an extension by exponential of integrals of F if for
i = 1, 2, · · · , n there exists ei ∈ E such that e
′
i
ei
∈ F and E = F(e1, e2, · · · , en).
In this section we will prove the Kolchin-Ostrowski theorem, which states
Theorem 2.3. (Kolchin-Ostrowski) Let E ⊃ F be a NNC differential field exten-
sion and let x1, · · · , xn ∈ E, e1, · · · , em ∈ E\{0} be such that xi is an antiderivative
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of an element F for each i (x′i ∈ F) and ei is an exponential of an integral of an el-
ement of F for each i (
e′j
ej
∈ F). Then either x1, · · · , xn,e1, · · · , em are algebraically
independent over F or there exist (c1, · · · , cn) ∈ Cn \ {0} such that
∑n
i=1 cixi ∈ F
or there exist (r1, · · · , rm) ∈ Zn \ {0} such that
∏m
j=1 e
rj
j ∈ F.
In his paper [10], A. Ostrowski proves that a set of antiderivatives {x1, · · · , xn} of
F is either algebraically independent over F or there are constants ci ∈ C not all
zero such that
∑n
i=1 cixi ∈ F. In his setting, F is a differential field of meromorphic
functions and C = C, the field of complex numbers. Later, Ostrowski’s result
was generalized by Kolchin [6] to theorem 2.3. In their papers [4] and [11], J. Ax
and M. Rosenlicht also presented proofs of theorem 2.3. The proof we are going
to present is elementary and differ from the proofs listed above.
2.1 Algebraic Dependence of Antiderivatives
Theorem 2.4. Let E ⊃ F be a differential field extension and let x ∈ E be an
antiderivative. Then either x is transcendental over F or x ∈ F.
Proof. Let CF denote the field of constants of F and suppose that x is algebraic
over F. Then there is a monic irreducible polynomial P (x) =
∑n
i=0 aix
i ∈ F[x]
such that P (x) = 0. Note that (P (x))′ = 0, that is x is a solution of the polynomial
n∑
i=1
(iaix
′ − a′i−1)xi−1 ∈ F[x].
Since the degree of the above polynomial < n, it has to be the zero polynomial.
In particular nx′ = a′n−1, that is (x− b)′ = 0, where b := an−1n ∈ F. Observe that
x − b is algebraic over F (since x and b are algebraic) and therefore there is a
monic irreducible polynomial Q(x) =
∑m
i=0 bix
i ∈ F[x] such that Q(x − b) = 0.
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Again taking the derivative of the equation Q(x− b) = 0, we note that x− b is a
solution of the polynomial
m∑
i=1
b′i−1x
i−1 ∈ F[x].
Since the degree of the above polynomial is < m, it has to be the zero polynomial.
Thus bi ∈ CF and therefore the polynomial Q(x) has coefficients in C. Since CF
is algebraically closed and x − b is a zero of Q(x) we obtain x − b ∈ CF. Thus
x− b = c for some c ∈ CF and since b ∈ F we then obtain x = b+ c ∈ F.
Note that we do not require the constants of F and E to be the same to prove this
theorem. The above theorem is also proved in [5], page 23 and [7], page 7.
2.1.1 Galois Group
Let E ⊇ F be an extension by antiderivatives x1, · · · , xn ∈ E \ C of F . That
is, E = F(x1, · · · , xn), x′i ∈ F and xi /∈ C for all 1 ≤ i ≤ n. Since E is a NNC
extension of F, the differential subfield Ei = F(xi) of E is also a NNC extension
of F. Let fi := x
′
i ∈ F and observe that
x′′i =
f ′i
fi
x′i.
Thus xi is a solution of a second order linear homogeneous differential equation
over F. Moreover, if Vi is the vector space spanned by the unity 1 ∈ C and xi
over C then Ei = F〈Vi〉–the differential field generated by F and Vi. The full
set of solutions of the differential equation Y ′′ = f
′
f
Y ′ is the vector space Vi.
Thus we see that Ei is a Picard-Vessiot extension of F. Since a compositum of
Picard-Vessiot extensions is again a Picard-Vessiot extension(see [7], page 28-29),
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E := E1 · E2 · · ·En is also a Picard-Vessiot extension of F.
Assume that xi /∈ F for each i. If σ ∈ G(Ei|F) then
σ(xi)
′ = σ(x′i) = σ(fi) = fi = x
′
i. (2.1)
Thus σ(xi)
′ = x′i, which implies
(
σ(xi) − xi
)′
= 0. Since E is a NNC extension
of F, there is a ciσ ∈ C such that σ(xi) − xi = ciσ, that is, σ(xi) = xi + ciσ.
On the other hand, for any c ∈ C, the automorphism σic : Ei → Ei defined as
σic(xi) = xi + c and σ(f) = f for all f ∈ F can be readily seen as a differential
automorphism. Thus G(Ei|F) injects into (C,+) as an algebraic subgroup for
each i. Since (C,+) has no non trivial algebraic subgroups and since xi /∈ F,
from the fundamental theorem, we see that G(Ei|F) ' (C,+) and that the
extension Ei of F has no intermediate differential subfields. Any automorphism
of E fixing F is completely determined by its action on x1, · · · , xn and thus we have
a map σ 7→ (c1σ, · · · , cnσ), an algebraic group homomorphism from G to (C,+)n.
This map is clearly injective. From this observation, we see that the differential
Galois group G(E|F) is isomorphic to an algebraic subgroup of (C,+)n. Note
that G(E|F) could be a proper algebraic subgroup of (C,+)n; depending on
whether all the antiderivatives are algebraically independent over F or not. We
will discuss about the nature of the algebraic dependence of antiderivatives in
the next theorem.
We will do a similar analysis for the extensions by exponentials of integrals of F
in section 2.2.
Theorem 2.5. Let E ⊃ F be a NNC differential field extension and for 1 =
1, 2, · · · , n let xi ∈ E be antiderivatives of F. Then either xi’s are algebraically
independent over F or there is a tuple (c1, · · · , cn) ∈ Cn\{0} such that
∑n
i=1 cixi ∈
10
F.
Proof 1. First we will present Kolchin’s proof. Observe that E = F(x1, x2, · · · , xn)
is a Picard-Vessiot extension of F and for every σ ∈ G(E|F) we see that σ(xi) =
xi + ciσ. Thus, as noted earlier, G(E|F) imbeds into (Cn,+) as an algebraic
subgroup. Suppose that the x′is are algebraically dependent and say x1 is algebraic
over F(x2, x3, · · · , xn). We may also assume that xi’s/∈ F for any i (otherwise there
is nothing to prove).
Since x1 is an antiderivative of an element of F and x1 is algebraic over F(x2, x3,
· · · , xn) from theorem 2.4 we obtain x1 ∈ F(x2, x3, · · · , xn) and thus G(E|F) ↪→
(Cn,+) is not a surjection. In particular, if σ ∈ G(E|F) fixes x2, · · · , xn then σ
fixes x1 too. Therefore
G(E|F) = {(d1, d2, · · · , dn) ∈ Cn|Li(d1, d2, · · · , dn) = 0, 1 ≤ i ≤ t},
where Li is a linear homogeneous polynomial, which we sometimes call as linear
forms, over C for each i. Now for any σ ∈ G(E|F) and L ∈ {Li|1 ≤ i ≤ t},
σ(L(x1, x2, · · · , xn)) = L(σ(x1), σ(x2), · · · , σ(xn))
= L(x1 + d1, x2 + d2, · · · , xn + dn)
= L(x1, x2, · · · , xn) + L(d1, d2, · · · , dn)
= L(x1, x2, · · · , xn) since L(d1, · · · , dn) = 0
and thus L(x1, x2, · · · , xn) ∈ EG(E|F). From Galois theory we know that EG(E|F) =
F. Hence L(x1, x2, · · · , xn) =
∑n
i=1 cixi ∈ F for some ci ∈ C.
Proof 2. This proof does not require Galois theory. For every tuple (c1, · · · , cn)
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∈ Cn \ {0} let us assume that ∑ni=1 cixi /∈ F . Theorem 2.4 and our assumption
that
∑n
i=1 cixi /∈ F guarantees us a nonempty algebraically independent subset S
of {xi|1 ≤ i ≤ n} over F. We may assume that S = {x2, x3, · · · , xn}. Again from
theorem 2.4, we see that x1 is transcendental over F(S) or x1 ∈ F(S). We will
show that the latter case is not possible and this will prove the theorem.
Suppose that x1 ∈ F(S) and let t be the largest positive integer such that
t∑
i=1
cixi ∈ F(St),
where ci ∈ C, c1 = 1 and St := S \ {xi
∣∣2 ≤ i ≤ t}.
Since |S| < ∞ and t ≥ 1, such a t exist and since ∑ni=1 cixi /∈ F, St 6= ∅. In
particular, t < n and thus xt+1 ∈ St. For notational convenience let x := xt+1. We
write
t∑
i=1
cixi =
P
Q
where P :=
∑r
i=0 aix
i, Q :=
∑s
i=0 bix
i, bs = 1, ar 6= 0, ai, bi ∈ K := F(St \ {x})
and (P,Q) = 1. Differentiating the above equation, we get
∑t
i=1 cix
′
i =
P ′Q−PQ′
Q2
and thus
fQ2 = P ′Q− PQ′, (2.2)
where f :=
∑t
i=1 cix
′
i. If f = 0 then (
∑t
i=1 cixi)
′ = 0 and since E is a NNC
extension of F,
∑t
i=1 cixi ∈ C ⊂ F, a contradiction to our assumption that∑t
i=1 cixi /∈ F. Thus f 6= 0. Now suppose that degQ ≥ 1. From the above
equation we see that Q divides P ′Q−PQ′, which implies Q divides PQ′ and since
(P,Q) = 1, Q divides Q′. Thus s =degQ ≤ degQ′. But then degQ′=deg((sx′ +
b′s−1)x
s−1 + · · ·+b1x′+b′0) ≤ s−1, a contradiction. Thus degQ = 0, that is Q ∈ K.
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Hence we may assume that
∑t
i=1 cixi = P and note that
f = P ′. (2.3)
Case 1: deg(P ) = 0, that is P ∈ K = F(St \ {x}).
Then
∑t
i=1 cixi = P ∈ F(St \ {x}). Since x = xt+1, we obtain
∑t+1
i=1 cixi ∈ F(St \
{xt+1}), where ct+1 := 0. This contradicts the maximality of t.
Case 2: deg(P ) > 1
From equation 2.3 we see that
f = a′rx
r + (rarx
′ + a′r−1)x
r−1 + · · ·+ a1x′ + a′0. (2.4)
Thus comparing the coefficients of xr we get a′r = 0, that is ar ∈ C. Since r−1 ≥ 1
comparing the coefficients of xr−1, we get
rarx
′ + a′r−1 = 0
=⇒ x′ = (−ar−1
rar
)′
=⇒ x = −ar−1
rar
+ c1
for some c1 ∈ C and thus x = −ar−1rar + c1 ∈ K, a contradiction to the assumption
that x is transcendental over K.
Case 3: degP = 1
Finally if degP = 1 then P = a1x + a0 =
∑t
i=1 cixi and therefore taking the
derivative we have
a′1x + a1x
′ + a′0 = f.
Thus comparing the coefficients, we obtain a′1 = 0 that is a1 ∈ C and a1x′+a′0 = f .
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Now letting ct+1 := −a1 and substituting xt+1 for x, we get
∑t+1
i=1 cixi = a0 ∈
K = F(St \ {xt+1}) and this again contradicts the maximality of t. Hence the
theorem.
2.2 Exponentials of Integrals
Here we will prove theorems analogous to theorems 2.4 and 2.5 for the exponential
of an integral setting.
Theorem 2.6. Let E ⊃ F be a differential field extension. If there is a e ∈ E
such that e
′
e
∈ F then either e is transcendental over F or there is an n ∈ N such
that en ∈ F.
Proof. Suppose that e is algebraic over F, e
′
e
= f ∈ F and let P (x) = ∑ni=0 aixi ∈
F[x] be the monic irreducible polynomial of e. Then P (e) = 0 and therefore
(P (e))′ = 0, which implies e is a solution of the polynomial
P1 := nfx
n +
n−1∑
i=0
(a′i − iaif)xi ∈ F[x].
Since P is the monic irreducible polynomial of e, we have nfP = P1. Thus
comparing the coefficients of nfP and P1 we obtain nfa0 = a
′
0 and since nfe
n =
(en)′, we obtain
(
en
a0
)′
= 0 (P is irreducible so a0 6= 0). Note that e and a0 are
algebraic over F so e
n
a0
is also algebraic over F. Since ( e
n
a0
)′ = 0, as in the proof of
theorem 2.4, we obtain e
n
a0
= c ∈ CF and thus en = ca0 ∈ F.
This theorem is also proved in [5], page 24 and [7], page 8.
Theorem 2.7. Let E ⊃ F be a NNC differential field extension and for i =
1, 2, · · · , n let ei ∈ E \ {0} be such that e′e ∈ F. Then either e1, · · · , en are
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algebraically independent or there exist (k1, · · · , kn) ∈ Zn \ {0} such that the
power product
∏n
i=1 e
ki
i ∈ F.
Proof. The proof of this theorem very much mimics the proof of theorem 2.5. Let
us assume that
∏n
i=1 e
ki
i /∈ F for any (k1, · · · , kn) ∈ Zn \ {0}. Then from theorem
2.6 we see that there is a nonempty algebraically independent set S ⊂ {ei|1 ≤
i ≤ n} and we may assume that S = {e2, · · · , en}. From theorem 2.6 we see that
either e1 is transcendental over F(S) or there is a k1 ∈ N such that ek11 ∈ F(S).
We will show that the latter is not possible and this will prove the theorem.
Suppose that there is a k1 ∈ N such that ek11 ∈ F(S). Let t be the largest positive
integer such that the power product
t∏
i=1
ekii ∈ F(St),
where ki ∈ Z for 2 ≤ i ≤ t and St = S \ {ei|2 ≤ i ≤ t}. Since
∏n
i=1 e
ki
i /∈ F we
obtain St 6= ∅. Indeed et+1 ∈ St. Let e := et+1 and write
t∏
i=1
ekii =
P
Q
where P :=
∑l
i=0 aie
i, Q :=
∑m
i=0 bie
i, (P,Q) = 1 bm = 1, al 6= 0, ai, bi ∈
F(St \ {e}). Differentiating the above equation, we get
( t∏
i=1
ekii
)′
=
P ′Q− PQ′
Q2
,
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Let fi :=
e′i
ei
, g := e
′
e
, P =
∑l
i=0 aie
i and Q =
∑m
i=0 bie
i. Note that g, fi ∈ F and
(
t∏
i=1
ekii )
′ =
t∑
j=1
(e
kj
j )
′
t∏
i=1,i 6=j
ekii
=
t∑
j=1
kje
′
je
kj−1
j
t∏
i=1,i 6=j
ekii ,
which implies
(
t∏
i=1
ekii )
′ =
( t∑
i=1
kjfj
) t∏
i=1
ekii (2.5)
and thus
(
P
Q
)′
=
(∑t
i=1 kjfj
)
P
Q
. Hence
QP ′ − PQ′ = ( t∑
i=1
kjfj
)
PQ. (2.6)
Since
QP ′ − PQ′ = ((a′l + lalg)el+m + · · ·+ a′0b0)
− (malgel+m + · · ·+ a0b′0)
= (a′l + (l −m)alg)el+m + · · ·+ a′0b0 − a0b′0,
and
PQ = ale
l+m + (albm−1 + al−1)el+m−1 + · · ·+ a0b0,
substituting in equation 2.6 we get
(a′l + (l −m)alg)el+m + · · ·+ a′0b0 − a0b′0 =
( t∑
i=1
kjfj
)
(ale
l+m
+ (albm−1 + al−1)el+m−1 + · · ·+ a0b0).
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The LHS and RHS are polynomial in e with coefficients in F(St \ {e}). Since
E ⊃ F is a NNC extension and ∏ti=1 ekii /∈ F we have ∑ti=1 kjfj 6= 0 and therefore
both the LHS and RHS are of degree l + m. Thus comparing the coefficients of
el+m we get
a′l + (l −m)alg = (
t∑
i=1
kjfj)al
=⇒ a′l = [(
t∑
i=1
kjfj) + (m− l)g]al.
We observe that
a′l = (
t+1∑
i=1
kjfj)al, (2.7)
where kt+1 := m− l and ft+1 := g.
We also know that
∏t+1
i=1 e
ki
i is also a nonzero solution of the equation 2.7 and
therefore
(∏t+1
i=1 e
ki
i
al
)′
= 0. Since E and F have the same field of constants, there
is an α ∈ C \ {0} such that ∏t+1i=1 ekii = αal. Now al ∈ F(St \ {e}) will imply∏t+1
i=1 e
ki
i ∈ F(St \ {et+1}), a contradiction to the maximality of t. Hence the
theorem.
The Kolchin-Ostrowski Theorem
Proof of theorem 2.3. Let us assume that x1, · · · , xn, e1, · · · , em are algebraically
dependent over F and also that e1, · · · , em are algebraically independent over F.
(Note that if e1, · · · , em are algebraically dependent over F we may apply theorem
2.7 to prove this theorem.) Let us prove that there are constants ci ∈ C not all
zero such that
∑n
i=1 cixi ∈ F.
It is clear from our assumption that x1, · · · , xn is algebraically dependent over
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K := F(e1, · · · , em). Since x1, · · · , xn are antiderivatives of F they are also an-
tiderivatives of K and thus theorem 2.5 is applicable with K as the ground field.
Thus there are constants ci ∈ C not all zero such that
∑n
i=1 cixi ∈ K. Let
S ⊂ {e1, · · · , em} be a minimal subset such that
∑n
i=1 cixi ∈ F(S) and for any
subset S1 of S,
∑n
i=1 cixi /∈ F(S1).
We claim that such a set S is the empty set and this will prove that
∑n
i=1 cixi ∈ F.
Suppose not. Then there is a e ∈ S and we may write
n∑
i=1
cixi =
P
Q
, (2.8)
where P,Q ∈ F(S \ {e})[e], (P,Q) = 1 and Q a monic polynomial. Let f =
(
∑n
i=1 cixi)
′. Note that f ∈ F and if f = 0 then (∑ni=1 cixi)′ = 0 and since
the extensions are NNC, we see that
∑n
i=1 cixi = α ∈ C ⊂ F and we are done.
So we assume f 6= 0 and note that this condition also says that P 6= 0. Now
Differentiating the equation 2.8 we obtain
fQ2 = P ′Q−Q′P. (2.9)
Hereafter one can complete the proof by precisely following the part of the proof
of theorem 2.5 that follows after equation 2.2. Here I will give an alternate
argument which is also applicable for the part of the proof of theorem 2.5 that
follows after equation 2.2.
Note that deg(P ′Q−Q′P ) ≤ r + s and deg(fQ2) =degQ2 = 2s.
Case 1: degQ >degP .
In this case we see that r + s <degQ2 = 2s. Since the leading coefficient f
of the LHS of 2.9 is nonzero, we obtain that e is algebraic over F(S \ {e}), a
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contradiction.
Case 2: degQ <degP
Let e
′
e
= g ∈ F, P = ∑ri=0 aiei, ar 6= 0, Q = ∑si=0 biei and bs = 1. Note that
P ′Q − Q′P = (a′r − (r − s)arg)er+s + · · · . If (a′r − (r − s)arg) 6= 0 then r + s =
deg(P ′Q−Q′P ) and since s < r, deg(Q2) = 2s < r+s, which implies e is algebraic
over F(S \ {e}), a contradiction to our assumption that ei’s are algebraically
independent over F. Thus a′r− (r− s)arg = 0, that is a′r = (r− s)gar. Note that
ar 6= 0 and since (er−s)′ = (r − s)ger−s and r 6= s, we obtain
(
er−s
ar
)′
= 0. Thus
there is a constant α ∈ C \ {0} such that er−s = αar ∈ F(S \ {e}) contradicting
the algebraic independency of ei’s over F.
Case 3: degP =degQ
Since degQ2 = 2s, deg(P ′Q − Q′P ) ≤ 2s and f 6= 0, we have f = a′r − (r −
s)gar and this equation further reduces to f = a
′
r since r = s. Now the facts
(
∑n
i=1 cixi)
′ = f and K is a NNC extension together will imply that
∑n
i=1 cixi =
ar + α for some α ∈ C. Thus
∑n
i=1 cixi = ar + α ∈ F(S \ {e}), a contradiction to
the minimality of S.
Thus S has to be the empty set and hence the theorem.
2.3 Extensions by Antiderivatives and by Expo-
nentials of Integrals
Let E ⊃ F be an extension by antiderivatives x1, · · · , xn of F. We know from
theorem 2.5 that the set of antiderivatives {xi|1 ≤ i ≤ n} is either algebraically
independent or there are constants ci ∈ C not all zero such that
∑n
i=1 cixi ∈ F.
Also note that if x1, · · · , xn is algebraically dependent over F then we may chose
19
a transcendence base S ⊂ {x1, · · · , xn} of E over F and this makes E algebraic
over F(S). But then each x ∈ {x1, · · · , xn} \ S becomes algebraic over F(S) and
therefore from theorem 2.4 we obtain x ∈ F(S) which implies E = F(S). In other
words extensions by antiderivatives are purely transcendental. Thus, to study
an extension by antiderivatives x1, · · · , xn of F, we may very well assume that
x1 · · · , xn are algebraically independent over F.
In this section we will prove the following theorem
Theorem 2.8. Let E = F(x1, · · · , xn) be an extension by antiderivatives x1, · · · , xn
of F and let x1, · · · , xn be algebraically independent over F. Let u ∈ E and u = PQ ,
P,Q ∈ F[x1, · · · , xn] and (P,Q) = 1. Then there is a t ∈ N and F− linear forms
Di ∈ SpanF{x1, · · · , xn} for 1 ≤ i ≤ t such that
F〈u〉 = F(Di|1 ≤ i ≤ t).
Moreover these linear forms Di can be explicitly computed from P and Q.
A much stronger result can be obtained using Galois theory and that is, if K is
an intermediate differential subfield of E|F then
K = F(Li|1 ≤ i ≤ t), (2.10)
where the linear forms are over C. That is Li ∈ SpanC{x1 · · · , xn}. This follows
immediately from the following three facts 1. The extension E ⊃ F is a P-
V extension with a differential Galois group (C,+)n. 2. There is a bijective
correspondence between the algebraic subgroups of (C,+)n and the intermediate
differential subfields of E|F; see the fundamental theorem stated in chapter 1. 3.
The algebraic subgroups of (C,+)n are solution sets of linear forms over C.
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Though we know the structure of intermediate differential subfields of E|F, it
is not clear how to obtain those linear forms for a given intermediate differ-
ential subfield. The theorem 2.8 shows that there is a way to figure out linear
forms(not over C but over F) for singly differentially generated subfields of E con-
taining F and since a finitely differentially generated subfield is a compositum
of singly differentially generated subfields of E containing F, we may generalize
the theorem 2.8 for any finitely differentially generated subfield of E contain-
ing F. We will prove a similar result for extensions by exponentials of integrals
and will also prove a similar structure theorem for NNC extensions of the form
F(x1, · · · , xn, e1, · · · , em), where x′i ∈ F and e
′
i
ei
∈ F and x1, · · · , xn, e1, · · · , em are
algebraically independent over F.
To prove theorem 2.8 we need some results about several variable polynomials
over a commutative ring with unity, which will be dealt in the following section.
2.3.1 Multivariable Taylor formula
Let R be an integral domain with Q ⊆ R and let R[y1, · · · , yn] be the polynomial
ring over n−indeterminates y1, · · · , yn. Let P := P (y1, · · · , yn) ∈ R[y1, · · · , yn],
(r1, · · · , rn)∈ Rn and denote P (y1 + r1, · · · , yn + rn) by P˜ . Let ∂∂yi denote the
standard partial derivation on the ring R[y1, · · · , yn]. From the Taylor series
expansion of P˜ , we have
P˜ = P +
n∑
i=1
ri
∂P
∂yi
+
1
2!
n∑
j=1
n∑
i=1
rirj
∂2P
∂yj∂yi
+ · · · (2.11)
Proposition 2.9. Let P ∈ R[y1, · · · , yn] and for 1 ≤ i ≤ n let ri ∈ R. Suppose
that P divides P˜ := P (y1 +r1, · · · , yn+rn). Then P = P˜ and
∑n
i=1 ri
∂Hj
∂yi
= 0 for
every homogeneous component Hj of total degree j of P . In particular Hj = H˜j
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for every j and
∑n
i=1 ri
∂P
∂yi
= 0.
Proof. Rewrite the equation 2.11 as
P˜ − P =
n∑
i=1
ri
∂P
∂yi
+
1
2!
n∑
j=1
n∑
i=1
rirj
∂2P
∂yj∂yi
+ · · · (2.12)
If P ∈ R then the proposition follows immediately. Assume that P has a mono-
mial whose total degree is ≥ 1. Denote total degree by tdeg and observe that
when the operator ∂
∂yi
is applied to a monomial M of P , tdeg
(
∂M
∂yi
)
=tdeg M−1.
Therefore
∑n
i=1 ri
∂M
∂yi
= 0, as cancellation may occur or tdeg
(∑n
i=1 ri
∂M
∂yi
)
=tdeg
M − 1. Thus ∑ni=1 ri ∂P∂yi = 0 or tdeg(∑ni=1 ri ∂P∂yi ) = tdeg P − 1. Before we prove
that
∑n
i=1 ri
∂P
∂yi
= 0, we observe from our above discussion that the total degree
of the RHS of equation 2.12 is less than the total degree of P . Clearly, P divides
P˜ implies P divides the LHS of equation 2.12 and therefore P divides the RHS
whose total degree is less than that of P . Thus RHS of 2.12 equals 0, that is
n∑
i=1
ri
∂P
∂yi
+
1
2!
n∑
j=1
n∑
i=1
rirj
∂2P
∂yj∂yi
+ · · · = 0 (2.13)
and hence P˜ = P .
Let P =
∑k
j=0Hj, where Hj is the homogenous component of total degree j of
P . Again we observe that if
∑n
i=1 ri
∂Hj
∂yi
6= 0 then the total degree of ∑ni=1 ri ∂Hj∂yi
= j − 1.
Now consider the homogeneous component Hk. We know that the
∑n
i=1 ri
∂Hk
∂yi
= 0 or the total degree of
∑n
i=1 ri
∂Hk
∂yi
is k − 1. Now we will show that he latter
cannot happen. Since
n∑
i=1
ri
∂P
∂yi
=
k∑
l=0
n∑
i=1
ri
∂Hl
∂yi
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we may rewrite equation 2.13 and obtain
−
n∑
i=1
ri
∂Hk
∂yi
=
k−1∑
l=0
n∑
i=1
ri
∂Hl
∂yi
+
1
2!
n∑
j=1
n∑
i=1
rirj
∂2P
∂yj∂yi
+ · · · (2.14)
Since the total degree of the RHS is ≤ k − 2 we conclude that the total degree
of LHS can not be k − 1. Thus ∑ni=1 ri ∂Hk∂yi = 0. Note that ∑ni=1 ri ∂Hk∂yi = 0
implies
∑n
j=1
∑n
i=1 rirj
∂2Hk
∂yj∂yi
= 0 and so on... Therefore from equation 2.11 we
get Hk = H˜k.
Now noting
n∑
j=1
n∑
i=1
rirj
∂2P
∂yj∂yi
=
k−1∑
l=0
n∑
j=1
n∑
i=1
rirj
∂2Hl
∂yj∂yi
and
∑n
i=1 ri
∂Hk
∂yi
= 0, we may rewrite equation 2.14 and obtain
−
n∑
i=1
ri
∂Hk−1
∂yi
=
k−2∑
l=0
n∑
i=1
ri
∂Hl
∂yi
+
1
2!
k−1∑
l=0
n∑
j=1
n∑
i=1
rirj
∂2Hl
∂yj∂yi
+ · · · .
By comparing the total degrees of the LHS and RHS, we conclude that
∑n
i=1
ri
∂Hk−1
∂yi
= 0 and thus Hk−1 = H˜k−1. Similarly we can show that
∑n
i=1 ri
∂Hj
∂yi
= 0
for every j. From this equation it is easy to see that Hi = H˜i for each i and that∑n
i=1 ri
∂P
∂yi
= 0.
Proposition 2.10. For every homogeneous polynomial P ∈ R[y1, · · · , yn] there
is a set {Dj|1 ≤ j ≤ t} of linear forms over R such that P = P˜ for some
(r1, · · · , rn) ∈ Rn if and only if (r1, · · · , rn) ∈ Rn is a solution of the system
{Dj|1 ≤ j ≤ t}.
Proof. Suppose that P = P˜ for some (r1, · · · , rn) ∈ Rn then from proposition
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2.9 we see that
n∑
i=1
ri
∂P
∂yi
= 0. (2.15)
By grouping all the monomials, we could rewrite
∑n
i=1 ri
∂P
∂yi
as
t∑
j=1
Dj(r1, · · · , rn)Xωj ,
where {Dj|1 ≤ j ≤ t} is a system of linear forms over R and Xωj represents a
primitive monomial that appears in
∑n
i=1 ri
∂P
∂yi
. Thus equation 2.15 becomes
t∑
j=1
Dj(r1, · · · , rn)Xωj = 0
and clearly P satisfies equation 2.15 if and only if the the tuple (r1, · · · , rn) ∈ Rn
satisfies the system {Dj|1 ≤ j ≤ t}.
Proposition 2.11. LetR := C[x1, · · · , xm] be a polynomial ring and let D(y1, · · · ,
yn) be a linear form over the ring R with variables y1, · · · , yn. Then there is a sys-
tem {Lj} of linear forms over C such that D(c1, · · · , cn) = 0 for (c1 · · · , cn) ∈ Cn
if and only if (c1 · · · , cn) ∈ Cn is a solution of the system {Lj}
Proof. By viewing the polynomial D(y1, · · · , yn) ∈ R[y1, · · · , yn] as a polynomial
over the ring C[y1, · · · , yn] with variables x1, · · · , xm, we obtain vectors ωj :=
(ωj1, · · ·ωjm) ∈ Wm, where W := N ∪ {0} and linear forms Lj(y1, · · · , yn) ∈
spanC{x1, · · · , xm} such that
D(y1, · · · , yn) =
t∑
j=1
Lj(y1, · · · , yn)Xωj ,
where Xωj is the primitive monomial x
ωj1
1 · · ·xωjmm . Since primitive monomials are
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linearly independent over constants, we see that D(c1, · · · , cn) = 0 if and only if
(c1, · · · , cn) is a solution of the system {Lj|1 ≤ j ≤ t} of linear forms over C.
Proof of theorem 2.8. Let G := G(E|F) and let H ≤ G be the group of all au-
tomorphisms that fixes F〈u〉. Since φ(T ) = T (x1 + c1φ, · · · , xn + cnφ) for any
polynomial T ∈ F[x1, · · · , xn] and φ ∈ G, we observe that G keeps the ring
F[x1, · · · , xn] invariant.
For any σ = (c1σ, · · · , cnσ) ∈ H we have σ(u) = u, that is
σ(P )
σ(Q)
=
P
Q
and thus
σ(P )Q = σ(Q)P. (2.16)
Since (P,Q) = 1, from equation 2.16 we see that P divides σ(P ) and Q divides
σ(Q). Note that σ(P ) = P (x1 +c1σ, · · · , xn+cnσ) and σ(Q) = Q(x1 +c1σ, · · · , xn+
cnσ) and therefore from proposition 2.9 we obtain
σ(P ) = P and σ(Q) = Q. (2.17)
Thus every automorphism that fixes u also fixes P and Q and therefore from
fundamental theorem F〈P,Q〉 = F〈u〉. If both P,Q ∈ F then G fixes u and thus
F〈u〉 = F. Let us assume P /∈ F and consider φ(P ) = P (x1 + c1φ, · · · , xn + cnφ)
for φ ∈ G. Now apply propositions 2.9 and 2.10 with R := F to get linear forms
{Ai|1 ≤ i ≤ s} ⊂ SpanF{x1 · · · , xn} such that Ai(c1φ, · · · , cnφ) = 0 iff φ(P ) = P ,
where φ ∈ G. We also see that such Ai’s are fixed by all φ ∈ G that fixes P
and vice versa. Therefore from the fundamental theorem we conclude that F〈P 〉
= F(Ai|1 ≤ i ≤ s)⊆ F〈u〉. Similarly ifQ /∈ F then one can find these linear forms
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for Q say {Bi|1 ≤ i ≤ t} ⊂ SpanF{x1 · · · , xn} such that F〈Q〉 = F(Bi|1 ≤ i ≤ t)
⊆ F〈u〉. Now u = P
Q
∈ F(Di|1 ≤ i ≤ r), where {Di|1 ≤ i ≤ r} = {Ai|1 ≤ i ≤ s}
∪{Bi|1 ≤ i ≤ t}. On the other hand, both the fields F(Ai|1 ≤ i ≤ s) and
F(Bi|1 ≤ i ≤ t) are subfields of F〈u〉. Thus we see that
F〈u〉 = F(Di|1 ≤ i ≤ t).
Remark 2.12. (Algorithm)
Let F(x1, · · · , xn) be an extension by antiderivatives x1, · · · , xn of F and as-
sume that x1, · · · , xn are algebraically independent over F. Let u = PQ , P,Q ∈
F[x1, · · · , xn] and (P,Q) = 1. To compute the differential field F〈u〉 we do the
following:
1. Observe from equation 2.17 that σ(u) = u if and only if σ(P ) = P and
σ(Q) = Q.
2. To find all linear forms corresponding to P = P (x + c1, · · · , xn + cn) and
Q = Q(x + c1, · · · , xn + cn) we perform steps 2a, 2b and 2c.
2a. From proposition 2.9, we see that P = P (x + c1, · · · , xn + cn) if and only if
n∑
i=1
ci
∂P
∂yi
= 0
and similarly Q = Q(x + c1, · · · , xn + cn) if and only if
n∑
i=1
ci
∂Q
∂yi
= 0.
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2b. We rewrite the above equations as
t∑
j=1
Aj(c1, · · · , cn)Xωj = 0
and
s∑
j=1
Bj(c1, · · · , cn)Yωj = 0,
where {Aj|1 ≤ j ≤ t} ⊂ SpanF{x1, · · · , xn} is a system of linear forms over F and
Xωj represents a primitive monomial that appears in
∑n
i=1 ri
∂P
∂yi
and {Bj|1 ≤ j ≤
s} ⊂ SpanF{x1, · · · , xn} is a system of linear forms over F and Y ωj represents a
primitive monomial that appears in
∑n
i=1 ci
∂Q
∂yi
.
2c. Observe that the displayed equations from 2b holds if and only if Aj(c1,
· · · , cn) = 0 for all 1 ≤ j ≤ t and Bj(c1, · · · , cn) = 0 for all 1 ≤ j ≤ s.
Thus σ(u) = u if and only if σ := (c1σ, · · · , cnσ) is a solution of the system
{Di|1 ≤ i ≤ r} = {Ai|1 ≤ i ≤ s} ∪{Bi|1 ≤ i ≤ t}.
3. Thus the algebraic subgroup of all automorphisms of G that fixes u also fixes
{Dj|1 ≤ j ≤ r} and vice versa. Therefore from the fundamental theorem we
conclude that F〈u〉 equals the differential field F(Dj|1 ≤ j ≤ r).
4. Finally, if F is a fraction field of a polynomial ring R := C[x1, · · · , xs] ⊂ F
then from proposition 2.11 we see that each of the Dj’s can be reduced to a finite
set of linear forms Lji, 1 ≤ i ≤ mj over C and thus F〈u〉 = F(Dj|1 ≤ j ≤ r) =
F(Li|1 ≤ i ≤ m), where {Li|1 ≤ i ≤ m} = ∪rj=1{Lji|1 ≤ i ≤ mj}.
2.4 Extensions by Exponentials of Integrals
Let F be a differential field with an algebraically closed field of constants C. Let
E ⊃ F be an extension by exponentials of integrals e1, · · · , en of F and G the
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group of all differential automorphisms of E over F. Since fi :=
e′i
ei
∈ F, ei satisfies
the first order linear homogeneous differential equation e′i = fiei. For any σ ∈ G,
σ(ei)
′ = fiσ(ei) and thus (
σ(ei)
ei
)′ = 0. Since E is a NNC extension of F, there
is a ciσ ∈ C \ {0} such that σ(ei)ei = ciσ. Thus σ(ei) = ciσei. Also note that the
action of σ on the elements ei completely determines the automorphism σ. For
any φ, σ ∈ G,
φ(σ(ei)) = φ(ciσei) = ciφciσei = ciσciφei = σ(φ(ei)). (2.18)
Thus G is a commutative group and also the map σ 7→ (c1σ, · · · , cnσ) is an
injective algebraic group homomorphism from G to (C \ {0},×)n.
If E = F(e), e
′
e
∈ F then G is an algebraic subgroup of (C \ {0},×). Thus if
G is non trivial then it has to be a finite subgroup of (C \ {0},×). Note that
G could be a finite subgroup of (C \ {0},×); for example, let F = C(x) and let
E = F( n
√
x), n ≥ 2. Then we have the equation
( n
√
x)′ =
1
nx
n
√
x.
Thus E is an extension by an exponential of an integral n
√
x of F. Clearly n
√
x /∈
F(therefore G is not the trivial group) and for any automorphism σ ∈ G
σ( n
√
x) = cσ
n
√
x
⇐⇒ (σ( n√x))n = cnσ( n
√
x)n
⇐⇒ σ(x) = cnσx
⇐⇒ 1 = cnσ
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In fact one can also show that G is the group of nth roots of unity (follows from
the fact that the ordinary Galois group and the differential Galois group are the
same if the extension E of F is finite).
Let M := {∏ki=1 emii |mi ∈ Z∗}, the set of all power products of {ei|1 ≤ i ≤ n}.
We will now prove the following theorem
Theorem 2.13. Let E = F(e1, · · · , en) be an extension of F by exponentials of
integrals e1, · · · , en of F and let e1, · · · , en are algebraically independent over F.
Let u = P
Q
, P,Q ∈ F[e1, · · · , en] and (P,Q) = 1. Then there are power products
pj ∈M, 1 ≤ j ≤ t such that
F〈u〉 = F(p1, · · · , pt).
Moreover, we may explicitly compute the power products pi from P and Q.
Proof. Let G := G(E|F) and let H ≤ G be the group of all automorphisms of
G that fixes u. So, for σ ∈ H we have σ(u) = u and therefore σ(P )Q = σ(Q)P .
Thus P divides σ(P )Q and since (P,Q) = 1, P divides σ(P ) and similarly Q
divides σ(Q).
We may assume either P or Q is not in F; otherwise the differential field F〈u〉 =
F. Assume that P /∈ F and write
P =
r∑
i=1
fmimi, (2.19)
where mi are primitive monomials and fmi ∈ F. Note that
σ(P ) =
r∑
i=1
fmimi(c1σ, · · · , cnσ)mi
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and since ciσ ∈ C \ {0}, mi(c1σ, · · · , cnσ) 6= 0. Thus P and σ(P ) have the same
number terms and every monomial that appears in P also appears in σ(P ) and
vice versa. But P divides σ(P ) and therefore there is a dσ ∈ F such that σ(P ) =
dσP . In fact mi(cσ1, · · · , cσn) = dσ for all i since mi are linearly independent over
F. Thus dσ ∈ C \ {0}.
This shows that mi
m1
is fixed by every σ ∈ H. Thus, from fundamental theorem,
we obtain C〈u〉 ⊃ F(mi
m1
|1 ≤ i ≤ r). Since Q also divides σ(Q), writing Q =∑s
j=1 gnjnj similar to equation 2.19, we conclude that there is a eσ ∈ C\{0} such
that σ(Q) = eσQ. Since σ(
P
Q
) = P
Q
, we have dσ = eσ and thus σ fixes
nj
m1
. Thus
C〈u〉 ⊃ F( nj
m1
|1 ≤ j ≤ t). Now we have
C〈u〉 ⊃ F
(mi
m1
,
nj
m1
|1 ≤ i ≤ r, 1 ≤ j ≤ s
)
.
On the other hand we could write
u =
P
Q
=
∑r
i=1 fmi
mi
m1∑r
j=1 gnj
nj
m1
for all 1 ≤ i, j ≤ r. Hence from fundamental theorem it follows that
F〈u〉 = F(p1, · · · , pt),
where {p1, · · · , pt} = {mim1 ,
nj
m1
|1 ≤ i ≤ r, 1 ≤ j ≤ s}.
Now we will prove a theorem which is a combination of theorems 2.8 and 2.13. The
following theorem also contains a procedure to compute the differential subfields
of extensions by antiderivatives and exponentials of integrals.
Theorem 2.14. Let E ⊂ F be a NNC extension and let E = F(x1, · · · , xn,
30
e1 · · · , em), where x′i ∈ F, e
′
i
ei
∈ F and x1, · · · , xn, e1 · · · , em are algebraically inde-
pendent over F. Let u ∈ E and suppose that u = P
Q
, where P,Q ∈ F[x1, · · · , xn,
e1 · · · , em] and (P,Q) = 1. Then for i = 1, 2, · · · , t and j = 1, 2, · · · s there are
F− linear forms di over the set {xi|1 ≤ i ≤ n} and power products pj over the
set {ei|1 ≤ i ≤ m} such that
F〈u〉 = F(di, pj|1 ≤ i ≤ t, 1 ≤ j ≤ s).
Moreover these forms can be explicitly computed from the polynomials P and Q.
Proof. Let u 6= 0 and u = P
Q
∈ F[x1, · · · , xn, e1 · · · , em], (P,Q) = 1. Rewrite
P and Q as polynomials over the ring F[x1, · · · , xn][e1 · · · , em]. That is P =∑k
i=0 amimi, Q =
∑l
i=0 bnini, where ami , bni ∈ F[x1, · · · , xn] and amk and bnl are
non zero. Now divide through P and Q by amk . Thus we obtain
u =
P
Q
=
∑k
i=0
ami
amk
mi∑l
i=0
bni
amk
ni
(2.20)
and now the polynomials P,Q becomes polynomials over the ring K[e1, · · · , em],
where K := F(x1, · · · , xn). Hereafter we will call
∑k
i=0
ami
amk
mi as P and
∑l
i=0
bni
amk
ni
as Q. Note that P and Q are relatively prime in the ring K[e1, · · · , em].
We observe that E ⊇ F is a P-V extension and let G be the group of differential
automorphisms of E ⊇ F. Thus there is a subgroup H ≤ G such that F〈u〉 is the
fixed field of H. Let σ ∈ H. Then σ(u) = u and therefore we obtain
σ(P )Q = σ(Q)P. (2.21)
Since (P,Q) = 1 in K[e1, · · · , em], P divides σ(P ) and Q divides σ(Q).
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We observe that
σ(P ) =
k∑
i=0
σ(ami)
σ(amk)
mi(c1σ, · · · , cmσ)mi,
σ(Q) =
l∑
i=0
σ(bni)
σ(amk)
ni(c1σ, · · · , cmσ)ni
and that
σ(ami )
σ(amk )
∈ K since K is a normal extension of F, and mi(c1σ, · · · , cmσ) ∈ C.
Therefore σ(P ), σ(Q) ∈ K[e1, · · · , en].
Claim: σ(
ami
amk
) =
ami
amk
, σ(
bni
amk
) =
bni
amk
, σ(mi
mk
) = mi
mk
and σ( ni
mk
) = ni
mk
.
From the facts that P divides σ(P ),
P =
k∑
i=0
ami
amk
mi and σ(P ) =
k∑
i=0
σ(ami)
σ(amk)
mi(c1σ, · · · , cmσ)mi,
we see σ(P ) = mk(c1σ, · · · , cmσ)P . Since mi are linearly independent over K, for
each i, we have
σ(ami)
σ(amk)
=
mk(c1σ, · · · , cmσ)
mi(c1σ, · · · , cmσ)
ami
amk
.
Observe that ami ∈ F[x1 · · · , xn] and now replace amiamk by
αmi
βmi
, where αmi :=
ami
gi
,
gi := (ami , amk) and βmi :=
amk
gi
. Thus we have
σ(αmi)βmi =
mk(c1σ, · · · , cmσ)
mi(c1σ, · · · , cmσ)αmiσ(βmi). (2.22)
Clearly (αmi , βmi) = 1 and since
mk(c1σ ,··· ,cmσ)
mi(c1σ ,··· ,cmσ) ∈ C, we have αmi divides σ(αmi) and
βmi divides σ(βmi). Apply proposition 2.9 and obtain σ(αmi) = αmi , σ(βmi) = βmi
and thus from equation 2.22 we have
mi(c1σ, · · · , cmσ)
mk(c1σ, · · · , cmσ) = 1.
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From this equation it is clear that
σ(
mi
mk
) =
mi
mk
. (2.23)
Since σ(
αmi
βmi
) =
αmi
βmi
, we have σ(
ami
amk
) =
ami
amk
for each i. The claims σ(
bni
amk
) =
bni
amk
and σ( ni
mk
) = ni
mk
follows similarly.
We may apply theorem 2.8 for each αmi and βmi and obtain F− linear forms
over {x1, · · · , xn} so that the differential fields F〈αmi〉 and F〈βmi〉 equals the
field generated by their corresponding linear forms. Thus we have linear forms
{Di1, · · · , Diti} such that
F〈αmi
βmi
〉 = F〈αmi , βmi〉 = F(Di1, · · · , Diti).
Note that
αmi
βmi
=
ami
amk
and therefore
F〈 ami
amk
〉 = F(Di1, · · · , Diti).
Similarly we can obtain linear forms {Ej1, · · · , Ejsj} so that
F〈 bnj
amk
〉 = F(Ej1, · · · , Ejsj).
Let {di|1 ≤ i ≤ t} = {Di1, · · · , Diti} ∪ {Ej1, · · · , Ejsj}, {p1, · · · , ps} = {mi|1 ≤
i ≤ k}∪{nj|1 ≤ j ≤ l} and p1 := mk. Then writing
u =
∑k
i=0
ami
amk
mi
mk∑l
i=0
bni
amk
ni
mk
,
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we immediately see that
σ(u) = u⇔ σ(di) = di, σ( pi
p1
) =
pi
p1
.
Hence the theorem.
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Chapter 3
Tower of Extensions by
Antiderivatives
Let F be a differential field with an algebraically closed field of Constants C
and let F∞ be a complete Picard-Vessiot closure of F (every homogeneous linear
differential equation over F∞ has a full set of solutions in F∞ and it has C as its
field of constants and F∞ is minimal with respect to these properties). All the
differential fields under consideration are subfields of F∞.
A differential field E is called a tower of extension by antiderivatives (or an
extension by iterated antiderivatives) of F if there are differential fields Ei, 0 ≤
i ≤ n such that
E := En ⊇ En−1 ⊇ · · · ,⊇ E1 ⊇ E0 := F
and Ei is an extension by antiderivatives of Ei−1 for each 1 ≤ i ≤ n.
Theorem 3.1. Let M ⊇ F be differential fields and let
E := En ⊃ En−1 ⊃ · · · ⊃ E1 ⊃ E0 := F
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be a tower of extensions by antiderivatives. Then u ∈ E is algebraic over M only
if u ∈M.
Proof. We will use an induction on n to prove this theorem. Consider the tower
M · E := M · En ⊇M · En−1 ⊇ · · · ⊇M · E1 ⊇M.
Clearly, the above tower is a tower of extension by antiderivatives. Suppose that
u ∈ E is algebraic over M .
Observe that u ∈ M · E and assume that if u ∈ M · En−1 then u ∈ M(this
is our induction hypothesis). Clearly, M · E is a Picard-Vessiot (extension by
antiderivatives)extension of M·En−1 and the differential Galois G(M·E|M·En−1)
is isomorphic to (C,+)m for some m ∈ N. Note that u is algebraic over M ·En−1
since M·En−1 ⊇M. We also observe that the index [M·En−1〈u〉,M·En−1] <∞.
Then from the fundamental theorem we should have a finite algebraic subgroup of
G(M ·E|M ·En−1) w (C,+)m fixing M ·En−1〈u〉. Since the only finite algebraic
subgroup of (C,+)m is the trivial group, we obtain M · En−1〈u〉 = M · En−1
and thus u ∈ M · En−1. Now we apply our induction hypothesis to prove the
theorem.
Note that we require M only to be a differential subfield of F∞. We note a
corollary of the above theorem here; if E ⊇M ) K ⊇ F are differentials fields and
E is a tower of extension by antiderivatives of F then M is purely transcendental
over K.
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3.1 Generating Algebraically Independent An-
tiderivatives
Proposition 3.2. Let F(x1, · · · , xl) ⊃ F be an extension by antiderivatives
x1, · · · , xl of F and suppose that x1, · · · , xl are algebraically independent over F.
If R ∈ F[x1, · · · , xl] is an irreducible polynomial then the polynomials R and R′
are relatively prime.
Proof. Let R ∈ F[x1, · · · , xl] be an irreducible polynomial. Suppose that R′ and
R are not relatively prime. Then R, being irreducible, has to divide R′. Observe
that the total degree of R′ is ≤ the total degree of R and since R divides R′, the
total degree of R equals the total degree of R′. Thus
R′ = fR
for some f ∈ F. Let G be the differential Galois group of F(x1, · · · , xl) over
F and let σ ∈ G. We observe that σ(xi) = si + ciσ, ciσ ∈ C and therefore
σ(R) = R(x1 + c1σ, · · · , xl + clσ). We also observe that R′ = fR implies σ(R) =
cσR for some cσ ∈ C× see section 2.4. Then R divides σ(R) and thus from
proposition 2.9 we obtain σ(R) = R. Thus every automorphism of G has to fix
R and since F(x1, · · · , xl) is a Picard-Vessiot extension of F, we obtain R ∈ F, a
contradiction.
Theorem 3.3. Let F(x1, · · · , xl) ⊃ F be an extension by antiderivatives x1, · · · , xl
of F. Let S, T ∈ F[x1, · · · , xn] be relatively prime polynomials and assume that T
has an irreducible factor R ∈ F[x1, · · · , xl] such that R2 does not divide T . Then
there is no y ∈ F(x1, · · · , xl) such that y′ = ST .
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Proof. Suppose that there is a y ∈ F(x1, · · · , xl) such that y′ = ST . There are
relatively prime polynomials P,Q ∈ F[x1, · · · , xl] such that y = PQ . Thus taking
the derivative we arrive at
Q2S = T (P ′Q−Q′P ). (3.1)
Note that R is an irreducible factor of T and therefore from the above equation
R divides Q2S. Since S and T are relatively prime, R has to divides Q2, which
implies R divides Q. Let n be the largest integer so that Rn divides Q. Then
Rn+1 divides Q2 and again from the above displayed equation, Rn+1 divides
T (P ′Q − Q′P ). Note that R divides T but R2 does not and thus Rn divides
P ′Q − Q′P . Since Rn divides Q, and P and Q are relatively prime, we obtain
Rn divides Q′. Let H ∈ F[x1 · · · , xl] be a polynomial such that Q = RnH.
Note that R and H are relatively prime polynomials. Then Rn divides Q′ =
nRn−1R′H + RnH ′, which implies R divides R′, which contradicts proposition
3.2.
Let E ⊃ F be differential fields and let x1, · · · , xl ∈ E be algebraically independent
antiderivatives of F.
Definition 3.4. An antiderivative y ∈ F∞ of F(x1, · · · , xl) is called an Irreducible-
explicit(I-E)antiderivative if y′ = A
CB
, where A,B,C ∈ F[x1, · · · , xl], (A,B) =
(B,C) = (C,A) = 1 and C is an irreducible polynomial.
We also note from proposition 3.3 that such a y /∈ F(x1, · · · , xl).
Definition 3.5. For each i = 1, 2, · · · ,m let yi ∈ U be an antiderivative of AiCiBi ,
where Ci, Ai, Bi ∈ F[x1, · · · , xl],(Ai, Bi) =(Bi, Ci) =(Ci, Ai) = 1, and satisfying
the following conditions;
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C1: Ci is an irreducible polynomial, Ci - Cj if i 6= j and Ci - Bj for any
1 ≤ i, j ≤ m.
C2: for every 1 ≤ i ≤ m there is an element xCi ∈ {x1, · · · , xl} such that the
partial ∂Ci
∂xCi
6= 0 and ∂Ai
∂xCi
= ∂Bi
∂xCi
= 0.
We call y1, · · · , ym a J-I-E(Joint-Irreducible-Explicit) antiderivatives of F(x1,
· · · , xl). We call the differential field F(y1, · · · , ym, x1, · · · , xl), a 2-tower J-I-E
extension of F.
The following theorem shows any set of antiderivatives y1, · · · , ym of F(x1, · · · , xl),
y′i =
Ai
CiBi
, becomes algebraically independent over F(x1, · · · , xl) once it satisfies
C1 (see theorem 3.6) and thus J-I-E antiderivatives of F(x1, · · · , xl) are alge-
braically independent F(x1, · · · , xl).
Theorem 3.6. Let E ⊇ F be differential fields, x1, · · · , xl ∈ E be antiderivatives
of F and assume that x1, · · · , xl are algebraically independent over F. For each
i = 1, · · · ,m let Ai, Bi, Ci ∈ F[x1, · · · , xl], (Ai, Bi) = (Ai, Ci) = (Bi, Ci) = 1 be
polynomials satisfying the following condition
C1: Ci is an irreducible polynomial, Ci - Cj if i 6= j and Ci - Bj for any
1 ≤ i, j ≤ m.
Let y1, · · · , ym ∈ F∞ be antiderivatives of F(x1, · · · , xl) with y′i = AiCiBi . Then
y1, · · · , ym are algebraically independent over F(x1, · · · , xl).
Proof. Suppose that y1, · · · , ym are algebraically dependent over F(x1, · · · , xl).
Then Kolchin-Ostrowski theorem guarantees constants α1, · · · , cm ∈ C, not all
zero, such that
∑m
i=1 αiyi ∈ F(x1, · · · , xl). Assume that α1 6= 0.
First we note that if
∑m
i=1 αiyi ∈ C then
∑m
i=1 αi
Ai
CiBi
= 0 and now writing
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∑m
i=2 αi
Ai
CiBi
= F
G
, F,G ∈ F[x1, · · · , xl], we obtain
α1
A1
C1B1
= −F
G
=⇒ α1A1G = −FC1B1.
Since A1 6= 0, we obtain F 6= 0 and thus we may assume F and G are relatively
prime polynomials. Clearly, C1 divides A1G and since A1 and C1 are relatively
prime, C1 divides G. On the other hand
∑m
i=2 αi
Ai
CiBi
= F
G
implies G divides∏m
i=2CiBi, which implies C1 divides
∏m
i=2CiBi contradicting the condition C1.
Thus
∑m
i=1 αiyi ∈ F(x1, · · · , xl) \C.
Let P,Q ∈ F[x1, · · · , xl] be relatively prime polynomials such that
m∑
i=1
αiyi =
P
Q
. (3.2)
Let S, T ∈ F[x1, · · · , xl] be polynomials such that ST = (PQ)′ =
∑m
i=1 αi
Ai
CiBi
. We
know that
∑m
i=1 αiyi /∈ C and therefore S 6= 0 and thus we may assume S and
T are relatively prime. Since α1 6= 0, we see that C1 divides T . And, T divides∏m
i=1CiBi and that Ci, Bi satisfies condition C1 implies C
2
1 does not divide T .
Thus P,Q, S and T satisfies the hypothesis of theorem 3.3. But, taking the
derivative of equation 3.2 we obtain (P
Q
)′ = S
T
, which contradicts theorem 3.3.
Theorem 3.7. Let E ⊇ F be a NNC extension. If there is an x ∈ E\F such that
x′ ∈ F then for any n ∈ N and distinct α1, · · · , αn ∈ C, the elements yi ∈ F∞ such
that y′αi =
1
x+αi
are algebraically independent over F(x). Moreover, the differential
field F(yα, x), where y
′
α =
1
x+α
and α ∈ C is not imbeddable in any Picard-Vessiot
extension of F.
Proof. The algebraic independency of yi’s follows immediatedly for theorem 3.6.
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Suppose that there is an α ∈ C such that E ⊃ F(yα, x) ⊃ F for some Picard-
Vessiot extension E of F. Note that F(x) is a Picard-Vessiot sub-extension of E ⊃
F with differential Galois group G(F(x)|F) w (C,+), and every automorphism
of F(x) fixing F lifts to an automorphism of E over F. In particular, there is an
automorphism σ ∈ G(E|F) such that σ(x) = x+c for some c 6= 0. Observing that
y′α =
1
x + α
=⇒ σi(yα)′ = 1
x + α + ic
and that σ ∈ G(E|F), we obtain yα+ic := σi(yα) ∈ E. Since α+ ic are distinct for
1 = 1, 2, · · · ,m, the elements yα+c, yα+2c, · · · ∈ E are algebraically independent
over F. Thus we obtain a contradiction to the fact that a Picard-Vessiot extension
has a finite transcendence degree over.
Remark 3.8. Thus if E ⊇ F are differential fields such that x ∈ E \ F and x′ ∈ F
then the differential field F(yα, x), y
′
α =
1
x+α
and α ∈ C is not imbeddable in any
Picard-Vessiot extension of F and thus yα /∈ F1. We may apply the above theorem
again for the element yα with F1 as the ground field. Then for any zβ ∈ F∞ such
that z′β =
1
yα+β
, β ∈ C, we obtain that the differential field F1(zβ, yα) is not
imbeddable in any Picard-Vessiot extension of F1 and thus zβ /∈ F2. A repeated
application of the theorem proves the following: If F is a differential field that
has a proper extension by antiderivatives then for given any n, Fn has proper
extensions by antiderivatives.
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3.2 Differential Subfields of J-I-E Tower
In the next section we will prove a structure theorem for the differential subfields
of a certain tower of extensions by antiderivatives, namely J-I-E extensions. These
towers are made by adjoining J-I-E antiderivatives.
As usual, let C be an algebraically closed-characteristic zero field, F be a dif-
ferential field with field of constants C and let F∞ be a complete Picard-Vessiot
closure with C as its field of constants.
3.2.1 Automorphisms of J-I-E towers
Let y11, · · · , y1n1 be algebraically independent antiderivatives of F and for i =
1, 2, · · · , k, let Ei := Ei−1(yi1, yi2, · · · , yini), where E0 := F and for i ≥ 2
yi1, yi2, · · · , yini are I-E antiderivatives of Ei−1, that is, y′ij = AijCijBij and for each
2 ≤ i ≤ k and for all 1 ≤ j ≤ ni, Aij, Bij,Cij ∈ Ei−2[yi−11, · · · , yi−1ni−1 ] are
polynomials such that (Aij, Bij) = (Bij, Cij) = (Aij, Cij) = 1 and satisfying con-
ditions C1 and C2. Let Ii := {yij|1 ≤ j ≤ ni}, Λt := SpanC ∪ti=1 Ii, Λ0 = {0}
and E := Ek. We will also recall the conditions C1 and C2 here
C1: Cij is an irreducible polynomial for each i, j. For every i, Cis - Cit (that is,
they are non associates)if s 6= t and Cis - Bit for any 1 ≤ s, t ≤ ni.
C2: for every 1 ≤ j ≤ ni there is an element yCij ∈ {yi−11, · · · , yi−1ni−1} such
that the partial
∂Cij
∂yCij
6= 0 and ∂Aij
∂yCij
=
∂Bij
∂yCij
= 0.
Definition 3.9. We call
E := Ek ⊃ Ek−1 ⊃ · · · ⊃ E2 ⊃ E1 ⊃ E0 := F (3.3)
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a tower of extensions by J-I-E antiderivatives. Note that E1 is an ordinary an-
tiderivative extension of F.
Let G∞ := G(F∞|F), the group of all differential automorphisms of the complete
Picard-Vessiot closure F∞ of F. We will show that the group of differential
automorphisms G(E|F) is isomorphic to the additive group (C,+)δ for some δ ≤
tr.d E|F. Moreover, the action of G(E|F) on E is given by σ(yij) = yij + cijσ,
cijσ ∈ C.
Lemma 3.10. For any σ ∈ G∞ and t ≥ 2 the elements of It, namely, yt1, yt2,
· · · , ytnt are J-I-E antiderivatives of the differential field Et−1(σ(Et−1)), which is
the compositum of differential fields Et−1 and σ(Et−1).
Proof. We observe that Et−1(σ(Es)) = Et−1(∪si=1σ(Ii)) and since σ(y1j) = y1j +
cjσ, Et−1(σ(I1)) = Et−1. For 2 ≤ s ≤ t − 1, let Iσs ⊂ σ(Is) be a tran-
scendence base of the differential field Et−1(σ(Es)) over Et−1(σ(Es−1)). Note
that σ(Is) consists of antiderivatives of Et−1(σ(Es−1)) and that Et−1(σ(Es−1))
(σ(Is)) = Et−1(σ(Es)). Thus, Et−1(σ(Es)) is an extension by antiderivatives of
Et−1(σ(Es−1)) and therefore, Et−1(σ(Es−1))(Iσs ) = Et−1(σ(Es)) for each 1 ≤ s ≤
t− 1.
Thus Et−1(σ(Et−1)) = Et−1(∪t−1i=1Iσi ). Since Et−1 = Et−2(yt−11, · · · , yt−1nt−1),
yt−11, · · · , yt−1nt−1 are algebraically independent over Et−2(because they are J-I-
E antiderivatives) and the set ∪t−1i=1Iσi is algebraically independent over Et−1, we
obtain that yt−11, · · · , yt−1nt−1 are algebraically independent over Et−2(∪t−1i=1Iσi ).
Also note that
Et−2(∪t−1i=1Iσi ) = Et−2σ(Et−2)(Iσt−1)
and that the elements of Iσt−1 are antiderivatives of Et−2σ(Et−2). Thus Et−2(∪t−1i=1Iσi )
is a differential field which is also a fraction field of the polynomial ring Et−2[∪t−1i=1Iσi ].
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We will now show that yt1, yt,2, · · · , yt,nt are J-I-E antiderivatives of the com-
positum Et−1 σ(Et−1). Since yt1, yt,2, · · · , yt,nt are J-I-E antiderivatives of Et−1,
there are polynomials At−1j, Bt−1j, Ct−1j ∈ Et−2[yt−11, yt−1,2, · · · , yt−1,nt−1 ] such
that (At−1j, Bt−1j) = (Bt−1j, Ct−1j) = (At−1j, Ct−1j) = 1 and satisfying conditions
C1 and C2. We observe that all the above conditions on At−1j, Bt−1j and Ct−1j
holds in the polynomial ring Et−2[∪t−1i=1 Iσi , yt−11, yt−1,2, · · · , yt−1,nt−1 ] as well and
therefore by “Gauss’ lemma” these conditions hold in the ring
Et−2(∪t−1i=1Iσi )[yt−11, yt−1,2, · · · , yt−1,nt−1 ].
Thus yt1, yt,2, · · · , yt,nt become J-I-E antiderivatives of the field
Et−2(∪t−1i=1Iσi , yt−11, yt−1,2, · · · , yt−1,nt−1) = Et−1σ(Et−1).
Theorem 3.11. Let M be a differential subfield of F∞, x1, · · · , xl ∈ F∞ be alge-
braically independent antiderivatives of M and for i = 1, 2, · · · ,m let yi ∈ F∞
be J-I-E antiderivatives of M(x1, · · · , xl) ( that is, y′i = AiBiCi , where Ai, Bi and
Ci satisfies conditions (Ai, Bi) =(Bi, Ci) =(Ai, Ci) = 1, C1 and C2). Suppose
that there is a subgroup H of G∞ of differential automorphisms fixing M and an
element s :=
∑e
i=1 αiyi ∈ M(y1, · · · , ym, x1, · · · , xl), αi ∈ C such that for every
σ ∈ H, σ(s) ∈ M(y1, · · · , ym, x1, · · · , xl). Then every σ ∈ H fixes Ai, Bi and Ci
whenever αi 6= 0, that is σ(yi) = yi + ciσ, for some ciσ ∈ C. In particular, for
every σ ∈ H there is a cσ := s(c1σ, · · · , clσ) ∈ C such that σ(s) = s + cσ.
Proof. If H is the trivial group then the proof is trivial. Assume that H is a
nontrivial group. Since x′i ∈ M, M(x1, · · · , xl) is an extension by antiderivatives
44
of M and thus the differential field M(x1, · · · , xl) is preserved by H. In particular
σ( Ai
CiBi
) ∈M(x1, · · · , xl). Then M(y1, · · · , ym, x1, · · · , xl) has m+1 antiderivatives∑e
i=1 αiσ(yi), y1, · · · , ym of M(x1, · · · , xl) and therefore the antiderivatives has to
be algebraically dependent over M(x1, · · · , xl). Now from the Kolchin-Ostrowski
theorem we have constants γi, 1 ≤ i ≤ m+ 1 not all zero such that
m∑
i=1
γiyi + γm+1
e∑
i=1
αiσ(yi) ∈M(x1, · · · , xl). (3.4)
Note that if γm+1 = 0 then yi’s become algebraically dependent over M(x1, · · · , xl),
which is not true. so γm+1 6= 0 and thus we may assume γm+1 = 1(dividing
through the equation 3.4 by γm+1).
First we will show that σ(Ci) = Ci for all σ ∈ H whenever α 6= 0. Then we will
use this to show that H indeed fixes Ai as well as Bi whenever αi 6= 0.
Suppose that there is a ρ ∈ H and an i, 1 ≤ i ≤ m such that αi 6= 0 and
ρ(Ci) 6= Ci. For convenience, let us assume that i = 1. The automorphism ρ
acts on the ring M[x1, · · · , xl] by sending xi → xi + ciρ and if ρ is nontrivial then
clearly ρ has an infinite order. Thus we have ρ(C1) = C1(x1 + c1ρ, · · · , xl + clρ).
From proposition 2.9 we see that C1 divides ρ(C1) only if C1 = ρ(C1) and thus
ρ(C1) and C1 are not associates (over M). In fact, for any i, j ∈ N ∪ {0}, i 6= j,
the elements ρi(C1) and ρ
j(C1) are non-associates. Since every polynomial in
M[x1, · · · , xl] has finitely many (non-associate) irreducibles and ρi(C1) is also an
irreducible for each i ∈ N, there is a j ∈ N such that
ρj(C1) - B1B2 · · ·Bm.
We also note that ρj(C1) - ρj(Bj) for any 1 ≤ j ≤ m and ρj(C1) - ρj(Ci) for any
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i 6= 1; otherwise C1|Bj, or C1|Ci for some i 6= 1 and in either case, contradicts
the condition C1. Thus
ρj(C1) does not divide B1
m∏
i=2
Biρ
j(Bi)ρ
j(Ci). (3.5)
The equation 3.4 is true for all σ ∈ H and thus there are polynomials A,B ∈
M[x1, · · · , xl]
m∑
i=1
γiyi +
e∑
i=1
αiρ
j(yi) =
A
B
.
Let S, T ∈M[x1, · · · , xl] be relatively prime polynomials such that
α1
ρj(A1)
ρj(C1)ρj(B1)
+
m∑
i=1
γi
Ai
CiBi
+
e∑
i=2
αi
ρj(Ai)
ρj(Ci)ρj(Bi)
=
S
T
(3.6)
and let F,G ∈M[x1, · · · , xl] be relatively prime polynomials such that
F
G
= −
m∑
i=1
γi
Ai
CiBi
+
e∑
i=2
αi
ρj(Ai)
ρj(Ci)ρj(Bi)
. (3.7)
Note that
G divides B1
m∏
i=2
Biρ
j(Bi)ρ
j(Ci) (3.8)
Suppose that S = 0. Then
α1
ρj(A1)
ρj(C1)ρj(B1)
=
F
G
=⇒ α1ρj(A1)G = ρj(C1)ρj(B1)F. (3.9)
Since A1 is a non zero polynomial, so is ρ
j(A1) and thus α1 6= 0 implies F 6= 0.
From equation 3.9 we obtain ρj(C1) divides G and now equation 3.8 contradicts
equation 3.5.
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Thus S 6= 0. Substituting equation 3.7 in equation 3.6 we obtain
α1
ρj(A1)
ρj(C1)ρj(B1)
− F
G
=
S
T(
α1ρ
j(A1)G− ρj(C1)ρj(B1)F
)
T = SGρj(C1)ρ
j(B1). (3.10)
From the above equation 3.10 we obtain ρj(C1) divides α1ρ
j(A1)GT . Again
equations 3.8 and 3.5 guarantees ρj(C1) does not divide G and clearly ρ
j(C1)
does not divide ρj(A1). Therefore ρ
j(C1) divides T , which implies that ρ
j(C1)
is an irreducible factor of T . Thus we have produced polynomials A,B, S, T ∈
M[x1, · · · , xn] contradicting theorem 3.3. Hence σ(Ci) = Ci for all σ ∈ H.
Now we will show that H fixes Ai and Bi for every i.
Assume that α1 6= 0 and pick a σ ∈ H. Note that σ(C1) = C1 and that σ is
an automorphism, therefore C1 6= σ(Cj) for any j 6= 1. If P ∈M[x1, · · · , xl] is a
polynomial and C1 divides σ(P ) then σ
−1(C1) divides P . But σ(C1) = C1 implies
σ−1C1 = C1 and therefore C1 divides P . Hence we note that
C1 does not divide B1
m∏
i=2
Biσ(Bi)σ(Ci). (3.11)
Take the derivative of equation 3.4 to obtain
B2
(
m∑
i=2
γi
Ai
CiBi
+
e∑
i=2
αi
σ(Ai)
σ(Ci)σ(Bi)
+ γ1
A1
C1B1
+ α1
σ(A1)
C1σ(B1)
)
= BA′ − AB′.
(3.12)
Let F,G ∈M[x1, · · · , xl] be relatively prime polynomials such that
m∑
i=2
γi
Ai
CiBi
+
e∑
i=2
αi
σ(Ai)
σ(Ci)σ(Bi)
=
F
G
, (3.13)
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and let S, T ∈M[x1, · · · , xl] be relatively prime polynomials such that
γ1
A1
C1B1
+ α1
σ(A1)
C1σ(B1)
+
F
G
=
S
T
(3.14)
Note that (A
B
)′ = S
T
and that
G divides
m∏
i=2
Biσ(Bi)σ(Ci). (3.15)
We rewrite equation 3.14 as
TG (γ1A1σ(B1) + α1σ(A1)B1) + TFC1σ(B1)B1 = SGC1σ(B1)B1 (3.16)
Again, we will split our into two cases; S 6= 0 and S = 0. In both the cases,
we will show that C1 divides γ1A1σ(B1) + α1σ(A1)B1. Assume for a moment
that we proved C1 divides γ1A1σ(B1)+α1σ(A1)B1. Then from C2 we have xC1 ∈
{x1, · · · , xl} such that ∂C1∂xC1 6= 0 and
∂A1
∂xC1
= ∂B1
∂xC1
= 0. Since σ(xi) = xi+ciσ for some
ciσ ∈ C, σ is an automorphism of the ring M[{x1, · · · , xl} \ {xC1}] and therefore
γ1A1σ(B1) +α1σ(A1)B1 ∈M[{x1, · · · , xl} \ {xC1}]. Thus C1 divides γ1A1σ(B1) +
α1σ(A1)B1 implies γ1A1σ(B1) +α1σ(A1)B1 = 0, that is, σ
(
A1
B1
)
= − γ1
α1
A1
B1
. Then
A1 divides σ(A1) and B1 divides σ(B1) and therefore from proposition 2.9 we
obtain σ(A1) = A1 and σ(B1) = B1.
Let us show that C1 divides γ1A1σ(B1) + α1σ(A1)B1.
Case S 6= 0:
From equation 3.16 we observe that C1 divides TG (γ1A1σ(B1) + α1σ(A1)B1)
and from equations 3.15 and 3.11 that C1 does not divide G and therefore C1
has to divide T (γ1A1σ(B1) +α1σ(A1)B1). If C1 divides T then the polynomials
A,B, S, T ∈M[x1, · · · , xl] contradicts theorem 3.3. Thus C1 divides γ1A1σ(B1) +
48
α1σ(A1)B1.
Case S = 0: From equation 3.16 we have
G (γ1A1σ(B1) + α1σ(A1)B1) = −FC1σ(B1)B1.
As noted earlier, C1 does not divideG and thus C1 divides γ1A1σ(B1)+α1σ(A1)B1.
Thus we see that for every σ ∈ H, σ(Ai) = Ai, σ(Bi) = B1 and σ(Ci) = Ci and
therefore
(σ(yi))
′ = σ
(
Ai
CiBi
)
=
Ai
CiBi
.
Since y′i =
Ai
CiBi
, we obtain σ(yi) = yi + ciσ for some ciσ ∈ C. Clearly, for every
σ ∈ H, σ(s) = s + cσ where cσ := s(c1σ, · · · , clσ) ∈ C.
Before we classify the differential subfields of a general J-I-E tower we will first
work with a two step tower.
Theorem 3.12. Let F(x1, · · · , xl) ⊃ F be an extension by algebraically inde-
pendent antiderivatives x1, · · · , xl of F. Let y1, · · · , ym be J-I-E antiderivatives
of F(x1, · · · , xl). Then every differential subfield of F(y1, · · · , ym, x1, · · · , xm) is
of the form F(S,T), where S and T are finite subsets of spanC{y1, · · · , ym,
x1, · · · , xl} and spanC{x1, · · · , xm} respectively.
Proof. Let E := F(y1, · · · , ym, x1, · · · , xl), L := F(x1, · · · , xl) and E ⊇ K ⊇ F be
an intermediate differential field. Note that L is an extension by antiderivatives
of F and L ⊇ K ∩ L ⊇ F is an intermediate subfield. Thus there is a finite set
T ⊂ spanC{x1, · · · , xl}, algebraically independent over F such that K∩L = F(T).
Let T ⊂ {x1, · · · , xl} be a transcendence base of L over F(T). We observe that
F(T,T) = L, |T |+ |T | = l, and T is algebraically independent over K; otherwise,
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T becomes algebraically dependent over K ∩ L = F(T) which contradicts the
choice of T.
Thus K(x1, · · · , xl) = K(T). We observe that E ⊇ K(T) ⊃ L and that E is
a (Picard-Vessiot) extension by antiderivatives of L. Thus there is a finite set
S] ⊂ spanC{y1, · · · , ym} such that K(T) = L(S]). We may also assume that S]
is algebraically independent over L. Since K(T) is a (Picard-Vessiot) extension
by antiderivatives of K, for every s ∈ S] and ρ ∈ G := G(K(T)|K), the element
ρ(s) ∈ K(T). Thus ρ(s) ∈ E for every ρ ∈ G and for every s ∈ S].
We have
L −−−→ K(T)y y
F −−−→ K
where are arrows are inclusions. Thus there is a natural injective map φ :
G(K(T)|K)→G(L|F) of algebraic groups such that ρ(xi) = φ(ρ)(xi) for all ρ ∈
G(K(T)|K), and there is an algebraic subgroup H of G(L|F) such that the image
φ(G(K(T)|K)) = H. Note that the action of ρ on xi completely determines ρ for
all ρ ∈ G(K(T)|K).
Thus σ(s) ∈ E for every σ ∈ H and for every s ∈ S]. Now from theorem
3.11 we obtain σ(s) = s + cσ for all σ ∈ H, cσ ∈ C. Thus s′ ∈ LH and in
particular σ(s′) = s′ for all σ ∈ H. Since ρ(xi) = φ(ρ)(xi) for all ρ ∈ G and φ is
surjective, ρ(s′) = s′ for every ρ ∈ G and therefore s′ ∈ KG = K. Then s ∈ K(T)
is an antiderivative of F and therefore the set T ∪ {s} has to be algebraically
dependent over K. From The Kolchin-Ostrowski theorem, there is an element
ts ∈ spanCT such that s + ts ∈ K. We also observe that s′ ∈ K and s′ ∈ L
and therefore s′ ∈ F(T). Now we let S := {s + ts|s ∈ S]} and observe that
K ⊃ F(S,T) ⊃ F(T) ⊃ F. Let S ⊂ {y1, · · · , ym} be a transcendence base of E
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over K(T) = L(S]). Then |S|+ |S]| = m and in particular L(S ∪ S]) = E.
We know that
tr.d E|F = tr.d E|K + tr.d K|F(S, T ) + tr.d F(S, T )|F (3.17)
tr.dE|K = |S| + |T| and tr.d F(S,T)|F = |S| + |T|. Note that |S| = |S]| and
that |S| + |T| + |S]| + |T| = tr.d E|F = l + m. Thus tr.d E|F = |S| + |T|
+|S|+ |T| = tr.d E|K+tr.d F(S, T )|F and therefore from equation 3.17 we obtain
tr.d K|F(S, T ) = 0. Thus K is algebraic over F(S,T). Now letting M := F(S,T)
and applying theorem 3.12, we obtain K = F(S,T).
Theorem 3.13. If there is an s =
∑nt
j=1 αtjytj +
∑t−1
i=1
∑ni
j=1 αijyij ∈ Λt \ Λt−1
for some 1 ≤ t ≤ k and a subgroup H of G(F∞|F) such that for every σ ∈ H,
σ(s) ∈ Ek =: E then σ(yij) = yij + cijσ for every σ ∈ H provided the coefficient
αij of yij in s is nonzero.
Proof. We will use an induction on t to prove this theorem.
t = 1: Then s is a linear combination of antiderivatives y11, · · · , y1n1 of F. There-
fore for every σ ∈ G(F∞|F) we have
y′1j = σ(y
′
1j) = σ(y1j)
′.
Since F∞ and F has the same field of constants, there is a c1jσ ∈ C such that
σ(y1j) = y1j + c1jσ.
Assume that our theorem is true for t− 1.
t ≥ 2: For
s =
nt∑
j=1
ctjytj +
t−1∑
i=1
ni∑
j=1
cijyij,
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where αtj 6= 0 for some j, suppose that σ(s) ∈ E. Then
σ(s) =
nt∑
j=1
ctjσ(ytj) +
t−1∑
i=1
ni∑
j=1
cijσ(yij) ∈ E (3.18)
=⇒
nt∑
j=1
ctjσ(ytj) ∈ E(σ(Et−1)); since
t−1∑
i=1
ni∑
j=1
cijσ(yij) ∈ σ(Et−1) (3.19)
Suppose that for i ≥ t+ 1, σ(s) ∈ Ei(σ(Et−1)). Then note that Ei(σ(Et−1)) is an
extension by algebraically independent antiderivatives yi1, · · · , yini of Ei−1(σ(Et−1)).
Also note that σ(s) is an antiderivative of σ(Et−1) and therefore an antiderivative
of Ei(σ(Et−1)). Thus there are constants αi0, αij ∈ C, 1 ≤ j ≤ ni not all zero
such that
αi0σ(s) +
ni∑
j=1
αijyij ∈ Ei−1(σ(Et−1)).
But, if αij 6= 0 for some 1 ≤ j ≤ ni then from the above equation and from the
facts that σ(s) ∈ σ(Et) and σ(Et−1) ⊂ σ(Et) we have
ni∑
j=1
αijyij ∈ Ei−1(σ(Et))
and since t ≤ i− 1, Et ⊂ Ei−1, which implies
ni∑
j=1
αijyij ∈ Ei−1(σ(Ei−1)),
a contradiction to theorem...
Thus σ(s) ∈ E(σ(Et−1)) implies σ(s) ∈ Et(σ(Et−1)). Let M := Et−2(σ(Et−2)).
We know that It−1 = {yt−1,1, · · · , yt−1,nt−1} is algebraically independent over M.
Now let Iσt−1 ⊂ σ(It−1) be a transcendence base of Et−1(σ(Et−1)) over M(It−1).
Then M(It−1, Iσt−1) = Et−1(σ(Et−1)) and Et(σ(Et−1)) = M(It, It−1, I
σ
t−1). Thus
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we have the following tower of antiderivatives
M(It, It−1, Iσt−1) ⊃M(It−1, Iσt−1) ⊃M.
We also know that It consists of J-I-E antiderivatives of M(It−1, Iσt−1). Now
applying lemma 3.11 we obtain that σ(ytj) = ytj + ctjσ for every σ ∈ H. Also
note that σ(ytj) = ytj + ctjσ implies
σ(
nt∑
j=1
αtjytj) =
nt∑
j=1
αtjytj +
nt∑
j=1
αtjctjσ.
Thus
σ(s) ∈ E
=⇒ σ(s)−
nt∑
j=1
αtjytj ∈ E
=⇒
nt∑
j=1
αtjctjσ + σ(
t−1∑
i=1
ni∑
j=1
αijyij) ∈ E
=⇒ σ(
t−1∑
i=1
ni∑
j=1
αijyij) ∈ E.
Now we apply our induction hypothesis to the sum
∑t−1
i=1
∑ni
j=1 αijyij to prove
our theorem.
Corollary 3.14. The group of differential automorphisms of E over F is a sub-
group of (C,+)n, where n = tr.d(E|F).
From theorem we observe that if σ(yij) ∈ E then σ(yij) = yij + cijσ for some
cijσ ∈ C. Thus G(E|F) is a subgroup of (C,+)n.
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Now we will prove a generalization of the Ostrowski theorem for a tower of ex-
tensions by J-I-E antiderivatives.
Theorem 3.15. Generalized Ostrowski Theorem
Let Ek ⊃ K ⊃ F be an intermediate differential field and let Ti ⊆ Ii be subsets
such that Ti is a set of antiderivatives of K(∪i−1j=1Tj) for each 1 ≤ i ≤ k. If ∪kj=1Tj
is algebraically dependent over K then there is a nonzero element in K ∩ Λk.
Proof. Suppose that ∪kj=1Ti is algebraically dependent over K. Then there is a t
such that Tt is algebraically dependent over K(∪t−1j=1Tj). Then by The Kolchin-
Ostrowski theorem, there is a non zero tt ∈ K(∪t−1j=1Tj) ∩ Λt. Let Ht−1 be
the group of all differential automorphisms of K(∪t−2j=1Tj)(Tt−1) over K(∪t−2j=1Tj).
Note that for every σ ∈ Ht−1, σ(y) ∈ K(∪t−2j=1Tj)(Tt−1) ⊆ Ek for every y ∈
K(∪t−2j=1Tj)(Tt−1) and that there is a subgroup of G∞ whose restriction upon the
field K(∪t−2j=1Tj)(Tt−1) is the group Ht−1, see [9]. Thus we may apply theorem
3.13 and obtain that σ(tt) = tt + αttσ for some αttσ ∈ C. This shows us that
tt ∈ K(∪t−2j=1Tj)(Tt−1) is an antiderivative of K(∪t−2j=1Tj) and therefore the set
{tt} ∪ Tt−1 is algebraically dependent over K(∪t−2j=1Tj); observe that tt /∈ ∪t−1j=1Tj.
Again by the Kolchin-ostrowski theorem there is a tt−1 ∈ Λt−1 and a constant
ctt,t−1, where tt−1 or ctt,t−1 is nonzero such that
ctt,t−1tt + tt−1 ∈ K(∪t−2j=1Tj) ∩ Λt−1.
Now a repeated application of thereom 3.13 and the Kolchin-Ostrowski theorem
will prove the existence of a nonzero element in K ∩ Λt.
Theorem 3.16. For every differential subfield K of E := Ek, the field generated
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by F and Sk := K ∩ Λk equals the differential field K. That is
K = F(Sk).
Moreover K itself is a tower of extensions by antiderivatives, namely
K = F(Sk) ⊃ F(Sk−1) ⊃ F(Sk−2) ⊃ · · · ⊃ F(S1) ⊃ F,
where Si := Sk ∩ Λi.
Proof. We will use an induction on k to prove this theorem. k = 1: Here E := E1
is an extension by antiderivatives of F and therefore from theorem 2.8 our desired
result follows immediately
k ≥ 2: Assume that for any differential subfield of Ek−1 our theorem is true. Let
Si := K ∩ Λi and note that Si ⊃ Si−1 and the following containments
E ⊇ K ⊇ F(Sk) ⊇ F. (3.20)
We will first show that F(S) is a differential field. Applying our induction hy-
pothesis to the differential field 〈F(S ′i)〉 ⊆ Ek−1, where S ′i = {y′|y ∈ Si} we obtain
that 〈F(S ′i)〉 = F(T ), where T = 〈F(S ′i)〉∩Λi−1. Also note that 〈F(S ′i)〉 ⊆ K and
therefore
T = 〈F(S ′i)〉 ∩ Λi−1 ⊆ K ∩ Λi−1 ⊆ K ∩ Λi = Si.
Thus F(Si) ⊇ F(T ) and since S ′i ⊂ F(T ) and F(T ) is a differential field, F(Si) is
also a differential field. Hence F(Sk) is a differential field and
F(Sk) ⊃ F(Sk−1) ⊃ F(Sk−2) ⊃ · · · ⊃ F(S1) ⊃ F,
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is a tower of extension by antiderivatives.
Let S¯i ⊂ Ii be a transcendence base of Ei over the differential field Ei−1(Si).
Since Ei is purely transcendental over Ei−1 it is also purely transcendental over
Ei−1(S¯i) too and therefore Ei−1(Si, S¯i) = Ei. We note that F(S1, S¯1) = E1,
F(S2, S¯1, S¯2) = E1(S2, S¯2) = E2 and in general we have F(St)(∪ti=1S¯i) = Et.
Since K ⊇ F(Sk) we have
E = K(∪ki=1S¯i) ⊇ K(∪k−1i=1 S¯i) ⊇ · · · ⊇ K(S¯2, S¯1) ⊇ K(S¯1) ⊇ K ⊇ F(Sk) ⊇ F
(3.21)
We know that ∪ti=1S¯i is algebraically independent over F(St). Since St = K∩Λk
we obtain from theorem 3.15 that ∪ti=1S¯i is algebraically independent over K.
Now from equation 3.21 we obtain
tr.d(E|F) =
k∑
i=1
|S¯i|+ tr.d(K|F(Sk)) + tr.d(F(Sk)|F). (3.22)
On the other hand we have
E = F(Sk)(∪ki=1S¯i) ⊇ F(Sk) ⊇ F
and thus
tr.d(E|F) =
k∑
i=1
|S¯i|+ tr.d(F(Sk)|F) (3.23)
From equation 3.22 and 3.23 we obtain tr.d (K|F(Sk)) = 0, that is, K is algebraic
over F(Sk). Now from theorem 3.1 we obtain K = F(Sk).
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3.2.2 Example
Let C := C denote the complex numbers, C∞ the complete Picard-Vessiot closure
of C, x ∈ C∞ be an element whose derivative is 1, tan−1 x ∈ C∞ be an element
such that
(tan−1 x)′ =
1
1 + x2
and let tan−1(tan−1 x) ∈ C∞ be an element such that
(
tan−1(tan−1 x)
)′
=
1
(1 + (tan−1 x)2)(1 + x2)
.
We will use theorem 3.16 to compute the differential field M := C〈tan−1(tan−1(x)
)〉. First we observe that (tan−1(x))′ = 1
1+x2
= 1
(x+i)(x−i) and thus tan
−1 x is
an I-E (J-I-E) antiderivative of C(x). We also observe that tan−1(tan−1(x)) is
an I-E (J-I-E) antiderivative of C(x, tan−1(x)) (note that (tan−1(tan−1(x)))′ =
1
(1+(tan−1 x)2)(1+x2)). Thus x, tan
−1(x), tan−1(tan−1(x)) are algebraically indepen-
dent over C. Also from theorem 3.16 we see that there should be a linear combi-
nation of the form c1 tan
−1 x+ c2x, where c1 is non zero (since 1(1+(tan−1 x)2)(1+x2)
∈M). Thus by differentiating c1 tan−1 x+c2x, we see that M∩C(x) ) C and thus
again by theorem 3.16, x ∈M. Therefore tan−1(x) ∈M since c1 tan−1 x+ c2x ∈
M. Hence
M := C〈tan−1(tan−1 x)〉 = C(tan−1(tan−1 x), tan−1 x, x).
We observe that
(
1
2i
ln(x− i)− 1
2i
ln(x+ i)
)′
=
1
x2 + 1
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and since (tan−1 x)′ = 1
x2+1
there is a c ∈ C such that
tan−1 x =
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c.
Also note that
1
2i
(
ln(
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c− i)− (ln( 1
2i
ln(x− i)− 1
2i
ln(x+ i) + c+ i)
)′
=
1
x2 + 1
(
1
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c− i −
1
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c+ i
)
=
1
(1 + (tan−1 x)2)(x2 + 1)
and since (tan−1(tan−1 x))′ =
1
(1 + (tan−1 x)2)(x2 + 1)
, there is a constant d ∈ C
such that
tan−1(tan−1(x)) =
1
2i
(
ln(
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c− i)
− (ln( 1
2i
ln(x− i)− 1
2i
ln(x+ i) + c+ i)
)
+ d.
Hence
tan−1(tan−1 x) ∈ C(x, y1, y2, z),
where
z :=
1
2i
(
ln(
1
2i
ln(x− i)− 1
2i
ln(x+ i) + c− i)
− ln( 1
2i
ln(x− i)− 1
2i
ln(x+ i) + c+ i)
)
y1 := ln(x− i)
y2 := ln(x+ i).
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Clearly
C〈tan−1(tan−1 x)〉 = C(z, 1
2i
(y1 − y2), x).
Remark 3.17. The J-I-E extensions may have non-elementary functions. For
example; if ai ∈ C are distinct constants for i = 1, · · · , n then the elements
yi :=
∫
1
ln(x−ai) are J-I-E antiderivatives of the differential field C
(
x, ln(x −
a1), · · · , ln(x− an)
)
with y′i :=
Ai
CiBi
where Ai := 1, Bi := 1 and Ci := ln(x− ai).
These yi’s are non-elementary functions, see [3]. From theorem 3.6 we see that
these yi’s are algebraically independent over C
(
x, ln(x−a1), · · · , ln(x−an)
)
and
from theorem 3.16 we see that any differential field K such that C(x, ln(x −
ai), yi|1 ≤ i ≤ n) ⊇ K ⊇ C is of the form C(S), where S ⊂ spanC{x, ln(x −
ai), yi|1 ≤ i ≤ n} is a finite set. Moreover C(S) itself is a tower of (Picard-Vessiot)
extensions by antiderivatives.
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Chapter 4
Extensions by Iterated
Logarithms
In this chapter we will provide an example of a J-I-E tower namely, the exten-
sions by iterated logarithms. Though many of the results for iterated logarithms
setting can be deduced from the J-I-E tower setting from section 3.2, we will still
prove those results here separately and this will help us in writing an algorithm
for computing the finitely differentially generated subfields of the extensions by
iterated logarithms.
4.1 Iterated Logarithms
Let C be an algebraically closed-characteristic zero differential field with a trivial
derivation and letC∞ be the complete Picard-Vessiot closure of C. Let l[0, 0] ∈
C∞ be an element such that l′[0, 0] = 1. We will often denote l[0, 0] by x. Given
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~c = (c1, · · · , cn) ∈ Cn let l[~c, n] ∈ C∞ be an element such that
l′[~c, n] =
l′[pi(~c), n− 1]
l[pi(~c), n− 1] + ψn(~c) , (4.1)
where ψn : C
n → C is the map ψn(c1, · · · , cn) = cn and pi : Cn → Cn−1 is the
map  pi(c1, · · · , cn) = (c1, · · · , cn−1), when n > 1;pi(c) = 0, when n = 1.
Whenever we write l[~c, n], it is understood that ~c ∈ Cn. We observe that for
~c = (c) ∈ C
l′[~c, 1] =
l′[pi(~c), 0]
l[pi(~c), 0] + ψ1(~c)
=
l′[0, 0]
l[0, 0] + c
=
1
l[0, 0] + c
.
Thus for c ∈ C, the element l[~c, 1] can be seen as the element ln(x + c). Sim-
ilarly for ~c = (c1, · · · , cn) ∈ Cn, the element l[~c, n] can be seen as the element
ln(ln(· · · (ln(x+ c1) + c2) · · ·+ cn−1) + cn).
For 1 ≤ k ≤ n−1, let pik : Cn → Cn−k be the map pik(c1, · · · , cn) = (c1, · · · , cn−k)
and let pin : Cn → C0 := {0} be the zero map. For 1 ≤ k ≤ n let ψk : Cn → C
be the map ψk(c1, · · · , cn) = ck. Under these notations, we can rewrite equation
4.1 as
l′[~c, n] =
( n−1∏
i=1
1
l[pii+1(~c), n− (i+ 1)] + ψn−i(pii(~c))
) 1
l[pi(~c), n− 1] + ψn(~c) . (4.2)
This above equation is obtained simply by clearing the derivative that appears
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in the numerator of the RHS of the equation 4.1. Note that
l′[pi(~c), n− 1] =
n−1∏
i=1
1
l[pii+1(~c), n− (i+ 1)] + ψn−i(pii(~c)) . (4.3)
Definition 4.1. When n ∈ N we will call l[~c, n] an nth level iterated logarithm
or simply an iterated logarithm, without specifying its level.
We note that l[0, 0], whose derivative equals 1, is not an iterated logarithm under
our definition. Hereafter we will call l[0, 0] as x.
More notations
Let Λ0 := {x}, Λn := {l[~c, n]|~c ∈ Cn} and Λ∞ = ∪∞i=0Λi and let L0 = C(Λ0),
Ln := C(∪ni=0Λi) and L∞ = C(Λ∞). Note that L0, Ln and L∞ are differential
fields(follows from equation 4.9).
Let ~c ∈ Cn. We define pik(l[~c, n] := l[pik(~c), n − k] whenever k ≤ n. Note that
pin(l[~c, n]) = l[0, 0] = x. When k > n we define pik(l[~c, n]) := x and pik(x) := x
for any k ∈ N. Now we may also define pik(S) for a non empty set S ⊂ Λ∞ as
pik(S) = {pik(y)|y ∈ S}. Thus
if y ∈ Λn, then pi(y) ∈ Λn−1, pi2(y) ∈ Λn−2, · · · , pin(y) = x ∈ Λ0. (4.4)
We also see that if E ⊂ Λ∞ is a finite set, then there is an n ∈ N such that pin(E) =
{x}. Given a nonempty set E ⊂ Λ∞ it is not necessary that C(E) is a differential
field. For example C(l[~0, 1]), that is the field C(ln(x)) is not a differential field.
whereas, C(ln(x), x) = C(l[~0, 1], pi(l[~0, 1]) = x) is a differential field.
(
note that
x /∈ C(ln(x)); in fact x and ln(x) are algebraically independent over C. We will
later show that any collection of iterated logarithms is algebraically independent
over C(x).
)
More in general we have the following propositions.
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Proposition 4.2. Let l[~c, n] ∈ Λ∞ be an iterated logarithm. Then
C(l[~c, n], l[pi(~c), n− 1], l[pi2(~c), n− 2], · · · , l[pin(~c), 0] = x),
is a differential field
Proof. We will use an induction on n to prove our proposition.
n = 1. Note that l′[c, 1] = 1
x+c
and x′ = 1. Therefore C(l[c, 1], x) is also a
differential field. We recall that if ~v ∈ Cn then pin(~v) = 0 and therefore l[pin(~v), n−
n] = l[0, 0] = x. Let us assume for any ~v ∈ Cn that C(l[~v, n], l[pi(~v), n − 1],
· · · , x) is a differential field and let ~c ∈ Cn+1. From our induction hypothesis, we
know that F := C(l[pi(~c), n− 1], l[pi2(~c), n− 2], · · · , x] is a differential field since
pi(~c) ∈ Cn−1. Thus
l′[~c, n] =
l′[pi(~c), n− 1]
l[pi(~c), n− 1] + ψn(~c) ∈ F.
Hence F(l[~c, n]) = C(l[~c, n], l[pi(~c), n− 1], · · · , x) is a differential field.
Proposition 4.3. Let E ⊂ Λ∞ be a finite set of iterated logarithms. Then
C(E, pi(E), pi2(E), · · · , x)
is a differential field
Proof. If E = ∅ then C(E, pi(E), pi2(E), · · · , x) = C(x) which is a differential
field and we are done. Let E = {yj|1 ≤ j ≤ s}. We know from proposition
4.2 that Kj := C(yj, pi(yj), · · · , pinj(yj) = x) is a differential field and since
C(E, pi(E), pi2(E), · · · , x) is a compositum of differential fields Kj, we see that
C(E, pi(E), pi2(E), · · · , x) is also a differential field.
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Definition 4.4. For E ⊂ Λ∞, we will call the field C(E) an extension by iterated
logarithms if E contains at least one iterated logarithm, that is, if E has an
element from Λ∞ other than x. And, we will call the differential field C(E,
pi(E), pi2(E), · · · , x) as the Container Differential Field[CDF] for the set E.
4.2 The Two Towers and a Structure Theorem
for Ln
Let E ⊂ Λ∞ be a finite non empty set. Then there is a minimal n ∈ N such that
pin(E) = {x}. Once this minimal n is chosen, it is clear that E contains at least
one element from Λn and no elements from Λi for any i > n. Hereafter we will
use the symbol E to denote ∪ni=0pii(E), where n satisfies the above minimality
condition. Thus C(E, pi(E), pi2(E), · · · , x), the container differential field of E is
the field C(E). Note that pi(E) ⊂ E and let Ti := Λi ∩ E for all 1 ≤ i ≤ n. Then
the Ti’s are disjoint and partitions E in such a way that each Ti contains iterated
logarithms only from level i. Clearly E ⊆ E, and E may contain more elements
than E, but those elements that are in E but not in E has to come from ∪n−1i=0 Λi.
Thus Tn := Λn ∩ E = Λn ∩ E. Also we observe that C(E) is a differential field
and it contains C(E).
Definition 4.5. We will call this partition T0, T1, · · · , Tn of E as the levelled
partition of E.
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We observe that
pi(Ti) = pi(Λi ∩ E)
⊆ pi(Λi) ∩ pi(E)
⊆ pi(Λi) ∩ E
⊆ Ti−1.
Thus pi(Ti) ⊆ Ti−1 for all 1 ≤ i ≤ n. We also note that T0 = {x} since E is non
empty. We will use this partition of E to prove that the iterated logarithms are
algebraically independent over C(x) and this will be done in section 4.3.
Now we will construct a tower of Picard-Vessiot extensions by antiderivatives
(iterated logarithms) to reach C(E) from C using this leveled partition of E.
(Note that this tower is not imbeddable in the Picard-Vessiot closure of C.)
The construction of this tower is obvious. Let K0 := C(T0) = C(x) and let
Ki := Ki−1(Ti) for all i ∈ N. That is Ki = C(∪ij=0Tj) for 0 ≤ i ≤ n. Clearly K0
is an extension by antiderivatives of C. Also, for y ∈ Ti, pij(y) ∈ ∪i−1k=0Tk for all
i, j ∈ N and in fact, pij(y) = x for all j ≥ i. Now from equation 4.9 we see that
y′ ∈ Ki−1 and thus Ki is also an extension by antiderivatives of Ki−1. Therefore
we have a tower of P-V extensions by antiderivatives namely
C(E) = Kn ⊃ Kn−1 ⊃ · · · ⊃ K1 ⊃ K0 ⊃ C. (4.5)
We will call this the levelled partition tower of C(E).
There is another useful way of dividing the set E = ∪ni=0pii(E). Let
P = E \ ∪ni=1pii(E).
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We claim that ∪ni=0pii(P) = E. Before we prove this claim, we note that P ∩
pii(P) = ∅ for all i, 1 ≤ i ≤ n and this statement immediately follows from the
definition of P . We also note that P ⊆ E.
Now we will use an induction argument to show that ∪ni=0pii(P) = E. First we
observe that E = ∪ni=0(Λi ∩ E). From the choice of n it is clear that Λn ∩E 6= ∅.
From equation 4.4 we see that for every y ∈ Λn ∩ E, y /∈ ∪ni=1pii(E). Thus
Λn ∩ E ⊆ P and therefore Λn ∩ E ⊆ P ⊆ ∪ni=0pii(P). Assume that there is a
k ≤ n such that for any i, k ≤ i ≤ n, Λi ∩ E ⊆ ∪ni=0pii(P). We will show that
Λk−1 ∩ E ⊆ ∪ni=0pii(P). Let y ∈ Λk−1 ∩ E. If y ∈ P , we are done. So, we suppose
that y /∈ P . Then y ∈ ∪ni=1pii(E) and therefore there is a z ∈ E and a j ∈ N such
that pij(z) = y. Clearly such a z ∈ ∪ni=kΛi ∩ E. That is, z has to be a higher
level iterated logarithm than y is (see equation 4.4). Now from our induction
hypothesis we obtain z ∈ ∪ni=0pii(P) and since ∪ni=0pii(P) is invariant under pi, we
obtain y ∈ ∪ni=0pii(P). Thus ∪ni=0pii(P) = E.
Definition 4.6. We will call the set P ⊂ E as the pi−base of E.
We may also construct a tower of Picard-Vessiot extension by antiderivatives(by
iterated logarithms) to reach C(E) by defining Pi := Pi−1(pin−i(P)) for 1 ≤ i ≤ n,
where P0 := C(x). Then Pi = C(∪ij=0pin−j(P)) for 0 ≤ i ≤ n and clearly, Pi is
a differential field. Thus we see that
C(E) = Pn ⊃ Pn−1 ⊃ · · · ⊃ P1 ⊃ P0 ⊃ C. (4.6)
We will call the above tower as the pi−tower of C(E).
We observe that P ⊂ ∪ni=0Λi and therefore pi(P) ⊂ ∪n−1i=0 Λi, pi2(P) ⊂ ∪n−2i=0 Λi and
in general pij(P) ⊂ ∪n−ji=0 Λi. Thus pin−j(P) ⊂ ∪ji=0Λi and from this fact we also
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obtain ∪mj=0pin−j(P) ⊂ ∪mi=0Λi for any m, 0 ≤ m ≤ n. Since ∪ni=0pii(P) = E,
∪mi=0pin−j(P) ⊆ ∪mi=0Λi ∩ E
= ∪mi=0Ti
and thus ∪mi=0pin−j(P) ⊆ ∪mi=0Ti. This shows that Pm ⊆ Km for every 0 ≤ m ≤ n.
Nonetheless the inequality could be strict and we will now provide an example
for the same.
Let C := C and let E = {ln(ln(x + e) + 5), ln(ln(x)), ln(x), ln(x + 1)}. In our
notation, the set E = {l[~v1, 2], l[~v2, 2], l[~v3, 1], l[~v4, 1]}, where ~v1 = (exp, 5), ~v2 =
(0, 0), ~v3 = (0) and ~v4 = (1). Then we immediately see that pi(ln(ln(x + exp) +
5)) = ln(x+ e), pi2(ln(ln(x+ exp) + 5)) = pi(ln(x+ e))= x, pi(ln(ln(x))) = ln(x),
pi2(ln(ln(x))) = x, pi(ln(ln(x + 1))) = ln(x + 1), pi(ln(x + 1)) = x and pi(x) = x.
Thus the set E = {ln(ln(x+ e) + 5), ln(ln(x)), ln(x), ln(x+ 1), ln(x+ e), x}.
Let us obtain the levelled partition of E. The set T0 = E∩Λ0 = {x}, T1 = Λ1∩E =
{ln(x), ln(x+1), ln(x+e)} and the set T2 = E∩Λ2 = {ln(ln(x)), ln(ln(x+e)+5)}.
Therefore the levelled partition tower would be
C(E) ⊃ C(ln(x), ln(x+ 1), ln(x+ e), x) ⊃ C(x) ⊃ C.
Note that the pi−base P of E is given by P = E \ ∪2i=1pii(E). Since ∪2i=1pii(E)
= {ln(x + e), ln(x), x} we see that P = {ln(ln(x + e) + 5), ln(ln(x)), ln(x + 1)}.
Thus the pi−partition tower of C(E) is
C(E) ⊃ C(ln(x), ln(x+ e), x) ⊃ C(x) ⊃ C.
Therefore, if we assume that the iterated logarithms are algebraically independent
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over C(x) then ln(x + 1) /∈ C(ln(x), ln(x + e), x) and thus the two towers are
distinct.
Structure theorem for Ln: Here we will assume that the iterated logarithms
are algebraically independent over C(x). That is, the set Λ∞ is algebraically
independent over C. A proof for this fact is provided in section 4.3, theorem
4.13. Thus L∞ is the field of fractions of the polynomial ring C[Λ∞]. For y ∈ Λ∞
let ∂
∂y
denote the standard partial derivation on the polynomial ring C[Λ∞].
Let u ∈ Ln \ Ln−1. Then there is a finite non empty set S ⊂ ∪ni=0Λi such that
u = P
Q
, P,Q ∈ C[S] and (P,Q) = 1(that is the G.C.D of P and Q in the
polynomial ring C[S] is 1 ). It is conceivable that some of the elements of S may
not be necessary to express u. So, we define a set Eu as
Eu :=
{
y ∈ S
∣∣∣∂P
∂y
6= 0 or ∂Q
∂y
6= 0
}
. (4.7)
Definition 4.7. The set Eu is called the set of all essential elements of u
We observe that u ∈ C(Eu) and that if u ∈ C(S) for some set S ⊂ Λ∞ then
Eu ⊂ S. Sometimes we drop the suffix u and simply write E instead of Eu. Since
C[Λ∞] is a polynomial ring (over a field), the set Eu is unique. The following
theorem proves the uniqueness of Eu.
Theorem 4.8. (Uniqueness of Eu) Let u ∈ L∞ and let Eu be a set of essential
elements of u. Then u ∈ C(S) for some S ⊂ Λ∞ only if Eu ⊆ S and thus the set
Eu is unique for a given u.
Proof. Let S ⊂ Λ∞ and let u ∈ C(S). Then
u =
P
Q
=
A
B
, (4.8)
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for some A,B ∈ C[S] and P,Q ∈ C[Eu], where (P,Q) = 1. Since (P,Q) = 1,
from the above equation it is clear that P divides A and Q divides B in the
polynomial ring C[S ∪ Eu]. Thus there are R, T ∈ C[S ∪ Eu] such that PR = A
and QT = B. Note that if y ∈ Eu then ∂P∂y 6= 0 or ∂Q∂y 6= 0. Suppose that there is
a y ∈ Eu such that ∂P∂y 6= 0. Consider the equation PR = A. Then degy(P ) ≥ 1
and note that PR = A implies degy(P )+degy(R) = degy(A). Thus degy(A) ≥ 1.
Hence y ∈ S. Similarly if ∂Q
∂y
6= 0 and ∂P
∂y
= 0, we may use the equation QT = B
to show that y ∈ S and thus Eu ⊂ S.
The following corollary is a direct consequence of the above theorem.
Corollary 4.9. Let S ⊂ Λ∞ be any nonempty set and for 1 ≤ j ≤ s let yj ∈ Λ∞
be distinct. Then for any constants aj ∈ C∗ such that
∑s
j=1 ajyj ∈ C(S), the
element yj ∈ S for each j.
Proof. Suppose that there are aj ∈ C∗ and such that
∑s
j=1 ajyj ∈ C(S). Since
aj ∈ C∗, the essential elements of
∑s
j=1 ajyj is the set E := {yj|1 ≤ j ≤ s}. Now
from theorem 4.8 we obtain E ⊂ S.
Now we will state the structure theorem for singly generated differential subfields
of Ln.
Theorem 4.10. Let u ∈ Ln \ Ln−1, E the essential elements of u and C(E)
the container differential field of E. Let P ⊆ E be the pi− base of E. Then the
differential field
C〈u〉 = C(S, pi(P), pi2(P), · · · , x),
where S is a finite nonempty subset of spanCP. Moreover for every y ∈ P, S
contains at least one linear combination in which y appears nontrivially.
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The above structure theorem is proved in subsection 4.3.2. There we will also
generalize this theorem to finitely generated differential subfields of Ln and give
an algorithm to find the set S and P that appears in the above structure theorem.
Remark 4.11. Given a u ∈ Λ∞, there is a set finite E ⊂ ∪ni=0Λi and we may also
choose a minimal n such that the above inclusion holds. Then C〈u〉 becomes a
subfield of the container differential field C(E) of E. The field C(E) is an ele-
mentary extension of C. The above stated theorem(and its generalized version)
shows that every differential subfield of C(E), more in general, a finitely differen-
tially generated subfields of L∞ has to be a generalized elementary extension of a
special form. For a definition of elementary and generalized elementary extension
and results related to our theorem in a more general context, one may refer to
the following papers [12], [13] and [14].
4.3 Algebraic Independence of Iterated
logarithms
Here we will show that the set Λ∞ is algebraically independent over C. For
i = 1, 2, · · · , n let ci ∈ C be distinct constants. By choosing Ci := x + ci,
Ai = Bi = 1, we see that C(x, l[~c1, 1], · · · , l[~cn, 1]), where ~ci := (ci) is an extension
by J-I-E antiderivatives of C(x) and thus l[~c1, 1], · · · , l[~cn, 1] are algebraically
independent over C(x). Assume that every finite subset of Λt−1, t ≥ 2 consists of
J-I-E antiderivatives of C(∪t−2j=0Λj). For i = 1, 2, · · · , n let ~ci := (c1i, c2i, · · · , cti)
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∈ Ct \ {0} be distinct vectors. Note that
l′[~ci, t] =
( n−1∏
j=1
1
l[pij+1(~ci), n− (j + 1)] + ψn−j(pij(~ci))
) 1
l[pi(~ci), t− 1] + ψt(~ci)
(4.9)
and therefore choosing Ai = 1, Bj := l[pi
j+1(~ci), t−(j+1)]+ψt−j(pij(~ci)) and Cj :=
l[pi(~ci), t − 1] + ψt(~ci) we see that C(∪t−1j=0Λj, l[~c1, t], · · · , l[~cn, t]) is an extension
by J-I-E antiderivatives of C(∪t−1j=0Λj) and thus Λt is algebraically independent
over C(∪t−1j=0Λj). Now we will give a proof for the algebraic independence of the
iterated logarithms without appealing to results from section3.2.
Lemma 4.12. Let Sn−1 ⊂ Λn−1 be a finite set of antiderivatives of a differ-
ential field F and let Sn ⊂ Λn be such that pi(Sn) ⊆ Sn−1. Suppose that Sn−1
is algebraically independent over F. Then Sn is algebraically independent over
F(Sn−1).
Proof. Note that F(Sn−1) is a differential field and since pi(Sn) ⊆ Sn−1, from
equations 4.1 and 4.3 it is clear that F(Sn−1)(Sn) is also a differential field.
Let Sn = {l[~ci, n]|1 ≤ i ≤ s}, ~ci = (c1i, c2i, · · · , cni) and Suppose that Sn is
algebraically dependent over F(Sn−1). Then by theorem 2.3 there are constants
α(~ci) ∈ C not all zero such that
∑s
i=1 α(~ci)l[~ci, n] ∈ F(Sn−1). We may assume
that α(~c1) 6= 0 and rewrite the sum as X +
∑t
j=1 α(
~bj)l[~bj, n] where {~bj} ⊆ {~ci}
is the set of all vectors such that pi(~bj) = pi(~c1) = (c11, c21, · · · , cn−11) and X =∑s
i=1 α(~ci)l[~ci, n]−
∑t
j=1 α(
~bj)l[~bj, n]. We may order the set {~bj} so that ~b1 = ~c1.
Let K := F(Sn−1 \ {l[pi(~c1), n − 1]}) and let X +
∑t
j=1 α(
~bj)l[~bj, n] =
P
Q
, where
P,Q ∈ K[l[pi(~c1), n− 1]], (P,Q) = 1 and Q a monic polynomial. Then
X ′ +
t∑
j=1
α(~bj)l
′[pi(~c1), n− 1]
(l[pi(~c1), n− 1] + cjn) =
QP ′ − PQ′
Q2
.
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Let f := l′[pi(~c1), n−1] and let FG =
∑t
j=1
α(~bj)
l[pi(~c1),n]+cjn
, where F and G are obtained
by clearing the denominator of the sum
∑t
j=1
α(~bj)
l[pi(~c1),n]+cjn
. Note that (F,G) = 1.
Now we have
Q2(GX ′ + fF ) = G(QP ′ − PQ′). (4.10)
From the definition ofX, it is clear thatX =
∑t
j=1 α(~aj)l[~aj, n] where {~aj} ⊂ {~cj}
is the set of all vectors such that pi(~aj) 6= pi(~c1). Therefore X ′ ∈ K. Thus equation
4.10 is a polynomial in l[pi(~c1), n−1] over the field K. Let y := l[pi(~c1), n−1]+c1n.
Since y divides G and (F,G) = 1, y does not divide F . Thus y does not divide
GX ′ + fF and therefore from 4.10 y divides Q2. Hence y divides Q. Let l ∈ N
be the greatest positive integer such that yl divides Q. Then y2l divides Q2
and therefore yl+1 divides Q2, which implies yl+1 divides G(QP ′ − PQ′). Since
y divides G and y2 does not divide G, yl divides QP ′ − PQ′. But yl divides
Q and therefore yl divides PQ′. Since (P,Q) = 1, we see that yl divides Q′.
Write Q = ylH and consider Q′ = lyl−1y′H + ylH ′. Note that yl divides Q′
implies yl divides lyl−1y′H and since y′ ∈ K, y divides H. Thus yl+1 divides Q,
contradicting the maximality of l.
Theorem 4.13. Let E ⊂ Λ∞ be a nonempty finite set. Then E is algebraically
independent over C.
Proof. As usual, let E := ∪ni=0pii(E) where n is the least positive integer such
that E ⊂ ∪ni=0Λi and let {Ti|0 ≤ i ≤ n} be the levelled partition of E. As
we noted earlier pi(Ti) ⊆ Ti−1, Tn 6= ∅ and pin(Tn) = {x} = T0. Clearly, T0 is
algebraically independent over C (see theorem 2.4) and since pi(T1) ⊂ T0, from
lemma 4.12 we get T1 is algebraically independent over C(T0). Since pi(Ti) ⊂ Ti−1,
a repeated application of lemma 4.12 will show us that E = ∪nj=0Tj is algebraically
independent over C. Since E ⊂ E, E is also algebraically independent over C.
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4.3.1 Normality of Ln and Some Consequences
Let C∞ be the complete Picard-Vessiot closure of C and let Φ ∈ G(C∞|C). Let
(vi)i∈N be a sequence in C and let ~vn := (v1, · · · , vn) for all n ∈ N (the vector
~v1 = (v1)). Thus in our notation pi(~vn) = ~vn−1. We observe that Φ(x) = x+αΦ for
some αΦ ∈ C. Since l′[~v1, 1] = 1x+v1 we see that Φ
(
l[~v1, 1]
)′
= 1
Φ(x)+v1
= 1
x+αΦ+v1
= l′[Φ(~v1), 1], where Φ(~v1) := (v1) + (αΦ). Since any two antiderivatives differ by
a constant, Φ
(
l[v1, 1]
)
= l[Φ(~v1), 1] + αΦ(~v1), for some αΦ(~v1) ∈ C. Assume that
Φ
(
l[~vn−1, n − 1]
)
= l[Φ(~vn−1), n − 1] + αΦ(~vn−1) where Φ(~vn−1) = (v1 + αΦ, v2 +
αΦ(~v1), · · · , vn−1 + αΦ(~vn−2)) and αΦ(~vn−1) ∈ C. Since
l′[~vn, n] =
l′[~vn−1, n− 1]
l[~vn−1, n− 1] + vn ,
we see that
Φ
(
l[~vn, n]
)′
=
l′[Φ(~vn−1), n− 1]
l[Φ(~vn−1), n− 1] + vn + αΦ(~vn−1)
= l′[Φ(~vn), n]
where Φ(~vn) = (v1 +αΦ, v2 +αΦ(~v1), · · · , vn +αΦ(~vn−1)). Since any two antideriva-
tives differ by a constant, we obtain
Φ
(
l[~vn, n]
)
= l[Φ(~vn), n] + αΦ(~vn) (4.11)
for some αΦ(~vn) ∈ C.
From equation4.11, we see that for every Φ ∈ G(C∞|C),
Φ(Λi) ⊆ Λi + C (4.12)
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for all i ∈ N. Thus Ln is a normal differential subfield of C∞.
Remark 4.14. Let Φ ∈ G(L∞|C) and for n ∈ N ∪ {0} let
Φ
(
l[~vn, n]
)
= l[~vn, n] + αΦ(~vn),
with αΦ(~vn) ∈ C∗. Then from the above discussion, we see that for any m < n
Φ
(
l[~vm,m]
)
= l[~vm,m].
For any m > n and k ∈ N
Φk
(
l[~vm,m]
)
= l[Φk(~vm),m] + αΦk(~vm),
where Φk(~vm) = (v1, · · · , vn, vn+1 + kαΦ~vn , · · · , vm + kαΦ~vm−1). Since αΦ~vn 6= 0,
Φi(~vm) 6= Φj(~vm) when i 6= j. Thus l[Φi(~vm),m] 6= l[Φj(~vm),m] for any i 6= j
and for any m > n. Hence the set {l[~vm,m], l[Φj(~vm),m]|i ∈ N} is algebraically
independent over C for any m > n(follows from theorem 4.13).
Now we will prove a theorem which will help us to prove the structure theorem
for the differential subfields of Ln.
Theorem 4.15. Let F be a differential field finitely generated over its constants
C, E be a Picard-Vessiot extension of F, and let F ⊂ E ⊂ L∞. If
∑s
j=1 ajyj ∈ E
for some aj ∈ C \ {0}, yj ∈ ∪∞i=0Λi and s ∈ N then pii(yj) ∈ F for all i ∈ N and
thus y′j ∈ F.
Proof. Let there be yj ∈ ∪∞i=0Λi and aj ∈ C∗ such that
∑s
j=1 ajyj ∈ E. Note
that E is finitely generated over F and F is finitely generated over C and thus
E is finitely generated over C. Let u1, · · · , ut ∈ E such that C(u1, · · · , ut) = E,
74
Eui be the set of essential elements of ui, and let S := ∪ti=1Eui ∪ {yj|1 ≤ j ≤ s}.
From the definition of S it is quite clear that we have the following containments
C(S) ⊇ E(y1, · · · , ys) ⊇ E ⊇ F ⊇ C. (4.13)
Since Ln and E are normal differential subfields of the complete Picard-Vessiot
closure F∞ of F, every automorphism φ ∈ G(E|F) extends to an automorphism
Φ ∈ G(Ln|F) and every automorphism Φ ∈ G(Ln|F) restricts to an automor-
phism φ ∈ G(E|F).
Let Φ ∈ G(Ln|F). Since E is a normal differential subfield of Ln|F, Φ(E) ⊆ E
and therefore
s∑
j=1
ajΦ
k(yj) ∈ E. (4.14)
Let yj = l[~vjmj ,mj], where ~vjmj = (vj1, · · · , vjmj). Then Φk(yj) = l[Φk(~vjmj),mj]+
αΦk(~vjmj ), where αΦk(~vjmj ) ∈ C. Therefore
s∑
j=1
ajl[Φ
k(~vjmj),mj] +
s∑
j=1
ajαΦk(~vjmj ) ∈ E
and thus
s∑
j=1
ajl[Φ
k(~vjmj),mj] ∈ E ⊆ C(S).
Now from corollary 4.9 we see that
l[Φk(~vjmj),mj] ∈ S
for every j, k ∈ N. For a fixed j, consider the set T := {l[~vjmj ,mj], l[Φk(~vjmj),mj]∣∣k ∈ N}. From the action of Φ on ~vjmj , it is clear that if Φ(~vjmj) 6= ~vjmj then T
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is infinite. But T cannot be infinite because it sits inside the finite set S. Hence
Φ(~vjmj) = ~vjmj and therefore
Φ(l[~vjmj ,mj]) = l[Φ(~vjmj),mj] + αΦ(~vjmj )
= l[~vjmj ,mj] + α~vjmj .
Now from the remark 4.14 it follows that Φ(pii(yj)) = pi
i(yj) for all i ∈ N. This
shows that pii(yj) ∈ LG(Ln|F)n = F.
4.3.2 Differential Subfields of Λ∞
In this section we will classify the finitely generated differential subfields of Ln.
First we will point out an interesting property that every differential subfield
F 6= C of Λn possesses, which is that x ∈ F and this result is a consequence of
the structure theorem.
Proposition 4.16. Let u ∈ Ln \ Ln−1, n ∈ N, E be the set of essential elements
of u, E := ∪nj=0pii(E) and let {Ti|0 ≤ i ≤ n} be the levelled partition of E. Then
u is not algebraic over C(∪ij=0Tj) for any 0 ≤ i ≤ n− 1.
Proof. Let u = P
Q
, P,Q ∈ C(E \ {y})[y], where y ∈ Tn. The levelled partition
of E is constructed in such a way that Tn 6= ∅ and Tn ⊆ E. Since E consists of
essential elements of u and y ∈ E, u /∈ F := C(E \ {y}). Let Ki := C(∪ij=0Sj)
for each i, 1 ≤ i ≤ n− 1. Then Ki ⊂ F. Since y′ ∈ F and y /∈ F, E = F(y) is a
Picard-Vessiot extension of F with a differential Galois group G := (C,+). Note
that G has no non trivial algebraic subgroups(in particular no nontrivial finite
subgroups). Since F〈u〉 ! F, F〈u〉 = E, which implies u is not algebraic over F.
Thus u is not algebraic over Ki for any 0 ≤ i ≤ n− 1.
76
Thus we have just shown that if
C(E) = Kn ⊃ Kn−1 ⊃ · · · ⊃ K1 ⊃ K0 ⊃ C.
is the levelled partition tower of E, where E := ∪nj=0pii(E) and E is the set of
essential elements of an element u ∈ Ln \ Ln−1 then u is not algebraic over Ki
for any 0 ≤ i ≤ n− 1.
Note that if u ∈ C(x) then C〈u〉 = C or C(x) depending whether u is a constant
or not. Thus if F is a differential subfield(need not be finitely generated) of C(x)
then F = C(x) or C depending whether F contains a nonconstant or not. Thus
it is enough to state the structure theorem only for elements in u ∈ Ln \ Ln−1.
Theorem 4.17. Let u ∈ Ln \ Ln−1, E the essential elements of u and C(E)
the container differential field of E. Let P ⊆ E be the pi− base of E. Then the
differential field
C〈u〉 = C(S, pi(P), pi2(P), · · · , x),
where S is a finite nonempty subset of spanCP. Moreover, for every y ∈ P, S
contains at least one linear combination in which y appears nontrivially.
Proof. For i ≥ 1 let Pn−i denote the differential field C(pii(P), pii+1(P), · · · , x)
and let Pn−i〈u〉 be the differential field generated by Pn−i and u. Note that
C(E) = Pn = C(P , pi(P), pi2(P) · · · , x) is a Picard-Vessiot extension of Pn−1 =
C(pi(P), pi2(P), · · · , x) with Galois group G := (C,+)m. Note that the tran-
scendence degree of C(E) = Pn over Pn−1 is |P| since P ∩ pij(P) = ∅ for any
1 ≤ j ≤ n and therefore m = |P|. Clearly Pn−1〈u〉 is an intermediate differential
field. Since u ∈ Ln \Ln−1, we see that Pn−1〈u〉 6= Pn−1. Let H ≤ G be the group
of all automorphisms that fixes Pn−1 and let {Li(x1, · · · , xm)|1 ≤ i ≤ t} be the
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system of polynomials for which H is the set of solutions. Then it is easy to see
that
Pn−1〈u〉 = Pn−1(Li(y1, · · · , ym)), (4.15)
where yj ∈ P . Note that Li(y1, · · · , ym)′ ∈ Pn−1 and thus Pn−1(Li(y1, · · · , ym))
is a differential field.
Let Di be the set of essential elements of Li(y1, · · · , ym). Then from equation 4.15
u ∈ C(U), where U = (∪ti=1Di) ∪ (∪ni=1pii(E)). Since E is the essential elements
of u, we obtain P ⊂ E ⊂ U . Now, P ∩ (∪ni=1pii(E)) = ∅ will imply P ⊂ ∪ti=1Di.
Hence for every yj ∈ P there is an Li(y1, · · · , ym) such that the coefficient of yj
is nonzero. Let us denote the set {Li(y1, · · · , ym)|1 ≤ i ≤ t} by S.
Since Pn−1 is a Picard-Vessiot extension of Pn−2, we see that Pn−1〈u〉 is a Picard-
Vessiot extension of Pn−2〈u〉. Also, Li(y1, · · · , ym) ∈ Pn−1 for each i. Thus from
theorem 4.15 we see that for each yj ∈ P , pi(yj) ∈ Pn−2〈u〉 and thus pi(P) ⊂
Pn−2〈u〉. This shows that Pn−1〈u〉 = Pn−2〈u〉. Since Pn−2〈u〉 is a Picard-Vessiot
extension of Pn−3〈u〉, again applying theorem 4.15 we see that pi2(P) ⊂ Pn−3〈u〉
and therefore Pn−2〈u〉 = Pn−3〈u〉. Thus Pn−1〈u〉 = Pn−2〈u〉 = Pn−3〈u〉. Assume
that Pn−(i−1)〈u〉 = Pn−i〈u〉. Then pii−1(P) ⊂ Pn−i〈u〉 and therefore applying
theorem 4.15 to the Picard-Vessiot extension Pn−i〈u〉| Pn−(i+1)〈u〉, we see that
pii(P) ⊂ Pn−(i+1)〈u〉. This shows us that Pn−i〈u〉 = Pn−(i+1)〈u〉. Thus the above
induction argument shows
Pn−1〈u〉 = C〈u〉 (4.16)
and therefore from equation 4.15 we obtain
C〈u〉 = C(S, pi(P), pi2(P), · · · , x),
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where S = {Li(y1, · · · , ym)|1 ≤ i ≤ t} ⊂ spanCP .
As we noted earlier, E = ∪ni=0pii(P) and therefore P ⊆ E implies pi(E) ⊂
∪ni=1pii(P). Thus ∪ni=1pii(P) = ∪ni=1pii(E) and hence we also have
C〈u〉 = C(S, pi(E), pi2(E), · · · , x).
Remark 4.18. From theorem 4.17 we also see that, if u ∈ Ln \ Ln−1 and E the
set of essential elements of u then
C(E) ⊇ C〈u〉 ⊃ Pn−1 ⊃ · · ·P1 ⊃ P0 ⊃ C. (4.17)
In particular, if u ∈ L∞ \C then x ∈ C〈u〉.
Now we will generalize theorem 4.17 to any finitely generated differential subfield
of Ln.
Theorem 4.19. Let K := C〈u1, · · · , um〉 be a finitely differentially generated
subfield of Ln\Ln−1 and let E := ∪mi=1Ei, where Ei is the set of essential elements
of ui. For each i, let ni ∈ N be minimal such that Ei ⊂ ∪nij=0Λj and let Pi ⊂ Ei
be the pi−base of Ei := ∪nij=0pij(Ei). Then there are finite sets Si ⊂ spanCPi such
that
K = C(S, pi(P), pi2(P), · · · , x),
where S = ∪mi=1Si and P = ∪mi=1Pi. Moreover, for every y ∈ P, S contains at
least one linear combination in which y appears nontrivially.
Proof. Since K is a compositum of singly generated differential fields, the proof
follows from theorem 4.17.
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Theorem 4.20. Every finitely generated differential subfield of L∞ is singly gen-
erated.
Proof. Let K be a finitely generated differential subfield of Ln \Ln−1. Then from
theorem 4.19 there are sets S and P such that
K = C(S, pi(P), pi2(P), · · · , x).
Let S = {Li|1 ≤ i ≤ m}, u =
∑n
i=1 x
iLi, E := C(P , pi(P), pi2(P), · · · , x) and
let F := C(pi(P), pi2(P), · · · , x). We see that E|F is a Picard-Vessiot exten-
sion(antiderivative extension), and since Li ∈ spanCP we obtain L′i ∈ F and
thus K is an intermediate Picard-Vessiot sub-extension of E|F. Consider the
Picard-Vessiot extension K|F. Since F(S)=K is an antiderivative extension of F
and u ∈ K, we see that for any Φ ∈ G(K|F)
Φ(u) =
n∑
i=1
xiΦ(Li)
=
n∑
i=1
xi(Li + ci)
=
n∑
i=1
xiLi +
n∑
i=1
cix
i
= u+
n∑
i=1
cix
i,
where ci ∈ C. Thus if Φ fixes u, we obtain
∑n
i=1 cix
i = 0 and therefore Φ has to
be the identity. Thus F〈u〉 = K. Consider
∂u
∂y
=
n∑
i=1
xi
∂Li
∂y
.
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We observe from theorem 4.19 that for y ∈ P there is an i such that ∂Li
∂y
6= 0, and
we also recall that P ∪ {x} is algebraically independent over C. Thus ∂u
∂y
6= 0 for
any y ∈ P and we also obtain that E := P ∪ {x} is the set of essential elements
of u. It can be easily seen that the pi−base of E := ∪ni=0pii(E) is again P and
therefore applying theorem 4.17, we see that pi(P), pi2(P), · · · , x ⊂ C〈u〉. Thus
F ⊂ C〈u〉 and therefore K = F〈u〉 = C〈u〉 and we are done.
An Algorithm to Compute the Differential field C〈u〉
Theorem 4.21. Let u ∈ Ln \ Ln−1 and let P,Q ∈ C[E], where E is the set of
essential elements of u, (P,Q) = 1 and u = P
Q
. Then the set S and P from
theorem 4.17 can be computed from P and Q.
Proof. Since P = E \ ∪ni=1pii(E), we see that the set P can be computed once
the set E of essential elements is known. From equation 4.16 we see that
pi(P), pi2(P) · · · pin(P) = {x}⊂ C〈u〉. That is Pn−1 ⊂ C〈u〉 and thus C〈u〉 is an
intermediate differential field of the Picard-Vessiot extension C(E)|Pn−1. That
is
C(E) ⊇ C〈u〉 ⊃ Pn−1. (4.18)
Also note that C(E) is an extension by antiderivatives of Pn−1 and that C(E) =
Pn−1(P) and P ∩ Pn−1 = ∅ since E is algebraically independent over C. Thus
C(E)|Pn−1 is a pure transcendental extension of transcendence degree |P|. Now
we may apply theorem 2.8 to obtain the set S. Thus from equation 4.16, we see
that C〈u〉 = Pn−1(S).
Algorithm: Write out two polynomial expressions, say A,B, over C with ele-
ments from Λ∞ as indeterminates. The following steps will find the differential
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field C〈u〉, where u = A
B
, in the form of a finitely generated field expressed in
theorem 4.17.
Step 0 First we form a finite set S by picking elements from Λ∞ that appear in
the expression of A or B. Then compute the set E of essential elements of
u. That is, find the set
E :=
{
y ∈ S
∣∣∣∂P
∂y
6= 0 or ∂Q
∂y
6= 0
}
.
Also find the set P = E \ ∪ni=1pii(E), where n is the least positive integer
such that pin(E) = {x} and let E := ∪ni=0pii(E).
Step 1 From equation 4.18, we obtain Pn−1 ⊂ C〈u〉. In particular pi(P), pi2(P)
· · · pin(P) = {x} ⊂ C〈u〉. Since C(E) is an antiderivative extension of Pn−1,
we obtain that C〈u〉 is an intermediate differential subfield of the Picard-
Vessiot extension C(E) of Pn−1.
Step 2 We replace A,B by some P,Q ∈ C[E] such that (P,Q) = 1. This can
be done in two ways. We may use MATHEMATICA 5.2 and compute the
GCD of A,B and divide A,B by the GCD to get P,Q such that A
B
= P
Q
and GCD of P,Q is 1. In case, when MATHEMATICA 5.2 fails to compute
the GCD, we way compute the Gro¨bner basis [1] for the Ideal < A,B >
generated over C[S] and use Gaydar’s formula [2] to compute the GCD and
then use the multivariable division algorithm [1] to find out P,Q such that
A
B
= P
Q
and GCD of P,Q is 1.
Thus we note that finding a relatively prime polynomials for a given pair
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of polynomial from C[Λ∞] is a finite process.
Now we have u = P
Q
, P,Q ∈ C[E] and (P,Q) = 1.
Step 3 Write P and Q as polynomials over R := C[pi(P), pi2(P),· · · ,x] with
elements of P as variables. Then Pn−1 becomes the fraction field of R.
Note that C(E)|Pn−1 is a Picard-Vessiot extension( by antiderivatives)
of transcendence degree p := |P| and thus if σ ∈ G(E|K) then σ(P ) =
P (y1 + c1σ, · · · , yp + cpσ) and σ(Q) = Q(y1 + d1σ, · · · , yp + dpσ) where ciσ,
djσ ∈ C and yi ∈ P . Also from theorem 2.8, we see that σ(u) = u if and
only if σ(P ) = P and σ(Q) = Q.
Step 4 From proposition 2.9 we obtain that if σ fixes P and Q then it fixes each
of the homogeneous components of P and Q and from this fact (following
the proof of proposition 2.9) we obtain linear forms over R such that the
field generated by Pn−1 and the linear forms equals the field C〈u〉. Thus,
we compute a system of linear forms {Dj} over R such that σ(P ) = P and
σ(Q) = Q if and only if Dj(c1σ, · · · , cpσ) = 0.
Step 5 Since R is a polynomial ring, using proposition 2.11, we could compute
a system of linear forms {Lj} over C from the system {Dj} such that the
set of solutions of Lj and Dj over C
p are the same.
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Step 6 Finally, from theorem 4.17 we see that the field
C〈u〉 = C(S, pi(P), pi2(P), · · · , x),
where S = {Lj(y1, · · · , yp)|yi ∈ P}.
4.4 Examples
In this section we will apply our algorithm to compute the differential fields
generated by an element of L∞ and C. Also we assume C := C, the field of
complex numbers.
Example 1 Consider the field L1 and Let
u =
5x3 ln(x+ 1) + ln(x+ e) + 27x3 ln(x+
√
2)
ln(x) + x
(
ln(x+ 2)− 17 ln(x+ 3))2 ∈ L1.
Step 0 Let A := 5x3 ln(x + 1) + ln(x + e) + 27x3 ln(x +
√
2) and B := ln(x) +
x
(
ln(x + 2) − 17 ln(x + 3))2. We observe that u ∈ C(S), where S =
{x, ln(x), ln(x + 1), ln(x + 2), ln(x + 3), ln(x + e), ln(x + √2)}. We easily
see that the essential elements E equals the set S. The set E = ∪1i=0pi(E)
and in this case, we see that E = E. The pi−base of P of E is the set
P = {ln(x), ln(x+ 1), ln(x+ 2), log(x+ 3), ln(x+ e), ln(x+√2)}.
Step 1 Since u ∈ L1, we have n = 1 and thus C(E) ⊇ C〈u〉 ⊃ P0 = C(x). The
differential field C(E) is an antiderivative extension of C(x) and therefore
C〈u〉 is an intermediate differential subfield of the Picard-Vessiot extension
C(E) of C(x).
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Step 2 We note that A and B are relatively prime and thus we may choose
P := A and Q := B.
Step 3 We rewrite P and Q as polynomials over R := C[x]. Then P =
x3
(
5 ln(x + 1) + 27 ln(x +
√
2)
)
+ ln(x + e) and Q = ln(x) + x
(
ln(x +
2)− 17 ln(x + 3))2. Let y1 := ln(x + 1), y2 := ln(x +√2), y3 := ln(x + e),
y4 := ln(x), y5 := ln(x + 2) and y6 := ln(x + 3). We observe that if
σ ∈ G(C(E)|P0), then σ(yi) = yi + ciσ for each yi ∈ P and we also observe
that for any σ ∈ G(C(E)|C(x)), σ(u) = u if and only if σ(P ) = P and
σ(Q) = Q.
Step 4 Note that P is a homogeneous polynomial of total degree 1 over C[x]. If
σ fixes P then
σ(P ) = P
⇐⇒
3∑
i=1
ciσ
∂P
∂yi
= 0
⇐⇒ x3(5c1σ + 27c2σ)+ c3σ = 0.
Let D1 := x
3
(
5y1 +27y2
)
+y3. Then we see that for any σ ∈ G(C(E)|C(x)),
σ(D1) = D1 if and only if x
3
(
5c1σ + 27c2σ
)
+ c3σ = 0.
If σ fixes Q then σ fixes the homogeneous components of Q and thus σ fixes
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y4 := ln(x) and x
(
y5 − 17y6
)2
. Now
σ(x(y5 − 17y6)2) = x(y5 − 17y6)2
⇐⇒
6∑
i=5
ciσ
∂Q
∂yi
= 0
⇐⇒ x(c5σ − 17c6σ)(y5 − 17y6) = 0
⇐⇒ c5σ − 17c6σ = 0.
Let D2 := y5 − 17y6. Then for any σ ∈ G(C(E)|C(x)), σ(D2) = D2 if and
only if c5σ − 17c6σ = 0.
Step 5 Note that x3
(
5c1σ + 27c2σ
)
+ c3σ = 0 if and only if c3σ = 0 and 5c1σ +
27c2σ = 0. That is, σ fixes P if and only if it fixes y3 and 5y1 + 27y2. We
also observe that the linear form D2 is already over C.
Thus we have proved that for any σ ∈ G(C(E)|C(x)), σ fixes u if and only
if σ fixes x, y3, y4, 5y1 + 27y2 and y5 − 17y6.
Step 6
C〈u〉 = C(x, ln(x+e), ln(x), 5 ln(x+1)+27 ln(x+
√
2), ln(x+2)−17 ln(x+3))

Example 2
Let y1 := ln(ln(ln(x − i) + 2) + 3), y2 := ln(ln(x + i) +
√
3), y3 := ln(x +
5
6
),
y4 := ln(ln(x+
1
2
)+ 1
2
), y5 := ln(x+
√
5), y6 := ln(x+5+ i), y7 := ln(ln(ln(x)+ i))
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and let
u =
ln(x+ i)2 ln(x− i)(y1 − y3)5 + x3 ln(x)(y2 − y5)2
ln(ln(x) + i)2(y5 − y7)7 + x ln(x− i)3 ln(ln(x− i) + 2)2(y6 − y4)12 ∈ L3.
We will apply the algorithm to compute the differential field generated by C and
u.
Step 0 Let A := ln(x+ i)2 ln(x− i)(y1−y3)5 +x3 ln(x)(y2−y5)2, B := ln(ln(x)+
i)2(y5−y7)7 +x ln(x− i)3 ln(ln(x− i)+2)2(y6−y4)12 and S := {y1, y2, y3, y4,
y5, y6, y7, ln(x − i), ln(x + i), ln(ln(x) + i), ln(x), x, ln(ln(x − i) + 2)}. We
observe that the set of essential elements E of u equals the set S. Since
pi(E) = {ln(x+ 1
2
), ln(ln(x)+i), ln(ln(x−i)+2), ln(x+i)}, pi2(E) := {ln(x−
i), x, ln(x)} and pi3(E) = {x}, we see that E = ∪3i=0pii(E) = E∪{ln(x+ 12)}.
Then the pi−base P of E is the set E \ ∪3i=1pii(E) = {y1, y2, · · · , y7}.
Step 1 We know that ∪3i=1pii(P) = {ln(x− i), ln(ln(x− i) + 2), ln(x+ i), ln(x+
1
2
), ln(ln(x)+i), ln(x), x} and that P2 = C(∪3i=1 pii(P)) ⊂ C〈u〉. Thus C〈u〉
is an intermediate subfield of the Picard-Vessiot extension(antiderivative
extension) P3 := C(E) of P2. Also note that P3 = P2(y1, y2, · · · , y7).
Step 2 One can easily see that A and B are relatively prime and thus choose
P := A and Q := B.
Step 3 The polynomials P and Q are already presented as polynomials over
the field C(∪3i=1pii(P)) with y1, y2, · · · , y7 as variables. We note that if
σ ∈ G(C(E)|P2), then σ(yi) = yi + ciσ for each yi ∈ P and we also observe
that for any σ ∈ G(C(E)|P2) such that σ(u) = u then P divides σ(P ) and
Q divides σ(Q). Then from proposition 2.9 we have σ(u) = u if and only if
σ(P ) = P and σ(Q) = Q.
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Step 4 Let σ = (c1σ, · · · , c7σ) ∈ G(C(E)|P2) be an automorphism such that
σ(u) = u. Then σ(P ) = P and σ(Q) = Q and now we shall use proposition
2.9 to compute the linear forms. Note that σ fixes u if and only if it
fixes H8 := ln(x + i)
2 ln(x − i)(y1 − y3)5, H6 = x3 ln(x)(y2 − y5)2 H18 =
x ln(x − i)3 ln(ln(x − i) + 2)2(y6 − y4)12 and H9 = ln(ln(x))2(y5 − y7)7.
Thus
∑7
i=1 ciσ
∂Hj
∂yi
= 0 for j = 6, 8, 9 and 18, which gives us the following
equations
ln(x+ i)2 ln(x− i)(c1σ − c3σ) = 0,
x3 ln(x)(c2σ − c5σ) = 0,
ln(ln(x) + i)2(c5σ − c7σ) = 0,
x ln(x− i)3 ln(ln(x− i) + 2)2(c6σ − c4σ) = 0.
We also observe that the P2−linear forms of the field C〈u〉 areHj, j = 6, 8, 9
and 16. That is C〈u〉 = P2(H6, H8, H9, H18).
Step 5 From the above displayed equations, it is clear that σ(u) = u if and only
if c1σ − c3σ = 0, c2σ − c5σ = 0, c5σ − c7σ = 0 and c6σ − c4σ = 0.
Step 6
C〈u〉 =C(ln(x− i), ln(x+ i), ln(ln(x) + i), ln(x+ 1
2
), ln(x), x,
ln(ln(x− i) + 2), y1 − y3, y2 − y5, y6 − y4, y5 − y7).
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