We have employed ptychographic coherent diffractive imaging to completely characterize the focal spot wavefield and wavefront aberrations of a high-resolution diffractive X-ray lens. The ptychographic data from a strongly scattering object was acquired using the radiation cone emanating from a coherently illuminated Fresnel zone plate at a photon energy of 6.2 keV. Reconstructed images of the object were retrieved with a spatial resolution of 8 nm by combining the difference-map phase retrieval algorithm with a non-linear optimization refinement. By numerically propagating the reconstructed illumination function, we have obtained the X-ray wavefield profile of the 23 nm round focus of the Fresnel zone plate (outermost zone width, Δr = 20 nm) as well as the X-ray wavefront at the exit pupil of the lens. The measurements of the wavefront aberrations were repeatable to within a root mean square error of 0.006 waves, and we demonstrate that they can be related to manufacturing aspects of the diffractive optical element and to errors on the incident X-ray wavefront introduced by the upstream beamline optics. 
Abstract:
We have employed ptychographic coherent diffractive imaging to completely characterize the focal spot wavefield and wavefront aberrations of a high-resolution diffractive X-ray lens. The ptychographic data from a strongly scattering object was acquired using the radiation cone emanating from a coherently illuminated Fresnel zone plate at a photon energy of 6.2 keV. Reconstructed images of the object were retrieved with a spatial resolution of 8 nm by combining the difference-map phase retrieval algorithm with a non-linear optimization refinement. By numerically propagating the reconstructed illumination function, we have obtained the X-ray wavefield profile of the 23 nm round focus of the Fresnel zone plate (outermost zone width, Δr = 20 nm) as well as the X-ray wavefront at the exit pupil of the lens. The measurements of the wavefront aberrations were repeatable to within a root mean square error of 0.006 waves, and we demonstrate that they can be related to manufacturing aspects of the diffractive optical element and to errors on the incident X-ray wavefront introduced by the upstream beamline optics.
Introduction
Advances in the manufacture of high-resolution X-ray optics [1] [2] [3] capable of focusing X-ray beams into focal spots of a few tens of nanometers in size requires the development of new characterization methods. Conventional techniques such as the use of knife-edge scans or wellcharacterized test objects cannot achieve a full evaluation of the performance of the focusing device. Furthermore, such techniques can only provide limited feedback for improvements in the fabrication technology and alignment routines of nanofocusing X-ray optics. Coherent diffractive imaging (CDI) and phase retrieval techniques [4] [5] [6] offer the unique capability of retrieving the complex-valued wavefield distribution of electron, visible light and X-ray wavefronts from one or more far-field intensity measurements. Although CDI methods were initially intended to overcome the spatial resolution limitations of lens-based imaging of the sample under study [7, 8] , they have also been proven as a very effective approach to gain insight of the incident X-ray beam illuminating the object [2, 9, 10] . In particular, ptychographic coherent diffractive imaging (PCDI) techniques [11] [12] [13] have been demonstrated as a compelling method to assess the quality of the nanofocused X-ray beams and evaluate the performance of high-resolution X-ray optics such as mirrors [14, 15] and refractive lenses [16] [17] [18] .
In this work we used PCDI to investigate the focusing capabilities of a high-resolution diffractive X-ray lens, i.e., a Fresnel zone plate (FZP), capable of focusing multi-keV X-rays into a round focal spot 23 nm wide [3] . Ptychographic scans on a nanopatterned object were employed to reconstruct the X-ray complex-valued wavefield of the out-of-focus illumination provided by the high-resolution FZP. By numerically propagating the reconstructed wavefield along the optical axis to the focal plane, we have obtained a full characterization of the focusing performance of the FZP. Furthermore, by propagating the wavefield to the exit pupil of the diffractive lens, we can evaluate the wavefront aberrations both related to its manufacture and the upstream beamline optics. These results demonstrate that PCDI is an excellent method to characterize high-resolution diffractive X-ray optics and provides valuable feedback for improvements of manufacturing and alignment procedures.
Experimental Methods
The experiments were carried out at the coherent small angle X-ray scattering (cSAXS) beamline of the Swiss Light Source, Paul Scherrer Institut. Figure 1(a) shows the scheme of the experimental setup employed to acquire the ptychographic data. The X-ray beam was extracted from an U19 undulator insertion device [19] with an estimated photon source size of 200×20 μm 2 horizontal×vertical (H×V) full width at half maximum (FWHM). A double-crystal Si(111) monochromator selected a photon energy of 6.20 keV (wavelength, λ = 0.200 nm), and the X-ray beam was delivered into the experimental hutch after being reflected by a grazing-incidence mirror, to reject higher-order harmonics, and passing through several sets of beam-conditioning slits. The setup in the experimental hutch was identical to a scanning transmission X-ray microscope [20] : it comprised a central stop, a high-resolution FZP, a 10 μm diameter pinhole serving as order selecting aperture (OSA), and the object, which was mounted on a high-precision piezoelectric positioning stage for high-resolution scanning. A pixelated PILATUS 2M detector was located at a distance d sam−det = 2253 mm downstream of the object position, behind a He-filled flight tube to prevent excessive absorption and scattering by air. The PILATUS 2M detector sampled the far-field intensity with 1475×1679 pixels of size 172×172 μm 2 , having 20-bit dynamic range, no readout noise, and a point spread function of one single pixel [21, 22] . The detector, operated in single-photon counting mode, was used to record the full divergent radiation cone created by the FZP and scattered photons emanating from the object. The high-resolution FZP used to focus the incoming X-ray beam had a diameter of D = 100 μm and an outermost zone width of 20 nm. It was made of iridium and its zone height was approximately measured to be 550 nm. This diffractive optical element was manufactured by means of a zone-doubling technique [23] , and further details of its fabrication and characterization can be found in Refs. [24] and [3] , respectively. Figure 1(b) shows a scanning electron microscopy (SEM) image of the outermost region of the zone-doubled iridium structures, consisting of 20 nm lines and spaces. The zone-doubled FZP was designed to have a focal length of f = 10.0 mm at a photon energy of 6.2 keV and its focusing diffraction effi-ciency was experimentally measured to be 6.3% for this photon energy in previous experiments. An 18 μm-thick central stop roughly 35 μm in diameter was mounted on an additional stage about 4 mm upstream of the FZP position. A relevant detail in the setup is that the zone-doubled FZP was located at about 34 m from the source, at which point the incident X-ray beam was expected [25] to have a transverse coherence area of 25×250 μm 2 (H×V of FWHM). The horizontal dimension was thus too small to provide coherent illumination of the FZP aperture. To overcome this limitation, at expense of a reduced photon flux, a vertical slit located at 12.1 m downstream of the undulator source was used to create a secondary source and increase the transverse coherence in the horizontal direction, as shown in Fig. 1(a) . The nominal slit width was set to 25 μm while acquiring the ptychographic data. Thus, unlike in previous experiments [12] , the zone-doubled FZP was fully rather than partially illuminated by the incident coherent X-ray beam, and it was expected to create a diffraction-limited focusing round spot of 20.6 nm in size (FWHM). Notice that due to the use of the central stop and the OSA only the 1 st diffraction order of the FZP contributes to the illumination of the object. Thus, we are only investigating the focal spot and wavefield of the 1 st diffraction order of the FZP.
The strongly scattering object was a nanofabricated pattern made of silicon oxide and iridium by combining electron beam lithography and atomic layer deposition [26] . Initially, the silicon oxide structures were fabricated by electron beam lithography with a smallest feature size of about 50 nm. After that, the pattern was conformally coated with a 17 nm-thick layer of iridium to enhance its X-ray scattering cross-section. As a result, the silicon oxide structures were buried beneath a uniform iridium film covering both ridges and sidewalls of the original pattern. Figure 1 (c) shows an SEM image of the object, in which only the uniform superficial iridium layer is revealed.
Prior to the ptychographic scans we used scanning transmission X-ray microscopy to determine the focal plane position for the 1 st diffraction order of the FZP. The position of the object along the optical axis could thus be precisely chosen. For the ptychographic scans the object was moved downstream from the focal plane by a distance δ = 75 μm. Scanning the object with an out-of-focus illumination function was convenient to increase the size of the illuminated area of the object to roughly S = δ D f = 750 nm and allow larger scanning steps while preserving sufficient overlap of neighboring illuminated positions [27] and adequate sampling of the resulting speckle pattern by the PILATUS 2M detector. The diffraction patterns were collected by scanning a 2×2 μm 2 area of the object in concentric circles [28] , whose radii varied from 0.2 to 1 μm in steps of 0.2 μm. The scan started at the center position, and each circle contained five more positions than the previous one. In this manner, 83 diffraction patterns, like the one shown in Fig. 1 (d), were collected with 0.5 s acquisition time each. A second scan was recorded immediately after translating the detector to a second position in order to acquire the information missing in the diffraction patterns due to the gaps between contiguous modules of the PILATUS 2M detector. In total, 166 diffraction patterns were collected in slightly less than 2 min for each ptychographic scan.
From the original full frames acquired by the PILATUS 2M detector, we selected a square window of 800×800 pixels centered at the radiation cone of the FZP as input data for the reconstruction algorithm. The pixel size in the reconstructed image and probe, i.e., the complexvalued wavefield of the illumination function at the object position, was
.27 nm where a pixel = 172 μm is the detector pixel size. The ptychographic reconstructions of the object and probe were simultaneously obtained by the difference-map phase retrieval algorithm [12, 13] after 300 iterations and an average computing time of 2 hours. The reconstructed object image was taken as the average of 20 reconstructions picked between the 200th and the 300th iteration [28] . This averaging reduced the contribution of fluctuating features that were not consistent as the iterations progressed. The result from the difference-map algorithm was then refined through a maximum likelihood non-linear optimization [29] . This combination exploits the ability of the difference-map algorithm to quickly explore the solution space, effectively converging to the neighborhood of the solution but usually oscillating around it. The optimization is then used as a refinement step to retrieve an optimal solution in this neighborhood by explicitly accounting for the Poisson statistics of the detection noise in the measurement. Additionally, for these reconstructions we used an optimization error metric that is insensitive to fluctuations of the total beam intensity, such that these possible fluctuations bear no effect on reconstruction progress. This combination of the difference-map followed by optimization refinement yielded improved object image quality, reduced noise and increased reproducibility in the reconstructed illumination function. Further details of this non-linear optimization refinement will be published elsewhere.
The two ptychographic scans, acquired at different lateral detector positions, were simultaneously used by the phase retrieval algorithms. Using the known detector translation we matched the center of the diffraction patterns for both scans, and defined accordingly translated binary masks that denoted where data from the module gaps was missing, i.e., the mask was unity where data was measured and zero otherwise. The Fourier domain projection used by the difference-map took into account these masks by imposing the measured intensity where the corresponding mask was unity and leaving the amplitude unchanged at the gaps, an approach used in Ref. [12] to deal with detector dead pixels. For the optimization refinement we used a weighting function that excluded the pixels in the gaps from the computation of the error metric, an approach that was described in Ref. [29] and experimentally proven in Ref. [14] . Because the detector was moved between the two scans most of the data points lost due to the detector gaps in the first position are measured in the second detector position. That is, most points in Fourier domain were actually constrained by at least one measurement, thereby having only small (7x17 pixels) regions of missing data at relatively high diffraction angles. Given the ability of PCDI to extrapolate measurements to achieve super-resolution [30] it is expected that these small regions of missing data bear a small effect on the reconstructions. This approach also placed the adequate higher emphasis for the points in the diffraction patterns that were measured twice and avoids spurious edges that may appear for more conventional stitching methods and could have a detrimental effect on image quality.
Results and Discussion

Object Image Reconstruction
Although the main interest of this work is the characterization of the illumination function delivered by the high-resolution FZP, the retrieved image of the nanopatterned object can be used to assess the quality and reproducibility of the reconstruction method. Figure 2(a) shows the reconstructed phase image of the nanopatterned object. This image was obtained from the average of two consecutive separate ptychographic scans that were acquired under the same conditions but independently reconstructed. As discussed below in detail, these two repeated images of the same area of the object were retrieved to quantitatively assess image quality while accounting for different noise realization in the measurements and experimental errors such as vibrations or fluctuations in the illumination. The reconstructed phase image in Fig. 2(a) demonstrates very good agreement with the SEM picture shown in Fig.1(c) . The ptychographic reconstruction can clearly resolve the smallest separation between sharp features, which is about 40 nm. In addition, the high contrast dark lines at the edges of the structure correspond to the 17 nm wide iridium layer conformally covering the buried silicon oxide structure that is not visible in the SEM picture. The object image power spectrum, i.e., the squared-modulus of its Fourier transform depicted in Fig. 2(b) , shows that significant signal is obtained above the noise level for more than half of the computational window, corresponding to a half-cycle resolution of 2 pixels, or 6.6 nm, for both horizontal and vertical directions. However, a more accurate estimation of spatial resolution directly from the reconstructed image is difficult in this case since the actual sharpness of the features in the object is coarser than the spatial resolution. In general, assessing the quality and the spatial resolution of reconstructed object images obtained by CDI algorithms is an important task. For CDI techniques involving a single diffraction pattern a commonly used tool is the phase retrieval transfer function (PRTF) [31, 32] , which gives a measure of the consistency of the retrieved phases in the Fourier domain for either different number of iterations or different random starting guesses of the object. In PCDI, the diffraction patterns are contributed by the two unknown functions that are being retrieved, namely the object and the probe, and it is then difficult to distinguish if the PRTF is associated to the object or the probe. In addition, it has been pointed out that for PCDI the PRTF can be significantly misleading for the reconstruction of weak scattering objects [28, 33] .
Here, we have estimated the spatial resolution in the reconstructed object image using Fourier ring correlation (FRC, also referred as Fourier shell correlation for its extension to threedimensional imaging) [34, 35] . The FRC approach is a well-established technique for determining the spatial resolution of two-and three-dimensional images in transmission electron microscopy. It provides a curve of the normalized cross-correlation coefficient between two independently acquired images at a given ring in the reciprocal space, hence giving a measure of the consistency of the image signal as a function of the spatial frequency, or resolution. As the signal-to-noise ratio (SNR) for a particular spatial resolution is reduced, so is the FRC curve. To compute the FRC, two independent datasets were measured and reconstructed. Because the reconstructed object images can have a translation error between them, they were aligned with subpixel precision using an efficient image registration method based on cross-correlation [36] . Additionally, before the computation of the FRC a global and linear phase terms should be matched between the images, as these terms are inherent ambiguities for PCDI when both object image and illumination function are retrieved [37] . Finally, the edges of the object images were multiplied by a soft-edged mask in order to avoid the introduction of artificially sharp similarities at the edge of the computational window [35] . The FRC computed from these images, as function of spatial frequency, is shown with a solid line in Fig. 2(c) . To give a quantitative estimate of the image resolution from the FRC a threshold curve can be used. The threshold curve chosen here is an analytical expression independent of the image data for the expected FRC for images with a SNR that is constant in the Fourier domain [35] . The threshold curve shown in Fig. 2(a) with a dotted line corresponds to the 1/2-bit criterion, that is, a flat SNR of 0.41 in the Fourier domain. This criterion was introduced in Ref. [3] as a metric that produces similar results as other tools currently used to estimate the resolution for X-ray crystallography. Figure 2 (c) shows that the FSC cuts the threshold curve at a spatial frequency corresponding to a spatial resolution of about 8 nm, which indicates that at such resolution the SNR in the average image, shown in Fig. 2(a) , drops below the threshold value. It is also remarkable that the FRC remains comparable to the 1/2-bit threshold curve at spatial frequencies down to 5 nm. A more conservative estimate of 12 nm resolution is given by the 1-bit threshold curve in Fig. 2(c) , which corresponds to a SNR of unity. From these FRC results and the image power spectrum we estimate a spatial resolution of 8 nm in the reconstructed phase image of the object.
Focal Spot Wavefield and Wavefront Reconstruction
Ptychographic phase retrieval algorithms reconstruct both the object image, i.e., the complexvalued object transmission function, and the probe, the latter being the illuminating complexvalued wavefield at the object position. We can characterize the focal spot wavefield and lens wavefront aberrations corresponding to the 1 st diffraction order of the high-resolution FZP by appropriately back-propagating the reconstructed probe along the optical axis.
As described in Sec. 2, the object was nominally located at a distance δ = 75 μm from the focal plane. At this position, the X-ray beam was expected to be defocused with an expected size of S = 750 nm. Figure 3(a) shows the intensity distribution of the reconstructed wavefield at this object position. Although the probe lacks uniformity and well-defined boundaries, we can estimate the defocused X-ray beam size to be approximately 650 nm, thus slightly smaller than expected. From the complex-valued wavefield at this position, the X-ray beam wavefield at the vicinity of the focal plane can be numerically calculated by employing the angular spectrum approach [38] , which involves computing the Fourier spectrum of the wavefield by means of a discrete Fourier transform (DFT), applying a multiplicative propagation transfer function and returning to the real space using an inverse DFT. Figure 3(b) shows the intensity of the propagated wavefield of the planes XZ and YZ through the focus of the high-resolution FZP (the Z direction is taken along the optical axis of the experimental setup, as depicted in Fig. 1 ). In the plots, the intensity is shown on a logarithmic scale, to reveal more detail, and dashed lines mark the locations of the object and approximate focal plane (as labeled). The location of the peak intensity in the propagated wavefield indicates that the actual distance of the focus to the object was about 68 μm. This value, slightly shorter than the nominal δ = 75 μm, is consistent with the observed smaller size of the probe in the object plane. The discrepancy between the nominal and the retrieved values of δ can be explained by inaccuracies during the determination of the focal position by scanning transmission X-ray microscopy, and it is within the range of the expected depth of focus (DOF) of 8 μm. Lens aberrations, in particular astigmatism, can hinder the determination of the focal plane by scanning transmission X-ray microscopy. The wavefield intensity at the focal plane is shown in Fig. 3(c) . The size of the focal spot is estimated to be 22.5×23.8 nm 2 (H×V of FWHM). These retrieved values are close to the expected size of 20.6 nm (FWHM) for FZP with an outermost zone width, Δr, of 20 nm. The imperfections on the focused wavefield, observed in Figs. 3(b) and 3(c), arise from aberrations of the wavefront exiting the high-resolution FZP. To investigate these aberrations, we back-propagate the reconstructed wavefield upstream to the exit pupil of the lens. This is most efficiently achieved, in terms of sampling requirements, by computing the Fresnel diffraction integral [9, 38] using a single DFT. Propagating the reconstructed probe by 10 mm upstream in this manner we obtain the wavefield at the exit pupil with a sampling of about 1.0 μm. The amplitude of the wavefield exiting the FZP is shown in Fig. 4(a) . From the phase of this complex-valued wavefield, one can subtract the constant, linear and quadratic phase terms. The resulting phase profile, shown in Fig. 4(b) , reveals the wavefront aberrations, i.e., the deviations between the exit wave and a perfectly spherical wave which would be expected for an ideal lens. By inspection of the wavefront aberrations one can distinguish high-and low-frequency variations. The low-frequency components are most likely introduced by the upstream optical elements of the beamline. The beam-conditioning slits or imperfections of the monochromator and mirror used for higher-order harmonic rejection are believed to create the non-uniform intensity and the vertical and horizontal stripes observed on the amplitude of the lens wavefield in Fig. 4(a) . The low-frequency components in the lens wavefront aberrations in Fig. 4 (b) are clearly dominated by astigmatism, which is characterized by a curvature of opposite signs in orthogonal directions, i.e., a saddle shaped function. This astigmatism is produced by a slight vertical focusing of the higher-order harmonic rejection mirror, which then delivers a slightly aberrated beam to the FZP. On the propagated X-ray beam, in Fig. 3(b) , this astigmatism results in a slight difference in distance from the lens to the best focal planes in the X and Y directions. The latter difference made the determination of best focus difficult with the STXM, whereas with the reconstructed beam the determination of the best focus becomes easier by using the circle of least confusion, i.e., the plane where the area inside the FWHM intensity contour is minimized. On the other hand, the high-frequency aberrations are more likely to originate from the FZP structure. In the upper-left quadrant of both the amplitude and the phase aberration plots in Fig. 4 one observes the shadows of a square grid with an approximate period of about 5 μm. This periodicity matches the writing field of the electron beam lithography tool that was used to fabricate the FZP pattern. Such imperfections, usually not visible under SEM inspection, are due to small changes of the exposure parameters between contiguous writing fields. These errors are known in the electron beam lithography community as sub-field stitching error. A second pattern that is obvious in the reconstructed wavefront aberrations are the six concentric rings occurring at increasing radii. They can be easily related to deviations from the ideal FZP structure, i.e., any misplaced zones that will result on perturbations of the phase of the wavefield exiting the FZP. However and due to the large pixel size, only the average effect of these phase perturbations can be observed on the reconstructed wavefield. Figure 5 shows SEM pictures of the FZP, highlighting the buttresses which are necessary to create mechanically stable, high aspect ratio resist structures during the electron beam lithography step [3] . It was experimentally determined that the most stable structures to connect neighboring zones were buttresses radially aligned with the FZP pattern. However, to maintain sufficiently short azimuthal space between the buttresses, their periodicity had to be adjusted as a function of the radial position. The FZPs were fabricated containing six discrete buttressing periodicity changes as shown in Fig. 5 . The reconstructed wavefront reveals that each of the buttressing periodicity changes creates a unique imperfection in the wavefront exiting the FZP. Closer to the edge of the FZP, the similarity between the azimuthal separation of the buttresses in neighboring regions creates a beating between the spatial frequencies, resulting in a discontinuous line in the wavefront aberrations at the position of the rings. The latter effect is most noticeable in ring 5, as indicated in Figs. 4 and 5. While the SEM inspection only demonstrates the deformation of about 4 to 6 iridium zones at each buttressing periodicity change, the current analysis might suggest that a larger number of zones are misplaced. This information will be used in designing an improved buttressing pattern to reduce the aberrations in future fabrication of FZPs.
The wavefront aberrations exiting the FZP were found to have a root mean square (RMS) value of 0.7213 rad or 0.1148 waves. For comparison, the Maréchal criterion establishes that the phase accuracy required for diffraction-limited performance is 1/14 = 0.072 waves RMS. This indicates that the reconstructed X-ray beam was not diffraction-limited and it is consistent with the deviations in size and shape of the reconstructed focal spot with respect to an ideal Airy function. However, the wavefront analysis we have performed already points to a few issues in the lens manufacture and in the incident X-ray beam conditioning that could be addressed to achieve diffraction-limited focusing. Upon comparison from two ptychographic reconstructions of independently acquired datasets we found the wavefront aberration measurement to be repeatable to within an RMS error of 0.04 rad (i.e., 0.006 waves), thus giving assurance of the effectiveness and precision of the method. Such high degree of repeatibility on the wavefront aberration measurement was only achieved after applying the non-linear optimization refinement. Upon comparison from the two ptychographic reconstructions using only the differencemap phase retrieval algorithm of the same datasets, the wavefront aberrations measurements were only repeatable to within an RMS error of 0.145 rad (i.e., 0.023 waves), that is the nonlinear optimization refinement accounted for more than a three-fold improvement in the consistency of the two wavefront aberration reconstructions of independently acquired data.
Summary and Conclusions
In this work we have demonstrated the feasibility of characterizing high-resolution diffractive X-ray optics by PCDI. We have used this method to successfully reconstruct the 23 nm wide focal spot delivered by a zone-doubled FZP. Simultaneously, we have investigated the wavefront aberrations at the exit pupil of the lens, which are related both to manufacturing aspects of the FZP and imperfections on the incident X-ray wavefront introduced by the upstream beamline optics. Both sources of aberration affect negatively the quality of the focal spot. These results further consolidate PCDI as a robust and accurate method to measure aberrations of X-ray optics [14, 17] and demonstrate that it is an excellent tool to assess the performance of FZP, while providing valuable feedback beyond conventional characterization techniques. Furthermore, since the ptychographic scans can be realized in less than 2 min and the ptychographic reconstructions times can be shorten from 2 hours to about 20 min by taking a smaller window of PILATUS frames (400×400 pixels), the technique is well-suited for in-situ and on-line alignment and optimization of the experimental setups.
