The paper presents in a simple and unified framework the Least-Squares approximation of posterior expectations. Particular structures of the sampling process and of the prior distribution are used to organize and to generalize previous results. The two basic structures are obtained by considering unbiased estimators and exchangeable processes. These ideas are applied to the estimation of the mean. Sufficient reduction of the data is analysed when only the Least-Squares approximation is involved.
INTRODUCTION

General Formulation
Consider a random vector (0',x') with 0 e R q and x e R". In what follows, x will typically represent (functions of) observations and 0 will represent either (functions of) parameters or future observations. In all of this paper, (O',x' ) is assumed to be square-integrable.
In Bayesian analysis, attention is often directed toward computing the posterior expectation E(0 [x). This is, e.g., the Bayesian decision rule under quadratic loss. In this paper we consider simple (i.e. linear) approximations of E(0 Ix); they will be denoted I~(0 [x) . Under the Least-Squares (L.S.) criterion, the best linear approximation of E(0 [x) is also the best linear approximation of 0. In this second interpretation, t~(0 [x) may be viewed as a "best linear estimator of 0". Doob (1953) suggests that E(0 [x) be called the best L.S. approximation of 0 and I~(0 ix) the wide-sense version of E (O [x) .
In order to write explicitly I~(0 ix), we partition the vector of the expectations and the variance-covariance matrix in the following way:
Under the Least-Squares criterion, the best linear approximation of E(O Ix) is known to be:
E(OIx) = m + Vox V;~(x-E(x)).
( 1.3)
It is important to point out that formula (1.3) is valid irrespective of the form of the distribution of (0,x); the only restriction being the existence of second-order moments. Reading (1.3) component-wise, we conclude that each component of I~(0 Ix) is also the L.S. approximation of the corresponding component of 0 (or of E(0 Ix)); more formally:
P~(olx) = \E(O~lx)/
(1.4) Formula (1.3) is computationally simple and needs only the specification of the first two moments; this gives it some properties of robustness.
When 0 represents parameters of the sampling distribution, this specification will often rely on the following decomposition, based on averaging over sampling moments: (O,E(x' l 0)) (1.5) (1.6) (1.7)
Apart from the ease of computation and the aspect of robustness, the accuracy of the L.S. approximation is often crucial. Let us introduce
