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Convex geometry and Erdo˝s–Ginzburg–Ziv problem
Dmitriy Zakharov ∗
Abstract
Denote by s(Fdp) the minimum number s such that among any s (not necessarily distinct) vectors
in Fdp one can find p vectors whose sum is zero. Denote by w(F
d
p) the weak Erdo˝s–Ginzburg–Ziv
constant, that is, the maximum number of vectors v1, . . . , vs ∈ Fdp such that for any non-negative
integers α1, . . . , αs whose sum is p we have α1v1 + . . .+ αsvs = 0 if and only if αi = p for some i. We
show that for any p and d we have an upper bound w(Fdp) 6
(
2d−1
d
)
+1. The main result of this paper
is that for any fixed d and p → ∞ we have an asymptotic formula s(Fdp) ∼ w(Fdp)p. Together with
the upper bound on w(Fdp) this result in particular implies that s(F
d
p) 6 4
dp for all sufficiently large
p. In order to prove the main result, we develop a framework of convex flags which generalize usual
polytopes in many ways. Many classical results of Convex Geometry translate naturally to this new
setting. In particular, we obtain analogues of Helly Theorem and of Central Point Theorem. Also we
prove a generalization of Integer Helly Theorem of Doignon. One of the main tools in our argument
is the Flag Decomposition Lemma which asserts that for any subset X ⊂ Fdp one can find a convex
flag which approximates X in a certain way. Then, Central Point Theorem and other tools allow us
to solve the problem for this approximation. Finally, in order to lift the solution back to the original
set X we apply the Set Expansion method of Alon–Dubiner.
1 Introduction
In 1961 Erdo˝s, Ginzburg and Ziv [9] showed that among any 2n − 1 integers one can always select
exactly n whose sum is divisible by n. Harborth [12] considered a higher-dimensional generalization of this
problem: for given natural numbers n, d, what is the minimum number s such that among any s points in
the integer lattice Zd there are n points whose centroid is also a lattice point? Equivalently, if we consider
points of the lattice Zd modulo n then the quantity s is the maximum number of points in Zdn such that
the sum of any n of them is not congruent to 0 modulo n. In light of the latter interpretation, the number
s is denoted by s(Zdn) and called the Erdo˝s-Ginzburg-Ziv constant of the group Z
d
n. Note that points are
allowed to coincide in this definition. The problem of determining s(Zdn) for various n and d has received
considerable attention but the precise value of s(Zdn) is still unknown for the majority of parameters (n, d).
One can also define the Erdo˝s–Ginzburg–Ziv constant of an arbitrary finite abelian group G, see [11] for
details and generalizations.
Confirming a conjecture of Kemnitz [13], Reiher [16] showed that s(Z2n) = 4n− 3 for any n > 2. In [1]
Alon and Dubiner showed that for any n and d we have
s(Zdn) 6 (Cd log d)
dn (1)
for some absolute constant C > 0. In particular, if we fix d and let n→∞ then s(Zdn) grows linearly with
n. On the other hand, it is not hard to see that s(Zdn) > 2
d(n − 1) + 1. Indeed, consider the vertices of
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the boolean cube {0, 1}d where each vertex taken with multiplicity n− 1. Then this set has no n elements
that sum up to 0. The best known lower bound on s(Zdn) is due to Edel [4]:
s(Zdn) > 96
[d/6](n− 1) + 1 ≈ 2.139dn, (2)
which holds for all odd n. The corresponding set of points is a cartesian product of [d/6] copies of a set
A ⊂ Z6 of cardinality 96, such that no n elements of A (taken with multiplicities) sum up to 0 modulo n for
any odd n. One can then easily check that the cartesian product A[d/6] with each point having multiplicity
n − 1 has no n points summing to 0 modulo n. There are also constructions of such sets in Zd for small
values of d but the current construction for d = 6 gives the best known constant in the exponent in the
bound (2). The condition that n is odd is also necessary: if, for example, n = 2k then it is known [12] that
s(Zdn) = 2
d(n− 1) + 1.
The case when n = p is a prime number is of particular interest because (as it was already observed
in [9]) a good bound on s(Fdp) for all prime divisors of n can be transformed into a good upper bound on
s(Zdn) itself. In this paper we study the Erdo˝s–Ginzburg–Ziv constant s(F
d
p) in the regime when d is fixed
and p is a sufficiently large prime number. Let us note that the complementary case when p is fixed and d
is large is also of great interest. The current best bounds are s(Fd3) 6 2.756
d proved by Ellenberg–Gijswijt
in their breakthrough paper [6] and s(Fdp) 6 Cp(2
√
p)d for p > 5 due to Sauermann [17]. See [17] and
references therein for the state of art in this question.
The main result of the present paper is an improvement of the Alon–Dubiner bound (1) for sufficiently
large primes p.
Theorem 1.1. Let d > 1 and p > p0(d) be a sufficiently large prime number. Then we have
s(Fdp) 6 4
dp. (3)
Unfortunately, the condition that p > p0 is necessary for our arguments and cannot be removed. By a
classical argument from [9], one also has the bound s(Zdn) 6 4
dn for all natural numbers n which are not
divisible by primes q 6 p0(d).
Theorem 1.1 will follow from the next two results. To formulate our results more precisely we need to
define the weak Erdo˝s–Ginzburg–Ziv constant w(Fdp). Namely, w(F
d
p) is the maximum number of vectors
v1, . . . , vs ∈ Fdp such that for any non-negative integers α1, . . . , αs whose sum is p we have α1v1+. . .+αsvs ≡
0 (mod p) if and only if all but one αi are zero. Note that if we take each vector vi with multiplicity (p−1)
then the resulting multiset does not contain p vectors whose sum is zero. It follows that for any p and d
we have the bound
s(Fdp) > w(F
d
p)(p− 1) + 1. (4)
In [11] Gao–Geroldinger conjectured that equality holds in (4). We confirm their conjecture asymptotically
as p→∞.
Theorem 1.2. For any fixed d > 1 and p→∞ we have s(Fdp) = w(Fdp)p+ o(p).
Using the slice rank method of Tao, Naslund [15] showed that w(Fdp) 6 4
d. A variation of this method
yields the following slight improvement:
Theorem 1.3. For any d > 1 and any prime p we have w(Fdp) 6
(
2d−1
d
)
+ 1.
Observe that
(
2d−1
d
)
+1 < 4d for all d > 1 and so the conclusion of Theorem 1.1 holds if we take p such
that o(p) in Theorem 1.2 is less than p.
Note that w(F1p) = 2 =
(
1
1
)
+ 1 and w(F2p) = 4 =
(
3
2
)
+ 1. Thus, Theorem 1.3 is tight for d = 1, 2. For
d = 3 we have the following:
9 6 w(F3p) 6 11 =
(
5
3
)
+ 1, (5)
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where the lower bound is due to Elsholtz [7].
Next, we outline a connection of the weak Erdo˝s–Ginzburg–Ziv constant to a certain problem in Convex
Geometry. Throughout this paper, a polytope P ⊂ Qd is a convex hull of a finite set of points in Qd. A
lattice Λ ⊂ Qd is a discrete subset of Qd which is an affine image of the lattice Zr ⊂ Qr for some r 6 d. We
remark that we allow lattices in Qd to have rank less than d.
Definition 1.4 (Integer point). Let P ⊂ Qd be a polytope and let q ∈ P . Let Γ ⊂ P be the minimal face
of P which contains q and let Λ be the minimal lattice which contains all vertices of Γ. We say that q is
an integer point of P if q ∈ Λ.
For example, vertices of P are always integer points of P . We say that P is a hollow polytope if P
does not have any integer points other than the vertices. Let L(d) be the maximum number of vertices
in a hollow polytope P ⊂ Qd. It turns out that the constant L(d) is directly related to the weak Erdo˝s–
Ginzburg–Ziv constant w(Fdp):
Proposition 1.5. For any d and sufficiently large primes p we have w(Fdp) > L(d).
Note that the requirement that p is sufficiently large is necessary. For instance, Proposition 1.5 does
not hold for p = 2 and d > 3. Indeed, it is obvious from defition that w(Fd2) = 2
d whereas it is known that
L(d) > 2d for all d > 3.
Although the constant does not seem to have been defined previously, all known lower bounds on
s(Fdp) are proved using an explicit example of a hollow polytope in a low-dimensional space. In particular,
Elsholtz [7] showed that L(3) > 9, Edel [4] and Elsholtz [8] showed that L(4) > 20, in [5] Edel showed
that L(5) > 42, L(6) > 96, L(7) > 196. It is not difficult to see that
L(m+ n) > L(n)L(m) (6)
for all n,m > 1. It follows from the fact that the cartesian product of two hollow polytopes is again a
hollow polytope. Together with the bound L(6) > 96 this brings us to the bound (2). Note that (2) holds
for all odd n, not just all large primes p as in Proposition 1.5. The reason is that, for any hollow polytope
P ⊂ Qd on L vertices we have a bound w(Fdp) > L for all primes p except for a finite set of primes which
can be explicitly described in terms of P .
We believe that the converse to Proposition 1.5 should also be true:
Conjecture 1.6. For d > 1 and all sufficiently large primes p we have w(Fdp) = L(d).
We were able to prove Conjecture 1.6 only for d 6 3. In Appendix we show that L(3) 6 9.
The rest of the paper is organized as follows. In Sections 2.1 and 2.2 we give (simple) proofs of
Proposition 1.5 and Theorem 1.3. In Sections 3, 4 we develop some machinery needed for the proof of
Theorem 1.2. In Section 5 we use these tools to prove some special cases and variants of our main result.
Then we give an outline of the proof of Theorem 1.2.
In Section 6 we prove our main technical result, Theorem 6.12. In Section 7 we prove Theorem 1.2.
Remark. Denote by s∗(Fdp) the maximal size of a set X ⊂ Fdp which does not contain p elements with
zero sum. Then we can prove that s∗(Fdp) ∼ w(Fd−1p ). The improvement comes from a better estimate in
Proposition 7.2. See remark after the proof of Proposition 7.2.
2 Proofs of Proposition 1.5 and Theorem 1.3
2.1 Proof of Proposition 1.5
We begin with a different characterization of integer points of polytopes.
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Claim 2.1. Let P ⊂ Qd be a polytope whose vertices have integer coordinates and let q ∈ P ∩ Zd be a
point. Let q1, . . . , qs be the vertices of P . The following assertions are equivalent:
1. q is an integer point of P .
2. For all sufficiently large natural numbers n there are nonnegative integer coefficients α1, . . . , αs such
that:
s∑
i=1
αiqi = nq,
s∑
i=1
αi = n. (7)
2’. The point q belongs to the minimal lattice containing points q1, . . . , qs and Condition 2 holds for a
prime p > p0(P ) where p0(P ) is a constant depending on P only.
Proof. If q is a vertex of P then there is nothing to prove so we assume that q is not a vertex of P .
1 ⇒ 2. We may clearly assume that q is an interior point of P because otherwise we can replace P by
the minimal face containing q. This implies that there exists a convex combination
(q, 1) =
s∑
i=1
βi(qi, 1), (8)
where all βi > 0 are rational numbers. Let m0 be the least common multiple of the denominators of βi.
Then βi = bi/m0 for some positive integers bi.
Next, since q belongs to the minimal lattice containing q1, . . . , qs, there is an integer affine combination
s∑
i=1
ci(qi, 1) = (q, 1), (9)
where ci ∈ Z. Let K = max |ci| and consider an arbitrary n > 2Km20. Write n = m0k + r for some
0 6 r < m0 and let αi = kbi + rci. Then we have
s∑
i=1
αi(qi, 1) = k
s∑
i=1
bi(qi, 1) + r
s∑
i=1
ci(qi, 1) = (km0 + r)(q, 1) = n(q, 1), (10)
and moreover, for any i we have αi = kbi + rci > k − rK > [n/m0]−Km0 > 0 by the choice of n. Thus,
αi are the required coefficients.
2 ⇒ 2’. This is clear.
2’ ⇒ 1. Let Γ be the minimal face of P containing q. Let Λ0 be the minimal lattice containing the
vertices of Γ. Let Θ be the minimal lattice containing the vertices of P and let Θ0 be the intersection of
Θ with the affine hull of Γ. Note that Λ0 ⊂ Θ0 and that the index [Θ0 : Λ0] is finite and bounded by some
constant p0(P ). By our assumption, q ∈ Θ0. Let Λ be the minimal lattice containing q and the vertices of
Γ. It is clear that Λ0 ⊂ Λ ⊂ Θ. It is enough to show that Λ0 = Λ.
Let [q] be the class of the point q in the quotient group Λ/Λ0. Then the assumption on αi implies that
p[q] =
n∑
i=1
αi[qi] = 0, (11)
since [qi] = 0 in Λ/Λ0. But p is coprime to the order of this abelian group and so the operation of
multiplication by p is an automorphism of Λ/Λ0 which implies that [q] = 0. We conclude that q ∈ Λ0 and
the claim is proved.
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Now we are ready to prove Proposition 1.5. Let P ⊂ Qd be a hollow polytope such that |P | = L(d).
Rescaling P we may assume that P ⊂ Zd and that Zd is the minimal lattice containing the vertices of P .
Denote the vertices of P by q1, . . . , qs. For a prime p we can view the vertices of P as a subset in F
d
p. If
P modulo p has a zero-sum
∑
αiqi ≡ 0 (mod p) for some nonnegative integers αi whose sum is p (and at
least two of them are nonzero) then the point vp =
1
p
∑
αiqi belongs to Z
d. So if p > p0(P ) then by Claim
2.1 vp is an integer point of P which contradicts the assumption that P is hollow.
We conclude that w(Fdp) > L(d) for all p > p0(d) where p0(d) = p0(P ).
2.2 Proof of Theorem 1.3
We argue indirectly. Assume that there are vectors v1, . . . , vn ∈ Fdp, n >
(
2d−1
d
)
+ 2 such that for any
nonnegative integers α1, . . . , αn whose sum is p, we have
∑
αivi = 0 if and only if all but one αi are zero.
Let S = {v1, . . . , vn}
Claim 2.2. There is a nonzero function h : {1, . . . , n} → Fp such that h(n) = 0 and for any polynomial
f ∈ Fp[x1, . . . , xd] of degree at most d− 1 we have
n∑
i=1
h(i)f(vi) = 0. (12)
Proof. Recall that the dimension of the linear space of polynomials with Fp-coefficients of degree at most
d− 1 is equal to (2d−1
d
)
. So the desired function h is a solution of a system consisting of
(
2d−1
d
)
+ 1 linear
equations in n >
(
2d−1
d
)
+ 2 variables.
For i = 1, . . . , p and j = 1, . . . , d, let yi,j be a set of variables. Let yi be the d-dimensional vector
(yi,1, . . . , yi,d)
T . Consider the following polynomial in p× d variables:
F (y1, . . . , yp) =
d∏
j=1

1−
(
p∑
i=1
yi,j
)p−1 . (13)
Note that if we substitute in P some vectors yi ∈ Fdp then F (y1, . . . , yp) = 1 if y1 + . . . + yp = 0 and
equals 0 otherwise. So if we consider a sequence vi1 , . . . , vip of p elements of S then F (vi1 , . . . , vip) = 1 if
i1 = . . . = ip and F (vi1, . . . , vip) = 0 otherwise.
Now we define a function Φ : {1, . . . , n} → Fp by:
Φ(t) =
∑
i1,...,ip−1∈[n]
h(i1) . . . h(ip−1)F (vi1, . . . , vip−1 , vt). (14)
Let us compute Φ(t) in two different ways and arrive at a contradiction. On the one hand, F (vi1 , . . . , vip−1, vt)
is zero unless vi1 = . . . = vip−1 = vt so
Φ(t) ≡ h(t)p−1 (mod p). (15)
On the other hand, F (y1, . . . , yp) is a polynomial in variables yi,j of degree d(p−1) and so it can be expressed
as a linear combination of monomials of the form m1(y1)m2(y2) . . .mp(yp) where mi ∈ Z[x1, . . . , xd] and∑p
i=1 degmi 6 (p− 1)d. Restricting the sum (14) on a fixed monomial we obtain:
∑
i1,...,ip−1∈[n]
h(i1) . . . h(ip−1)m1(vi1)m2(vi1) . . .mp−1(vi1)mp(vt) = mp(vt)
p−1∏
j=1
(
n∑
i=1
h(i)mj(vi)
)
. (16)
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So by Claim 2.2, if degmj 6 d − 1 for some j 6 p − 1 then the corresponding multiple in (16) must be
zero. Otherwise, degmj > d for all j 6 p− 1. But this implies that degmp = 0, that is mp is a constant
function. Thus, in any case the expression (16) does not depend on t. However, by the construction of
h and (15) we have Φ(n) ≡ 0 (mod p) but Φ(t) is not zero for all t ∈ {1, . . . , n} because h is not zero
function by Claim 2.2.
3 Auxiliary results
3.1 Expansion of sets
The next two lemmas are similar to the main tools Alon and Dubiner [1, Propositions 2.4 and 2.1,
respectively] used in their proof of the bound (1).
Lemma 3.1. Suppose K > 1 and ε > 0, let A be a sequence of elements of Fdp and suppose that no
centrally symmetric K-slab contains more than (1 − ε)|A| members of A. Then, for every subset A ⊂ Fdp
of at most pd/2 elements there is an element a ∈ A such that |(Y + a) ∪ Y | > (1 + Kε
c0p
)|Y |. Here one can
take c0 = 10
10.
Proof. The proof is almost identical to the one given in [1, Proof of Proposition 2.4] so we omit it.
Lemma 3.2. Let A ⊂ Fdp be a non-empty subset such that |A| = xd 6 (p/2)d. Let E be a basis of Fdp.
Then, there is an element v ∈ E such that |A ∪ (A+ v)| > (x+ 1
3d
)d.
Proof. The proof is based on a discrete version of Loomis–Whitney inequality [14]:
Proposition 3.3. Let A ⊂ Rd be a finite set. Let Ai be the projection of A on the i-th coordinate hyperplane
{(x1, . . . , xd) | xi = 0}. Then one has an inequality |A|d−1 6
∏d
i=1 |Ai|.
Let A ⊂ Fdp and |A| = xd 6 (p/2)d. Let E be the standard basis of Fdp. By the pigeon-hole principle,
for any i = 1, . . . , d there is a number bi ∈ Fp such that the number of a ∈ A such that ai = bi is at
most |A|
p
. Now consider the standard embedding of Fdp in Z
d. Proposition 3.3 applied to the image of A
yields that there is i ∈ {1, . . . , d} such that |Ai| > xd−1. This means that at least xd−1 lines of the form
lv = {v+ tei} ⊂ Fdp intersect A. For any line lv intersecting A we have either |(A∪ (A+ ei))∩ lv| > |A∩ lv|
or lv ⊂ A. But the number of the latter lines is at most |A|/p since each such a line must intersect the
hyperplane {xi = bi}. Thus,
|(A+ ei) \ A| > xd−1 − xd/p > xd−1/2.
Finally, it is easy to verify that for any x, d > 1 the following inequality holds: xd+xd−1/2 > (x+ 1
3d
)d.
3.2 Balanced convex combinations
Let S ⊂ Rd be a finite set and let ω : S → R+ be a weight function. We say that a point c ∈ Rd is
θ-central point of S with respect to the weight function ω if for any half space H+ which contains c we
have ω(S ∩H+) > θω(S).
Lemma 3.4. Let θ > 0. Suppose that S ⊂ Zd is a finite set of points, Λ is the minimal lattice containing
S, c ∈ Λ ∩ int(conv S) is a θ-central point of S with respect to some positive weight function ω of total
weight x.
Then for any ε > 0 and all n > n0(ε, S, ω, θ) there are non-negative integer coefficients αq for q ∈ S
and µ = µ(ε, S, ω, θ) > 0 such that:∑
q∈S
αq(1, q) = n(1, c), ∀q ∈ S : µn 6 αq 6 (1 + ε)(θx)−1nω(q) (17)
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Proof. We may clearly assume that c = 0, S spans Rd, Λ = Zd and 1 = x =
∑
q∈S ω(q).
Claim 3.5. There are non-trivial rational coefficients βq such that:∑
q∈S
βqq = 0,
∑
q∈S
βq = 1,
and βq ∈ (0, θ−1ω(q)) for any q ∈ S.
Proof. It is clearly enough to find real coefficients βq with properties described in the claim.
We denote by RS the space of all functions ξ : S → R. This space is equipped this the natural scalar
product ξ · η = ∑q∈S ξ(q)η(q). In what follows we identify RS with the dual space (RS)∗ via this scalar
product.
Let H ⊂ RS be the set of vectors (cq)q∈S such that
∑
q∈S cqq = 0. Let Ω ⊂ RS be the set of all functions
v such that
0 6 v(q) 6 θ−1ω(q)
∑
q′∈S
v(q′),
for any q ∈ S. Our claim is equivalent to the assertion that H ∩ int(Ω) 6= ∅. Let us assume the contrary
and arrive at a contradiction. Since H is a vector subspace and Ω is a convex set, there is a function
ξ ∈ RS such that
ξ(H) = 0 and ξ(Ω) > 0.
Note that the space H⊥ is isomorphic to Rd: given a function ζ ∈ H⊥ we define a linear function ζ˜ on
Rd by setting ζ˜(q) = ζ(q) for q ∈ S and extending ζ˜ by linearity. The conditions that S spans Rd and that
ζ ∈ H imply that this definition is correct. Let ξ˜ ∈ (Rd)∗ be the function corresponding to ξ.
Let εq be the element of the standard basis of R
S corresponding to q ∈ S. Let σ =∑q∈S εq. The set
Ω is defined as the set of vectors v ∈ RS such that
εq · v > 0 and (ω(q)σ − θεq) · v > 0, (18)
for all q ∈ S. By duality, the condition ξ(Ω) > 0 is a non-negative combination of inequalities (18),
that is, there are nonnegative real coefficients aq, bq > 0 such that
ξ =
∑
q∈S
aqεq + bq(ω(q)σ − θεq) =
∑
q∈S
(aq − θbq)εq +
(∑
q∈S
bqω(q)
)
σ. (19)
Let I ⊂ S be the set of q ∈ S such that ξ(q) 6 0. Since c = 0 is a θ-central point of S and ξ(q) = ξ˜(q)
for all q ∈ S, we have ∑
q∈I
ω(q) > θ.
On the other hand, for any q ∈ I by (19) we have
ξ(q) = (aq − θbq) +
(∑
q′∈S
bq′ω(q
′)
)
6 0, (20)
hence,
θbq >
∑
q′∈S
bq′ω(q
′).
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Summing this over q ∈ I with weights ω(q) we obtain:
θ
∑
q∈I
bqω(q) >
(∑
q∈I
ω(q)
)(∑
q∈S
bqω(q)
)
> θ
(∑
q∈S
bqω(q)
)
,
and thus, since θ > 0, bq > 0 and ω(q) > 0, for any q ∈ I we must have an equality in (20). This implies
that S is contained in {ξ > 0} and so c = 0 is not an interior point of S. This is a contradiction to our
assumptions. We conclude that there cannot be such a function ξ and hence H ∩ int(Ω) 6= ∅.
Let us take some rational coefficients βq provided by Claim 3.5. Let m be the least common multiple
of denominators of numbers βq.
Since c = 0 belongs to the minimal lattice of S there is a vector δ ∈ ZS such that ∑q∈S δqq = c and∑
q∈S δq = 1. Let C = maxq∈S |δq|.
Let us define the function n0 = n0(ε, S, ω, θ) by
n0 = 2Cm
2 + ε−1Cmθmax
q∈S
w(q)−1,
(note that wq > 0 for any q ∈ S by assumption) and consider an arbitrary n > n0. Write n = am + r
where 0 6 r < m and let αq = amβq + rδq. Note that αq is an integer. Let us check that all required
conditions are satisfied:∑
q∈S
αqq =
∑
q∈S
amβqq + rδqq = amc + rc = nc
∑
q∈S
αq = am+ r = n
αq = amβq + rδq 6 amθ
−1w(q) + rC 6 nθ−1w(q)(1 +mCn−1θw(q)−1) < nθ−1w(q)(1 + ε),
by a similar computation we obtain αq > µn for some small number µ > 0 which does not depend on n.
Lemma 3.4 is proved.
Remark. Although the lower bound αq > µn is very weak, it will allow us to make “small perturbations”
of coefficients αq without making αq negative. This will be crucial in our application of Set Expansion
method.
4 Convex flags and a Helly-type result
4.1 Basic notions
Recall that a polytope P in Rd is a convex hull of a finite, non-empty set of points of Rd, note that the
dimension of P may be less than d. For a polytope P in Rd let P(P ) be the set of all faces of P (including
P itself but excluding the “empty” face) with the partial order induced by inclusion.
Note that for any set of faces S ⊂ P(P ) there is a minimal face Γ ∈ P(P ) which contains all faces
from S. We call an arbitrary (finite) poset P convex if every subset S ⊂ P has a supremum, that is, the
set of all upper bounds of S has a minimal element1. The superior element of S will be denoted by supS.
Let P1 ⊂ A1, P2 ⊂ A2 be polytopes in real affine spaces A1,A2. An affine map ψ : A1 → A2 is called
a morphism of polytopes P1 and P2 if ψ(P1) ⊂ P2. Clearly, a composition of morphisms of polytopes is
again a morphism. Note that ψ is not assume to be neither injective nor surjective.
1This terminology is not standard. In literature, posets which have this property are called usually upper semilattices but
we do not want this term to be confused with the notion of lattices in Rd.
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Note that if P1 is a face of P2 then the corresponding inclusion map ψP2,P1 is a morphism of polytopes
P1 and P2. So we can equip the set P(P ) of faces of a polytope P with the following structure: for any
pair x  y ∈ P(P ) we consider the corresponding inclusion map ψy,x. We thus encoded the structure of
the original polytope P in terms of its faces and inclusion maps between them. If we now allow connecting
maps ψy,x not to be injective and replace P(P ) by an arbitrary convex poset P then we arrive at the
notion of a convex flag.
Definition 4.1 (Convex flag). Let (P,≺) be a convex partially ordered set. Suppose that for any x ∈ P
there is a polytope Px ⊂ Ax embedded in an affine space Ax (over R or Q) and for any y  x there is a
morphism ψx,y : Ay → Ax of polytopes Px and Py with the property that for any chain z  y  x one has
ψx,z = ψx,yψy,z, in particular, ψx,x is the identity map of Ax.
As mentioned above, any polytope P may be thought of as an instance of a convex flag. Let us provide
some typical examples of convex flags which will arise in our proof of Theorem 1.2.
Example 4.1 (Binary tree). Let P be the set of strings a1a2 . . . ai consisting of 0-s and 1-s and of length
i 6 d (including the empty string). A string s1 precedes s2 if s1 is an initial segment of s2. Thus, in
particular we have |P| = 2d+1 − 1.
For s ∈ P let As = R and Ps = [0, 1]. Let s ∈ P and s′ = sa be a successor of s. We define the map
ψs,sa : [0, 1]→ [0, 1] to be the projection on the point a ∈ {0, 1}.
Example 4.2 (Sunflower). Let P = {c} ∪ (Z/nZ × {1, 2}). Here c is the maximal element of P while
(i, 2) ≺ (i, 1) and (i, 2) ≺ (i+ 1, 1) for every i ∈ Z/nZ. Let Pc ⊂ R2 be an arbitrary n-gon with edges Ei
labeled in a cyclic order by elements of Z/nZ. Let vi−1, vi be the vertices of the edge Ei.
Let Pi,1 ⊂ R2 be an arbitrary polygon with a pair of parallel edges F 0i , F 1i ⊂ Pi,1. Let Pi,2 = [0, 1] and
define the map ψc,(i,1) to be the affine map which projects F
0
i onto vi−1 and F
1
i onto vi. Let ψ(i,1),(i,2) be a
map from [0, 1] onto F 1i . Similarly, let ψ(i,1),(i−1,2) be a map from [0, 1] onto F
0
i .
It is not difficult to check that these maps define a convex flag structure on P (in fact, one only has to
verify the identity ψc,(i,1)ψ(i,1),(i,2) = ψc,(i+1,1)ψ(i+1,1),(i,2)).
We will need to translate the usual definitions of points and linear functionals to this new setting.
Definition 4.2 (Linear functionals). A linear functional ξ on a convex flag P is a linear function ξx :
Ax → R for some x ∈ P. The domain Dξ of ξ is the set Px := {y ∈ P | y  x}. For any point q ∈ Ay,
where y ∈ Dξ we define ξy(q) := ξxψx,y(q).
Definition 4.3 (Points). A point q of a convex flag P is a point qx ∈ Ax, the domain Dq of q is the set
Px := {y ∈ P | x  y}, for y ∈ Dq we define qy = ψy,xqx.
For a linear functional ξ and a point q the value ξ(q) is defined if Dξ ∩Dq 6= ∅ and equal to ξx(qx) for
any x ∈ Dξ ∩ Dq (it is easy to see that this is well-defined).
For a set of points q1, . . . ,qn of a convex flag P we define a convex combination of these points with
coefficients α1, . . . , αn > 0,
∑
αi = 1, to be a point q such that Dq =
⋂
i:αi>0
Dqi and for any y ∈ Dq we
have
qy =
∑
i:αi>0
αiqi,y
Since P is a convex poset, the set Dq has the form Px for some element x ∈ P. We say that q lies in
the convex hull of points q1, . . . ,qn. The set points q which can be expressed as a convex combination of
points from a set S is denoted by conv S.
Now suppose that all the affine spaces Ax are defined over Q. We say that a subset Λ of an affine space
A is a lattice if it is discrete and closed under integral affine combinations. Note that we do not require Λ
to have full rank in A. Now we generalize this notion to convex flags.
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Definition 4.4 (Lattice). A lattice Λ in a convex flag P is a set of lattices Λx ⊂ Ax such that for any
x  y we have ψy,xΛx ⊂ Λy.
A point q belongs to a lattice Λ if qx ∈ Λx for any x ∈ Dq. The expression q ∈ Λ means that q
belongs to the lattice Λ. If for any x ∈ Dq we have qx ∈ Px then we write q ∈ P and say that the point
q is an interior point of the convex flag P. An expression of the form q ∈ Λ ∩ P means the conjuction of
the above conditions, other notation of this kind is defined analogously.
4.2 Helly constants and Helly theorem
Let us fix a convex flag (P,Λ) with a lattice Λ. Let Ω be a set of points of the flag (P,Λ) which is
closed under convex combinations. Points q ∈ Ω will be called proper points of the convex flag (P,Λ). In
all following definitions we suppose that we fixed a set Ω of proper points on (P,Λ) but we often do not
reflect this in notation.
Definition 4.5 (Arithmetic Helly constant). The arithmetic Helly constant L(P,Λ) of a convex flag (P,Λ)
with a fixed set of proper points Ω is the maximum number L of proper integer points q1, . . . ,qL ∈ Ω∩Λ
with the following property. Suppose that there is a convex combination
q =
L∑
i=1
αiqi,
such that the point q is integer and proper. Then we must have αi = 1 for some i.
Definition 4.6 (Weak convexity). For a set of points S of (P,Λ) we define the weak convex hull w-conv(S)
of S to be the set of points q such that for any linear functional ξ there is a point s ∈ S such that
ξ(s) > ξ(q),
if the latter expression is defined.
Let q,q′ be a pair of points of a convex flag (P,Λ). We say that q is a projection of the point q′
if Dq ⊂ Dq′ and qx = q′x for any x ∈ Dq. Let us see how this notion is related to the usual notion of
convexity:
Proposition 4.7. We have q ∈ w-conv(S) if and only if there exists q′ ∈ conv(S) such that q is a
projection of q′.
Proof. Let x = inf Dq and let X ⊂ Px be the set of points q′x ∈ Ax over q′ ∈ conv(S). Note that X is
a convex subset of Px. The definition of weak convexity and Hahn-Banach theorem imply that qx ∈ X .
This proves the first implication of the proposition. The second implication is easy.
A set of points S is in weakly convex position if no point of S belongs to the weak convex hull of other
points. Now we can give another definition of a Helly constant:
Before we proceed to the Helly theorem we give some examples.
Example 4.3. 1. Let P ⊂ Qd be a polytope and consider the corresponding convex flag P = P(P ).
Let Ω be the set of points q of P such that inf Dq is the minimal face of P which contains q.
So the set proper points Ω is in one-to-one correspondence with the set of points of P . If P is a
hollow polytope then both Helly constants are equal to the number of vertices of P . In particular,
L(P,Λ) 6 L(dimP ).
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2. Let P = [0, 1], P = P(P ) and Ω be the set of all points of P. Let 0, 1 ∈ Ω be the end points of [0, 1]
and we have D0 = {[0, 1], {0}}, D1 = {[0, 1], {1}}. Let 0′, 1′ ∈ Ω be the same end points but
D0′ = D1′ = {[0, 1]}.
Observe that the set S = {0, 1, 0′, 1′} is convex but not weakly convex. In fact, the point 0′ belongs
to the weak convex hull of 0. Also note that 0′ = 1
2
0′ + 1
2
0 is an integer and proper point of P. So
the set S does not satisfy the definition of the Helly constant. It is now easy to see that L(P,Λ) = 2.
3. If P is the binary tree from Example 4.1 then one can check that L(P,Λ) = 2d. Note that this value
is smaller than L(d) for d > 3.
Convex flags (P,Λ) which will be constructed during the proof of Theorem 1.2 will have the crucial
property that L(P,Λ) 6 w(Fdp).
The following theorem explains why the number L(P,Λ) is called a Helly constant.
Theorem 4.8 (Helly theorem for convex flags). Let (P,Λ) be a convex flag with a fixed set of proper
points Ω. Suppose that a family of sets of proper points F = {Fi} has the property that for any L(P,Λ)
sets from F there is an integer proper point q which belongs to the intersection of weak convex hulls of
these sets. Then there exists an integer proper point q ∈ ⋂iw-conv(Fi).
Proof. As in the standard proof of the Helly Theorem, we proceed by induction on the size of the family
F . The base case |F| 6 L(P,Λ) follows from the assumption of the theorem. Let F = {F1, . . . , Fn} be a
family of size n > L(P,Λ) satisfying the assumption of Theorem 4.8. By induction, for any i = 1, . . . , n
there is a proper integer point qi such that
qi ∈
n⋂
j=1, j 6=i
w-conv(Fj).
Denote S = {q1, . . . ,qn} and let us show that there is a proper integer point q such that
q ∈
n⋂
i=1
w-conv(S \ {qi}).
This will clearly imply that q belongs to the intersection of weak convex hulls of all sets from F . 2
We may clearly assume that S is in weakly convex position because otherwise we can take q equal to
one of the points qi. Since there are only finitely many integer proper points on P we may also assume S
to be a minimal counterexample to this assertion in a sense that w-conv(S) is minimal by inclusion among
all counterexamples S.
Then Definition 4.5 implies that there are integer proper points in w-conv(S) different from S and
which cannot be obtained as projections of points from S. We consider such a point r which belongs to
the maximum number of weak convex hulls w-conv(S \ {qi}). Let I ⊂ [n] be the set of indices for which
r ∈ w-conv(S \ {qi}).
Claim 4.9. If for some j we have r 6∈ w-conv(S \ {qj}) then the set S \ {qj} ∪ {r} is in weakly convex
position.
Proof. Indeed, otherwise for some i 6= j we have
qi ∈ w-conv(S ∪ {r} \ {qj ,qi}) ⊂ w-conv(S ∪ {r} \ {qi}).
2The following argument is inspired by [3, Proof of Proposition 4.2]
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But qi 6∈ w-conv(S \ {qi}) and so there exists a linear function ξ such that ξ(qi) = 0 and for any k 6= i
the value ξ(qk) is either positive or undefined.
By Proposition 4.7 there is a point q′ ∈ conv (S \ {qi} ∪ {r}) such that qi can be obtained from q by
a projection. Note that ξ(q′) = ξ(qi) = 0. Since qi 6∈ w-conv(S \ qi) the point r must participate in a
convex combination representing q′ and so the value of ξ(r) is defined.
But r ∈ w-conv(S) and so there also exists a point r′ ∈ conv (S) such that r is obtained from it
by a projection. We clearly have ξ(r′) = ξ(r). Applying the function ξ to the convex combination
representing q′ we see that ξ(r) = 0 which implies that r′ = qi. But this contradicts the assumption that
r 6∈ w-conv(S \ qj) (recall that i 6= j).
Now we observe that w-conv(S \ {qj} ∪ {r}) is strictly contained in w-conv(S). Indeed it is easy to
see that qj 6∈ w-conv(S \ {qj} ∪ {r}): otherwise the argument from Claim 4.9 would imply that r′ = qj
which contradicts to the choice of r. So the minimality of S implies that there exists an integer proper
point s ∈ w-conv(S \ {qj} ∪ {r}) which belongs to the intersection:
s ∈ w-conv(S \ {qj}) ∩
⋂
i 6=j
w-conv(S ∪ {r} \ {qj ,qi}), (21)
but it is clear that if i ∈ I then r ∈ w-conv(S \ {qi}) and
w-conv(S ∪ {r} \ {qj,qi}) ⊂ w-conv(S \ {qi}).
Note that (21) implies that s is not a projection of any of the points qi and for any i ∈ I ∪ {j} we showed
that s ∈ w-conv(S \ {qi}). So the point s is strictly better than the initial point r and we arrive at a
contradiction. The Helly theorem is proved.
As usual, a Helly-type result always yields a central point theorem-type result. The following variant
of this theorem is one of the key ingredients of the proof of Theorem 1.2.
Corollary 4.10 (Central point theorem). Let (P,Λ) be a convex flag with a fixed set of proper points Ω.
Let {q1, . . . ,qn} ∈ Λ ∩ P ∩ Ω be a set of different proper points of P and let ω1, . . . , ωn be a non-negative
weights with
∑
ωi = ω.
Then there is an integer proper point q in P such that for any linear functional ξ with Dξ ∩ Dq 6= ∅
we have ∑
i:ξ·qi>ξ·q
ωi >
ω
L(P,Λ) , (22)
where the sum is taken over all i such that Dξ ∩ Dqi 6= ∅ and ξ · qi > ξ · q.
Proof. For a linear functional ξ such that Dξ ∩Dq 6= ∅ and a real number α let Sξ,α ⊂ {q1, . . . ,qn} be the
set of points qi such that ξ · qi > α (we include only whose i for which this expression is defined). Let F
be the family of sets Sξ,α for which
∑
qi∈Sξ,α
ωi > ω
L(P,Λ)− 1
L(P,Λ) . (23)
By construction and by pigeon hole principle, any L(P,Λ) sets from F have a common integer proper
point. So, by Theorem 4.8, weak convex hulls of all sets from F have a common integer proper point q.
Let us check that the conclusion of the Corollary 4.10 holds for this point. Let ξ be a linear functional
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satisfying Dξ∩Dq 6= ∅. It follows that if α is such that (23) holds then q ∈ w-conv(Sξ,α) and, consequently,
ξ · q > α. Conversely, if ξ · q < α then (23) does not hold and so∑
i: ξ·qi<α
ωi >
ω
L(P,Λ) ,
which implies the required inequality if we let α approach ξ · q.
Remark. One can give a slightly different definition of a Helly constant of (P,Λ) as follows:
Definition 4.11 (Geometric Helly constant). Let L′(P,Λ) be the maximum size of a weakly convex set
of proper integer points S ⊂ Λ ∩ Ω such that
w-conv(S) ∩ Λ ∩ Ω = S,
that is, no other proper integer point q belongs to the weak convex hull of S except for points of S
themselves.
Constants L′ and L are closely related but not equal in general. Nevertheless, we have the following.
Proposition 4.12. We always have L′(P,Λ) 6 L(P,Λ).
Proof. It is enough to show that if a set S = {q1, . . . ,qn} satisfies Definition 4.11 then it also satisfies
Definiton 4.5. Indeed, suppose it does not and there is a non-trivial convex combination
q =
L∑
i=1
αiqi
where q is proper and integer. We arrive at a contradiction with Definition 4.11 unless q belongs to S.
But then we can write our convex combination as
q = αq+ (1− α)s, s ∈ conv(S \ {q}), α ∈ [0, 1),
which means that q ∈ w-conv(S \ {q}) because q is a projection of the point s ∈ conv(S \ {q}). So we
conclude that S is not weakly in convex position and therefore does not satisfy Definition 4.11.
If (P,Λ) corresponds to a convex polytope then the two Helly constants are equal. This can be easily
deduced from Proposition 4.7. We do not know if one can replace L(P,Λ) by L′(P,Λ) in the statement
of Theorem 4.8.
5 Examples and special cases
This section is aimed to demonstrate some of the key ideas behind the proof of Theorem 1.2 on some
“toy” cases. This section also contains some variants of Theorem 1.2 which may be of independent interest.
Results of this section will not be used anywhere else in the paper.
Let X ⊂ Fdp be a multiset in which we want to find p elements that sum up to a zero vector (“with zero
sum” for shortcut). It turns out that the following notion of pseudorandomness is crucial for understanding
the structure of X . For a non-constant linear3 function ξ : Fdp → Fp and a number K > 0 we define a
K-slab H(ξ,K) to be the set {v ∈ Fdp : ξ(v) ∈ [−K,K]}.
3Since we are working with affine spaces we allow ξ to have a constant term.
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Definition 5.1. Let K > 1 be an integer and ε > 0. We say that a multiset X ⊂ Fdp is (K, ε)-thick if for
any K-slab H = H(ξ,K) we have |X ∩ H| 6 (1 − ε)|X|. We also say that X is (K, ε)-thick along ξ if
|X ∩H| 6 (1− ε)|X| holds. Otherwise we say that X is (K, ε)-thin along ξ.
We say that X is (K, ε)-thick if X is (K, ε)-thick along any linear function ξ.
Let ξ1, . . . , ξt be a maximal linearly independent set of linear functions such that X is K-thin along
ξi for any i. After choosing an appropriate basis we may assume that X is contained in the “tube”
T = [−K,K]t × Fd−tp . Moreover X is distributed in T rather uniformly: there is no a tube of lower
dimension containing a significant portion of X . A structural description of this sort (but much more
delicate) plays a crucial role in this paper. Let us see how the proof goes in the too extreme cases: k = 0
and k = t respectively.
Proposition 5.2 (“Thick case”). Suppose that X ⊂ Fdp is a multiset such that the size of the intersection
of X with any K-slab is at most (1 − ε)|X| for some K and ε. If K ε2
| log ε|
≫ d log d and |X| > (1 + ε)p
then X contains p elements with zero sum.
Proof. The proof relies on Lemmas 3.1 and 3.2 from Section 3. By induction, for any l 6 εp/8 we find a
sequence of pairs {a1, b1}, {a2, b2}, . . . , {al, bl} of distinct elements of X such that
|{a1, b1}+ {a2, b2}+ . . .+ {al, bl}| >
(
l
3d
)d
, (24)
Indeed, such a sequence obviously exists for l = 1. Suppose there is such an arrangement of pairs for some
l, let us find it for (l+1). Let Y = {a1, b1}+ {a2, b2}+ . . .+ {al, bl} and X ′ = X \ {a1, b1, . . . , al, bl}. Then
the thickness condition implies that X ′ does not lie in any K-slab and, in particular, X ′ is not contained in
any hyperplane. So one can find an affine basis Z ⊂ X ′. Denote Z = {x0, x1, . . . , xd} and apply Lemma 3.2
to the basis E = {x1−x0, x2−x0, . . . , xd−x0} and the set Y . Then there is i such that |Y ∪ (Y +xi−x0)|
is at least (α + 1
3d
)d, where α = |Y |1/d. By the induction hypothesis |Y ∪ (Y + xi − x0)| >
(
l+1
3d
)d
. But
(Y + x0) ∪ (Y + xi) = Y ∪ (Y + xi − x0) + x0 so if we let {al+1, bl+1} = {x0, xi} then we obtain the claim
for (l + 1).
In a similar manner, we iteratively apply Lemma 3.1 to the resulting Minkowski sum. Indeed, let
A = X ′ − X ′, where X ′ consists of all elements of X which are not yet involved in the Minkowski sum
(24). The multiset X ′ is clearly (K, 3/4ε)-thick because
|X \X ′| 6 2l 6 εp/4 6 ε/4|X|.
To apply Lemma 3.1 we will to show that any centrally symmetric slab H(K, ξ) contains at most (1 −
3ε/4)|A| members of A. Indeed, assume the contrary. Then at least (1 − 3ε/4)|X ′|2 differences x − x′,
x, x′ ∈ X ′, belong to H(K, ξ). But then by pigeon-hole principle there is x′ ∈ X such that at least
(1−3ε/4)|X ′| elements ofX ′ belong toH(K, ξ)+x′ and soX ′ is not (K, 3ε/4)-thick. This is a contradiction.
So we can apply Lemma 3.1 to the multiset A and the set Y = {a1, b1} + {a2, b2} + . . . + {al, bl}. If
|Y | 6 pd/2 then this will give us a pair of elements al+1, bl+1 ∈ X ′ such that
|(Y + al+1) ∪ (Y + bl+1)| >
(
1 +
K3ε/4
c0p
)
|Y |.
Repeating this operation εp/8 times will give us a Minkowski sum
Y ′ = {a1, b1}+ {a2, b2}+ . . .+ {al′, bl′}
of pairs of elements from X such that l′ 6 εp/4 and
|Y ′| > min
{
pd
2
,
(
1 +
Kε/2
c0p
)εp/8
|Y |
}
,
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the second term in the minimum can be easily estimated to be larger than pd using the conditions
Kε2/| log ε| ≫ d log d and |Y | > (εp/24d)d.
Applying the same argument to the set X ′′ consisting of all remaining elements of X we will obtain
another Minkowski sum Y ′′ of pairs of elements of X ′′ such that |Y ′′| > pd/2. The easy case of Cachy–
Davenport Theorem implies that Y ′ + Y ′′ = Fdp which means that every element of F
d
p can be represented
as a sum of m elements of X , where m 6 εp/2. Pick any p−m vectors c1, . . . , cp−m ∈ X which are distinct
from elements participating in the Minkowski sums Y ′, Y ′′. This is possible because |X| > (1 + ε)p and
the number of such elements is at most εp.
The vector
−c1 − c2 − . . .− cp−m
can be represented as a sum of m distinct vectors from the Minkowski sum Y ′ + Y ′′ which, after bringing
everything to the left hand side, gives us the desired p elements with zero sum.
Now we turn to the case k = d, that is we may assume that X ⊂ [−K,K]d. Now the convex geometry
approach will come into play. Recall that L(d) is the maximum number of vertices a hollow polytope in
Rd can have.
Proposition 5.3 (“Thin case”). Fix d > 1, K > 1 and ε > 0. Suppose that X ⊂ [−K,K]d ⊂ Fdp. If
|X| > (1 + ε)L(d)p and p is sufficiently large then X contains p elements whose sum is zero.
Informally, Proposition 5.3 shows that if we restrict ourselves to sets X without p elements with zero
sum contained in [−K,K]d then it is optimal to take X to be the set of vertices of a hollow polytope each
taken with multiplicity p− 1 (and such X will work by the proof of Proposition 1.5).
Proof. The argument is based on Central Point Theorem (Corollary 4.10) and Lemma 3.4. Let p be
sufficiently large and X ⊂ [−K,K]d be a multiset of size at least (1 + ε)L(d)p. Put µ = 0.5ε(2K)−d. By
removing from X all elements whose multiplicity is less than µp we may assume that multiplicity of each
point q in X is either 0 or at least µp and that the size of X is at least (1 + ε/2)L(d)p.
Let P ⊂ [−K,K]d be the convex hull of X and let P be the convex flag corresponding to P (that is, P
is a poset where elements of P are faces of P and the partial order is defined by inclusion). For an element
x ∈ P and the corresponding face Px ⊂ P , let Λx ⊂ Zd be the minimal lattice containing the set X ∩ Px.
This defines a structure of a lattice Λ on the convex flag P. Let w : P ∩ Λ → N be the weight function
which assigns to a point q ∈ Λ its multiplicity in X .
It is not difficult to see that the Arithmetic Helly constant of the pair (P,Λ) is at most L(d). Indeed,
consider a set S consisting of L(d) + 1 proper integer points of (P,Λ), view S as a subset in Qd (under
the natural embedding of [−K,K]d in Qd). To satisfy the property from Definition 4.5 S must be convex.
But in this case the definition of the constant L(d) implies that the convex hull of S is not hollow and so
the convex hull of S in (P,Λ) contains a proper integer point not belonging to S.
So by Corollary 4.10 there is an integer point q ∈ Λ which is 1
L(d)
-central with respect to the weight
function w. Let Γ ⊂ P be the minimal face of P which contains q. Put q = qΓ.
Let A be the affine hull of Γ. Since q is 1
L(d)
-central, any halfspace in A which contains q has weight at
least w(P )
L(d)
. So the point q is θ-central with respect to the restricted weight function w|Γ where θ = w(P )L(d)w(Γ) .
Apply Lemma 3.4 to the set X ∩ Γ and the point q with θ = w(P )
L(d)w(Γ)
, n = p, and ε = ε/2. Denoting
elements of the set X ∩ Γ by v1, . . . , vm4 we obtain a sequence of integer coefficients α1, . . . , αm > 0 such
that
m∑
i=1
αivi = pq,
m∑
i=1
αi = p, (25)
4That is, all vi-s are distinct but may have some large multiplicities in X .
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and such that for any i we have
αi 6 (1 + ε/2)(w(Γ)θ)
−1pw(vi), (26)
which simplifies to
αi 6 (1 + ε/2)
L(d)
w(P )
pw(vi) 6 (1 + ε/10)pw(vi)
L(d)
L(d)(1 + ε/2)p
6 w(vi), (27)
so each coefficient αi does not exceed the multiplicity of the corresponding vector vi in X and so (25)
provides us with p elements from X summing up to zero. 5
In Lemma 3.4 it is required that p > n0 for some n0 depending on the set {v1, . . . , vm} and the weight
function w. The set {v1, . . . , vm} may be assumed not to depend on p by a standard limiting argument
because vi ∈ [−K,K]d for every i. However, the number of weights functions w is not bounded in terms of
p but we still may assume that w does not depend on p after an appropriate truncation of w. We postpone
the easy details of this argument until Section 7.
Now we can verify few instances on Theorem 1.2 for small values of d. First, we recover the original
Erdo˝s–Ginzburg–Ziv theorem in a weak form.
Claim 5.4. For any ε > 0 and all sufficiently large primes p we have s(Fp) 6 (2 + ε)p.
Proof. Let X ⊂ Fp be a multiset of size (2 + ε)p. If X is (K, ε/10)-thick for some K ∼ ε−3 then by
Proposition 5.2 X contains p points with zero sum. So we may assume that there is X ′ ⊂ X such that
X ′ ⊂ [−K,K] for some K ≪ ε−3 and |X ′| > (2+ ε/2)p. Therefore, by Proposition 5.3 the set X ′ contains
p points with zero sum provided p is sufficiently large.
Unfortunately, the situation is worse in higher dimensions. Indeed, there may be sets which are neither
thick nor contained in a bounded box. The simplest example of this is as follows. Let X1 ⊂ F2p be a set of
vectors
(0, a1), . . . , (0, am), (1, b1), . . . , (1, bm)
for numbers ai, bi ∈ Fp are chosen at random. Then X1 is thick along any linear function except for
ξ1 : (x1, x2) 7→ x1. So none of Propositions 5.2 and 5.3 is applicable to X1. The proof of the next claim
illustrates how to deal with this case.
Claim 5.5. For any ε > 0 and all sufficiently large primes p we have s(F2p) 6 (4 + ε)p.
Note that this is a weak version of the theorem of Reiher [16].
Proof. Let K ∼ ε−3 and let K2 ≫ K.
Let X ⊂ F2p be a multiset of size (4 + ε)p. If X is (K, ε/10)-thick then X contains p points with zero
sum by Proposition 5.2. So we may assume that X ⊂ [−K,K] × Fp (after a change of coordinates and
replacing X by a suitable subset). If there is a linear function ξ : F2p → Fp which is not collinear to ξ1
and such that |X ∩ H(K2, ξ)| > (1 − ε/10)|X| then, after a change of coordinates and replacing X by
X ∩H(K2, ξ), we have X ⊂ [−K,K]× [K2, K2] and so Proposition 5.3 applies (note that by Theorem 1.3
we have L(2) = 4).
So we may assume that X ⊂ [−K,K]× Fp and that X is (K2, ε/10)-thick along any linear function ξ
such that ξ is not collinear to ξ1. Let X0 ⊂ [−K,K] be the projection of X on the first coordinate. After
removing a small number of elements from X we may assume that for any v ∈ X0 we have |ξ−11 (v)| > µp
for some µ > 0 which depends only on ε and K. The convex hull P0 = convX0 is an interval [a, b].
For v ∈ [a, b] let w(v) = |ξ−11 (v) ∩ X|. Apply Central Point Theorem to the weight function w and the
5We do not use the inequality αi > µp from Lemma 3.4 in this proof but it will become important in the general case.
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convex flag [a, b]. We get a point q ∈ [a, b] such that the weight of both intervals [a, q] and [q, b] is at least
w([a, b])/2. Note that if q = a then we have |ξ−11 (a)∩X| > |X|/2 > (2+ε/2)p. So in this case the problem
is reduced to the 1-dimensional case and the assertion follows from Claim 5.4. The case q = b is analogous
and so we may assume that q ∈ (a, b).
Apply Lemma 3.4 to the set X0 with measure w and the (1/2)-central point q with n = p and ε = ε/10.
Denote X0 = {v1, . . . , vm}. We obtain a sequence of coefficients αi which satisfy (25). A computation
similar to (27) shows that αi 6 (1 − ε/10)w(vi) for any i. Now we show how one can “lift” the identity∑
αivi = pq from Fp to F
2
p.
By shifting the origin we may assume that q = 0. Let Xi = X ∩ (ξ−11 (vi)) ⊂ {vi} × Fp. Let Λ ⊂ Zm be
a lattice defined as follows:
Λ =
{
λ = (λ1, . . . , λm) |
m∑
i=1
λivi = 0,
m∑
i=1
λi = 0, λi ∈ Z
}
.
For each λ ∈ Λ consider the set J λ consisting of all pairs (J1, J2), J1, J2 ∈ X such that for any
i = 1, . . . , m we have:
(|J1 ∩Xi|, |J2 ∩Xi|) =
{
(λi, 0), if λi > 0
(0, |λi|), if λi < 0.
(28)
For a set of vectors J we denote by σ(J) the sum of elements of J , for a pair of sets (J1, J2) we set
σ(J1, J2) = σ(J1)− σ(J2). It is easy to see from the definition that for any (J1, J2) ∈ J λ we have:
σ(J1, J2) =
∑
v∈J1
v −
∑
v∈J2
v ∈ {0} × Fp.
Let J be the union of sets J λ over all λ ∈ Λ such that ‖λ‖1 6 T , for some T ≪K2,ε 1. Let M be
the multiset of vectors σ(J1, J2) over (J1, J2) ∈ J . As we noted, the multiset M is supported on the
line {0} × Fp. Using the thickness condition of the set X one can show that in fact the multiset M is
(K ′, ε′)-thick in the line {0} × Fp for some parameters K ′, ε′ depending on K2 and ε (see Lemma 7.4 for
a proof). So we can apply the Set Expansion method to the multiset M and show that there exists a
sequence of pairwise disjoint pairs
(J11 , J
1
2 ), . . . , (J
l
1, J
l
2) ∈ J ,
where l ≪ p, such that
l⊕
i=1
{σ(J i1, J i2), 0} = {0} × Fp. (29)
Now we apply an argument similar to the one given in the end of the proof of Proposition 5.2. Note
that (29) can be rewritten as:
l⊕
i=1
{σ(J i1), σ(J i2)} = {u} × Fp,
for some u ∈ Fp. Let A be the union of sets J i1, J i2, i = 1, . . . , l. Since the size of A is small enough, for
every i = 1, . . . , l we can pick a subset Bi ⊂ Xi \ A of cardinality αi − |A ∩Xi|. Then we clearly have
σ(B) +
l⊕
i=1
{σ(J i1), σ(J i2)} = {0} × Fp
and the number of elements of X participating in each element of this Minkowski sum is exactly equal to∑m
i=1 αi = p. Moreover, one of these sums is equal to (0, 0) which gives us the desired p elements with
zero sum.
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Finally, we briefly sketch the d = 3 case.
Claim 5.6. For any ε > 0 and all sufficiently large primes p we have s(F3p) 6 (9 + ε)p.
Sketch of proof. In Appendix we prove that L(3) = 9. We again assume that X ⊂ [−K,K]t × F3−tp and
that X is thick along any non-trivial linear function. One can easily verify that the cases t = 0, 1, 3 are
covered by arguments given in Proposition 5.2, Claim 5.5 and Proposition 5.3, respectively. So without
loss of generality we may assume that t = 2.
Let X0 ⊂ [−K,K]2 be the projection of X on the first two coordinates. As usual, we can remove from
X some elements so that the multiplicity of any element in X0 is at least µp for some µ≫ K, ε. Let P be
the convex hull of X0.
Let q ∈ [−K,K]d be a 1
9
-central point of X0 provided by Corollary 4.10. If q is an interior point of
P then one can finish the proof analogously to the proof of Proposition 5.3. So we may assume that q
belongs to some edge E of P (if q is a vertex of P then we are done by Proposition 5.2). Let XE ⊂ X be
the set of elements which project onto the edge E.
Unfortunately, one cannot just apply induction to the space spanned by the edge E because the set
XE may be not large enough. Another problem is that the thickness condition may no longer be true for
the set XE . To overcome this, we apply a decomposition procedure to the set XE . That is, we pick a
maximal set of linear functions such that XE is thin along them. After an appropriate change of basis we
may assume that XE ⊂ E × [−K,K]l × F1−lp for some l ∈ {0, 1}. Define X0,E to be the projection of XE
on the space 〈E〉 × Flp and let PE be the convex hull of X0,E. Let P = {P, PE} be the naturally defined
convex flag on these two polytopes.
On the next step we apply Central Point Theorem to the flag P and investigate where the central point
q can be. If q belongs to the interior of some face of the flag P then we are done by arguments described
above. If q belongs to the boundary of some face of P then we enlarge P and repeat the argument. Since
q is always a 1
9
-central point, one can show that this process will eventually terminate (see Lemma 6.17)
and thus we will always construct p elements of X with zero sum.
Up to some rearrangement, the proof of Theorem 1.2 follows the strategy of the argument presented
above. Let us now give an outline and describe the structure of the remaining part of the paper.
1. We start with a multiset X ⊂ Fdp of an appropriate size. Apply the iterative procedure analogous
to the one sketched in Claim 5.6 to the set X . We obtain a certain convex flag which satisfies
a number of properties, such as, boundedness, thickness and sharpness. The precise statement is
the Flag Decomposition Lemma (Theorem 6.12) which is presented in Section 6. In Section 6.1
we provide all necessary definitions and formulate Theorem 6.12. In Section 6.2 we describe two
refinement operations on convex flags. In Section 6.3 we repeatedly apply these operations to obtain
a “complete flag decomposition” ϕ : V → (P,Λ) of the multiset X .
2. We apply Central Point Theorem (Corollary 4.10) to the weight function on the convex flag (P,Λ)
corresponding to the multiset X . In order to do this, we show that the integer Helly constant of the
pair (P,Λ) is at most w(Fdp), see Proposition 7.2. Then we apply Lemma 3.4 to the resulting integer
central point and obtain a zero-sum sequence in X on the level of the convex flag P. Results of this
step are spread over Sections 3.2, 4 and 7.1.
3. In order to pass from a zero-sum modulo the convex flag to an actual zero-sum we apply a Set
Expansion argument based on the work of Alon–Dubiner [1]. The thickness condition guaranteed by
Step 1 is crucial here. The details are in Section 7.2 and the key lemmas are given in Section 3.1.
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6 Flag Decomposition Lemma
6.1 The statement
In this section we formulate and prove the Flag Decomposition Lemma. Recall that a convex flag with
a lattice (P,Λ) consists of affine spaces Ax, convex polytopes Px ⊂ Ax, lattices Λx ⊂ Ax (which are both
do not necessarily have full dimension) and connecting homomorphisms ψy,x : Ax → Ay. Unless otherwise
specified, the prime number p is assumed to be sufficiently large with respect to all other parameters
during this section.
Recall that a linear function on an affine space A is a function ξ of the form ξ(v) = a+
∑d
i=1 ξivi, where
v = (v1, . . . , vd) in some basis of A. Note that we allow ξ to have a constant term. We denote the vector
space of all linear functions on an affine space A by A∗. We emphasize that this space is different from the
dual space of the vector space corresponding to A. Note that if we have a pair of affine spaces A1 ⊂ A2
then there is a restriction map A∗2 → A∗1 between the spaces of linear functions.
For an arbitrary function f : V → R>0 and for a subset S ⊂ V we denote by ωf(S) the total weight of
f on the set S, that is
ωf(S) :=
∑
v∈S
f(v).
Definition 6.1 (Slab, thinness and thickness). Let K > 1 be an integer and ε ∈ (0, 1). Let V be an affine
space over Fp and let f : V → R>0. Fix a linear function ξ ∈ V ∗.
1. A K-slab along ξ is the set
H(ξ,K) = ξ−1([−K,K]) = {v ∈ V | ξ(v) ∈ {−K,−K + 1, . . . , K − 1, K}}.
2. A function f is called (K, ε)-thin along ξ if
ωf(H(ξ,K)) > (1− ε)ωf(V ).
A function f is called (K, ε)-thick along ξ if it is not (K, ε)-thin along ξ.
Note that if ξ is a constant function then the definition of H(ξ,K) degenerates. Namely, for any K
either H(ξ,K) = V or H(ξ,K) = ∅.
Definition 6.2 (Fp-Representation). Let (P,Λ) be a convex flag with a fixed lattice and let V be a vector
space over Fp. Then a representation ϕ of (P,Λ) in V is the following collection of data:
1. For any x ∈ P there is an affine subspace Vx ⊂ V such that for any x ≺ y we have Vx ⊂ Vy.
2. For any x ∈ P there is a surjective map ϕx : Vx → Λx/pΛx such that for any x ≺ y we have ϕy = ψy,xϕx.
Analogously, one can define a notion of F-representation for any field F replacing Λx/pΛx by Λx ⊗Z F
in the above formula.
We denote the fact that ϕ is a representation of (P,Λ) in V by the following expression: ϕ : V → (P,Λ).
In following definitions we consider functions f : V → N from a finite vector space V to naturals numbers.
Note that 0 is considered to be a natural number and that essentially the same results hold if f takes
nonnegative real values. But it is more convenient for us to consider functions taking natural values
because such functions correspond to characteristic functions of multisets.
Given an affine basis E of a lattice Λ one can define a natural lifting γ : Λ/pΛ → Λ for every p > 2:
write a vector v ∈ Λ/pΛ in the basis E and replace coefficients modulo p by the corresponding residues in
{−p−1
2
, . . . , p−1
2
}.
Definition 6.3 (Flag decomposition). Let f : V → N be a function from an affine space over Fp to non-
negative integers. A representation ϕ of a convex flag (P,Λ) in the space V is called a flag decomposition
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of f if there is a set of functions fx : Vx → N for x ∈ P and a system of bases Ex of Λx with the following
properties:
1. Let f ′ =
∑
x∈P fx, then f
′(v) 6 f(v) for any v ∈ V .
2. For a point q ∈ Λx let f ∗(q) =
∑
yx ωfy(ϕ
−1
x q), where the preimage is taken with respect to the
composition Vx
ϕx−→ Λx/pΛx γx−→ Λx. Then the convex hull of the set of points q ∈ Λx such that f ∗(q) 6= 0
coincides with Px. In particular, Px is contained in the affine hull of Λx.
So a flag decomposition is a way to express an arbitrary function f : V → N as a sum F = ∑x∈P fx
and an “error” term (f − F ) with the property that fx is supported on Vx and fx determines a polytope
Px ⊂ Ax. Of course, a flag decomposition may be useful only if the error term (f − F ) is small.
Definition 6.4 (Sharp decomposition). We say that a flag decomposition is ε-sharp if
ωF (V ) =
∑
x∈P
ωfx(V ) > (1− ε)ωf(V ).
For x ∈ P we denote by Fx the sum
∑
yx fy so that in particular F = FsupP .
Another important property of a flag decomposition is that polytopes Px have bounded size. To be
more precise we need a notion of a K-bounded convex flag.
Definition 6.5 (K-bounded convex flag). Let K : P → N be a decreasing function (that is, x ≺ y implies
K(x) > K(y)). Assume that for any x ∈ P the polytope Px is contained in the affine hull of Λx.
We say that the convex flag (P,Λ) is K-bounded if for all x ∈ P there is a set of linear functions E¯x
on Ax such that:
1. For any x ≺ y ∈ P the polytope Px is contained in the strip H(ξ,K(y)) = {v ∈ Ax | |ξ · ψy,xv| 6
K(y)} ⊂ Ax for any ξ ∈ E¯y.
2. The intersection of the lattice Λx with the intersection of all strips H(ξ,K(y)) over ξ ∈ E¯y and y  x
is finite.
3. Functions from E¯y take integer values at points of Λy.
The third condition allows us to pull-back E¯x to a set Ex of linear functions on Vx which will be
convenient later.
In Section 4 we introduced a notion of proper points of a convex flag. For a flag decomposition there
is a natural way to define proper points:
Definition 6.6 (Proper points). For a point q ∈ Λ∩P define f ∗(q) to be equal to f ∗(qx) where x = inf Dq.
A point q ∈ Λ∩P of a convex flag (P,Λ) corresponding to a flag decomposition ϕ : V → (P,Λ) is said
to be proper if q is a convex combination of some points q1, . . . ,qN ∈ Λ ∩ P which satisfy f ∗(qi) > 0.
In our definition of a convex flag P, we do not require that faces of a polytope Px should also belong
to P. However, will need to have a similar property for some faces of Px.
Definition 6.7 (Good face). Let x ∈ P and Γ be a face of Px. Define xΓ ∈ P to be the minimal element
of Px such that for any proper point q which is defined over x and qx ∈ Γ it follows that xΓ ∈ Dq.
We say that the face Γ is good if ψx,xΓ(PxΓ) ⊂ Γ.
Note that the definition of xΓ is correct. Indeed, one can define
xΓ := sup
q: qx∈Γ
inf Dq, (30)
where the supremum is taken over all proper points q which are defined over x and qx ∈ Γ. Also note that
obviously xΓ  x. Also note that the definition of a flag decomposition implies that, in fact, ψx,xΓ(PxΓ) = Γ
but the map ψx,xΓ may not be injective in general.
For a subset S ⊂ Λx we denote by ωf(S) the sum
∑
q∈S f
∗(q).
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Definition 6.8 (Large face). Let ϕ : V → (P,Λ) be a flag decomposition and fix ε > 0. A face Γ ⊂ Px is
called ε-large if ωf(Γ) > εωf(V ) and for any proper face Γ
′ ⊂ Γ we have ωf(Γ′) 6 (1− ε)ωf(Γ).
The motivation of this definition is that the minimal face containing a θ-central point of a convex flag
(or just a polytope) is θ-large.
Definition 6.9 (Complete element). Let ϕ : V → (P,Λ) be a K-bounded flag decomposition, δ > 0 and
g : N → N is an increasing function. Let x ∈ P be an element such that xPx = x. Then x is called
(g, δ)-complete if for any linear function ξ ∈ V ∗x , which is not constant on fibers of ϕx, the function Fx is
(g(K(x)), δ)-thick along ξ.
For an arbitrary x ∈ P we say that x is (g, δ)-complete if xPx is (g, δ)-complete.
The condition x = xPx means that there is no y ≺ x such that any proper point supported on x is
supported on y.
Definition 6.10 (Complete decomposition). Let g : N → N be an increasing function and let ε, δ > 0. A
K-bounded flag decomposition ϕ : V → (P,Λ) is called (g, ε, δ)-complete if for all x ∈ P any ε-large face
Γ ⊂ Px is good and the element xΓ is (g, δ)-complete.
Definition 6.11 (Gap). For a flag decomposition ϕ : V → (P,Λ) define the gap G(x) of an element x ∈ P
to be the minimum of f ∗(q) over q ∈ Λx such that f ∗(q) > 0.
Now we are ready to formulate the main result of this section.
Theorem 6.12 (Flag Decomposition Lemma). Let ε > 0 and let g : N → N be an increasing function.
Then there are constants p0(d, ε, g), δ≫d,ε 0 such that the following holds.
Let V be a d-dimensional vector space over Fp. Let f : V → N be an arbitrary function. Then f has
an ε-sharp flag decomposition ϕ : V → (P,Λ) and there is a function K : P → N such that:
1. (Boundedness) The convex flag (P,Λ) is K-bounded and for any x ∈ P we have
K(x)≪g,d,ε 1. (31)
Also we have |P| ≪d,ε 1.
2. (Completeness) The flag decomposition ϕ is (g, ε, δ)-complete .
3. (Large gaps) For all x ∈ P such that Px is ε-large we have G(x) > δ3(2K(x))−dωf(V ).
In the next section we define two operations on a flag decomposition which will allow us to construct a
complete flag decomposition. In Section 6.3 we prove Theorem 6.12. Sections 6.2 and 6.3 are not required
for Section 7 and may be safely skipped.
6.2 Refinements
A flag decomposition whose existence is guaranteed by Theorem 6.12 has the property that all “large”
faces are good and complete. A desired flag decomposition will be constructed inductively: we start from
a trivial flag decomposition and at each step modify the decomposition in such a way that the number of
good and complete faces increase. We will show that after a finite number of steps all large faces of the
flag decomposition will become good and complete (in fact, one should be more careful in order to obtain
ε-sharpness condition and other quantitative estimates).
Before we formulate refinement operations we need to introduce some further terminology. In what
follows, we will work with more than one flag decomposition at once. Different convex flags will always be
denoted by symbol P with a superscript (P ′, Pˆ , P i etc...) and the corresponding objects related to a flag
decomposition will receive the same superscript.
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Definition 6.13 (Extension). Let ϕ : V → (P,Λ) be a flag decomposition of a function f : V → N.
Another flag decomposition ϕˆ : V → (Pˆ, Λˆ) is called an extension of the flag decomposition ϕ if:
1. We have Pˆ = P ∪ S for some poset S. There are no elements x ∈ P and y ∈ S such that x  y.
2. For any x ∈ P we have Ax = Aˆx, Vˆx ⊂ Vx, Λˆx ⊂ Λx, and Pˆx ⊂ Px. For any x ∈ P we have Fˆx  Fx,
that is, for any w ∈ Vx the inequality
∑
yx fˆy(w) 6
∑
yx fy(w) holds.
The first operation allows us to make a particular face good while maintaining goodness and complete-
ness of all other faces. All quantitative estimates on the flag decomposition will remain the same after this
operation except that the number of elements in P will double.
Proposition 6.14 (First Refinement). Let ϕ : V → (P,Λ) be a K-bounded ε-sharp flag decomposition of
a function f : V → N. Let Γ be a face of Px for some x ∈ P. Then there exists an extension Pˆ = P ∪ S
of P such that Pˆy = Py for any y ∈ P, Γ ⊂ Px is a good face in Pˆ and yˆ  xˆΓ for any yˆ ∈ S. Moreover,
Pˆ is ε-sharp, |Pˆ| 6 2|P| and Pˆ is Kˆ-bounded with the function Kˆ defined as
Kˆ(xˆ) = max
xxˆ, x∈P
K(x). (32)
If a face Γ′ of a polytope Py, y ∈ P, is good in P then Γ′ is good in Pˆ. If an element y ∈ P is (g, δ)-complete
for some g and δ then y is also (g, δ)-complete in Pˆ. For any xˆ ∈ Pˆ we have Gˆ(xˆ) > minxxˆ, x∈P G(x).
Proof. W.l.o.g. we may assume that x = xΓ and Γ is a proper face in Px. Let Θ ⊂ Λx be the intersection
of Λx with the affine hull of Γ. Let U ⊂ Vx be the preimage of Θ/pΘ. Let S be the set of y  x such that
Fy is non-zero on U . For y ∈ S let fˆyˆ be the restriction of fy on U and let fˆy = fy − fˆyˆ. Let Pˆ = P ⊔ S
(where elements of S will be denoted by yˆ). The partial order on S is induced from P and the partial
order on Pˆ is obtained from orders on P and S and extra relations yˆ  y for all y ∈ S. For yˆ ∈ S define
Ayˆ = Ay, Vyˆ = Vy ∩ U , define Pyˆ to be the polytope Py ∩ ψ−1y,xΓ. Maps ψy,yˆ : Ayˆ → Ay are the identity
maps. The lattices Λyˆ are obtained by intersection of Λy with affine hulls of Pyˆ. All these constructions
allow us to define a convex flag (Pˆ, Λˆ); an Fp-representation ϕˆ : V → (Pˆ, Λˆ) can also be defined naturally.
The structure of a flag decomposition on ϕ is defined using functions fˆy and fˆyˆ defined above. It is easy
to see that for y ∈ P we have Fˆy = Fy, so that the polytopes Py are still convex hulls of supports of Fˆy.
Similarly, Pyˆ is the convex hull of the support of Fˆyˆ. It is clear that (Pˆ, Λˆ) is an extension of (P,Λ) and
|Pˆ| 6 2|P|. Since the total weight of functions fˆ is the same as of functions f the flag decomposition Pˆ is
also ε-sharp. From definition of polytopes Pyˆ it follows that Pˆ is Kˆ-bounded with Kˆ defined as in (32).
It is easy to see that Γ is a good face in Pˆ, indeed, xΓ = xˆ since all proper points supported on Γ
are now also supported on xˆ. In a similar manner one can verify assertions about good faces, complete
elements and the bound on gaps of elements.
The second operation allows us to make a good face complete. In this case statistics of the flag
decomposition such as sharpness, boundedness, thickness, etc... will change in a manner controllable by
the choice of δ.
Proposition 6.15 (Second Refinement). Let ϕ : V → (P,Λ) be a K-bounded ε-sharp flag decomposition
of a function f : V → N. Let x ∈ P and take an increasing function g : N → N and δ > 0. Suppose that
ωFx(Vx) > 3
d+1δωF (V ). Then there exists an extension Pˆ = P ∪ S of P such that x is (g, δ)-complete in
Pˆ and such that yˆ ≺ x for any yˆ ∈ S. Moreover, the following estimates hold:
1. (Sharpness) The flag decomposition Pˆ is (ε+ 3d+1δ)-sharp. We have |Pˆ| 6 2|P|.
2. (Boundedness) The flag Pˆ is Kˆ-bounded where Kˆ : Pˆ → N satisfies
Kˆ(y) 6 max
xy, x∈P
gd(K(x)). (33)
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3. (Large gap) For any y ∈ Pˆ we have
G(y) > δ2(2Kˆ(y))−d|P|−1ωF ′(V ) (34)
4. (Complete elements) If an element y ∈ P is (g, α)-complete in the flag decomposition ϕ for some α > 0
then y is (g, α′)-complete in ϕˆ where
α′ > α− 3d+1δ ωF (V )
ωFx(Vx)
(35)
Proof. We may clearly assume that x = xPx and that x is not (g, δ)-complete (otherwise we put Pˆ = P).
So there is a linear function ξ on Vx such that Fx =
∑
yx fy is (g(K(x)), δ)-thin along ξ and ξ is
linearly independent from the space W ⊂ V ∗x of linear functions which are constant on fibers of ϕx. Let
ξ1, . . . , ξl ∈ V ∗x be a maximal sequence of linear functions such that the space 〈W, ξ1, . . . , ξl〉 has dimension
equal to dimW + l and for any i = 1, . . . , l the function Fx is (g
i(K(x)), 3iδ)-thin along ξi. It follows that
for any η which is linearly independent from 〈W, ξ1, . . . , ξl〉 the function Fx is (gl+1(K(x)), 3l+1δ)-thick
along η.
Let Ω ⊂ Vx be the intersection of strips corresponding to ξi-s:
Ω =
l⋂
i=1
H(ξi, g
i(K(x))). (36)
For y  x let f ′y be the restriction of fy on the set Ω. Observe that
ωFx(Vx \ Ω) 6
l∑
i=1
3iδωFx(Vx) 6
1
2
· 3l+1δωFx(Vx), (37)
so the function F ′x = Fx|Ω =
∑
yx f
′
y is (g
l+1(K(x)), 1
2
3l+1δ)-thick along any η 6∈ 〈W, ξ1, . . . , ξl〉.
For y  x define ϕˆy : Vy → Λy/pΛy × Flp by the rule
ϕˆy(w) = (ϕy(w), ξ1(w), . . . , ξl(w)),
and for y 6 x we let ϕˆy = ϕy. The next claim will guarantee the “large gap” property.
Claim 6.16. There is an arrangement of functions fˆy : Vy → N for y ∈ P such that fˆy  fy for all y ∈ P
and fˆy  f ′y for all y  x. Denote Fˆ =
∑
y∈P fˆy and F
′ =
∑
y∈P f
′
y, then we have
ωFˆ (V ) > (1− δ2)ωF ′(V ). (38)
For any y ∈ P and every point q ∈ Λy the weight of the function Fˆy on the fiber ϕˆ−1y (q) is either 0
or is at least δ2(2Kˆ(y))−d|P|−1ωF ′(V ). Here the function Kˆ is defined as follows: if y  x then we let
Kˆ(y) = max{K(y), gl(K(x))} and we let Kˆ(y) = K(y) otherwise.
Proof. We apply the following procedure to the arrangement (f ′y)y∈P (where we define f
′
y = fy for y 6 x).
Let Λˆy = Λy for y 6 x and Λˆy = Λy × Zl for y  x. If there is a point q ∈ Λˆy such that
ωF ′y(ϕˆ
−1
y q) 6 δ
2(2Kˆ(y))−d|P|−1ωF ′(V ) (39)
then we replace each function f ′z for z  y with the restriction of f ′z on the complement to the fiber ϕˆ−1y q.
Note that this operation decreases the total weight of F ′ by at most δ2(2Kˆ(y))−d|P|−1ωF ′(V ). Repeat this
operation until there are no points q ∈ Λˆy (for all y) satisfying (39).
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Since (P,Λ) is K-bounded, for any y ∈ P all points q ∈ Λy which satisfy f(q) > 0 lie in a box with side
length at most 2K(y) and of dimension at most d = dim V . So there are at most (2K(y))d such points
in Λy and thus in the case when y 6 x the described removing operation was applied at most (2K(y))d
times to points from Λy. If y  x then all points q for which the fiber is non-empty lie in the box of the
form [−K(y), K(y)]a × [−gl(K(x)), gl(K(x))]b (because f ′y is supported on the set Ω, see (36)). So there
are at most (2K(y))a(2gl(K(x)))b 6 (2Kˆ(y))d such points q in this case and so the removing operation
was applied at most (2Kˆ(y))d times in this case as well.
We conclude that the operations corresponding to y decreased the total weight of F ′ by at most
(2Kˆ(y))d · δ2(2Kˆ(y))−d|P|−1ωF ′(V ) = δ2|P|−1ωF ′(V ) which immediately implies the bound (38). Define
fˆy to be the final value of f
′
y after the procedure described above.
Now we describe an extension Pˆ = P ∪S. Let S be a copy of the set Px = {y ∈ P : y  x} (elements
of S will be denoted as yˆ where y  x is the original element). A partial order on S will be the same as
in the set Px, on the set Pˆ we impose additional relations yˆ ≺ y for all y ∈ Px. For an element yˆ ∈ S
we define Λˆyˆ = Λy × Zl, Ayˆ = Ay × Ql, Vyˆ = Vy, the map ϕˆyˆ : Vy → Λˆyˆ is defined as in Claim 6.16. The
connecting maps ψy1,y2 for various y1, y2 ∈ Pˆ are defined in the natural way. It remains to describe the
polytopes Pyˆ and the new flag decomposition (fˆy). For y 6 x we let fˆy to be function obtained from Claim
6.16, for y  x we let fˆy = 0 and we let fˆyˆ to be the function obtained in Claim 6.16. The polytope Pˆy,
y ∈ Pˆ, is defined as the convex hull of the image of the support of Fˆy under the map ϕˆyˆ (assuming that
p > 2Kˆ(y) for every y ∈ Pˆ this image is well-defined). If necessary, replace Λˆy by the intersection of Λˆy
with the affine hull of Pˆy and then modify the space Vy accordingly.
From (37) and (38) we see that the obtained flag decomposition ϕ : V → (Pˆ, Λˆ) is (ε + 3d+1δ)-sharp.
Clearly Pˆ is Kˆ-bounded for Kˆ as in Claim 6.16 and (33) clearly holds. Claim 6.16 easily implies (34).
The assertion 4 about complete elements y ∈ P holds because the total weight removed is at most
3d+1δωF (V ) and so if Fx is (K,α)-thick along some linear function η then the weight of Fˆx outside the
strip H(η,K) is at least αωFx(Vx)− 3d+1δωF (V ) which gives us the claim.
Finally, and most importantly, we need to check that x is (g, δ)-complete in Pˆ. First, it is clear that
xPˆx  xˆ in the flag decomposition Pˆ because fˆy = 0 for any y  x. It is clear that a linear function η
is not constant on fibers of ϕˆxˆ if and only if η 6∈ 〈W, ξ1, . . . , ξl〉. It clearly enough to check the thickness
condition for all η 6∈ 〈W, ξ1, . . . , ξl〉 (but note that xPˆx may be not equal to xˆ. However, functions FˆxPˆx
and Fˆxˆ do coincide).
Recalling the statement below (37) and from the bound (38) we see that for any η 6∈ 〈W, ξ1, . . . , ξl〉 the
function Fˆx has weight at least β =
1
2
3l+1δωF ′x(Vx)−δ2ωF ′(V ) on the complement to H(η, gl+1(K(x))). By
the assumption ωFx(Vx) > 3
d+1δωF (V ) we see that ωF ′x(Vx) >
1
2
3d+1δωF (V ) >
1
2
3d+1δωF ′(V ). We conclude
that
β >
1
2
3l+1δωF ′x(Vx)− δ2 ·
(
ωF ′x(Vx)2δ
−13−d−1
)
= δωF ′x(Vx)
(
1
2
3l+1 − 2 · 3−d−1
)
> δωF ′x(Vx), (40)
and since ωF ′x(Vx) > ωFˆx(Vx) it follows that the weight of Fˆx outside H(η, g
l+1(K(x))) is at least δωFˆx(Vx).
But recall that by definition Kˆ(xˆ) = gl(K(x)) so Fˆx is (g(Kˆ(xˆ)), δ)-thick along η. Proposition 6.15 is
proved.
6.3 Proof of Flag Decomposition Lemma
0The next simple lemma says that there cannot be too many faces of large weight in a polytope.
Lemma 6.17. Let P ⊂ Qd be a polytope and µ is an arbitrary measure on Qd, fix ε > 0 and let N be the
number of faces Γ ⊂ P such that µ(Γ) > εµ(P ) but µ(Γ′) 6 (1− ε)µ(Γ) for any proper face Γ′ ⊂ Γ. Then
N 6 (1/ε)2d+1.
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Proof. Let us show by induction that for any t = 0, 1, . . . , d there is a collection of at least ε2t+1N ε-large
faces of P which contain a common t-dimensional subface. Since P has only one d-dimensional face this
is clearly enough to establish the result.
For the base step observe that the sum of weights of all ε-large faces is at least εNµ(P ) so there is a
point q ∈ P which is contained in at least εN faces. So there is a vertex of P which contains at least εN
ε-large faces. Now suppose that there are l > ε2t+1N faces Γ1, . . . ,Γl ⊂ P which are ε-large and contain a
t-dimensional face F . Observe that for any i we have µ(Γi \H) > εµ(Γi) > ε2µ(P ) so there are at least
ε2l sets Γi \H which contain a common point q. Then the minimal face containing H and q is contained
in at least ε2l > ε2(t+1)+1N ε-large faces.
Now we turn to the proof of Theorem 6.12. Let f, ε, g, V be as in the statement. We are going to
construct a sequence of flag decompositions which will eventually lead us to the desired flag decomposition.
Before we do this, we need to introduce certain invariants of decompositions.
Let ϕ : V → (P,Λ) be a flag decomposition of f . For an element x ∈ P define the level l(x) of x to
be the pair (codimVx, dimΛx). Note that this is an integer vector in the square [0, d]
2. Also note that if
y  x then l(y) lex l(x) that is either codimVy > codimVx or dimVy = dim Vx and dimΛy > dimΛx.
Observe also that l(x) = l(y) if and only if Vx = Vy and polytopes Px and Py have equal dimensions (we
assume that dimensions of Λx and of Px coincide) and ψx,y is an injection.
Let ϕ0 : V → (P0,Λ0) be the trivial flag decomposition of f , namely, P0 consists of one element x,
Vx = V , the affine space Ax is zero-dimensional, fx = f , etc.. We will apply a sequence of refinements
to ϕ0 in order to obtain a flag decomposition satisfying Theorem 6.12. Let δ0 ≫d,ε 0 be a sufficiently
small number to be determined later, denote δj = 3
−(d+1)jδ0. Let us describe the i-th step of an algorithm
which will lead us to a complete flag decomposition. The Step i receives a flag decomposition ϕi−1 : V →
(P i−1,Λi−1) as an input and returns a new flag decomposition ϕi : V → (P i,Λi).
Step i of algorithm.
Case 1. Suppose that the flag decomposition ϕi−1 contains an element x ∈ P i−1 and an ε-large face
Γ ⊂ P i−1x which is not good. Then consider a minimal element x (with respect to the partial order on
P i−1) such that the level l(x) is minimal and Px contains an ε-large non-good face Γ and apply First
Refinement to the pair (x,Γ). Denote the obtained flag decomposition by ϕi : V → (P i,Λi) and proceed
to Step i+ 1.
Case 2. If all ε-large faces are good then consider a minimal element x in P i−1 of minimal level such that
Px is ε-large and x is not (g, δi)-complete. Then apply Second Refinement to the element x with parameter
δ = δi, denote the resulting flag decomposition by ϕ
i : V → (P i,Λi) and proceed to Step i+ 1.
Case 3. If all ε-large faces are good and all ε-large elements are complete then finish the algorithm and
return the flag decomposition ϕi−1 : V → (P i−1,Λi−1).
We claim that the algorithm described above works correctly if δ0 is sufficiently small and finishes in
a number of steps bounded in terms of d and ε. We also claim that the output of the algorithm is the
desired flag decomposition.
It is clear that either the algorithm will return a flag decomposition after a certain amount of steps or
will run forever: indeed, the only thing one has to check is that Proposition 6.15 is always applicable in
Case 2. This is the case if we take δ0 < 3
−d−1ε.
First we check that the output of the algorithm is exactly what we need. Suppose that algorithm
stopped at step N ≪d,ε 1 and returned a flag decomposition (P,Λ). It is clear that |P| 6 2N ≪d,ε 1 and
that δ := δN > δ03
−N(d+1) ≫d,ε 1. Since Case 1 is not applicable at step N all ε-large faces of P are good.
Since Case 2 is not applicable at step N we conclude that all ε-large elements of P are (g, δ)-complete.
So the flag decomposition (P,Λ) is (g, ε, δ)-complete and Property 2 of Theorem 6.12 is verified. It is
also not difficult to see that for any x ∈ P we have K(x) ≪g,d,ε 1 which follows from definitions of Kˆ in
Propositions 6.14 and 6.15. So Property 1 also holds. Property 3 of Theorem 6.12 follows from analogous
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estimates in Propositions 6.14 and 6.15 (note that δ < |P|−1). Finally, the flag decomposition (P,Λ) is
clearly 2δ0-sharp because the total weight removed from f is at most
N∑
i=1
3d+1δiωf(V ) 6 2δ0ωf (V ).
We conclude that if the algorithm stops in time bounded by d, ε then the resulting flag decomposition
satisfies conditions of Theorem 6.12.
Claim 6.18. Algorithm terminates after a bounded in terms of d and ε number of steps.
Proof. Suppose that the algorithm has made at least N steps and let us arrive at a contradiction provided
that N is sufficiently large.
The first observation is that the algorithm cannot proceed through Case 1 too many times in a row.
Proposition 6.19. There is an increasing function H : N → N such that for any i > 1 for which H(i) < N
there is an index j ∈ [i, H(i)] such that Case 2 was applied at Step j. The function H depends on d and
ε only.
Proof. For l ∈ [0, 2d] let bj(l) be the number of pairs (x,Γ) such that Γ ⊂ P ix is an ε-large non-good face,
x = xΓ in Pj and l(x) = l. Let bj = (bj(0), bj(1), . . . , bj(2d)). We claim that if First Refinement was
applied at step j then we have bj ≺lex bj−1. Indeed, suppose that (x,Γ) is the pair on which the refinement
was applied at step j. So we have Pj = Pj−1∪S where for any yˆ ∈ S we have yˆ  xΓ (here xΓ is viewed as
an element of Pj). In particular, l(yˆ)  l(xΓ) but Γ is a proper face in Px so l(xΓ) ≻ l(x). Thus, elements
of S do not affect the first l+ 1 coordinates bj(0), . . . , bj(l) of the vector bj . From Proposition 6.14 we see
that all pairs (y,Γ′) in Pj−1 which were good remain good in Pj and the pair (x,Γ) is good in Pj . We
conclude that bj(l
′) 6 bj−1(l
′) for l′ < l and bj(l) < bj−1(l).
Also note that for any l′ > l we have a bound bj(l
′) 6 2j(1/ε)2d+1 since |Pj | 6 2j (which may be easily
seen by induction) and Lemma 6.17 tells us that each y of level l′ contributes to bj(l
′) at most (1/ε)2d+1
pairs.
We conclude that if the algorithm goes only through Case 1 then the sequence of vectors bj is decreasing
in the lexicographic order which is impossible. Furthermore, the bound bj(l
′) ≪d,ε,j 1 implies that the
maximum length of a descending chain bi ≻ bi+1 ≻ . . . is bounded in terms of i, d and ε. This means that
Case 2 must have occurred at some point before a certain threshold H(i) = Hd,ε(i).
Let εi = ε−
∑i
j=0 δj , note that the latter series converges as i→∞ and that one clearly has εi > ε/2
for all i. Now for each x ∈ P i we associate a number ni(x) which is equal to the number of εi-large faces
Γ ⊂ P ix. We note that element x can be also considered as an element of flag decompositions Pj for all
j > i and that we have a sequence of inclusions P ix ⊃ P i+1x ⊃ . . . of corresponding polytopes. Due to the
first estimate from Proposition 6.15 we see that if Γ ⊂ P ix is εi-large in P i then Γ′ = Γ∩P i+1x is εi+1-large
in P i+1. This implies that for any x ∈ P i the sequence ni(x), ni+1(x), . . . is non-decreasing. On the other
hand, by Lemma 6.17 we have nj(x) 6 (2/ε)
d+1 for all j > i and so we conclude that for any x ∈ P i the
sequence (nj(x))j>i eventually stabilizes.
Let {j1, j2, ...} be the sequence of numbers of steps on which Case 2 was applied. It follows from
Proposition 6.19 that the number of elements in this sequence is at least T where T is the minimum
number such that HT (1) > N . In particular, T → ∞ as N → ∞ and the magnitude of growth of T is
bounded in terms of d and ε only. Thus, it suffices to show that T cannot be arbitrarily large.
Let us call an element x ∈ P i good at step i if there is no non-good pairs (x,Γ) in P i. Note that if
x ∈ P i is (g, δi)-complete and good at step i then neither of Cases 1 and 2 can be applied to x at step i.
Note that if x is (g, δi)-complete at some step i then x is (g, δj)-complete in Pj for all j > i, indeed, this
follows from estimates given in Propositions 6.14 and 6.15. Therefore, Second Refinement can be applied
to x at most once.
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Claim 6.20. If First Refinement was applied to x at some step i ∈ (jt, jt+1) then njt−1(x) < njt(x).
Proof. Indeed, Second Refinement was applied at step jt so all ε-large elements are good at step jt − 1.
Thus, x is good at step jt−1. But since First Refinement preserves the property of x being good it follows
that x is not good at step jt. So there exists an ε-large non-good face Γ ⊂ P jtx (otherwise Case 1 could
not have been applied to x on the interval (jt, jt+1)). Observe that Γ does not have the form Γ = P
jt
x ∩ Γ′
for some face Γ′ ⊂ P jt−1x because such a face Γ′ is necessarily good which implies that Γ itself is also good
(indeed, each proper point supported on Γ is also supported on xΓ′ but the image of PxΓ′ under ψ
jt
x,xΓ′
is
contained in both P jtx and Γ
′ giving the claim).
Let P il be the set of elements x ∈ P i such that l(x) = l. It is not difficult to see that if |P il | > |P i−1l |
then a refinement at step i was applied to an element x ∈ P i−1 of level strictly less than l. Indeed, in Case
1 all elements of S are at most xˆΓ which is strictly less than x, and similarly for Case 2.
Denote U = (2/ε)2d+1. Let Ω be the set of all infinite sequences (νi)
∞
i=1 consisting of integers νi ∈ [0, U ]
such that νi+1 6 νi for all i and such that there are only finitely many non-zero elements in (νi). We endow
Ω with the usual lexicographic order. For i > 1 and l ∈ [d]2 consider a sequence σi,l whose elements are
numbers (U −ni(x)) over all elements x ∈ P il of level l. These numbers are placed in σi,l in the descending
order and we add an infinite tail of zeroes on the end of σi,l.
Now we form a vector Σi = (σi,(0,0), σi,(0,1), . . . , σi,(d,d)) ∈ Ω[d]2 . Here the set Ω[d]2 is equipped with the
usual lexicographic order.
Claim 6.21. The sequence Σjt is a descending chain in Ω
[d]2.
Proof. Let us show that Σjt ≺ Σjt−1 . Suppose that for some l and i ∈ (jt−1, jt] we have |P il | = |P i−1l |. Then
sequences σi,l and σi−1,l consist of numbers U−ni(x) and U−ni−1(x) with x ∈ P i−1l . Since ni(x) > ni−1(x)
for all x ∈ P i−1l we conclude that σi,l  σi−1,l.
Now consider the minimum l such that |Pjtl | 6= |Pjt−1l |. It is clear that for l′ ≺ l we have σjt,l′  σjt−1,l′.
As we showed before, a refinement at some step i ∈ (jt−1, jt] was applied to an element x ∈ P i−1 of level
l′ = l(x) strictly less than l. By Claim 6.20 we have njt−1(x) < njt(x). This implies that σjt,l′ ≺ σjt−1,l′
which in turn implies Σjt ≺ Σjt−1.
It is easy to see that any descending chain in Ω stabilizes. Thus, any descending chain in Ω[d]
2
stabilizes
as well. Let At be the total number of non-zero coefficients in sequences σjt,l. It is clear that
At 6 |Pjt | 6 2jt 6 2Ht(1), (41)
that is, the size of At is bounded by a certain function of t. By a standard argument, this implies that the
maximum number of steps in which the sequence Σjt stabilizes is bounded in terms of d and U only. But
we assumed that at least T such steps were made. Thus, T ≪d,ε 1 since U ≪d,ε 1 and, therefore, N ≪d,ε 1
as desired.
7 Proof of Theorem 1.2
Since s(Fdp) > w(F
d
p)(p − 1) + 1 for any d and p, it is enough to prove that for any fixed d > 1, any
ǫ > 0 and all sufficiently large primes p > p0(d, ǫ) the inequality
s(Fdp) 6 (w(F
d
p) + ǫ)p
holds.
The statement below is an intermediate step in the proof of Theorem 1.2. Roughly speaking, the proof
of Theorem 7.1 below contains the geometric part of the argument while the deduction of Theorem 1.2
from Theorem 7.1 mainly consists of the Alon–Dubiner-type argument.
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Theorem 7.1. Let ǫ > 0, p > p0(d, ǫ) and let V = F
d
p. Let X ⊂ V be a multiset of size at least ǫp. Let
g : N → N be an increasing function.
If p > p1(d, ǫ, g) then there are:
- an affine subspace W ⊂ V ,
- a set E ⊂W ∗ of linearly independent linear functions on W ,
- constants K ≪d,ǫ,g 1, µ≫d,ǫ,K 1 and δ ≫d,ǫ 1,
- a set C ⊂ [−K,K]E of size at least 2 and positive integer coefficients αq, q ∈ C.
- For any q ∈ C let Sq be the set of points v ∈ W such that for any ξ ∈ E we have ξ(v) = qξ. Then there
is a multiset Xq ⊂ X ∩ Sq such that the following holds:
1. We have: ∑
q∈C
αqq ≡ 0 (mod p),
∑
q∈C
αq = p, (42)
and for any q ∈ C we have:
µp 6 αq 6 (1 + ǫ)
w(Fdp)|Xq|
|X| p. (43)
2. Let f be the characteristic function of the union X ′ = ∪q∈CXq ⊂ X. Let ξ ∈ W ∗ be a linear function
which does not lie in the linear hull of E. Then f is (g(K), δ)-thick along ξ.
Let us emphasize the dependence of parameters g,K, δ, µ. The most important thing of course is that
these parameters do not depend on p. It is crucial that µ and δ do not depend on the choice of function
g (however, µ depends on K, K depends on g, but it does not imply that µ depends on g). In particular,
for any fixed function F (K,µ, δ) which is monotone in all parameters one can always find g such that
g(K) > F (K,µ, δ) holds for g,K, µ, δ from Theorem 7.1.
We prove Theorem 7.1 in Section 7.1. In Section 7.2 we deduce Theorem 1.2 from Theorem 7.1.
7.1 Proof of Theorem 7.1
Let X ⊂ V, ǫ, g be as in the statement of Theorem 7.1 and let p be a sufficiently large prime. Let
f : V → N be the characteristic function of X . Apply Theorem 6.12 to f with the same function g as in
Theorem 7.1 and ε sufficiently small. We obtain a flag decomposition ϕ : V → (P,Λ) of the function f
satisfying conclusions of Theorem 6.12.
Proposition 7.2. The Arithmetic Helly constant L(P,Λ) is at most w(Fdp).
Proof. Take arbitrary points q1, . . . ,qn ∈ Λ ∩ P of the convex flag P where n > w(Fdp). Let xi = inf Dqi
and let wi ∈ ϕ−1xi (qi,xi) be an arbitrary point of Vxi ⊂ V lying in the preimage of the point qi,xi. We
obtained a set of n > w(Fdp) points in V
∼= Fdp and so, by the definition of the weak Erdo˝s–Ginzburg–Ziv
constant, there are non-trivial non-negative integer coefficients α1, . . . , αn such that
n∑
i=1
αi = p, (44)
n∑
i=1
αiwi ≡ 0 (mod p). (45)
Let q be a convex combination of points q1, . . . ,qn with coefficients αi/p. By definition, q is a point of
the convex flag P such that
Dq =
⋂
i:αi 6=0
Dqi
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and for any x ∈ Dq we have an identity
qx =
n∑
i=1
αi
p
qi,x. (46)
We claim that qx ∈ Λx for any x ∈ Dq. Indeed, if we consider points qi,x (where we consider indices i
such that x ∈ Dqi) as elements of the quotient Λx/pΛx then we have qi,x ≡ ϕx(wi). Let us pick arbitrary
origins in affine spaces Λx/pΛx and Vx. Then we have the following:
∑
i: x∈Dqi
αiqi,x ≡
∑
i: x∈Dqi
αiϕx(wi) = ϕx
(
n∑
i=1
αiwi
)
≡ 0. (47)
Recall (44) and so (47) means that qx belongs to the lattice Λx. We conclude that q is an integer point
of the flag (P,Λ). Since at least two αi are non-zero this implies that L(P,Λ) 6 w(Fdp).
Remark. If we assume that the original multiset X ⊂ Fdp is in fact a set then the bound in Proposition 7.2
can be improved to L(P˜,Λ) 6 w(Fd−1p ) by the following argument. Because multiplicity of any element
of X is at most 1, it follows that the map ϕx : Vx → Λx/pΛx can not be injective. Thus, the preimage of
any point q ∈ Px ∩Λx is an affine subspace of V of dimension at least one. Consider a generic hyperplane
H ⊂ V which intersects all of these preimages. So we can always choose a point wi ∈ ϕ−1x (qi,x) in such
a way that wi ∈ H which allows us to bound L(P,Λ) by the weak Erdo˝s-Ginzburg-Ziv constant of a
(d− 1)-dimensional space.
Let us define a set of points Q of the convex flag (P,Λ) in the following way. For x ∈ P we consider the
set Qx consisting of points q ∈ Px ∩ Λx such that ωfx(ϕ−1x q) > 0. Note that every such point q ∈ Px ∩ Λx
determines a proper integer point of the flag (P,Λ) (in the sense of Definitions 4.3 and 6.6). Because of
this, we will denote elements of Qx by bold letters. Assign the weight wq = ωfx(ϕ−1x qx) to a point q ∈ Qx
and define Q to be the (disjoint) union of all Qx.
Apply Central Point Theorem (Corollary 4.10) to the set Q equipped with the weight w : Q → N. We
obtain a point q ∈ P ∩ Λ which obeys (22) for any linear functional ξ. From Definition 6.6 we see that q
is a proper point. Let x = inf Dq and let Γ be the minimal face of Px which contains qx.
Let ξ be an arbitrary linear functional such that supDξ = x and ξ is zero on the face Γ and negative
on the complement Px \Γ, then (22) applied to ξ implies that the weight of points q ∈ Q such that x ∈ Dq
and qx ∈ Γ is at least
w(Q)
w(Fdp)
> 4−dw(Q) = 4−dωf ′(V ). (48)
It is also easy to see that for any proper subface Γ′ ⊂ Γ the weight of points q ∈ Q which are supported
on Γ′ is at most (1− 4−d)-fraction of the total weight on Γ. Thus, Γ is a 4−d-large face in Px. If we require
ε from Theorem 6.12 to be less than 4−d then it follows that Γ is a good face (cf. Definition 6.7). Recall
that for any proper point q′ such that x ∈ Dq′ and q′x ∈ Γ it follows that xΓ ∈ Dq′. So xΓ ∈ Dq, but on
the other hand, we have x = inf Dq, and thus xΓ = x. Since Γ is good, we conclude that Γ = Px. That is,
qx is an interior point of Px.
Let C ⊂ Px ∩ Λx be the set of points of the form q′x where q′ ∈ Q. Define a new weight function
ν : C → N by
ν(q) =
∑
q′∈Q: q′x=q
w(q′), (49)
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Recall that by Property 3 of Theorem 6.12 we have ν(q)≫d,ε K(x)−d|X| for any vertex q of the polytope
Px. Now we can apply (22) to a usual linear functional ξ on Px to conclude that:
∑
q∈C: ξ·q>ξ·qx
ν(q) =
∑
q′∈Q: ξ·q′>ξ·q
w(q′) >
1
w(Fdp)
w(Q), (50)
On the other hand, since the flag decomposition ϕ is ε-sharp, we have w(Q) = ωf ′(V ) > (1 − ε)|X|. Let
ν0 be the total weight of ν on the set C. We see that the point qx is a θ-central point of the set C with
respect to the weight function ν, where one can take θ to be
θ = (1− ε) |X|
ν0w(Fdp)
(51)
Now we apply Lemma 3.4 to the set C and the θ-central point c = qx with the weight function ν. We
let the ε from Lemma 3.4 to be equal to the current ε and require p to be larger than n0(ε). This gives us
some nonnegative integer coefficients αq, q ∈ C, such that∑
q∈C
αq(q, 1) = p(c, 1), µp 6 αq 6 (1 + ε)(ν0θ)
−1pν(q), (52)
where µ = µ(ε, ν, C). Unfortunately, ν and C are not quite independent from p so we cannot say that
µ≫K(x),d,ε 1. However, if we coarsen the weight ν slightly, i.e. introduce a new weight ν˜ defined as
ν˜(q) =
[
T
ν(q)
ν0
]
, (53)
where T is a large constant depending on K(x), d and ε only, then, thanks to the “large gap” property,
the support of ν˜ coincides with the support of ν. And so c still lies in the interior of the convex hull of
the support of ν˜. Thus, Lemma 3.4 is still applicable. It is not difficult to see that if T is large enough,
then (52) holds with the factor (1 + ε) replaced by (say) (1 + 2ε). But now one can take µ = µ(ε, ν˜, C)
and observe that there is only a bounded number of choices of ν˜ and C. Indeed, by Definition 6.5 C is a
set of points contained in a box with side length at most 2K(x). So there are at most 2(2K(x))
d
choices for
C. Similarly, ν˜ is a function from C to the set {0, . . . , T} and there are only finitely many such functions.
Thus, we can always take
µ > min
C,ν˜
µ(ε, C, ν˜)≫K(x),d,ε 1. (54)
Let us finish the proof of Theorem 7.1. Let W = Vx, let Ex be the pullback of the set
⋃
yx E¯y. From
Properties 1-3 from the definition of a K-bounded convex flag, we see that one can choose a maximal
linearly independent subset E ⊂ Ex such that ϕ−1x (C) is contained in the K-box corresponding to E, i.e.
C may be identified with a subset C ⊂ [−K,K]E. For q ∈ C let Xq ⊂ X be a multiset whose characteristic
function equals to
1Xq = 1ϕ−1x (q) ·
∑
yx
fy, (55)
in particular, |Xq| = ω1Xq (W ) = ν(q). Continuing (52) we have
αq 6 (1 + 2ε)(ν0θ)
−1pν(q)
(51)
6 (1 + 3ε)
w(Fdp)
|X| pν(q) = (1 + 3ε)
w(Fdp)|Xq|
|X| p, (56)
which gives us (43) provided that 3ε < ǫ. Therefore, we verified the first conclusion of Theorem 7.1.6
6Here we ignore the difference between ν and ν˜ which does not affect the estimates.
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Let h be the characteristic function of the union
⋃
q∈C Xq, in other words, h =
∑
yx fy. Recall that
we showed that xΓ = x where Γ = Px and that Px is 4
−d-large. So for any linear function ξ on Vx = W ,
which is not constant on fibers of ϕx, the function h is (g(K(x)), δ)-thick along ξ. Finally, the condition
that ξ is not constant on fibers of ϕ is equivalent to the condition that ξ does not belong to the linear hull
of E. This shows Property 2 of Theorem 7.1.
7.2 Set Expansion argument
In this Section we deduce Theorem 1.2 from Theorem 7.1.
Fix ǫ > 0, let g : N → N be a sufficiently fast growing function which will be determined later. Let
p ≫d,ǫ,g 1 be a sufficiently large prime number. Denote V = Fdp and let X ⊂ V be an arbitrary multiset
of size at least (w(Fdp) + ǫ)p. We apply Theorem 7.1 with ǫ
′ = ǫ
4d+1
and X, g as above. We obtain some
collection of data: W ⊂ V , E ⊂ W ∗, C ⊂ [−K,K]E , αq, Sq, Xq, µ, δ as in the statement of Theorem 7.1.
Note that Condition 2 of Theorem 7.1 implies that all constant functions on W belong to 〈E〉.
By (43) be obtain that for any q ∈ C we have
αq 6
(
1 +
ǫ
4d+1
)
w(Fdp)|Xq|
|X| p 6
(
1 +
ǫ
4d+1
)
w(Fdp)
w(Fdp) + ǫ
|Xq| 6
(
1− ǫ
4d+1
)
|Xq|, (57)
here we used inequalities w(Fdp) 6 4
d and |X| > (w(Fdp) + ǫ)p.
By (42), the point c = 1
p
∑
q∈C αqq belongs to the lattice Z
E , so after a change of coordinates, we may
assume that c = 0 is the origin of ZE. Let Λ ⊂ ZC be the dependence lattice of the set of points C ⊂ ZE,
namely
Λ =
{
(βq)q∈C |
∑
βqq = 0, βq ∈ Z
}
. (58)
It is not difficult to see that dimΛ = |C| − |E|. We have the following rough estimate on the size of a
basis of Λ:
Claim 7.3. There is a basis of the lattice Λ such that l1-norms of its elements are bounded by K
(d+2)2 .
Proof. This follows from the definition (58) and the fact that coordinates of every point q ∈ C are bounded
by K.
Recall that X ′ =
⋃
q∈C Xq ⊂ X . Let R = K(d+2)
2
, T ≫K R, and consider the set Λ1 = {λ ∈ Λ | ‖λ‖1 6
T}. For λ ∈ Λ1 define J λ to be the set of pairs (J1, J2) where J1, J2 ⊂ X ′ are such that for any q ∈ C we
have:
(|J1 ∩Xq|, |J2 ∩Xq|) =
{
(λq, 0), if λq > 0
(0, |λq|), if λq < 0,
(59)
where we denote by λq the coordinate of λ corresponding to q ∈ C.
Recall that we changed the origin in ZE in such a way that c = 1
p
∑
q∈C αqq = 0. We can choose a
point cˆ in W such that ξ(cˆ) = cξ, so we may make cˆ the origin of W , which makes W a vector space. For
an arbitrary set of vectors J denote by σ(J) =
∑
v∈J v the sum of all vectors from J . For a pair (J1, J2)
define σ(J1, J2) = σ(J1) − σ(J2) =
∑
v∈J1
v −∑v∈J2 v. Since λ ∈ Λ we see from (59) that for any ξ ∈ E
we have:
ξ · σ(J1, J2) =
∑
q∈C
λqqξ = 0 (60)
Define a weight function ν :W → R>0 as follows:
ν(v) :=
∑
λ∈Λ1
|J λ|−1#{(J1, J2) ∈ J λ : σ(J1, J2) = v}, (61)
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where the symbol # denotes the cardinality of the set.
Condition 2 of Theorem 7.1 tells us that X ′ is (g(K), δ)-thick along any ξ which does not lie in linear
span of E. The next lemma shows that ν has a similar property with slightly worse constants. This will
allow us to use Alon–Dubiner-type lemmas from Section 3.
Lemma 7.4. If ξ ∈ W ∗ does not belong to the linear hull of E then the function ν is (B, δ/A)-thick along
ξ. Here one can take B 6 g(K)
5T
and A = max{14δT, 6}.
Proof. Suppose the converse and consider a function ξ ∈ W ∗ \ 〈E〉 such that ν is (B, δ/A)-thin along it.
Write ν =
∑
λ∈Λ1
νλ where νλ(v) = |J λ|−1#{(J1, J2) ∈ J λ : σ(J1, J2) = v}, denote H = H(ξ, B).
Let Λ2 ⊂ Λ1 be the set of λ ∈ Λ1 such that νλ is (B, 2δ/A)-thin along ξ. It follows that
ων(W )δ/A > ων(W \H) =
∑
λ∈Λ1
ωνλ(W \H) >
∑
λ∈Λ1\Λ2
2ωνλ(W )δ/A,
thus,
∑
λ∈Λ2
ωνλ(W ) >
1
2
ων(W ). But for any λ ∈ Λ1 we have ωνλ(W ) = 1 and so
|Λ2| > 1
2
|Λ1| (62)
Next, we show that the values of ξ on sets Xq should also be concentrated on short intervals.
Claim 7.5. Let q ∈ C. If there is λ ∈ Λ2 such that λq 6= 0 then there is a number rq ∈ Z such that
|ξ · w − rq| 6 2B for all but 6δA |Xq| elements w ∈ Xq. We denote the set of all such w by Zq ⊂ Xq.
Proof. Let us assume that λq > 0, the other case is obtained by interchanging the roles of J1 and J2. By
assumption, the number of pairs (J1, J2) ∈ J λ such that |ξ · σ(J1, J2)| > B is at most 2δA |J λ|. Denote byI the set of such pairs (J1, J2) ∈ J λ. For an element w ∈ Xq let J λw be the set of pairs (J1, J2) ∈ J λ such
that w ∈ J1. Let us connect a pair of elements w1, w2 ∈ Xq by an edge if |ξ · w1 − ξ · w2| > 2B. Denote
the resulting graph by G. Observe that if w1, w2 ∈ Xq are connected in G and (J1, J2) ∈ J λw1 \ J λw2 then
one has (J1 \ {w1} ∪ {w2}, J2) ∈ J λw2 \ J λw1 and
|ξ · σ(J1, J2)− ξ · σ(J1 \ {w1} ∪ {w2}, J2)| = |ξ · w1 − ξ · w2| > 2B,
therefore, one of the vectors σ(J1, J2) or σ(J1 \ {w1} ∪ {w2}, J2) does not belong to H . Thus, the number
of pairs (J1, J2) ∈ J λw1∆J λw2 such that |ξ · σ(J1, J2)| 6 B is at most one half of the size of this set.
Note that if the independence number of the graph G is at least (1 − 6δ
A
)|Xq| then there is a subset
Y ⊂ Xq for which |ξ · w1 − ξ · w2| 6 2B for all w1, w2 ∈ Y which obviously implies the claim. So we
may assume that the independence number of G is at most (1 − 6δ
A
)|Xq|. This implies that G contains a
matching (v1, u1), . . . , (vl, ul) of size l >
3δ
A
|Xq| (recall that a matching in a graph G is a set of pairwise
disjoint edges).
From definition of J λ we see that |J λw | = λq|Xq| |J λ| and |J λw1 ∩J λw2| 6
(
λq
|Xq|
)2
|J λ| for any w,w1 6= w2 ∈
Xq. By Bonferroni inequality we thus have:
|I| >
l∑
i=1
1
2
|J λvi∆J λui| −
∑
i<j
|J λvi∆J λui ∩ J λvj∆J λuj | > |J λ|
(
l
λq
|Xq| − 2l
2
(
λq
|Xq|
)2)
,
substituting l ≈ |Xq|
λq
3δ
A
we obtain a contradiction with the bound |I| 6 2δ
A
|J λ|.
In fact, the assumption of Claim 7.5 is satisfied for all q ∈ C:
Claim 7.6. For any q ∈ C there is λ ∈ Λ2 such that λq 6= 0.
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Proof. By (42) the vector (αq) belongs to Λ and αq > 0 for any q ∈ C. Therefore, for any q ∈ C there
is a basis vector λi ∈ Λ1 such that λiq 6= 0. Let S ⊂ Λ1 be the set of λ ∈ Λ1 such that λq = 0. Dividing
Λ1 into the arithmetic progressions with difference λ
i and using the fact that ‖λi‖ 6 R and T ≫ R we
deduce that |S| is much smaller than |Λ1|. Thus, by (62) Λ2 6⊂ S and we are done.
The next step is to show that the vector (rq) is determined by a linear function lying in the linear hull
〈E〉. Note that if η ∈ 〈E〉 is a linear function on W then the value η · q is well-defined for any q ∈ C.
Claim 7.7. There is η ∈ 〈E〉 such that for any q ∈ C we have |rq − η · q| 6 4BT .
Proof. Let U ⊂ RC be the linear hull of the lattice Λ (in other words, the set of all real vectors (uq)q∈C
such that
∑
uqq = 0). Let r
′ be the orthogonal projection of the vector (rq) on the space U . First, we
estimate the length of the vector r′.
It is very easy to see that the number of points λ ∈ Λ1 which lie in the strip |〈λ, r′〉| 6 ‖r′‖2 (which
has width 2) is negligibly small compared to |Λ1|, so by (62) there is λ ∈ Λ2 such that |〈λ, r′〉| > ‖r′‖2.
On the other hand, by orthogonality we have 〈λ, r〉 = 〈λ, r′〉.
Recall that for q ∈ C such that λq 6= 0 the set Zq ⊂ Xq is the set of vectors w ∈ Xq such that
|ξ ·w− rq| 6 2B and by Claim 7.5 we have |Zq| > (1− 6δ/A)|Xq|. Let J ′ ⊂ J λ be the set of pairs (J1, J2)
such that for any q we have (J1∪J2)∩Xq ⊂ Zq. Let us estimate the fraction |J ′|/|J λ|, from the definition
we have:
|J ′|/|J λ| =
∏
q: λq 6=0
(|Zq|
|λq|
)
/
(|Xq|
|λq|
)
>
∏
q: λq 6=0
(1− 6δ/A−O(p−1))|λq| > 1− 6δ/A · ‖λ‖1 > 1− 7δT/A, (63)
here we used |Zq| > (1 − 6δ/A)|Xq|, the standard inequality
(
cn
k
)
>
(
c− k
n−k
)k (n
k
)
and the fact that
|Xq| > µp (which makes the term kn−k negligible). Thus, as long as A > 14δT , we have |J ′| > 0.5|J λ|.
But by definition of Λ2, the (multi-)set of sums σ(J1, J2) for (J1, J2) ∈ J λ is (B, 2δ/A)-thin along ξ. In
particular, there exists (J1, J2) ∈ J ′ such that |ξ · σ(J1, J2)| 6 B. Expanding this inequality we have:
|
∑
w∈J1
ξ · w −
∑
w∈J2
ξ · w| 6 B, (64)
Since J1 ∪J2 ⊂
⋃
Zq we have |ξ ·w− rq| 6 2B for any w ∈ (J1 ∪J2)∩Xq, therefore, by triangle inequality
we obtain:
|
∑
q∈C
λqrq| =
∣∣∣∣∣∣
∑
q: λq>0
|J1 ∩Xq|rq −
∑
q: λq<0
|J2 ∩Xq|rq
∣∣∣∣∣∣ 6 2B‖λ‖1 +
∣∣∣∣∣
∑
w∈J1
ξ · w −
∑
w∈J2
ξ · w
∣∣∣∣∣ , (65)
which by (64) and ‖λ‖1 6 T implies |〈λ, r〉| 6 3BT .
We conclude that ‖r′‖2 6 |〈λ, r〉| 6 3BT . For ζ ∈ E let us denote bζ = (ζ · q)q∈C ∈ ZC . Since the
vector r − r′ is orthogonal to H , it can be expressed as a linear combination of vectors bζ . Taking the
integer parts of coefficients of this linear combination we conclude that there are integers γζ ∈ Z such that
‖r−∑ζ∈E γζbζ‖2 6 3BT +K|C| 6 4BT (because |C| 6 (2K)d and T ≫ R > Kd2). Define η =∑ζ∈E γζζ ,
it follows that for any q ∈ C we have
|rq − η · q| =
∣∣∣∣∣rq −
∑
ζ∈E
γζζ · q
∣∣∣∣∣ =
∣∣∣∣∣rq −
∑
ζ∈E
γζbζ,q
∣∣∣∣∣ =
∣∣∣∣∣∣
(
r −
∑
ζ∈E
γζbζ
)
q
∣∣∣∣∣∣ 6 4BT,
and the claim is proved (here we used the trivial inequality ‖u‖∞ 6 ‖u‖2).
33
Now we consider the linear function ξ′ = ξ − η. Since η ∈ 〈E〉, the function ξ′ also does not lie in the
linear span of E. On the other hand, for any w ∈ Zq we have
|ξ′ · w| = |ξ · w − η · w| 6 |ξ · w − rq|+ |rq − η · w| 6 2B + 4BT 6 5BT, (66)
so in other words,
⋃
q∈C Zq ⊂ H(ξ′, 5BT ). But by Claim 7.5 |
⋃
q∈C Zq| > (1 − 6δ/A)|X ′|, that is, X ′ is
(5BT, 6δ/A)-thin along ξ′. But we have chosen A and B in such a way that 5BT 6 g(K) and 6δ/A 6 δ,
so X ′ is (g(K), δ)-thin along ξ′ as well which contradicts Condition 2 of Theorem 7.1. This contradiction
concludes the proof of Lemma 7.4.
The next part of the proof goes along the same lines as the Alon–Dubiner’s argument [1]. Note that
since the constant 1 function on W belongs to 〈E〉, for any (J1, J2) ∈ J we have |J1| = |J2|. Let U ⊂ W
be the set of points w ∈ W such that ξ · w = 0 for any ξ ∈ E, in other words, U is the preimage of the
central point c which we set to be an origin of W . The set of pairs J was defined in such a way that
σ(J1, J2) ∈ U for any (J1, J2) ∈ J (see (60)). So the function ν is in fact supported on U . Lemma 7.4
implies that ν|U is
(
g(K)
5T
,min{ 1
14T
, δ/6}
)
-thick along any non-constant linear function on U .
Proposition 7.8. There is a constant c ≫K,d,ǫ 1 and a sequence of pairs (J i1, J i2) ∈ J for i = 1, . . . , cp
such that:
1. For any i 6= j sets J i1 ∪ J i2 and J j1 ∪ J j2 are disjoint.
2. The sum of cardinalities of all these sets is at most µǫp/4d+2.
3. Let Mi = {σ(J i1), σ(J i2)} and denote the dimension of U by t. Then we have
|M1 + . . .+Mcp| >
(cp
3t
)t
. (67)
Proof. First we note that Property 2 of Proposition 7.8 is trivial: since |J1|+ |J2| 6 T for any (J1, J2) ∈ J
the sum of cardinalities of J ij-s is at most cpT . But T ≪K,d 1 (see the definition of T below Claim 7.3)
and µ≫K,d,ǫ 1 by Theorem 7.1 so Property 2 holds if we take c 6 µǫ/4d+2T .
Using thickness of ν and calculations similar to (63) one can find at least j > cp linear bases
B1, . . . , Bj ⊂ U of U with the property that the i-th basis Bi has the form
{σ(J i,k1 , J i,k2 )}tk=1,
where {(J i,k1 , J i,k2 )}j,ti,k=1,1 is a set of pairs from J such that all these pairs are disjoint (one just need to
run a straightforward greedy algorithm, compare this with the argument on page 6 from [1]). By iterative
application of Lemma 3.2 we can choose some pairs (J i,ki1 , J
i,ki
2 ) for i = 1, . . . , j which satisfy
|{0, σ(J1,k11 , J1,k12 )}+ . . .+ {0, σ(J j,kj1 , J j,kj2 )}| >
(
j
3d
)t
.
But the latter Minkowski sum becomes equal to the one in (67) after a linear shift, thanks to σ(J1, J2) :=
σ(J1)− σ(J2).
Let us remark that the set M1 + . . .+Mcp is not necessarily a subset of U , however, this set lies in a
coset of U .
In the next proposition we continue the process of adding new pairs to the sequence (J i1, J
i
2) but now
we will invoke Lemma 3.1 instead of Lemma 3.2. Let Y =M1 + . . .+Mcp.
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Proposition 7.9. There is a sequence of pairs (J i1, J
i
2) ∈ J for i = cp+1, . . . , cp+ l for some l 6 cp such
that:
1. For any 1 6 i 6= j 6 cp+ l sets J i1 ∪ J i2 and J j1 ∪ J j2 are disjoint.
2. The sum of cardinalities of all these sets is at most 2µǫp/4d+2.
3. For i = cp+ 1, . . . , cp+ l let Mi = {σ(J i1), σ(J i2)}. Then we have
|Y +Mcp+1 + . . .+Mcp+l| > pt/2. (68)
Proof. Suppose we have a sequence of pairs as in the statement of Proposition 7.9 which does not satisfy
(68). Let J ′ ⊂ J be the family of all pairs which are disjoint from all the pairs J i1, J i2. Arguing as in (63),
one can show that |J ′| is at least (say) (1 − 0.1min{ 1
14T
, δ/6})|J | so the function ν ′ biult on the set J ′
instead of J maintains the thickness condition up to a fixed constant factor. So we may apply Lemma 3.1
to the function ν ′ : U → R>0 and the set Y ′ defined as:
Y ′ =
cp+l⊕
i=1
{σ(J i1, J i2), 0} ⊂ U,
(note that Y ′ differs from a set of the form (68) by a translation along some vector). We obtain a new
pair (J ′1, J
′
2) ∈ J ′ such that
|Y ′ + {σ(J ′1, J ′2), 0}| >
(
1 +
g(K)
K˜p
)
|Y ′|,
where K˜ is a constant (which is explicitly computable, in principle) depending on K, d, ǫ, µ, T, etc, which
comes from various error factors appearing in the argument. Add the pair (J ′1, J
′
2) to the sequence and
continue the procedure.
If we reach l = cp but (68) still does not hold then we have the following sequence of inequalities:
pt > pt/2 > |M1 + . . .+M2cp| >
(
1 +
g(K)
K˜p
)cp
|Y | & ecg(K)/K˜ |Y | > ecg(K)/K˜
( c
3t
)t
pt, (69)
and we arrive at a contradiction if we let g(K)≫ K˜c−1t log (3t/c) (note that the right hand side is≪K,d,ǫ 1
so we can find such a function g). Proposition 7.9 is proved.
Using exactly the same argument we can construct another sequence of at most 2cp pairs (J˜ i1, J˜
i
2) which
are disjoint from the previously constructed sets and satisfy Propositions 7.8 and 7.9. Considering the
union of these sequences and applying Cauchy-Davenport we arrive at
Corollary 7.10. There is a set of j 6 4cp pairs (J i1, J
i
2) ∈ J such that:
1. For any 1 6 i 6= i′ 6 j sets J i1 ∪ J i2 and J i′1 ∪ J i′2 are disjoint.
2. The sum of cardinalities of all these sets is at most µǫp/4d+1.
3. For i = 1, . . . , j let Mi = {σ(J i1), σ(J i2)}, then the set M1+ . . .+Mj coincides with a coset U +u0 of U .
Denote by A the union of all J i1 ∪ J i2 from Corollary 7.10. Observe that for any q ∈ C we have
|Xq ∩ A| 6 |A| 6 µǫp/4d+1 6 ǫ|Xq|/4d+1, (70)
thus, by (57) |Xq \ A| > αq. Let A′ =
⋃j
i=1 J
i
1 and fix an arbitrary subset Bq ⊂ Xq \ A of size |Bq| =
αq − |A′ ∩Xq|. Let u1 ∈ W be the sum of elements of B =
⋃
q∈C Bq.
We claim that u0 + u1 ∈ U . Indeed, it follows from (42) and the fact that u0 can be chosen to be
u0 = σ(A
′) =
∑j
i=1 σ(J
i
1) (note that it does not matter which element of the pair (σ(J
i
1), σ(J
i
2)) we include
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in the sum). Therefore, by Corollary 7.10, Property 3, there is a choice of indices n1, . . . , nj ∈ {1, 2} such
that
j∑
i=1
σ(J ini) = −u1, (71)
which implies that for the set P = B ∪⋃ji=1 J ini (note that this is a disjoint union) we have σ(P ) = 0 and
|P | = |B|+
j∑
i=1
|J ini| = |B|+
j∑
i=1
|J i1| = |B|+ |A′| = |A′|+
∑
q∈C
αq − |A′ ∩Xq| =
∑
q∈C
αq = p, (72)
thus, we found a set P ⊂ X ′ ⊂ X of size p sum of elements of which is zero. Theorem 1.2 is proved.
8 Structure of weak Erdo˝s-Ginzburg-Ziv sets
8.1 Statements
Definition 8.1. The convex flag (P,Λ) is hollow if the following conditions are satisfied:
1. For each x ∈ P the lattice Λx does not intersect the interior of the polytope Px.
2. The polytope Px is zero-dimensional if and only if x is a minimal element of P.
3. For each minimal x ∈ P let q(x) be the vertex of Px (viewed as a point of the convex flag P). Let
Ω be the convex hull of points q(x) for all minimal x ∈ P. Then every face Γ of every polytope Px
is good with respect to the set of proper points Ω.
Theorem 8.2. Let d > 1 and p > p0(d) be a prime. There exists K ≪d 1 such that the following holds.
Let S ⊂ V = Fdp be a set which does not contain p elements, not necessarily distinct but not all equal,
which sum up to the zero vector. Then there exists a flag decomposition ϕ : V → (P,Λ) such that:
1. The flag (P,Λ) is hollow.
2. There is a bijection g between S and the set of minimal elements of P such that Vg(v) = {v} for any
v ∈ S.
3. The flag (P,Λ) is K-bounded.
Let us also state the converse to Theorem 8.2:
Proposition 8.3. Let d,K > 1 and p > p0(d,K) be a prime. Let S ⊂ V = Fdp be a set such that there
exists a flag decomposition ϕ : V → (P,Λ) which satisfies properties 1-3 of Theorem 8.2 then S does not
contain p elements with zero sum and which are not all equal.
Proof. Suppose that {αv}v∈S is a set of non-negative coefficients such that∑
v∈S
αvv ≡ 0 (mod p),
∑
v∈S
αv = p. (73)
We need to show that αv = p for some v ∈ S. Let x ∈ P be the least upper bound for the set {g(v) | αv >
0, v ∈ S}. Note that if x is a minimal element of P then x = g(v) for some v ∈ S and so αv = p. Thus,
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we may assume that x is not a minimal element of P and so the polytope Px is not zero-dimensional.
Applying the map ϕx to the equation (73) we obtain:∑
v∈S
αvϕx(v) = p · q,
for some q ∈ Λx. Since P is hollow we conclude that q belongs to the boundary of Px. So q ∈ Γ for
some proper face Γ of Px. But Γ is a good face of Px and so xΓ ≺ x is an upper bound of the set
{g(v) | αv > 0, v ∈ S} which is smaller than x. A contradiction.
8.2 Proof of Theorem 8.2
Note that |S| < 4d. Let us apply Flag Decomposition Lemma to the set S with ε = 4−d and g : N → N
being a sufficiently fast growing function. We will obtain a flag decomposition ϕ : V → (P,Λ) satisfying
properties from Theorem 6.12. Since ϕ is ε-sharp and ε|S| < 1, it follows that the flag decomposition is
in fact 0-sharp, i.e. the function F =
∑
x∈P fx is the characteristic function of the set S.
For a similar reason, any element x ∈ P is (g, δ)-complete and any face of Px is good. Note that
because of the integrity condition we can in fact take δ = 4−d. Let Pc be the set of all elements x ∈ P
such that xPx = x.
Observation 8.4. The set Pc with the induced partial order is a convex poset.
Proof. Take x, y ∈ Pc, let z = sup{x, y} where the supremum is taken inside P. Let z′ = zPz , equivalently,
one can define z′ as follows:
z′ = sup
q: z∈Dq
inf Dq, (74)
where the supremum is taken over all proper points q which are defined in element z. Any point q which
is supported on x or y is also supported on z and so we have xPx , yPy  z′. Since x = xPx and y = yPy this
implies that z′ is an upper bound for {x, y}. But z′  z and so we must have z′ = z and therefore z ∈ Pc.
This shows that Pc is a convex poset.
Now we can define a new flag decomposition ϕc on the poset Pc. Namely, we just restrict all data from
the flag decomposition on P. For example, for x ∈ Pc we define f cx := fx. Note that if x 6∈ Pc then we
have fx = 0 and so this operation does not really affect the flag decomposition.
The flag decomposition ϕc now has the property that any element x ∈ Pc satisfies x = xPx , x is (g, δ)-
complete and any face of Px is good. We may also assume that for any x ∈ Pc the image of Sx spans the
lattice Λx. More precisely, the image of Sx lies in Λx/pΛx but since p is large enough and P is K-bounded
there is a well-defined lifting of Sx in Λx. Now we can replace Λx by the minimal lattice containing the
image of Sx. After this operation one also needs to modify the map ϕx accordingly.
We claim that ϕc satisfies all properties of Theorem 8.2.
1. We need to show that (P,Λ) is a hollow convex flag. First, suppose for some x ∈ Pc the lattice
Λx intersects the interior of Px. Since Λx is the minimal lattice for the image of Sx, by Lemma 3.4
there are coefficients αs, s ∈ Sx such that
∑
αs = p,
∑
αsϕx(s) = 0 (in Λx/pΛx) and coefficients
αs satisfy some non-degeneracy conditions: αs > µp for some constant µ > 0 which depends on K
and d only. Now the Set Expansion argument from Section 7.2 combined with the fact that x is
(g, 4−d)-complete implies that the zero-sum
∑
αsϕx(s) = 0 can be “lifted” up to V (coefficients αs
will change slightly). And so this is a contradiction to the assumption that S does not contain p
elements with zero sum.
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Second, suppose that for some x ∈ Pc the polytope Px is zero-dimensional. Then since x is (g, 4−d)-
complete the Set Expansion argument applies to the set Sx unless Vx is zero-dimensional.
Third, the statement about good faces will follow from the next point. Indeed, if S is in the bijection
with minimal elements of P then the set of proper points Ω described in Definition 8.1 coincides
with the set of proper points of the flag decomposition (see Definition 6.6).
2. As we observed, for any minimal element x ∈ P the space Vx is zero-dimensional. Now for a vector
v ∈ S we consider the unique element xv ∈ P such that fxv(v) = 1. In particular, the point q of the
flag P corresponding to v is supported on xv. Since all faces of Pxv are good this implies that either
Pxv is zero-dimensional or q is an interior point of Pxv . The latter event is impossible as we showed
above and, thus, Pxv is zero-dimensional and xv is a minimal element of P. We set g(v) = xv. This
is clearly an injection from the set S to the set of minimal elements of P. Surjectivity follows from
the fact that in a flag decomposition every polytope Px is the convex hull of proper points supported
on Ax.
3. By Property 1 of Theorem 6.12, the flag (P,Λ) is K-bounded with K ≪g,d,ε 1 and so (Pc,Λ) is
K-bounded as well.
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A Hollow polytopes in 3-dimensional space
Proposition A.1. Any hollow polytope in Q3 has at most 9 vertices, that is L(3) 6 9.
Before we proceed to the proof of Proposition A.1 we need a description of hollow polytopes in Q2.
Proposition A.2. If P ⊂ Q2 is a hollow polytope then P is either a triangle or a trapezoid.
Proof. We may clearly assume that P has at least 4 vertices. Let us first consider the case when P has
exactly 4 vertices, say, x1, x2, x3, x4 ∈ Q2 in a cyclic order. Without loss of generality we may assume
that the triangle x1x2x3 has the minimum area among triangles xixi+1xi+2. Let l1 be the line parallel to
the vector x2 − x3 and passing through the point x1. Similarly define the line l3 passing through x3 and
parallel to x2 − x1. Let H1, H3 be the half-planes supported on l1, l3 respectively such that x2 6∈ H1, H3.
Since x3, x4 are on the same side of the line x1x2 and the area of x1x2x3 is less than the area of x1x2x4,
we must have x4 ∈ H3. By a similar reasoning we conclude that x4 ∈ H1 as well. But this implies that
the point z of intersection of lines l1, l3 belongs to the polytope P . But it is clear that z = x1 + x3 − x2
and so z belongs to the minimal lattice Λ containing vertices of P . Since P is hollow z must lie on the
boundary of P . The point z does not belong to the sides x1x2 and x2x3 and so it lies on either x3x4 or
x4x1. But this means that either x3 and x4 lie on the line l3 or x4 and x1 lie on the line l1. In both cases,
we conclude that P is a trapezoid.
Now suppose that P has at least 5 vertices. After removing some vertices from P we may assume that
P has exactly 5 vertices, say, x1, . . . , x5 in a cyclic order. Define l1, l3, z as in the previous paragraph. By
the previous paragraph, x1x2x3x4 and x1x2x3x5 are trapezoids and so x4 and x5 lie on the union of lines
l1 and l3. It is easy to check that there are only two possibilities:
1. The point x4 lies on the segment x3z and x5 lies on the segment x1z. In this case the point y =
x4 + x5 − z = −x1 + x2 − x3 + x4 + x5 belongs to the interior of P and to the minimal lattice of P .
2. The point x4 lies on the line l1 and z is between x4 and x1; x5 lies on the line l3 and z is between x5
and x3. In this case z = x1 + x3 − x2 is an integer interior point of P .
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Proof of Proposition A.1. Arguing indirectly, we assume that there is a hollow polytope P ⊂ Q3 on 10
vertices. We may assume that the minimal lattice containing vertices of P is Z3. Moreover, we may
consider a hollow polytope P with minimum volume among all such polytopes. By Proposition A.2 we
know that all faces of P are either triangles or trapezoids. It turns out that in minimal hollow polytope
all faces are triangles and parallelograms.
Lemma A.3. Every face of P is either a triangle or a parallelogram.
Proof. Suppose that Γ1 is a face of P which is a trapezoid but not a parallelogram. Denote by x1, x2, x3, x4
the vertices of Γ1 so that x1x2 is parallel to x3x4 and x1x2 is shorter than x3x4. One of the points x1+x3−x2
or x4+x2−x1 belongs to the interior of the edge x3x4, without loss of generality we may assume that this
point is z = x1 + x3 − x2.
Let Γ2 be the second face of P containing the edge x3x4. There are two cases:
1. The polytope Γ2 is a triangle or a trapezoid with x3x4 parallel to the opposite edge of Γ2. In this
case replace the vertex x4 of the polytope P with z and denote by P
′ the obtained polytope. The
minimal lattice of P ′ is clearly contained in Z3 and the volume of P ′ is less than the volume of P .
So if we will show that P ′ is hollow then we will arrive at a contradiction with the definition of P .
Since P ′ ⊂ P , the interior of P ′ does not contain integer points. Now we check that all 2 dimensional
faces of P ′ are hollow as well. Indeed, let Γ′ be a face of P ′. If the interior of Γ′ is contained in the
interior of P then Γ′ does not contain points of Z3 in its interior and therefore Γ′ does not contain
points of the minimal lattice of Γ′ in its interior. Now suppose that Γ′ is contained in the boundary
of P . If Γ′ coincides with a face of P then again Γ′ is hollow since P is a hollow polytope. So we
reduced to the case when Γ′ is a proper subset of some face Γ of P . Since P ′ is obtained from P by
replacing x4 by a point on the segment x4x3 the face Γ must be either Γ1 or Γ2. But both faces of P
′
which are contained in Γ1 and Γ2 are clearly trapezoids or triangles. We conclude that P
′ is hollow
and so P was not a minimal hollow polytope.
2. Γ2 is a trapezoid and x3x4 is not parallel to the opposite side of Γ2. Denote by y1, y2, x3, x4 the
vertices of Γ2 in the cyclic order. Since x3x4 is not parallel to y1y2 one of the points w1 = x3+y1−x4
or w2 = x4+y2−x3 belongs to the interior of Γ2. Suppose that w1 is an interior point of Γ2 (the other
case is handled similarly). Replace vertices y2 and x3 of the polytope P by w1 and z reprectively.
Denote the resulting polytope by P ′. It is easy to check that P ′ is a hollow polytope and the volume
of P ′ is strictly less than the volume of P which is a contradiction.
In both cases we constructed a new hollow polytope P ′ on 10 vertices which has strictly smaller volume
than P . Lemma A.3 is proved.
Since the number of vertices of P is greater than 8 there is a pair of vertices x1, x2 which are congruent
modulo 2. In other words, the point y = x1+x2
2
belongs to the lattice Z3. Since P is hollow this point
cannot be an interior point of P . Suppose that x1x2 form an edge of P . In this case we can replace the
vertex x1 by y and obtain a hollow polytope P
′ of strictly smaller volume which may be seen analogously
to the first case considered in Lemma A.3. Note that the conclusion of Lemma A.3 is crucial to conclude
that P ′ is hollow.
So the point y cannot lie on an edge of P and hence it belongs to the interior of some face Γ ⊂ P .
Therefore, Γ is a parallelogram and y is the midpoint of Γ. Note that Γ does not contain any points of
Z3 other than its vertices and y. Indeed, if z1 ∈ Γ ∩ Z3 and z1 6= y then z2 = 2y − z1 is also an integer
point. Now we can replace two opposite vertices of Γ by points z1 and z2 and obtain a hollow polytope P
′
of strictly smaller volume (provided that z1 is not a vertex of Γ).
More generally, we have the following description of integer points in P :
Observation A.4. If z ∈ P ∩ Z3 then z is either a vertex of P or a center of a parallelogram face of P .
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Now we can choose a basis of Z3 in such a way that
y = (0, 0, 0), Γ = conv {(0,±1, 0), (±1, 0, 0)},
and P is contained in the upper half-space.
Lemma A.5. The vertices of P are contained in the set {(a1, a2, a3) | a3 ∈ {0, 1, 2}}.
Proof. Let x = (a, b, c) be a vertex of P with the third coordinate equal to c > 3. Let K ⊂ Z2 × {1} be a
square defined as:
K =
c− 1
c
Γ +
1
c
x.
Note that K ⊂ P . It is clear that K does not contain integer points in its interior, and moreover by
Observation A.4 K cannot contain points of Z3 on its boundary as well. Indeed, any such point y cannot
be a vertex of P and therefore y must be a center of a parallogram face. But this is impossible because
c > 3. We conclude that K ∩ Z3 = ∅. It is easy to check that this is only possible in the case when c is
divisible by 2 and a ≡ b ≡ c
2
(mod c). But then the point 2
c
x belongs to Z3 and is an interior point of P .
This is a contradiction to the fact that P is a hollow polytope.
Since P has 10 vertices and each plane contains at most 4 vertices of a hollow polytope, there are at
least two vertices x1, x2 of P whose last coordinate is 2. Let
Ki =
Γ
2
+
xi
2
and observe that the convex hull of the union of squares K1, K2 necessarily contains an integer point z.
One can then easily check that z cannot lie on a parallelogram face of P and obviously cannot be a vertex
of P . So P is not hollow and we arrive at a contradiction.
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