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THE RELATION OF FUNCTIONAL ANALYSIS 
TO CONCRETE ANALYSIS IN 20~~ CENTURY MATHEMATICS 
BY FELIX E, BROWDER, UNIVERSITY OF CHICAGO 
Before I begin the main substance of my remarks on the 
history and character of functional analysis and its interaction 
with classical analysis within twentieth century mathematics, 
let me note a significant relationship between what I shall 
say and the discussion presented by Professor Dieudonne in yes- 
terday’s session on the development of algebra in the twentieth 
century. Despite the implicit conflict of emphasis that ap- 
pears in the two discussions between algebra and number theory 
on the one hand and on the other, the problems of concrete anal- 
ysis (particularly those that arose in mathematical physics 
and in classical analysis and were the historical origin of 
functional analysis), there is an important unity of approach 
in the two discussions which would not have existed 25 years ago 
This unity contrasts with one of the most forceful trends of 
the earlier period of mathematics in this century. This trend, 
which has set the tone of much discussion of mathematical prior- 
ities and options, has been the emphasis on foundations and the 
axiomatization of mathematical reasoning and, through the dis- 
cussion of foundations, on the clarification of the content of 
various disciplines through their reconstruction on set-theoret- 
ical foundations. This emphasis on axiomatics and on structure 
was the focal point of a considerable part of the mathematical 
world for many decades in the twentieth century; it reached its 
peak in the 1940’s and 19.50’s. I suggest that this emphasis has 
now suffered a sharp decline in its influence in many of the 
most influential branches of mathematical research. 
I am presenting a talk about the character, the past, and 
(by implication) the future of functional analysis. In 1950, 
such a talk would usually have emphasized the structures (as in 
Bourbaki’s synthesis [ll]) as opposed to its problems, applica- 
tions and origins. If Dieudonne’s talk on algebra had been 
given at that time, it too would have emphasized algebraic 
structures as opposed to the emphasis on the concrete problems 
of number theory and algebraic geometry which were the central 
theme of Dieudonne’s talk yesterday. There has been a gradual 
but decisive change of position on the part of the core group of 
the most influential mathematicians towards the rejection of 
any sort of utopian concept that mathematics consists exclusive- 
ly or even primarily of structures in the abstract sense. The 
programmatic proclamations ofthe1950’s towards such an identi- 
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fication, put forward, for example, in articles by Bourbaki and 
by Marshall Stone, would be very inappropriate today in terms 
of the thrust and emphasis of the major areas of mathematical 
research. 
While this change of emphasis has been taking sharper and 
sharper forms among research mathematicians, there has been 
a lag in its recognition by many persons outside the working 
mathematical community, most pronouncedly by the writers of 
mathematical textbooks. This lag has created a gap between 
many of the most significant trends in the world in mathematical 
research and what is sometimes put forward as the facade and 
public image of the mathematicai world. This gap has had im- 
portant consequences, particularly in the confusion it has 
created in the domain of mathematical education. Hopefully, 
the discussions at this conference may help to clarify some of 
these problems and to enlighten those unaware of the transitions 
that have taken place in the last decades. 
Let me now turn to functional analysis. In his speech at 
the International Congress of Mathematicians in Paris in 1900 
(the same Congress at which Hilbert presented his celebrated 
set of problems), the Italian analyst Vito Volterra outlined the 
historical development of analysis up to that time in an analogy 
which today, in terms of the development that has taken place, 
seems to strain for its natural completion. To simplify 
Volterra’s image, he remarked that just as the 17th century was 
the century of the infinitesimal calculus, so the 19th century 
could be called the century of the theory of functions. With 
regard to the broad sector of mathematical activity that we call 
analysis (and with a proper attention to precisely what we mean 
by these terms), it would be equally appropriate to call the 
20th century the century of functional analysis. The transfor- 
mation of the techniques and concepts of many of the classical 
areas of analysis which has taken place over the past 70-odd 
years, as well as the creation of many new and flourishing 
branches of analysis and of applied mathematics during this 
period, has been decisively influenced and molded by the view- 
point of functional analysis. In its simplest and least sophis- 
ticated form, the change can be described as the shift of focus 
from individual functions to spaces of functions, and to subsets 
of such spaces, different varieties of structures that exist on 
such spaces or families of functions, and mappings from one space 
or family into another. 
Over the past 50 years, functional analysis has interacted 
to a certain degree (as Professor Dieudonne has emphasized) 
with two other very vital foci of mathematical activity: number 
theory in all its aspects, and the theory of groups and group 
representations. The latter in particular had a very strong 
interaction with functional analysis from the 1930’s to the early 
1950’s, and there is a current of mathematical opinion which 
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would place the major emphasis of functional analysis upon its 
interaction with the theory of group representations (a current 
of which George Mackey is a very prominent representative). 
There is another focus, however, which was the most vital in- 
fluence upon the development of functional analysis in 1900 
and is even more intellectually vital today, and this centers 
on the analytical themes of functional analysis. Properly 
speaking, this includes much of the classical material of con- 
crete analysis as it was in 1850 and as it is today. 
In order to clarify the significance of the emphasis upon 
the point of view of functional analysis in the 20th century in 
terms of the concrete analytical areas in which it is applied, 
let me begin by noting that functional analysis rarely can 
generate results in a concrete analytical context by the auto- 
matic application of an abstract schema or theory. There is no 
magic recipe emanating from the axioms or the basic theory of 
infinite dimensional topological vector spaces that can auto- 
matically solve every problem of significance. Nor do I think 
that the mathematicians who are involved in any such concrete 
investigation believe this to be the case. However, it is clear 
from any careful consideration that in the areas of the greatest 
interest and concern, the spaces of functions and the oper- 
ations upon these spaces which are the principal concern of the 
functional analysis viewpoint are already implicit in a very 
natural and intrinsic way in the central problems of analysis, 
and bringing them into explicit consideration clarifies and sharp- 
ens one’s understanding of the phenomena being considered and 
makes possible a serious technical sharpening of the attack 
upon these problems. This is fairly obvious in such major 
fields of analysis as the theory of ordinary and partial dif- 
ferential equations, the calculus of variations, Fourier analy- 
sis, and many other areas. The conceptual change that brought 
about the transformation to the functional analytic viewpoint 
in each of these areas was the realization that their substan- 
tialconcernwasnotthe singlefunctionandits internal structure 
but the whole family of related functions (the potential solu- 
tions of the differential equation or the boundary value prob- 
lem, the space of permissible functions upon which the varia- 
tional problem is defined), operations or mappings upon such 
families of functions (the Fourier transform, the differential 
operator defining a differential equation, the integral operator 
involved in an integral equation), as well as properties and 
structures in such families (the completeness of the space of 
permissible functions in an appropriate norm in terms of which 
a given functional is lower semicontinuous, the preservation 
of the L2-norm by the Fourier transform in the Plancherel theorem, 
etc .) . This and the use of very simple conceptual ideas and 
technical devices characterized the change in analysis, ideas 
which eventually gave birth to general topology and in their 
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eventual application mingled with ideas from other branches of 
mathematics (for example, from algebraic topology as we shall 
sketch below). 
Before passing to some of the historically most significant 
examples of this transformation of ideas, let me specifically 
note some of the things (often taken as clich&) that I do not 
mean by the above formulation. 
(1) This transformation is not the substitution of soft 
analysis for hard analysis in the often-used and somewhat vague 
terminology of G. H. Hardy. Soft analysis, which usually refers 
to simple conceptual arguments, is certainly and justifiably 
used to get rid of irrelevant difficulties in order to focus 
the given problem on its essential points. It rarely gets rid 
of all the technical difficulties. On the other hand, there is 
a peculiar perversity in focusing one’s attention on making the 
labor of solving a problem as arduous as one can rather than on 
the value of the result of that labor, a trait that Hardy’s 
terminology and its influence tends to encourage. The extent of 
the influence of this viewpoint of Hardy upon the development 
of analysis in England has been rather pronounced, especially in 
encouraging the dichotomy between classical analysis in the most 
old-fashioned sense and very abstract functional analysis. Of 
all major mathematical schools, the English are the most con- 
spicuous in the past several decades in having the weakest 
development in some of the most vital areas of contemporary 
analysis in which the interaction between the concrete analyti- 
cal problems and the point of view of functional analysis has a 
particularly strategic role (e.g. in the modern theory of par- 
tial differential equations and related areas of applied mathe- 
matics, Fourier analysis, etc.). A well-known historical case 
in point is that of the first edition (1946) of Titchmarsh’s 
book Eigenfunction Expansions [E35], where as a matter of mathe- 
matical principle Titchmarsh refuses to acknowledge the signi- 
ficance of the spectral theorem in Hilbert space for the prob- 
lem of eigenfunction expansions. The final result was not 
particularly inspiring, especially in terms of the perspectives 
on the problems of the field generated in his students and 
followers. 
(2) This transformation has not been the uniform substitu- 
tion of “mathology” for “mathophysics” (in the terminology in- 
troduced by Halmos in his “Mathematics as a creative art” [E12], 
i.e., the generation of problems and research areas from ef- 
forts to complete the elegance and symmetry of axiomatic for- 
mulations rather than from a desire to increase the analyst’s 
power to handle new ranges of problems in classical analysis 
or in mathematical physics). 
(3) Except for the very special case of p-adic analysis 
(which flourished only afterit became useful in dealing with 
problems of great specificity in algebraic geometry), functional 
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analysis has not been created a priori from fusion of the 
already-given disciplines of linear algebra, general topology, 
and measure theory. On the contrary, its own development fos- 
tered the formulation of general topology and even linear alge- 
bra. Moreover, the various applications of functional analysis 
operate at very different levels of abstraction. It may be 
treated as an a priori discipline for the sake of a particular 
abstract presentation in didactic form (as in the Bourbaki vol- 
umes on topological vector spaces), but such presentations con- 
ceal the important historical and practical fact that function 
spaces are chosen or even constructed according to the demands 
of the problem to which they are applied. As an example, in 
the case of fields like partial differential equations or Fourier 
analysis, what is often most decisive in the applications of 
functional analytic methods is not the discovery of new general 
methods of proof but the discovery of particular function spaces 
having particularly strategic properties in applications. Once 
such spaces are discovered, far-reaching results often follow 
from relatively well-known methods such as duality, Baire cate- 
gory arguments, or the spectral theorem. 
To put the discussion in a more concrete form, let me present 
in a very brief form a sketch of some of the early history of 
functional analysis. The literature on this topic is not very 
extensive, but one should refer to the historical epilogue of 
the Bourbaki volumes on topological vector spaces (re rinted 
with similar excerpts from other Bourbaki volumes in e 211, A. 
Manna’s book [E20] containing excerpts from significant articles 
of the early decades, and the article by M. Bernkopf [E4]. 
Monna’s book contains the most detailed treatment, but fails to 
tie the threads of the development together in any way that 
gives a sense of the interaction of different trends and ideas. 
A central analytical problem of the last half of the 19th 
century was the so-called Dirichlet problem, the problem of the 
existence of a harmonic function in a planar domain taking pre- 
scribed continuous boundary values on the boundary. In the early 
part of the 19th century, it had been observed by Gauss among 
others that if the variational problem of minimizing the 
Dirichlet integral over all functions u satisfying the given 
boundary condition and regular inside the domain, had a regular 
solution u. , then u. would have to be the unique solution 
of the Dirichlet problem for that boundary condition. Around 
1850, Dirichlet in Germany and Kelvin in England used this ob- 
servation to give an over-simplified “proof” of the desired 
existence theorem by asserting the existence of the extremal 
function from physical considerations. Riemann in a celebrated 
paper [~26] applied this conclusion as an essential tool in the 
development of his geometric approach to the theory of analytic 
functions of a complex variable, using it as the basic technical 
device underlying the theory of Riemann surfaces and integrals of 
582 F.E. Browder HM2 
algebraic functions. By uniting this basic topic concerning 
the partial differential equations of mathematical physics with 
the theory of analytic functions (itself the most influential 
area of 19th century mathematics), Riemann thereby brought the 
Dirichlet problem and the Dirichlet principle asserting the 
existence of extremals of relatively vaguely specified variation- 
al problems into the foreground of mathematical interest. This 
strategic point occupied the center of attention in the develop- 
ment of functional analysis, of related ideas of the direct 
method of the calculus of variations, and consequently of general 
topology. A proof of the validity of Dirichlet’s principle in a 
precise form was finally given about 40 years later by Hilbert in 
1900 (See Birkhoff’s Source Book [E5] Selection 74). In the mean- 
time, however, there was discussion on the foundations of the 
calculus of variations--in particular the difficulties of deal- 
ing with infinite dimensional spaces of functions as opposed 
to finite numbers of variables, brought into view by du Bois- 
Reymond, Hadamard and others. 
The concrete problem itself, the Dirichlet problem for har- 
monic function was attacked from other points of view before 1900. 
The first successful effort was by H. A. Schwarz and PoincarC 
[E5, Selections 72 and 731 by the alternating method, which did 
not become a significant independent branch of research in that 
period. 
In 1870, C. Neumann and others, by the so-called double- 
layer method, represented a solution in terms of the integral 
over the boundary, and reduced the problem to that of solving 
an integral equation. Therefore, integral equations became a 
major theme of research. Poincarb, Hadamard and others investi- 
gated whether the reduction to integral equations worked for more 
general differential equations and boundary conditions making use 
of spectral theory and eigenvalue parameters. 
In a totally different connection, Hill, Poincarg, von Koch 
and others studied the perturbation theory of the three body 
problems of celestial mechanics from the point of view of 
infinite systems of linear equations [E5,p. 4361. They developed 
a systemic calculus for infinite determinants as the limits of 
finite subdeterminants. Of profound historical importance was 
the 1901 paper of Fredholm where these ideas were rigorously 
united. Using the Hadamard determinant theorem, Fredholm 
proved the first broad existence theorems for solutions of in- 
tegral equations. [E5, Selection 81-J This event was of deci- 
sive importance because it directed the attention of the major 
circle of mathematicians at the time to this type of problem 
and to functional analysis as a center of attraction. The tech- 
nique which was used, that of passing to the limit from the 
finite to the infinite, had already been put forward by Volterra 
and Hadamard who obviously played a key role in publicizing and 
pressing forward the importance of this subject, which Volterra 
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called "analyse functionelle" and Hadamard called "fonctionelles 
des lignes" (See S. Pincherle's study in the Enc. bfath. Wiss., 
II. 1. ll.), as a major method of attack upon the problems of 
differential and integral equations. 
The attack upon more general and more difficult problems 
in integral equations was sponsored and led by Hilbert. He pub- 
lished in 1904-10 a series of notes developing the ideas of 
Fredholm in a fairly concrete and non-conceptual way without an 
explicit statement of the methodology and abstract form. These 
notes later became his book [El53 on the theory of linear inte- 
gral equations. 
Immediately, this development merged with other major themes 
of the early 20th century. One of them was already mentioned 
in yesterday's discussion: the development of the theory of 
Lebesgue measure and integral. This fusion seems to have taken 
place primarily through the work of F. Riesz. 
In an entirely different style, Frechet and F. Riesz began 
in 1906 to develop "spaces" of measurable functions (See 
Bernkopf's historical study [E4], p. 56). The results were 
brought into relation with another branch of functional analy- 
sis, the theory of moments arising from probability theory 
[Ibid., p. 743. This was the early work of Helly and F. Riesz. 
A related and important process of merging or fusion was 
the introduction in 1906, by M. Frdchet in France and by E. H. 
Moore in the U. S., of the concepts of what Moore called "gen- 
era1 analysis" and what has come to be known as "general 
topology," at least in the form of the metric spaces of Frechet 
and the theory of generalized limits of E. H. Moore. This 
merged the ideas of functional analysis with the Cantorian view 
of seeing things in terms of abstract sets. FrQchet's view of 
metric spaces was applied directly to the space of continuous 
functions. 
Another important line of development was contemporaneous-- 
the use of direct arguments on infinite dimensional function 
spaces, which led to modern operator theory. This began with 
E. Schmidt's thesis on integral equations under Hilbert, and 
continued most clearly in the work of F. Riesz. This culmina- 
ted in what I believe, for all practical purposes, to be the 
real foundation of the abstract theory: the paper of F. Riesz of 
1914 on compact linear operators printed in 1918 in the Acta 
Mathematics [E29] which gives the first clear, modern formula- 
tion of what became known as the theory of Banach spaces. 
[E27; El] It presents a fairly complete generalization of the 
Fredholm theory in the context of completely continuous linear 
mappings of Banach spaces. We may look also to Riesz's work in 
his book on the theory of linear equations of an infinite num- 
ber of unknowns [~28]. Riesz clearly realized in his paper 
that he needed only the properties of complete normed vector 
space. Obviously, this realization was also implicit in the 
584 F.E. Browder HM2 
work of Hausdorff and Hahn, as well as of Banach and his stu- 
dents Mazur and Schauder. The general theory of linear func- 
tionals is the decisive abstract fact--the Hahn-Banach theorem, 
which became the cornerstone of the theory of locally convex 
spaces. 
The first real application of functional analysis outside 
its original domain came with the work of M. Riesz on the inter- 
polation of linear operators and their use in Fourier analysis, 
and with the applications by Schauder and Leray of fixed-point 
theory to nonlinear partial differential equations (following 
ideas of G. D. Birkhoff and 0. Kellogg). For the first time 
there was a consistent, coherent and technically meaningful 
use of the ideas of the theory of infinite dimensional spaces 
and operators on linear and nonlinear problems in the theory 
of partial differential equations. Here we have another fu- 
sion which proved to be decisive for future developments. 
This involves a merger with the tradition of E. Picard and 
S. Bernstein in partial differential equations. Bernstein tried 
to solve partial differential equations by the use of a priori 
bounds. Assuming the solution exists, you establish its pro- 
perties. Since you are considering the family of all solu- 
tions, the method is intrinsically tied to the basic idea of 
functional analysis. It was first exploited and made more 
meaningful by the work of Schauder, who began to tie together 
concrete problems from different areas of partial differential 
equations with the concept of nonlinear mappings. This be- 
came a major theme because its aim was to apply functional 
analysis, not just to any space, but to particular function 
spaces. The selection of the particular function space is 
intrinsically hidden in the method of a priori bounds. The 
space is not arbitrary but is chosen so that one can use its 
properties as the basis for applying linear functional analysis 
and Brouwer’s fixed point theorem, which was extended to this 
domain by Schauder. Further extensions by Schauder and Leray 
initiated the use of the topological degree in the theory of 
nonlinear partial differential equations and nonlinear operators. 
The history of functional analysis contains many other 
strands. I have intentionally ignored the algebraic side of 
functional analysis, in particular, the work of I. M. Gelfand 
and others which began in the early 1940’s, and the theory of 
harmonic analysis on locally compact groups. Certainly, this 
was a decisive link between functional analysis and its uses in 
many important areas of algebra and analysis. It is important 
because group representation theory became the central theme in 
various branches of algebra, particularly number theory, just as 
spectral theory did in mathematical physics. This has created 
a bifurcation of functional analysis into its analytic and alge- 
braic sides. Sometimes the bifurcating branches come together, 
as in the use of invariant differential operators on semi-simple 
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Lie groups by Harish Chandra. 
In considering the applications of functional analysis in 
partial differential equations and in Fourier series analysis, 
the theory of distributions stands out as an important and 
curious turning point. The theory of distributions epitomized 
a general idea which had existed for at least fifty years in 
the theory of generalized solutions of partial differential 
equations and the Fourier transform. It provided a relatively 
useful general language for communication between analysts and 
applied mathematicians. However, one cannot say that the theory 
of distributions plays the same role as spectral theory, because 
the theorems in the theory of distributions do not seem to have 
any specific power of their own, although the framing of problems 
in terms of distribution theory seems to have had a very important 
organizing role. 
[At this point, Dieudonne interrupted, suggesting the import- 
ance of the kernel theorem. Browder answered that it has no 
great technical importance for partial differential equations, 
and Mackey commented that it is not greatly used in his own work. 
Browder reaffirmed his view, stating that the theory of distribu- 
tions has provided a language rather than a methodology. It is 
used as a way to organize and to state problems, in a more general 
and flexible form; then, other tools are applied.] 
The theory of distributions was also useful as a method for 
combating dogmas which had grown up in particular circles of 
mathematicians, e.g. the prejudice against generalized solutions. 
Thus the N.Y.U. group, who were the official heirs of the Hilbert 
tradition in the calculus of variations, had a long-standing 
prejudice against measure theory. 
In the case of Fourier analysis, about which Zygmund will 
speak in different terms, let me mention the work of Wiener on 
generalized harmonic analysis. Bochner transformed the theory 
of almost periodic functions by use of the concept of compact- 
ness. The Wiener-Levy theorem marked the beginning of the main 
feature of the theory of Banach algebras. 
More recently, there has been an interesting fusion or merger 
in theories which combine and transform problems of both Fourier 
analysis and partial differential equations -- the theory of 
Fourier integral operators and of linear pseudo differential 
operators. 
At the same time, the classical problems of Fourier analysis 
have seen new methodologies created. A recent example is some 
of the work of Fefferman and Stein on the duality between 
H1 and functions of mean oscillation, creating a very powerful 
new technical tool for the use of interpolation theory in Fourier 
analysis. 
Let us note that the decisive steps which occur in mathematical 
development are not just new concepts, but also the effects of 
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new technical achievements. Something done in a significant 
new way creates a center of radiation. It may come out of a 
highly technical and specialized problem, as for example spectral 
sequences did in the work of Leray. This then makes itself the 
focus from which eventually a very broadly-based method and set 
of concepts will be eventually organized. This may not be 
realized in full glory in the initial breakthrough. It may be 
that the most important reason for the fashions of mathematical 
life is the experience of the success of different approaches 
to different problems. The notion of arbitrariness is very far 
from being true. The relative success or failure of ideas to 
further the progress of the application of the concept is usually 
the basis on which this kind of fashion moves. 
In more recent areas, we find the transformation of relatively 
classical ideas by means of the concepts of functional analysis. 
Kahane yesterday mentioned such an illustration: the area of 
probability theory and stochastic processes which has developed 
a recent new state of conceptual and methodological sophistica- 
tion. This is a result of the formulation, stemming from the 
late 1950’s, which transferred the problems of stochastic processes 
into the framework of semi-group theory and its relationship to 
potential theory. Historically this goes back in many ways to 
the formulation of ideas, which began with Wiener in the 1920’s, 
in the relationship of integration in function space and Browninan 
motion. The new concept in the approach to stochastic processes 
and probability poses its questions in terms of function spaces 
and structure on them. I gather that this work of Wiener’s had 
a great effect, not only on the theory of stochastic processes, 
but also on the work of Paul Levy in probability theory. The 
basic thrust was the idea of merging function spaces with concrete 
problems of probability theory. 
Of course, there is the whole area of spectral theory, which 
is a great technical triumph. It has given rise to many applic- 
ations in both differential equations and quantum mechanics, 
producing the srikingly vital field of constructive quantum field 
theory. The latter, together with many interesting deep problems 
has led to internal connections with function theory and partial 
differential equations. 
Another area with deep connections with functional analysis 
is ergodic theory, which has taken many algebraic and analytical 
forms. 
The role of functional analysis has been decisive exactly 
in connection with classical problems. Almost all problems 
are on the applications, where functional analysis enables one 
to focus on a specific set of conrete analytical tasks and 
organize material in a clear and transparent form, so that you 
know what the difficulties are. Concrete and functional analysis 
exist today in an inextricable symbiosis. When someone writes 
down a system of axioms, no one is going to take them seriously 
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unless they arise from some intuitive body of concrete subject 
matter that you would really want to study and about which you 
really want to find out something. 
To illustrate this general principle in the context of present- 
day developments, let me refer to the development of nonlinear 
functional analysis with which I have been centrally concerned in 
the past fifteen years. The recent past has seen a very intense 
development in this area with the introduction and application of 
a variety of concepts and techniques: the theory of monotone 
operators, global analysis, the extension of degree theory to 
various general classes of nonlinear mappings, the theory of non- 
linear semigroups, and a number of others. The central point that 
I want to bring out is that the vitality of all these different 
lines of development has been linked directly to their applicability 
to important classical classes of problems concerning nonlinear 
partial differential equations and integral equations, and not to 
their systematic or aesthetic role in some idealized picture of 
what nonlinear functional analysis should be like. It is indeed 
true that a sharp effort at systematization and clarification may 
be a very important part of the agenda of the field in the very 
near future because of the present trend toward fragmentation and 
an over-concern with the technical problems of narrow sectors of 
the field. However, this will be of value primarily if it makes 
theachievements of the field more useful and accessible to those 
who want to apply it to the broad range of nonlinear problems in 
analysis and applied mathematics, not if it is based upon a dog- 
matic program of fitting it into a corner of a neatly axiomatized 
hierarchy of formal structures. 
It is as a normative principle for the future development of 
emerging fields like nonlinear functional analysis that the 
principle I previously stated has its greatest importance: Don’t 
take a system of axioms seriously unless it arises from a body of 
concrete subject-matter about which you really want to find out 
something and which it illuminates. 
DISCUSSION 
Kline remarked that Browder’s talk was a good example of 
what a knowledgeable mathematician could do to outline historical 
development . 
Dieudonne began the discussion: “You say that around 1940 
there was an emphasis on the abstract development of functional 
analys i s . I think that it had to be so; the state of the art 
was in a terrible mess. Banach’s book was exciting for research, 
but was also one of the most disorganized books I have ever read. 
It was necessary to put some order in the house, and that was 
done by Bourbaki. However, we never lost sight of the applica- 
tions. If you read the historical note of Bourbaki on functional 
analysis, you will find that its almost entire concern is for 
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applications. YOU can actually find reproduced there what you 
said until about 1950 or so; technically there was no change. 
We were never favorable to abstraction without motivation. The 
position of Halmos that you refer to, however, takes a Hilbert 
space as a toy for silly exercises .I’ 
Browder replied that not all of the operator theory in Hilbert 
spaces is game-playing. “I hope that you are not saying that we 
must judge the theory of operators in Hilberts spaces by the 
criterion of significance of the theory of locally convex spaces.” 
Dieudonn6 interjected that operator theory is important because 
it has applications to concrete problems. Browder continued, 
asserting that over-emphasis on unification and systematization 
was unjustified. “Different levels of abstraction need to be 
taken seriously because the results of investigation on those 
levels are essential for the study of various concrete problems. 
Operators in Hilbert space are essential for the use of spectral 
theory of differential and integral operators, for the develop- 
ment of quantum mechanics and quantum field theory, and for 
infinite dimensional group representations. Locally convex 
spaces were essential for the theory of distributions. Questions 
of the geometry of Banach spaces have turned out to be of import- 
ance in measure theory and nonlinear analysis. There is a false 
impression sometimes created that all of functional analysis 
advances steadily to higher and higher levels of abstraction 
without heed of where it is going. One needs to call attention 
to the falsity of this notion.” 
Dieudonn6 said that he never intended to imply that functional 
analysis had been created a priori. Instead, he had stated that 
it was a fusion of a number of ideas, but that they were not 
fused by some a priori idea. 
Garrett Birkhoff then asked whether they would agree that 
a major advantage of the notion of function space was that it 
allowed one to use geometric intuition. There was immediate 
assent. Birkhoff continued, “Another advantage of using the 
Hilbert space approach over the more concrete classical approach 
is that it is free of any restrictions on dimension. I wonder 
if this would impress Norbert Wiener? 
distributions, 
On the subject of 
and its relation to the Banach and Hilbert space 
concepts, I find it important that the derivative of a distribution 
is again a distribution. This means that you can regard the 
solution of the initial value problem as just evaluating an 
exponential series. Not enough has been made of this fact.” 
Browder replied: “That is wrong technically, because you 
are not going to get the kind of answer you are interested in 
by taking that point of view.” Birkhoff offered as an example 
a theorem of Martin Schultz (Indiana Math. J., 20 (1970), 57-68), 
which showed that using tempered distributions you get want you 
want with the above approach. Browder pointed out that in this 
context, this was one of the motives for the creation of the 
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theory of distributions. He added, “Technically, that motive 
was obviously misguided. It is more interesting to know in 
which spaces of distributions the initial value problem acts as 
a semigroup than to know that in some sense you can write down 
its exponential series.” 
Birkhoff continued, “The heat equation is well-set in the 
space of tempered distributions, but not in that of Schwartz 
distributions; you cannot define tempered distributions unless 
you have a group structure on the underlying space. This a very 
serious limitation from the standpoint of partial differential 
equations, if you want to treat the general case.” 
Browder commented that it could also be argued that the 
formulation in terms of tempered distributions is not very 
reasonable. Dieudonn6 agreed, adding, “what Birkhoff says is 
correct as long as you have only linear constant coefficient 
partial differential equations. I claim that to emphasize 
constant coefficient partial differential equations is a mistake. 
If you have a Dirichlet problem with the usual Laplace equation 
and make a diffeomorphic transformation in the plane, you still 
have the same problem, mathematically speaking. This has been 
understood only through the new theory of pseudodifferential 
operators, which makes no distinction whatsoever between 
constant and variable coefficients.” 
Birkhoff countered by suggesting that DieudonniZ read Richtmyer 
and Morton’s Difference Methods for Initial Value Problems, 
observing that today the computer was just as important as 
functional analysis. He thought that Dieudonne would then agree 
that the Lax-Richtmyer Theorem, though mainly concerned with 
linear differential equations with constant coefficients, was 
not stupid but one of the most important theorems of numerical 
analysis. He continued: “The importance of constant coefficients 
problems is twofold: it stems partly from the fact that they 
can often be solved by harmonic analysis, and partly as a source 
of “model problems” whose solution is known, and hence can be 
compared with those obtained by computers. It is all very well 
to talk about solving variable coefficient problems, but to 
actually solve them is another matter.” 
Returning to functional analysis, Birkhoff continued: “What 
seems to be useful for numerical analysis is not so much the 
notion of a Hilbert or Banach space as that of norm, perhaps 
because it can be used to measure errors. Completeness can always 
be managed trivially by defining a related space, defined as a 
metric completion or a second dual or in some other way, but to 
construct a useful norm requires insight and ingenuity. This 
supports Felix Browder’s contention that inequalities are the 
key thing. Perhaps because they do not have a norm, distrib- 
utions have been largely ignored in numerical analysis hitherto.” 
These remarks concluded the discussion of this topic. 
Kenneth May made the following comment: “This discussion, 
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and particularly the last sentence in Browder’s invited address, 
should be engraved in stone somewhere. He said that an axiom 
system is taken seriously only if it relates to concrete subject 
matter that someone really wants to study. Duting my entire 
mathematical career, I do not think that I have met or known of 
a really productive, effective contributor to mathematics who 
does not agree with the essential idea here -- that axiomatics 
and abstraction are not ends in themselves but are justified 
by their contributions to answering questions. Yet, somehow 
this sound view has become distorted. A whole generation of 
students seems to worship unmotivated abstraction. One wonders 
how this cult started and how it became so strong. It would be 
and interesting historical project to find out.” 
Professor Kline thought that he could suggest at least a 
partial answer, but in the interests of time and fairness to 
other discussants waiting to speak he would bar further comments. 
Professor Birkhoff commented: “It is sad to hear overstatements; 
distortions of history destroy its value. As recently as fifteen 
years ago, our newspapers were overpraising the axiomatic approach 
under the name of the “new mathematics”. This was an exaggeration 
with harmful consequences to many children. At our meeting here, 
the axiomatic approach has been consistently downgraded. I think 
that this is just as great an exaggeration in the opposite direction, 
and that the axiomatic method will remain one of the basic methods 
of mathematics .‘I 
