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Abstract
The convergence of the decomposition method as applied to time-dependent problems governed by the heat,
wave and beam equations is investigated for both forward (direct) and backward (inverse) problems. It is
shown that for forward problems the convergence is faster than for backward problems. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Although over the last 20 years, the Adomian decomposition approach has been applied to obtain
formal solutions to a wide class of both deterministic and stochastic PDEs [2,10,4,8], when initial
and=or boundary conditions have to be imposed, di:culties can still be encountered [6]. In addition,
the proper de<nition of the initial starting term and the time and space fold operators associated with
the decomposition method have been rather heuristic [6,5]. In this paper, these concepts are correctly
de<ned and the analysis is applied for both forward (direct) and backward (inverse) time-dependent
problems.
We consider in an uni<ed notation both the forward and backward heat (conduction) problems and
the forward wave and beam problems. The backward problems for the wave and beam equations are
formulated separately. For simplicity, we relate to the homogeneous, linear, one-dimensional case,
although extensions to higher dimensions, inhomogeneous and nonlinear situations can, in principle,
be accommodated [4,8,3,7].
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Thus, let us consider the following problem governed by the partial diDerential equation:
2(2 − 1) @
4u
@x4
+ (2− 2) @
2u
@x2
= (2− 2) @u
@t
+ 2(1− 2) @
2u
@t2
; 0¡x¡L; t ¿ 0; (1)
which has to be solved subject to the boundary conditions
u(0; t) = f0(t); u(L; t) = fL(t); t ¿ 0; (2)
(1− 2) @
2u
@x2
(0; t) = (1− 2)g0(t); (1− 2) @
2u
@x2
(L; t) = (1− 2)gL(t); t ¿ 0 (3)
and the initial conditions
u(x; 0) = p(x); 06 x6L; (4)
(1− 2) @u
@t
= (1− 2)q(x); 06 x6L; (5)
where ∈{−1; 0; 1; 21=2} and f0, fL, g0, gL, p and q are prescribed functions. The case  = −1
corresponds to the backward (inverse) heat problem (BHP), the case =0 corresponds to the forward
(direct) wave problem (FWP), the case =1 corresponds to the forward (direct) heat problem (FHP)
and the case =21=2 corresponds to the forward (direct) Euler–Bernoulli beam problem in elasticity
(FBP). At this stage, it should be noted that the following analysis can easily be extended to deal
with Neumann or mixed boundary conditions in (2) [13]. Finally, Cauchy-type problems can also
be investigated with the decomposition method [14].
2. Adomian’s decomposition method
The Adomian decomposition method gives the solution in the following decomposed form
[2,10,4,8,6,5]:
u(x; t) = lim
N→∞N (x; t); N (x; t) =
N∑
n=0
un(x; t); N¿ 0: (6)
Conditions for the convergence of series (6) have been investigated in [3,7,15].
2.1. The forward (FHP) and backward (BHP) heat problems
In this case, =±1 and then Eq. (1) becomes
@2u
@x2
= 
@u
@t
; 0¡x¡L; t ¿ 0: (7)
Eq. (7) has to be solved subject to boundary conditions (2) and initial condition (4). When  = 1,
Eq. (7) becomes the heat equation which together with (2) and (4) gives the forward (direct) heat
(conduction) problem (FHP). When  =−1, Eq. (7) together with (2) and (4) gives the backward
(inverse) heat problem (BHP). In this latter case, the transformation t′ = T − t, where T ¿ 0 is an
arbitrary time of interest, recasts the equation uxx = −ut into the heat equation uxx = ut′ , but then
D. Lesnic / Journal of Computational and Applied Mathematics 147 (2002) 27–39 29
initial condition (2) is replaced by the <nal time condition
u(x; T ) = pT (x); 06 x6L; (8)
where pT is a prescribed function. However, the mathematical distinction between the FHP and BHP
is that the former is well-posed whilst the latter is ill-posed. That is to say that the solution to the
BHP may not exist for arbitrary input data pT (x), and even if the solution does exists then it will
not depend continuously on the data. However, the more delicate issue of ill-posedness of the BHP
will not be pursued here, but rather we emphasize the method for obtaining the solution.
De<ning [13],
u0(x; t) =
1
2
[
p(x) + f0(t) +
x
L
(fL(t)− f0(t))
]
; (9)
un+1 =

2
[L−1t Lxx + L
−1
xx Lt]un; n¿ 0; (10)
Lxx = @2=@x2; Lt = @=@t; (11)
L−1t =
∫ t
0
dt′; L−1xx =
∫ x
0
dx′
∫ x′
0
dx′′ − x
L
∫ L
0
dx′
∫ x′
0
dx′′; (12)
we obtain in (6) a sequence of functions N which converges to u, as illustrated next. For other
de<nitions of u0, un+1, L−1t and L−1xx in (9),(10) and (12) the convergence to the exact solution is
not always obtained [6,5,13].
Example 1. Initially; we consider a simple example; namely; u(x; t)=x2 +2t; for which the general
terms of series (6) can be exactly evaluated. In this case; we have p(x) = x2; f0(t) = 2t; fL(t) =
L2 + 2t and then recurrence relation (10) with starting term (9) gives
u0(x; t) = 12 [x
2 + xL+ 2t]; u1(x; t) = 14 [x
2 − xL+ 2t]; u2(x; t) = 18 [x2 − xL+ 2t] (13)
and; in general; by mathematical induction; we can conclude that
un(x; t) =
1
2n+1
[x2 + 2t − xL]; n¿ 1: (14)
Hence; using (6) we obtain
u(x; t) =
∞∑
n=0
un(x; t) = (x2 + 2t)
∞∑
n=0
2−n−1 +
xL
2
(
1−
∞∑
n=0
2−n
)
= x2 + 2t (15)
as required.
Example 2. In this case; we consider a more severe test example; namely; u(x; t)=Ae−t sin(x); which
prevents the general terms of series (6) from being calculated exactly; however; they can be obtained
recursively; as described below. Constant A in the expression for u is taken to be A = e−T (1−)=2;
where T ¿ 0 is a prescribed time over which duration [0; T ] we may seek the solution. This particular
value for A was chosen in order to compare the solutions for the forward problem; i.e. = 1; when
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A=1; namely; uf (x; t)=e−t sin(x); and for the backward problem; i.e. =−1; when A=e−T ; namely;
ub(x; t) = et−T sin(x); by remarking that uf (x; 0) = ub(x; T ) = sin(x); uf (x; T ) = ub(x; 0) = e−T sin(x)
and uf (x; T=2) = ub(x; T=2) = e−T=2 sin(x).
For this example, we have p(x) = A sin(x) and if, for simplicity, we take L =  we obtain
f0(t) = fL(t) = 0. Then using recurrence relation (10) with starting term (9) we obtain
u0(x; t) =
A
2
sin(x); u1(x; t) =−A4 sin(x)t; u2(x; t) =
A2
8
sin(x)(t2=2! + 1) (16)
and, in general,
un(x; t) =
An(−1)n
2n+1
sin(x)an(t); n¿ 0; (17)
where
a0(t) = 1; an+1(t) = a′n(t) +
∫ t
0
an(t′) dt′; n¿ 0 (18)
and a′n(t) = dan(t)=dt. From Eq. (17), it can be seen that the diDerence between the numerical
solution for the FHP and BHP occurs only by a change of sign in the odd terms. On calculating
the <rst few terms of recurrence relation (18), it is easy to observe that
a2n(t) =
n∑
k=0
bnk
t2k
(2k)!
; a2n+1(t) =
n∑
k=0
cnk
t2k+1
(2k + 1)!
; (19)
where b00 = 1, c
0
0 = 1 and
bn0 = c
n−1
0 ; b
n
n = c
n−1
n−1; n¿ 1; b
n
k = c
n−1
k + c
n−1
k−1; k = 1; (n− 1);
cnn = b
n
n; n¿ 1; c
n
k = b
n
k+1 + b
n
k ; k = 0; (n− 1): (20)
On eliminating bnk in (20) we obtain c
0
0 = 1, c
1
0 = 2, c
1
1 = 1, c
2
0 = 5, c
2
1 = 4, c
2
2 = 1 and, for n¿ 3, we
have
cn0 = c
n−1
1 + 2c
n−1
0 ; c
n
n−1 = 2c
n−1
n−1 + c
n−1
n−2; c
n
n = c
n−1
n−1;
cnk = c
n−1
k+1 + 2c
n−1
k + c
n−1
k−1; k = 1; (n− 2): (21)
Solving recurrence relations (20) and (21) and using (6), (17) and (19) we obtain the graphs shown
in Figs. 1 and 2. Fig. 1 shows the numerical results for N (x; t)=sin(x), as a function of t, for
various values of N ∈{10; 100; 1000} in comparison with the exact solutions e−t = uf (x; t)=sin(x)
and et−1 = ub(x; t)=sin(x), where T has been taken to be equal to unity. From this <gure the slow
convergence of the numerical solutions which was previously reported for the FHP, but not illustrated
in [6,5] can be clearly seen. This conclusion is better illustrated in Fig. 2 where the convergence
to the exact solutions is shown, as a function of N , for various values of t ∈{0; 0:5; 1}. From
this <gure, it can be seen that the convergence becomes faster as t increases, but it starts to be
oscillatory between even and odd terms as given by (17). Further, for t=1 the convergence for the
FHP resembles the noisy phenomenon from [9] in which successive approximations add and subtract
‘noisy’ terms which do not contribute to the <nal solution. Finally, from both Figs. 1 and 2 it can
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Fig. 1. The numerical results for N (x; t)=sin(x), as a function of t, for various values of N , namely, N = 10 (– –),
N =100 (––) and N =1000 (–◦–), in comparison with the exact solutions e−t=uf (x; t)=sin(x) and et−1 =ub(x; t)=sin(x)
which are shown by dashed lines for the FHP and BHP, respectively.
Fig. 2. The numerical results for N (x; t)=sin(x), as a function of N , for the FHP (——) and the BHP (–◦–), for various
values of t ∈{0; 0:5; 1} in comparison with the exact solutions e−t = uf (x; t)=sin(x) = ub(x; 1− t)=sin(x) which are shown
by dashed lines.
be seen that the convergence for the FHP is faster than for the BHP, which is expected since the
former problem is well-posed, whilst the latter problem is ill-posed and thus more di:cult to solve.
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2.2. The forward wave problem (FWP)
In this case, = 0 and Eq. (1) becomes the wave equation, namely,
@2u
@x2
=
@2u
@t2
; 0¡x¡L; t ¿ 0: (22)
Then FWP consists in solving wave equation (22) subject to boundary conditions (2) and initial
conditions (4) and (5).
The Adomian decomposition method gives solution (6), where
u0(x; t) =
1
2
[
p(x) + tq(x) + f0(t) +
x
L
(fL(t)− f0(t))
]
; (23)
un+1 = 12 [L
−1
tt Lxx + L
−1
xx Ltt]un; n¿ 0; (24)
Ltt = @2=@t2; L−1tt =
∫ t
0
dt′
∫ t′
0
dt′′ (25)
and the operators Lxx and L−1xx remain as de<ned before in Eqs. (11) and (12). For other de<nitions
of u0, un+1, L−1tt and L−1xx in (12) and (23)–(25) the convergence to the exact solution is not always
obtained [12].
Example 3. As in Example 1; initially; we consider a simple test; namely; u(x; t)=x2 + t2; for which
the general terms of series (6) can be exactly evaluated. In this case; we have p(x) = x2; q(x) = 0;
f0(t) = t2; fL(t) = L2 + t2 and then recurrence relation (24) with the starting term (23) gives
u0(x; t) = 12 [x
2 + xL+ t2]; u1(x; t) = 14 [x
2 − xL+ t2]; u2(x; t) = 18 [x2 − xL+ t2] (26)
and; in general; by mathematical induction; we can conclude that
un(x; t) =
1
2n+1
[x2 + t2 − xL]; n¿ 1: (27)
Similarly; as in (15); we obtain u(x; t) = x2 + t2; as required.
Example 4. As in Example 2; we consider now a more severe test; namely; u(x; t) = sin(x) sin(t).
Then p(x)=0; q(x)= sin(x) and if; for simplicity; we take L= we obtain f0(t)=fL(t)=0. Then
using recurrence relation (24) with starting term (23) we obtain
u0(x; t) =
t
2
sin(x); u1(x; t) =−14 sin(x)t
3=3!; u2(x; t) =
1
8
sin(x)(t5=5! + t) (28)
and; in general;
un(x; t) =
(−1)n
2n+1
sin(x)an(t); n¿ 0; (29)
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Fig. 3. The numerical results for N (x; t)=sin(x), as a function of t, for the FWP (——) and the BWP (–··–), for various
values of N ∈{10; 100; 1000}, in comparison with the exact solution sin(t) = u(x; t)=sin(x) which is shown by the dashed
line.
where
a0(t) = t; an+1(t) = a′′n (t) +
∫ t
0
dt′
∫ t′
0
an(t′′) dt′′; n¿ 0 (30)
and a′′n (t) = d2an(t)=dt2. On calculating the <rst few terms of recurrence relation (30); it is easy to
observe that
a2n(t) =
n∑
k=0
bnk
t4k+1
(4k + 1)!
; a2n+1(t) =
n∑
k=0
cnk
t4k+3
(4k + 3)!
; (31)
where bnk and c
n
k have exactly the same values as those obtained in Example 2; as given by Eqs.
(20) and (21).
Solving recurrence relations (20) and (21), and using (6), (29) and (31) we obtain the graphs
shown in Figs. 3 and 4.
2.2.1. The backward wave problem (BWP)
BWP consists in solving wave equation (22) subject to boundary conditions (2), initial condition
(4) and <nal condition (8). It is well-known [11] that this Dirichlet problem for the wave equation
in the rectangle [0; L] × [0; T ] has a unique solution if and only if the ratio L=T is an irrational
number. Thus if we take for example L= then T should be chosen such that =T is irrational, say
T = 1.
The Adomian decomposition method gives solution (6), where recurrence relation (24) remains
the same, the operators Lxx and L−1xx remain as de<ned in Eqs. (11) and (12), but the initial starting
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Fig. 4. The numerical results for N (x; t)=sin(x), as a function of N , for the FWP (——) and the BWP (–◦–), for various
values of t ∈{0:5; 1} in comparison with the exact solution sin(t) = u(x; t)=sin(x) which is shown by the dashed line.
term u0 and the operator L−1tt modify as
u0(x; t) =
1
2
[
p(x) +
t
T
(pT (x)− p(x)) + f0(t) + xL(fL(t)− f0(t))
]
; (32)
L−1tt =
∫ t
0
dt′
∫ t′
0
dt′′ − t
T
∫ T
0
dt′
∫ t′
0
dt′′: (33)
Example 5. We consider the same test as in Example 4 and hence seek the solution u(x; t) =
sin(x) sin(t). Then p(x) = 0; pT (x) = sin(T ) sin(x) and if; for simplicity; we take L =  we obtain
f0(t) = fL(t) = 0. Then using recurrence relation (24) with starting term (32) we obtain
u0(x; t) =
B
2
sin(x)t; u1(x; t) =−B4 sin(x)
(
t3 − tT 2
3!
)
;
u2(x; t) =
B
8
sin(x)
(
t +
t5 − tT 4
5!
− t
3T 2 − tT 4
(3!)2
)
;
u3(x; t) =− B16 sin(x)
[
t7
7!
− t
5T 2
5!
+
t3
3!
(
2− T
4
3!5!
+
T 4
(3!)2
)
− t
(
2
T 2
3!
+
T 6
7!
− 2 T
6
3!5!
+
T 6
(3!)3
)]
; (34)
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where B= sin(T )=T ; and; in general; it can be concluded that
un(x; t) =
(−1)nB
2n+1
sin(x)an(t); n¿ 0; (35)
where
a0(t) = t; an+1(t) = a′′n (t) +
∫ t
0
dt′
∫ t′
0
an(t′′) dt′′ − tT
∫ T
0
dt′
∫ t′
0
an(t′′) dt′′; n¿ 0: (36)
On calculating the <rst few terms of recurrence relation (36); we observe that
an(t) =
n∑
k=0
dnk t
2k+1; n¿ 0; (37)
where d00 = 1; d
1
0 =−T 2=3!; d11 = 1=3!; d20 = 1− T 4=5! + T 4=(3!)2; d21 =−T 2=(3!)2; d22 = 1=5! and for
n¿ 2
dm+10 = 6d
n
1 −
n∑
k=0
dnkT
2k+2
(2k + 2)(2k + 3)
; dn+1n =
dnn−1
2n(2n+ 1)
; dn+1n+1 =
dnn
(2n+ 2)(2n+ 3)
;
dn+1k = (2k + 2)(2k + 3)d
n
k+1 +
dnk−1
2k(2k + 1)
; k = 1; (n− 1): (38)
For T =1; solving recurrence relation (38) and using (6); (35) and (37) we obtain the graphs shown
in Figs. 3 and 4. Fig. 3 shows the numerical results of the both FWP and BWP for N (x; t)=sin(x);
as a function of t; for various values of N ∈{10; 100; 1000} in comparison with the exact solution
sin(t) = u(x; t)=sin(x). From this <gure the slow convergence of the numerical solutions can be
clearly seen. This conclusion is better illustrated in Fig. 4 where the convergence to the exact
solution is shown; as a function of N; for the values of t ∈{0:5; 1}. In addition; it can be seen that
the convergence becomes faster as t decreases and actually for t = 0 both the numerical and the
analytical solutions are identically equal to zero. From both Figs. 3 and 4 it can be seen that the
numerical solution for the FWP converges faster than the numerical solution for the BWP which is
ill-posed by the lack of uniqueness when L=T is a rational number. This conclusion also generalizes
when the Dirichlet boundary conditions (2) are replaced by Neumann or mixed boundary conditions
[1].
2.3. The forward beam problem (FBP)
In this case, = 21=2 and Eq. (1) becomes the Euler–Bernoulli beam equation, namely,
@4u
@x4
=−@
2u
@t2
; 0¡x¡L; t ¿ 0: (39)
Then FBP consists in solving beam equation (39) subject to boundary conditions (2) and (3) (sup-
ported beams) and initial conditions (4) and (5).
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The Adomian decomposition method gives solution (6), where
u0(x; t) =
1
2
[
p(x) + tq(x) + f0(t) +
x
L
(fL(t)− f0(t)) + x(x − L)2 g0(t)
+
x(x2 − L2)
6L
(gL(t)− g0(t))
]
; (40)
un+1 =−12 [L
−1
tt Lxxxx + L
−1
xxxxLtt]un; n¿ 0 (41)
and the operators Ltt and L−1tt are given by (25), Lxxxx = @4=@x4 and
L−1xxxx =
∫ x
0
dx′
∫ x′
0
dx′′
∫ x′′
0
dx′′′
∫ x′′′
0
dx′′′′ − x
L
∫ L
0
dx′
∫ x′
0
dx′′
∫ x′′
0
dx′′′
∫ x′′′
0
dx′′′′
− x(x
2 − L2)
6L
∫ L
0
dx′
∫ x′
0
dx′′: (42)
Example 6. As in Examples 1 and 3; initially; we consider a simple example; namely; u(x; t) =
x4 − 12t2; for which the general terms of series (6) can be exactly evaluated. In this case; we have
p(x) = x4; f0(t) = −12t2; fL(t) = L4 − 12t2; g0(t) = 0; gL(t) = 12L2; and then recurrence relation
(41) with starting term (40) gives
u0(x; t) = 12 [x
4 + 2Lx3 − L3x − 12t2]; u1(x; t) = 14 [x4 − 2Lx3 + L3x − 12t2];
u2(x; t) = 18 [x
4 − 2Lx3 + L3x − 12t2] (43)
and; in general; by mathematical induction; we can conclude that
un(x; t) =
1
2n+1
[x4 − 2Lx3 + L3x − 12t2]; n¿ 1: (44)
Similarly; as in (15); we obtain u(x; t) = x4 − 12t2; as required.
Example 7. If we consider the test example u(x; t)=sin(x) sin(t) with L= which satis<es both wave
equation (22) and beam equation (39); we immediately obtain the same terms as in
Example 4. However; in order to test the robustness of the method; we consider a more severe
test example; namely;
u(x; t) = sinh(x) cos(t); 06 x6L= 1; t¿ 0 (45)
which produces the data p(x) = sinh(x); q(x) = 0; f0(t) = 0; fL(t) = sinh(1) cos(t); g0(t) = 0;
gL(t)=sinh(1) cos(t). In this case a closed-form recurrence relation does not seem feasible; but then
a MAPLE computation has been performed in order to calculate the terms of recurrence relation
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Table 1
The numerical results for N (x; t) in comparison with the analytical solution u(x; t) =
sinh(x) cos(t) when L= 1 and T = =2, for the FBP
(x; t) 0 5 10 u(x; t)
(0:5; 0) 0.5176 0.5209 0.5210 0.5210
(0:5; 0:5) 0.4861 0.4581 0.4573 0.4573
(0:5; 1) 0.3994 0.2832 0.2814 0.2815
(1; 0) 1.1752 1.1752 1.1752 1.1752
(1; 0:5) 1.1032 1.0332 1.0313 1.0313
(1; 1) 0.9050 0.6383 0.6345 0.6349
(41); together with the operators (33) and (42) and the starting term (40) given by
u0(x; t) =
1
2
[
sinh(x) +
x(x2 + 5)
6
sinh(1) cos(t)
]
; 06 x6 1; t¿ 0: (46)
2.3.1. The backward beam problem (BBP)
BBP consists in solving beam equation (39) subject to boundary conditions (2) and (3), initial
condition (4) and <nal condition (8). Similarly as for the BWP, it can be shown that this problem
for the beam equation in the rectangle [0; L] × [0; T ] has a unique solution if and only if the ratio
L2=(T ) is an irrational number.
The Adomian decomposition method gives solution (6), where recurrence relation (41) remains
the same, the operators L−1tt and L−1xxxx are given by Eqs. (33) and (42), respectively, but the initial
starting term u0 modi<es as
u0(x; t) =
1
2
[
p(x) +
t
T
(pT (x)− p(x)) + f0(t) + xL (fL(t)− f0(t)) +
x(x − L)
2
g0(t)
+
x(x2 − L2)
6L
(gL(t)− g0(t))
]
: (47)
Example 8. We consider the same test example (45) and; if we take; for simplicity; L=1; T = =2;
we obtain p(x)=sinh(x); pT (x)=0; f0(t)=0; fL(t)=sinh(1) cos(t); g0(t)=0; gL(t)=sinh(1) cos(t).
A MAPLE computation has been performed in order to calculate the terms of recurrence relation
(41) with starting term (47) given by
u0(x; t) =
1
2
[
(1− 2t=) sinh(x) + x(x
2 + 5)
6
sinh(1) cos(t)
]
; 06 x6 1; 06 t6 =2: (48)
The results of the MAPLE computation for the Examples 7 and 8; in which the numerically obtained
values for N show clearly convergence (6) to correct limit (45); are presented in Tables 1 and 2;
respectively. Moreover, this convergence is rapidly achieved, with only about N =10 terms required
to produce an excellent accuracy. As in the previous problems, the convergence of the numerical
solution for the FBP is faster than for the BHP.
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Table 2
The numerical results for N (x; t) in comparison with the analytical solution u(x; t) =
sinh(x) cos(t) when L= 1 and T = =2, for the BBP
(x; t) 0 5 10 u(x; t)
(0:5; 0) 0.5176 0.5209 0.5210 0.5210
(0:5; 0:5) 0.4032 0.4522 0.4564 0.4573
(0:5; 1) 0.2335 0.2765 0.2806 0.2815
(1; 0) 1.1752 1.1752 1.1752 1.1752
(1; 0:5) 0.9162 1.0205 1.0294 1.0313
(1; 1) 0.5310 0.6242 0.6330 0.6349
3. Conclusions
In this paper, the Adomian decomposition method has been extended to solving both forward and
backward time-dependent problems such as those governed by the heat, wave and beam equations.
De<nite integrals have been used for the integral operators involved and their inverses have been
de<ned such as to incorporate in a natural manner all the prescribed initial, <nal and boundary
conditions. This in turn always provided a convergent numerical solution to the correct limit, unlike
some of the previous studies [6,5,12], which used inde<nite integrals, as is also discussed in [13].
Several typical examples have been tested and the numerical solutions have been found from a
closed form recurrence relationship, or, more generally, using a MAPLE algebraic computation. It
was found that the numerical solutions for the forward problems converge faster than for backward
problems, which is expected since the latter problems are in general ill-posed. The present study can
easily be extended to deal with Neumann and mixed boundary conditions as described in [13] for
the forward heat equation. Finally, extensions of the method to higher-dimensional, inhomogeneous
and nonlinear situations can be accommodated using the techniques of [4,8].
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