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INTRODUÇÃO 
O princípio de transição do infinito potencial ao infinito 
atual é utiU.zado na for·mulação de axiomas de infinito na teoria 
axiomática dos conjuntos. 
Una apli.cação cláss1ca do princípio e o argumento de Dede-
kind para a existência de um conjunto infinito. 
Em uma forma mais sofisticada, o J?rincípio de tran~iiçâo do 
infinito potencial ao infinito atual é empregado na formulação 
do axioma da inaccssibilidade. Os axiomas de 7,ermelo-Fraenkel im-
plicam que o universo é fechado relativamente a certas operações, 
ou seja, potencialmente fechado. Aplicando o princípio, podemos 
supor a existência de um conjunto fechado relativamente a estas 
operações. Analogamente, jus ti ficamos os esquemas de reflex,~o. 
Os esquemas de reflexão são empreqados como técnic'1 de _i_nves 
tigação metamatemática ou como axiomas fortes de infinito (cf.[2J 1 
181 , 113 I I . 
Em [2] 1 Bcrnays considera o seguinte esquema de reflexão: 
cp (X) ----. _3i't R('"- + l) , (X n R I' ) ) . 
Uma idéia ne1tura.l de extcnder o axioma de nern,:ly~_; ~;eri a i)(lr 
uniformização. Tentaríamos afirmar a cxistênc.Lu de um Único <l paL.l. 
todas as fórmulus. Entretanto, urna t.al formul açáo l,('varia 
i i 
contradição. 
Reinhardt 1201 introduzindo o concci to de card .i na 1 ex tendi-
vel obtém extensão uniforme do esquema de Bernays (ver [23] ) • 
Neste trabalho, começamos o estudo do sistema BA, baseado 
em um princípio uniforme de reflexão. 
BA é extens,~o do sistema A de Ackermann, no qual é possivel 
demonstrar a existência de uma classe de cardinais nn -indescri 
m 
tiveis, o que, combinado com um resultado de Tharp 122), acarreta 
a consistência da teoria B de Bernays. 
A existência de cardinais extendiveis implica a existência 
de modelos naturais de BA • 
CAP!'rULO I 
PRELIMINARES 
§1. A 'l'EORIA IMPREDICA'I'IVA DAS CLASSES 
Apresenta.remos, nesse parágrafo, de forma sucinta, o si.slema 
de Zermelo-Fraenkcl, que denotaremos ZF, e a teoria imvredicati-
va da:3 clasO:>cs, MT. Para estudo mais completo dessa 1-eorias, 
pode-se consultar Fraenkol, Bar-Hillel e L~vy 191 ou Chuaqui [3] 
:-:>equiremos, em Lodo o trabalho, salvo indicaçi.Ío explícita ern 
ccntr:í.ric, ct notasão c: :1 terminologia de Drakc 161. 
;Jeju. r umu li!lgua~JC!l1 ôe primeira ordem com u11l Í.m i co símbolo 
não lÕq:lco, o predicudo binário t=: Ul:ilizaremos as J.e~ras rninGs-
culas latind:-3 x,y,z, ... como variáveis para co •juntos. Empregar~. 
mos m> símbolos 11 V t ·1, _:-,.,....;~/v 3 signific;1ndo respectiv~ 
mente: t c' 1 OU 1 'nilo' 'implica' 'se e somente se' 'para 
todo' 'c·xistc'. 
:3F e o sistema de Zermelo-Fraenkel, cujos axiomas no simbo-
lismo de r· s~o llS seguintes: 
(ZFl) 3.:'<iml~,l da cxtensionalidadc 
";/:;.VyVt((t: t c y) _ _____,,X yl-
2 
{ZF2) axioma da existência do conjunto vazio 
yx(xí'yl 
( ZF3) -axioma do par nao ordenado 
\fx\r'y3z Vt(t E z ~t X v t y I . 
(ZF4) axi_om,;~ de união 
Vx)z\luVv(u E v E v A x --+ u C z). 
(ZFS) axioma de conjunto pot6ncia 
vx ~zvt(t c z "'-.;..___~ t c x). 
(~F6) axioma de infinito 
3x(.:r· 1.= X A \lt(t E: Z ---;.tU {t] C x)}. 
(ZF7) axioma de sub~:;tituição 
Vl~ 1 , ... ,t vuvu,v,w(u<-C a" <P(u,w) . n '{J{U,V) --> 
v= w) __ .,, 3zi;Jx(x ?_: z "'--» 3t(t t.:: a A cp (t,x)))), sendo <P uma 
f6rmul.a tendo como Gnicas vari~veis livres 
(~FB} axiom3 dR regularidade 
Vx(x I li' ---> -jy(y c x 11 v r1 x == ;),)) 
3 
Utilizando, como de hábito, letras latinas mal.úsculas para 
representar as classes, adotamos a seguinte axiomática para a teo 
ria impredicativa das classes MT: 
(MTl) VXVyVz ( (Z '= X ~> Z E Y) ~> X ~ Y) 
Dizemos que uma classe X e um conjunto se existe uma elas-
se y tal que X E Y. Escrevemos M(X) 
classe X ~ conjunto. 
para significar que a 
(MT2) 3YIIX(X •:: Y <~-~.,. M(X) 11 tp), sendo 'f uma fórmuL"'t que 
na o contém ocorrências livres de Y. 
(MT3} M':X) ..--.:;, 3Z't.!Y(Y E Z 4--------.;. Y C X). 
(HT4) M(X) 11 M(Y) __ ,_ M(X U Y). 
('11'5) St' F e um,--'1. funçcio e M(XJ, ent,ito M(F"X) 
(WT6) Mr'X) -·--'· M(UX) 
(l'IT7J 3Y(r>1(_y) 11 .;, c Y 11 \IX(X r:: Y) --> X ~J {X-) c Y)) 
(t1T8 I v:: (X 1 ~' __ ,, 3 y ( y t=.: x 11 y n X 
4 
Todos os resultados e definições abaixo figuram em Drake 
[61. Nosso propósito consiste apenas em lembrar o que sera utili-
zado com maior frequênciu. 
o:,S,y ... serao empregados como variáveis para os ordinais, 
e denotaremos a classe dos ordinais por On. 
Por indução transfinita, definimos a est.rutura cumulativa dos 
tipos: 
RIO)-~, 
R(., + l) y(R(rr)), 
R ( y ) - u R(JJ), se Lim(Y). 
]..J < À 
Um cardinctl é um ordinul iniciaL No-tamos por card (x) o car-
dinal associado a um conjunto x. 
Sl)j,-1 ,t um curdinul. Dizemos que n e fortemente~ limitQ se: 
I l l J ' \o 
(li) ' < . , ------' 
e regular se 
e card(l) < o .. 
2" < a . 
nu o e da forma r 
_i c r 
íL 
l 
~~ é inacessivel se n e .fortemente limite e regular 




Uma função f : On -~ On e normal se as seguintes condi-
-çoes sao ve.rificadas. 
{i) f e estritamente crescente 
(t < 6 -~ f{ct) < f(B) 
(ii) f e continua 
f I l ) u f((), 
~ < ), 
se Lim(;\). 
Seja ·~/ = (l\,C) um modelo de MT. Se A-:::: R(:•), d.i.zemos 
que Ol e um modelo naturaL Todos os modelos supercompletos de MT 
são da f o r ma < R. ( 1 + 1) , c ) 
Sejam (" .' Vi (A,E) e (8 
In (a) . 
( B, E ) duas estruturas. 
Se A c J3 diZ<-~mos que B extensão c.lementar de OZ (Notação: 
Ol \ 13) se pena toda fórmula v; e elementos . , a t- A, temos 
n 
Uma :Lmersao _J lÍl' (Tl em B e um isomorfismo entre :J! e uma sub-
estrutura 8' !3. Se B' \ B a imersão j ê chamada imers~o 
elemeni:ar de 1ll co.m f:i 
A classificação de Lévy Qara fórmulus de urna linguagem de 
primeira ordem pode ser extendlda a l.i nguagens com varUiveí s de 
tipo finito. 
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As variáveis de tipo n serao denotadas por n n X I y I ••• 
Seja I{! uma fórmula dessa linguagem na forma normal prenex. 
cp e uma fórmula de ordem m+l se o primeiro quantificador 
(logo o de maior ordem) aplica-se a variáveis de tipo m. 
Seja cp de ordem m+l e suponhamos que os quantificadores 
de ordem m+l sao 
i. e. 
m 
3 X +l 
nl 
m 
3 X +l 
n2 
J blocos de \J e 3, com j-1 mw'lanças de quantificadores 
(tp e \J se j é ímpar e 3 se j é par), e o primeiro quantific~ 
dor e \f • 
'r~ denotará o conJ· unto de todas as fórmulas da forma descri 
J 
ta acima. 
Analogam~:~nte, se temos j -1 mudanças de quant i ficadorGs de 
ordem rn e o primeiro quantificador é 3, definimos o conjunto 
das fórmulas 2::~1 
J 
§2. OS SISTEMAS G e A 
Neste pa:r-ágrufo, introduzimos o sistema de I3crni1ys, B, de-
senvolvido P.m 121 e a teoria de Ackermann, que denotaremos por A. 
Para estudo completo dessas teorias, consultar as referªncias [l], 
121 e [9] • 
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Os axiomas de B sao: 
(I) axioma da separação: 
:IAVX(X E A ~ <P 11 3Y(X E Y)), sendo <P uma fÓrmula sem 
ocorrências livres de A. 
(II) axioma da extensionalidade: 
VX(X E A ~> X E B) ---;> A== B. 
(III) axioma de subconjuntos 
(3X(B f'~) A A c B) ~-" 3X(A E X) 
Para cadEI fórmula <P, seja " cr. a fórmula obt~ida u partir de 
substituindo-se todd suLfôrmula da forma 3XliJ por 3X(X c U A ij'IU) 
e toda subfórmula da forma vx~_., por \IX(X cU _ __, 
[ J 
Ü·' - ) • 
(lV) a.xi.oma elE:> n"'flexão 
cp (A) -·-- 3l1(3Y(U E Y) A VXVY(X f: Y C U --> Xt::(J)II 
11 tfJ U (I\ n U)) , sem do <P {A) uma fórmula na qual 
~ 
TJ nao ocorre. 
A linquacjern C de A é obti.da ]·untando-se u. .r uma constan-- . A 
te V. As variáveis representam classes e X E V s:ignifica que 
X e um conjunto. 
Os axiomas de A 
~ 
sao os seguin·tes: 
8 
c() axioma da extensionalidade 
(C) axioma de formdÇ~a de classes: 
31\\IX(X I 1\ "-~ <f! A X E V), onde.;; c uma [Órrnu1a em 
que A não ocorre livre. 
i'rl axioma cia hereditariedade: 
AcBAI3EV-.....:;. AEV. 
(,\) axioma dos subconjuntos: 
B E V A A C: B ~ A E V. 
(10.) axioma de formação de conjuntos: 




))), sendo .p uma fórmula na qual V nao 
ocorre e cujos parâmetros estão entre 
(.-~) axioma da regularidade: 
Xl. I - •• , X • 
n 
9 
Vamos associar a cada fórmula ~ da linguagem de MT uma fÓr 
mula ~ da linguagem de A. Diremos que ~ é a tradução de ~ na 
linguagem de iA . 
Dada uma fórmula ~, interpretamos os conjuntos de MT como 
classes de A contendo como elementos apenas elementos de V. 
Todas as traduções dos axiomas de MT, excentuando-se o axio 
ma de substituição, são demonstráveis em A (consultar [9]). 
CAP1TULO II 
PRINC1PIOS DE REFLEXÃO 
Seja uma sequência finita de fórmulas. Seja 
... 1 , ... ,xm a sequência de variáveis que ocorrem livres em alquma 
fórmula 1 < i. < n. 
Uma classe u reflete sss 
• • • fi 
Uma sentença que afirma a existência de uma classe U que re 
flita todas as fOrmulas de uma sequência dada é um principio de 
reflexão. 
Forrr.uluremos um tal principio: 
Se V I= .P(x
1
, ..• ,xk)' então existe um ordinal <t, tal que p~ 
Em outra~; palu.vrus, se urna sentença .p de zr,• €' verdar'!c;iru. em 
V, existe um R(~) no qual .p é verdadeira. 
Formalmente, 
(PRl) R(a) (<P <i--_- <PR{a.)), sendo .p uma fórmu-
la da linguagem de ZF com variáveis livres x
1
, ... ,xk . 
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Todas as instâncias de (PRl) sao demonstráveis em ZF para 
fÓrmulas da linguagem de ZF 
t: fácil ver (cf. Lévy [131) que os seguintes esquemas, apa-
rentemente mais fortes, são equivalentes a (PRl) em ZF 
(PR3) \IS 3a(S <a 11 \:lx
1
, ... ,xk 
A ••• 1\ (<Ç <--> <PR(a)))). 
n n 
O teorema que enunciaremos a seguir contém (PRJ) como caso 
particular. 
LEMA l. Seja t.(x) um termo satisfazendo as seguintes condições: 
(i) i3 < ct -- t (13) c (n.) 
(iil Lj_m(\) __ ,_ t(\) \I { t ( f,) [ < À_} 
Então, 
(\fy) (y E X 1\ Ord (y) A X I- cp --õ-> t (UX) u{t(n) : 'tE x} 
Um termo que Scltisfaz (i.) e (ii) e chamado termo normul. 
DEMONSTRAÇÃO: 
De (i), seque-se que 
lJ Lt hl 
Se existe tal que 
e, portanto, 
t (u x) tI: 
t (ux) 
(l:fy) (y c_ X--· 





Caso contrârio, ux e um orclinal limite; logo por (i i), 
tCclJxl. 
lt I d 1 '- X r 1:11 
l ( ~: tlt'1 t-cJ tno normal c sc-jd 
r::n tdo, 
com varL~IVl'i.s lJ\'tt':-; c'ntrc' 




1 ••• 1 :( m 
I I I 
t ( 1-,) ( 
• ' X 
111 
___ ;-, 
C 1 1 • • • f { 
. n 
ternos : 
também Ul:orrcm r~<t 
' • • • , c; 
n 
Lista. 
Supornos,.1inda., 'Jllf' :1s fór:nulas existenrietis ocupam ir; p primei1·as 
oosicões na lista. 
Seja 1 < j < p. Logo, '· J 
13 
e da forma, 
3yl/Jj(z1 , ... ,zk,y) , onde z1 , ... ,zk são as variáveis li-




!Jlj (zl, ... ,zk,y)). 
Logo, se dados z
1
, ... ,zk , existe y tal que 
<il(y) 1\ ,;j{z1 , ... ,zk,y), resulta que 




, ... ,zk) 
Segue-se de (i) que: 
z 
1 
, .•• , zk E u} c t ( s j ( u) ) . 
E n e existe y tal que 
e 0 menor 
Logo, se z 1 , ... ,zk 
q, 
c!l(y)" '/ij (zl, ... ,zk,y) então um tal y pode ser escolhido em 
t(s~(u)). 
J 
Como { z 
1
, •.• , zk} ~ { x
1
, ••• , xm}, 
<--> 3Y E ·~ t(s' In))·~.) 
J J 
(li 
I 2 I 
Definimos 
s* (u) = si (u) u •.• u s; (u) 
Temos, pois, 
~õl <----> JY E tls*lull 
J 
Definimos uma sucessao r(n) como se segue: 
r(O) -- ,_, + 1 
rln+ll s*ltlrlnll. 
Seja il ~ U{r In) : n E wl. 
õ 
'i! . I ' 
J 
Claramente, '·'· < G. Temos, por·tanto, que demonstrar 
l < j < n. 
14 
A demonstração se faz por indução sobre a complexidade das 
fórmulas. 
CJ.tÔmica, temos "' 
t (B) 
Se ~ e ,. '· ~ ~ J J J i 
- Se ~ 
i 
- ,. " ' ou o i 
,, I 21 segue-se por hiJ?Ótese 
q r p 
de indução~ 
- Se ,. e existencial, i < p e 'i e da forma Jy l)J •• ) J 
15 
Por hipótese de indução, (2) e válido para ~. 
J 
e então, 
\Jx , ••• ,x E t(S) (::JY E t(SHJJ~ 
l m 
<;.--..;> 3 y E 
3Y E t(SI~t(SI 
J 




I 3 I V x1 , .•• , xm c t ( [~) ( 3Y ( 11 ( y) 11 
3Y E 
q, 
tjJ . ) 
J 
, ou seja 
~) 
t lill 'i'. I . 
J 
I 2 I e 
Suponhamos x
1
, ... ,xrn E t(S). Pela definição de (-5 e pelo lema 
1 temos, 
tiS I • U(t(r(nl I 
Portanto, para cada i, 
nEu_'}. 
1 < i < m, existe n. c 01 
l 




l < i < m} e seja k 
Por (1), temos 
::Jy(<l>{y)" ~' . ) 
J 
3Y E 
Como s*(t(r(k))) = r(k+l) , 
,, 





( 4 I ,,, <Jl) + . 
J 




Mas r (k+ll ::_ G , logo t (r (k+l) c t (SJ. 
Por (4), segue-se a tese. • 
16 
Em virtude do axioma da regularidade e fazendo t (ct) = R(a), 
temos o 
COROLÁRIO. Se a e uma instância de (PR3), ZF 1---- 0 • • 
(PRl) oode ser usado como uma alternativa para axiomatizar 
ZF. 
R. Montaque demonstrou que (P~l) é equivalente a conjunção 
dos axiomas de j_nfinito e substituição (ver f7J ou [18]). 
Com o objetivo de obter axiomas fortes de infinito foram estu 
dadas extensões desse pr .Lncípio. 
Em [lJ], A. Lévy propÕe acrescentar aos axiomas de ZF o se-
guinte esquema: 
(M) 'l'oda funçâo normal definida para todos os ordinais admite 
pelo menos um ponto fixo inacessível. 
Formalmente, 
17 
(\la,f5,Yl (<P (o.:,SJ A 'P(a,y)-->;.6 = y) A (lfa) (:3Bl~(n,B) A 
(Va,S,y,6) (c'l. < y A ..p (ct,B) A 'P (y,O}----;. B < ó) 11 
(Va,SI (1(30) (0 + l = G) A a f O A '(a,S) -> (Vy) (y < S --~ 
(30 ,n) (ó < (1 1\ 'P (Ó r li) 1\ n > y))) --...;:. (lS) I• (S,SI ' In(S) I 
sendo 'P uma fÓrmula da linguagem de ZF. 
No mesmo trabalho, Lévy demonstrou que (M) e equivalente a 
conjunção de 
(M') Toda função normal definida para todos os ordinais admi-
te oelo menos um ponto fixo regular; 
e 
(AI) Todo cardinal e majorado oor um cardinal fortemente ina-
cessível. 
A demonstração de Lévy nao faz uso do axioma da escolha. 
Utilizando o axioma da escolha, pode-se demonstrar que 
(M} «----> (M') , (ver de Alcântara [5] ) . 
como consequência de (M) , demonstra-se, 
IPH4) ., I I ( . R(,c)ll t 11 _n n 11 'P .,..____, <P , 
ou seja, para toda fórmula ..p de ZF existem cardinais .i.necess:Iveis 
arbitrariamente qrandes tais que 
Como se ·, for um cardinal inacessível, R(iY) modelo natural de 
ZF, temos (fora de ZF, é claro) que, para um tal '1, R (r;) <:) -<.'----> {.! ' 
18 
para toda fórmula <P • 
Assim, {PR4) parece intuitivamente plausível. 
Utilizando métodos desenvolvidos em [5] , podemos demonstrar, 
na teoria impredicativa de classes MT, o 
TEOREMA 2. (H) e equivalente a cada um dos seguintes esquemas: 
(Ml) Toda fam.Ília (fi) i E 1 (onde I é um conjunto) de funções 
normais, definidas para todos os cardinais, admite oontos fixos 
comuns inacessíveis arbitrariamente qrandes. 
(M2) ParEI toda família (filiEI (onde I é um conjunto)de fu.!!_ 
ções cresccnto.e:;, dcfinida.s para todos os ordinais, existe pelo m~ 
nos um regular ,~_, f.-inacessível para todo 
l 
\/i E I ( 8 < c,_ ~, f. ( B) -< n) } • 
l 
Necessitamos um lema: 
LEMA 2. (H) P equiv;:tlente a 
i E I (i. e. 
(M") 'l'oda funçêi.o normal definida para todos os ordinais admi 
te oontos fixos inacessíveis arbitrariamente grandes. 
DEMONSTRACÃO. Ohv:i.amente (M''l imolica (M) 
Reciprocamente, seja f normal e f' a dor i vac'la de f ' ou 
seja 1 a funçeío normal que enumera os oontos fixos de f. Conside-
remos a y-trans-! açilo de f I 1 f' 
y 
19 
f' é normal, logo, oor (M) , existe S tal que f' ( B) = S. Mas, 
~ y 
S = f' ( ': + S) ; logo, f ( S) S , e como f' e normal s = 
f' (y + B) > y + S > y • • 
Estamos em condições de demonstrar o teorema 2. 
Demonstraremos primei.ro que (M") implica (M') 
Seja {fi) i c I uma familia de funções normais indexada por 
um conjunto I e consideremos a coleção F de todas as composi -
ções finitas das funções 
F {f o ... o 
il 
n E wL 
Seja y um ordinal e 
,, :o;up{g(y + 1) g E F} 
Como, pa1~a todo i E I, f. o g E F, o. e um ponto fixo comum 
l 
a todas as f. , i E I. Logo, a familia 
l 
fixos comuns, arbitrariamente grandes. 
(f ) admite 
i i E I pontos 
Seja h a função que enumera os pontos fixos comuns. Apli-
cando (M") a h, segue-se (Ml) • 
Demonstraremos, agora, que (Ml) implica (M2). 
Seja (fi J i F 1 uma família de funções crescentes definidas 
para todos os ordinais, indexada ?Or um conjunto. 
A cada fi' associamos uma função normal 
se segue: 










l) = o 
f. ( s) 
l 
, Lirn(À) 
menor ó tal 
fi (íl) e ó ' f~ (a) l 
ver que, para todo s ' 
f.(SJ < f~(S + 1). 
l l 




que existe s para 
(f~)·r-y' 




Finalmente, mostramos que (M2) implica (M"), donde se conclui 
(M) pelo lema 2. 
Necessitamos algumas definições preliminares. 
Seja um cardinal G t, a sequência definida por 
'• 
t:- (O) = -\r . 
t 1 (n) 
t (n+l} "'" 2 ' , n E ll' 
\, - sup tf,{n). 
·• nEu1 
21 
Consideremos a função g definida na classe dos cardinais 
por gU;I ~ \ Temos ,g(Ç) > ~ , para todo ~. 
Definimos f On ----.'> On oelas cláusulas 
f(O) g(O) 
f('''+ li ~ g(f(a)) 
f I I I ~ s up f I SI , Lim I I I 
S<! 
Facilmente, podemos verificar que f e normal. 
Seja h uma função normal. 
Aplicando {M2) a f e h , existe um regular ,t tal que se 
S < lXr então h{(3) < '" e f(G) < (:t. Como f e g sao 
Falta mostrar que r>. e inaccssivel. 
Suponhamos ··~ < ·:~ e seja y = 13 + 1 ; loqo y < 1;( • 
Temos, também, 
(~ < g(f(y)) - sup tf(y) In) 
nEw 
Então, existe n r:: (.1 tal que C < tf (y) (n). 
Finalmente, JJâra este n, 
contí-
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tf(y) (n+l) < g(f(y)) : f(y+l) < f(a} =o: • 
Os esquemas considerados até agora são princípios locais de 
reflexão, no sentido que a classe que reflete uma fórmula depende 
da fÓrmula dada. 
Uma tentativa ingênua de se formular um princípio uniforme de 
reflexão seria acrescentar a ZF um axioma afirmando a existên-
c ia de um único u. tal que R (a) refletisse todas as fórmulas. Mas, 
um tal axioma imnlicaria, por exemplo, que ldx(Ord(x) -E---> x E a) 
e levaria a uma contradição. 
Uma solucão bastante elegante que uniformiza (PRl) e o siste 
ma ZF/~ de Fefcrman (ver 181 ) . 
A lingua<Jem de ZF/s e obtida acrescentando-se a .c ZF 
constante ,. o. 
axiomas de ZF/s - seguintes: Os sao os 
{l) os axiomas de ZF 
-
(2) s e nuo vazio 
(3x)(xC's) 
(3) s é comnleto 
(\:IX) ( \/Y) { y C X A X E S --> y E s) 
(4) s é suoercomoleto 
(\lx) (\;/y) {x E s A (\/t) (t E y --'> t E x) --> y E S) 
o l'l ·;r:; }, l·i: r.r_ 
• ' ' ' 
uma 
(5) esquema de reflexão 






contém ~), tendo x1 , ... ,xn como Únicas variáveis livres. 
O esquema (5) significa que se (M, E ,s) e um roC..elo de ZF /s, 
M
5 
= {X : X ~ M Ax Es}, xE y 
s 
se, e somente se, 
então (M,E) e uma extensão elementar de 
x,y E M A xEy, 
s 
isto e 




) verificam as mesmas fórmulas de ,C ZF 
Como conseguência de (5), se~ for teorema de ZF, 
(s) 
'fi - e te 
orerna de ZF/s 
Seja o = {ct o. c s A a. E On}. Então, G é o menor ordinal que 
nao pertence a s Evidentemente, a e um ordinal limite estrita-
mente maior do que u. Temos, portanto s o;o R{a). 
Acrescentancto~se a ZF/s o axioma, 
(6) (3;;) (In(l) A s- R(a)) 
prova-se o axioma da inacessibilidade e obtemos uma uniformização 
de (PR4). 
Em [4], estudamos o sistema T, que também conduz a uniformi-
zaçao de (PRl) . T é extensão dos sistemas de Feferman e Ackerman. 
O teorema 2 e o teorema de Scott-Scarpellini (ver Lolli [15] ) 
sugerem uma possibilidade de uniformização parcial para conjuntos 
de fórmulas. Pretendemos desenvolver esse tema em trabalhos futuros. 
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No capítulo precedente descrevemos o sistema B de Bernays ba-
seado em um principio local de reflexão: 
-(X)---> 3 ClR(a + l) I= •IX n R(a)). 
Uma tentativa ingênua de uniformização seria, outra vez, pos-
tu lar a existência de um Único a para todas as fórmulas. Entre -
tanto, tal suposição levaria a uma contradição tomando R(S + li 
como modelo do universo, B > a , ..p (X) = .3 t (t E X) e X = R(S) 
- R(o). 
Solução para a uniformização do principio de Bernays foi ob-
tida por Reinhardt, introduzindo os cardinais 1-extendiveis (ver 
[20] e [21] I . 
No capitulo III, estudamos uma extensão do sistema Ackermann 
BA, baseado em um principio uniforme de reflexão, que implica a 
existência de cardinais 
de B • 
n · d · t< · ~ -1n escr1 1ve1s 
m 
e logo a consistência 
A existência de cardinais 1-extendiveis implica a existência 
de um modelo natural de EA . 
CAPITULO III 
O SISTEMA BA 
§1. AXIOMAS DE BA. 
A linguagem t
8
A do sistema BA é a mesma do sistema A de Acker 
mann. 
Os axiomas de BA sao os seguintes: 
(I) axioma de formação de classes: 
3 A \IX (X E A ~., ..p A X E V) , onde ..p e uma fórmula em que 
A nao ocorre livre. 
(Il} axioma de extensionalidade: 
\1 X ( X C A ,'----------+ X E I3 ) ------;:. A "' B . 
(III) axioma de subconjuntos: 
B E V A A C 8 --:;-, A E"' V. 
(IV) axioma de hereditariedade: 
AC::flA JJCV·--» AEV. 
DEFINIÇAO 1. Seja. O uma classe própria. Para cada fOrmula 
..p(A,X
1
, ... ,Xn), definimos 'fo (restrição de ..paU) como sendo a 
fórmula (3 I3) {B v I. A A B '~E 11 ..p (B, x
1
, ... ,Xn! 
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J __ , l{!v , onde 
e uma fórmulu em que V -nao ocorre. 
(VI) princípio de V-reflexão: 
.. , x I I 
n 
, on-
de 'f e uma fÓrmula em que V não ocorre. 
(VII} axioma de regularidade: 
X F V A X -f- ,p _______:;. 3Y(Y E X" y n X .-j1). 
BA & uma cxtcnsao da teoria de A de Ackermann. 
TEOREMA 1. Se A f-- ..P, então BA I- <P 
DEMONSTRAÇÃO. É suficiente demonstrar que todos os axiomas de A 
,,ão teoremas de 13!\. Os axiomas (c~) ( s) {'d , ( ó) e { U seguem-se 
imed:_atamcntc de (II), (I), (IV), (III) c (VII) respectivamente. 
Temos, então, que demonstrar em BA o axioma (f_) ou seja, 
'lz E V(Vt(t z ·--· 'f (t, x1 , ... ,x0 )), onde .p e umi:l fórmula em 
que z não aparece livre e V não ocorre. 
t F V). 
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Seja U { t C V ! <;) ( t 1 X 1 1 
• • o 1 Xll) _} o 
Consideremos a fÓrmulu 
Aplicando (V) a ~,(fJ) temos, 
(3 u) ( u E: V A u C U A \lt { t E u 
Por (VI), temos, 
(3 U) ( U E V 1\ U C U 
Segue-se, por (II), que u u e u E v. • 
EiA e t_ambém urna extensão da teoria impredicativa de classes 
MT. 
De maneira análoga ao caso de A , interpretamos as variáveis 
de conjuntos de t>-1T como elementos de V e as variáveis de elas 
ses de MT como variáveis de classes em LBA' restrita as clas-
se que contém como elementos, apenas elementos de V. 
Assim, a cada fórmula <tJ da linguagem de MT temos uma tradu-
-çao ,: na li nguoqem de 6A . 
TEOREMA 2. Se MT 1-- .; entao BA I- .: 
DEMONSTRAÇÃO. t: suf.iciente verificar que se LfJ E' um axiom<l de MT, 
então •P é teorema de BA . 
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Já vimos que todas as traduções dos axiomas de MT, excetuan-
do-se o axioma da substituição, sao demonstráveis em A; logo, p~ 
lo teorema 1 , também em B A 
Para demonstrar em BA a tradução do axioma da substituição 
consideremos a E V e f uma função tal que f c v. Temos que 
verificar que f'' a E v. 
Seja b ~ Dom (f I ) . 
a 
Temos que b E V. 
Consideremos a fórmula I~' (X) 
X [" " b 'a 
Aplicando {V) e (VI) a i,(X), segue-se que, 
3x C V A X C: X A X·- fj" b. 
a 
E então r temos 1 
f 1 "b 
il 
f" a E V. • 
De forma unó.logu ao principio de reflexão de Bernays, e poss.f 
vel extender a <1pU cação do axioma (V) a fórmulas com um número 
finito de variáveis de classes livres. 
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TEOREMA 3. BA 1- <P (A,B) " A c V" B c V --3> (3a) (3b) (a c A" b c 
v 
B A a E V11 b EVA .p (a,b)). 
DEMONSTRAÇÃO. Seja ~'(X) a fórmula 
3A 3B(<P (A,B) A Vx(x E A ~ ( x,O) E X) A Vx(x E B --» 
(x,l) E X))' 
Supondo .p(A,B), A c V e B c V, com X"' (A" {O}) u 
(B x (l}), temos 'J' (X). 
Aplicando (V), obtemos, 
(3u) ((u F-~ V) A u c X A 3A3B(<PV(A,B) A \fx(x c~ A c:---+ 
X 1 Ü J E ll) A \J X (X !- 8 <---+ ( X 1 l ) E U) ) ) • 
Temos então, 
u '"' {a ·:O f) 1_1 (b >: fl}) com a,b \:::V e aCA, bC B. • 
Por i_nduç6o finita, sogue-se o 
COROLÁRIO. /::A I-- c,.0 (A
1
, ..• ,An, x
1
, .•. ,xk) A A
1 




<P (al, ... ,an xl, ... ,xk)) .• 
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§2. OBSERVAÇÕES SOBRE OS AXIOMAS DE BA . 
1. Adotando o uso corrente de chamar conjuntos aos elementos 
de V e classes próprias as classes que não pertencem a V, te-
mos como consequência do axioma (I} que {X : X E v 11 X f/ X} é uma 
classe própria. 
Logo, como (X:XEVA X'i'X}CV, pelo axioma (III), V tam 
bém e uma classe própria. 
2. A restrição que aparece nos axiomas (V) e (VI} impedindo a 
ocorrência de V na fórmula é necessária. Em caso contrário 
considerando a fórmula ' X E V A <P (X) obteriamos, a partir do 
axioma (F) ãe A que é demonstrável em BA, que (x ' x 7' x} -e um 
conjunto. 
3. 'l'ambém como consequência de (c) , como ocorre na teor ia A, 
se ~)(X) é uma fórmula cujos parâmetros são conjuntos e v na o 
ocorre, então ~·· (X) 
~ 
nao pode .::er equivalente a X c-: V. 
De fato, suponhamos ~)(X) <------3> x E V. Tomando a fórmula 
:iJ (X) A X 9 X ' e aplicando (r.) terlamos que a classe lx: x 95 x} 
seria um conjunto. 
Assim sendo, não ê possível em BA (como em A) definir o con-
junto por urna fÓrmula em que V nao ocorre. 
4. O axioma (I) afirma a existência de classes cujos elemen-
tos são conjuntos. 
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Entretanto, como em A , é possível demonstrar a existêncj.a de 
uma classe que possua como elemento urna classe própria. 
De fato, suponhamos que não exista tal classe. Teríamos, 
VA(X tõ A ~---+ X E V). 
Por outro lado, todo conjunto é elemento de alguma classe. 
Então, a propriedade de ser um conjunto seriét equivalente a 
propriedade de ser elemento de alguma classe e chegaríamos a uma 
contradição. 
Usdndo o axioma de regularidade, é possível construir 
classes, por exemplo a classe 
(ver 1121 I. 
v e as classes l'V,PPV 
S. como (:onseyu0ncia imediata de (V) e (Vl) temos, 
,_·(A) --" 
tais 
que pode ser ~_,-i_sto como um principio uniforme dr:: rcl'lexil.o e que 
em um certo ó;cnt i do uniformiza o princípio de rcflexc1o de Bernays. 
§3. MODELOS NA'l'UHA TS DE BA • 
Neste parâgr•fo trataremos dos modelos naturais da teoria SA 
no sentido de [161, i.c., modelos da forma (I<(,i), n((:), 1:: H(,t)) 
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A observaç~o 3 do §2 pode ser escrita na seguinte forma: 
BAr- 1.3x , .•• ,x (x , ..• ,x <:::V A Vt(t c:.: V<.----;. 
o n o n 
<{! ( t 1 x ... ,x ))), para toda fórmula o' n ,o(x, x , ... ,x ). o n 
Esta proposiçao sugere uma generalização du noção de definibi 
lidad0 (admitindo Jlilr5metros), introduzida em 117] com outra mo-
tivação. 
DEFINIÇÃO 2. (A , ll , r:> um modelo de BA. Dizc·mos que uma 
subclassc C de A e definivel em ( tJt , B) sss existe umQ fÕrmu 
-la {) (X, X 1 ••• 1 X ) o n na qual V nao ocorre e elementos b 1 • • • ,b o n 
de B taJ_s que para todo t 0 A, 
t. c c F= '{(t,b, ... ,b) 
o n 





O tcorcmJ 4 ~ a versao semãntica da obscrv.1çcio J d1J §2. 
TEOR El"L?\ 4 • Se A , U , F. > e urn modelo de BA, c~ntcio U na o 
e definivcl er:1 !J). 
DE\10NS'l'HAÇÃO. Suponhamos, por ubsurdo, li definível em r " ''' , UI. 
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Entao, existiria urna fórmula <P ( t, x , ..• , x ) , sem ocorren-o n 
cias de V, e elementos u , ... ,u EU, tais que para todo tE A, 
o n 
11 I t F U .,;..--~Oi 1== ..p (t, u , ... ,u ) , ou seja, teríamos o n 
u { t c A 011~ .,o(t, u , ... ,u )}. o n 
Entao, 
t:-:Z I= I u E v A ift ('{I ( t, u , ..•. I u ) ___ , t E v) • 
n o n 
Como , J/ c mo de:> lo do esquema (c) de Ackermann, 
' ~/ v 1\ l:lt(t f' ( t 1 • • 1 U ) ) ) • 
n 
Loqo, exi.!;te u c U tal que para todo t_ ,-_ fi., 
t n -~---> ,y F- .,"(t, u , ... ,u) 
o n 
Po1· (1) e pelo ~xioma da extensionalidade, tcri~rncJS u 
U E U, o c1ue ~ contraditório. 
TEOREMA 5. Se ( . ., - < R(,\) H ( G) E ) com ) •. Lim I> I ' ' 
(Ti F= { I , II, III, IV, VI e VY ;3 ' y ' '· ' R I y I na o e 
nível em ( l \- ' R I ili I ' então 




DEMONSTRAÇÃO. Temos que (li I== VI sss R (SI R ().I . 
Suponhamos R ( _"\) f= <P (x, y ' ... ,y ) . 
o n 
Seja no menor ordinal tal que para algum elemento a E R(~), 
rank(a) = n e RO.J I= ..p(a,y, ..• ,y). o n 
Resulta, então 
tE R(n} ·é-··------7· Oi. I== 3u 3V(V::::: R(u) A t F V 1\ rank{a) =:-
U 1\ <f (a 1 Y 1 ••• 1 'y' ) r\ T/X 'r/Z (rank (X) o n 
z" .p(x, y , ... ,y) -~ 
o n 
U E 2)) . 
Loqo, n < (~ c R(HJ I= <P (x, y , ... ,y ) . • 
o n 
COROLÁiUO L Seja ,T <R(.\), H(S), FC >, :~ < f ' L i.m ( \ ) e 
R(;)··/RI'I ( < !., F R ( y) nao o dE-' fi nível em 
R. Monta~ua c' R. Vaught demonstrarQm !JUe :::;e ,. e 
<R(S), c_;·~;~ í ~{1't), ~--:>,então ambas as estruturas sao modelos do 
sistend de Zcnncl o-FracnkcJ, ZF. 
R. Grctve demonstrou que se O!= ( R(,t), H(C), i_ 
não é def.inlvel om (rL, R(:?)), cnt ân {): F= A 
Temos, poi.s, 
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COROLÂRIO 2. Se OZ ~ ( R (!) , R ( S) , E ) , L.im (À) , B < À e Ol I== BA 
então <R(S),E I= ZF e Ol I== A. • 
DEFINIÇÃO 3. Seja~ uma fórmula (onde V nao ocorre) com apenas 
variáveis de segunda ordem livres x1 , ... ,Xn , a um ordinal e 
U l 1 ••• 1 U n C R (.._1.) • 
a e descrito por~ com parâmetros u1 , ... ,U0 sss 
(R(,"t), ER(n)> mas, 
Seja ç;- uma classe de fórmulas. 
,~_ e ::J-indcscritivcl sss n nao e descrito oor uma fÓrmula 
de Q • 
Sejam ·c > O uma fórmula com n variáve_i_s livres sem o-
corr~ncia de V c u
1
, ... ,U c H(~) 
n -
Nessas condições dizemos que K -e 11-indescritivel se, e so-
mente se sempre que <R(, 4-~), ~ existe 
tal que <R UH t 
LEMA l (Dr..:tkc IGI): Se 
(l R((l) I ••• ,U (I R(í~.)). 
n 
\ > ,_, e K e ~-indescritivel, 
6 < r 
então 
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DEMONSTRAÇÃO. Tomando R(K) como um dos parâmetros, em R (K +a) 
temos P(R(K)), PP(R(K)), ••• ou seja R(K+l), R(K+2) , ••• que 
serao os domínios das variáveis de segunda ordem, terceira ordem, 
etc ... 
Logo, se ~ é uma fÓrmula em que aparecem variáveis de ordem 
superior, podemos construir uma fórmula; da linguagem de ZF subs 
tituindo variáveis de ordem r+ 1 por variáveis de conjuntos re-
lativizados a Pr(s), sendo s ·- ll" d uma var1ave .1vre nova para en~ 
tar R(K); subfócmulas atômicas da forma Yr c Xr+l são substi-
tuidas por y c x (onde y substitui e X substitui 
subfórmulas da forma x E Ai são substituídas por 
sao as n variáveis livres de :P). 
Temos: se u
1
, ..• ,u c R(~<), 
. n 
X E V. 
l 
(onde 
(\ < '" , R(G) (o R(>) = R(G), te-
mos que se K e :o.-indescritível, então '~ - -nao e descrito por 
ou seja f," e 
,, 
,Ir-- indescrj.tÍvel para todo p,n E w. 
n 
DEFINIÇÃO 4. Sej~l C(_- f<, f: um ordinal. Dizemos que C é fechado 
em K se toda sequência crescente de elementos de c ' limitada 
em C, tem limite em C. 
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-· C nao e limitado em 1<: se (Va E K)(3S E C)(S >a). 
A C K e estacionária em K se para todo C c K, fechado e 
nao limitado em K temos A ~ C ~ ~ . 
TEOREMA 6. Seja K""{'(EV Ord(y)} , ou seja K On n v. 
Para todo a menor que K, K e 1:-t-indescritivel e a classe 
A=(S<K:B e ct-indescritivel} é estacionária em K. 
DEMONSTRAÇÃO. Seja <P tal que ( R(K +a), E , [) ) I= <P • 
Seja i}' a fórmula 
I ( R (K + (i} I E I u > I= <P 
Aplicando V e VI a fórmula 'Ord (K) A ti}' , utilizando in 
dução sobre a complexidade de ~ segue-se que, 
<R(3+.:.:),E, lJ!'I R{0)) l=..p para algum [:\ < K • 
ConsidGremos a. fórmulu 
-e t-indescritlvel, C c K -e C nao c limitado em K' 
Aplicando V e VII temos, 
' existe R < K G a-indescritivcl, rCCC(:; e c 
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nao é limitado em B' . 
Então, 
G = sup c o:: sup (C n 6) , e corno C fechado em K 
/3EC e cnAj~~ •• 
L~ Tharp demonstrou que se para cada n existe n tal que a é 
l . d . t' l 11 - ln escr1 1.ve , 
n 
então a teoria B é consistente (ver 
CO ROL!\ RIO. Con {BA) __ ., Con (8). • 
[22] I . 
Na verdade, podemos demonstrar em BA a existência de uma elas 
se de modelos naturais de B. 
DEFINIÇÃO 5. e cxtendlvel a À se K < A e existe M e 
j : RP + 1) --·. M c R() .. + 1), sendo j uma imersão elementar tal 
que: 
(i.) (fvJ,CI··<(R(:\+l),F/ 
(i i) 'rlx •: R(o:} 1 j (x) x. 
Temos que j (·.) \ . 
TEOREMA 7. Se cxtendivel a A , (-~ = ( R ( ), ) , H (r} , e.:-> 1~ BA 
DEMONS'J'RAÇÃO. 1'rivialmente , Ol I= {I, IT, III, IV, VII}_ Como 
j e imersão elementar e j(K) =À I a F= VI I desde que 
R(kl'<( R(l). 
Seja então j 'R(K+l) --> M C R(.\+1). 
Suponhamos x, ... ,x ER(K) 
o n 
A C R (K) e 




RP,+l) I=== (~a C j (!\)A a E R(j (K) A R(:\) F=· cp (x , ... ,x ,a)). 
o n 
Logo, 
R ( K' + 1) i=' ( .3 a C: A /\ a E R (I. ) 1\ R ( K) I= <f (X O, ••. , Xn 1 a)) • 
Temos, pois, 
tal que 
R(k+l) I= (H(K) I= ..r(x , ... ,x, b)). 
o n 
Segue-se que 
R(,\+1) I= (R(.\) I== <;(x
0
, .•. ,xn, b)) e 
R(;\) I= <,"(x , .•. ,x , b), ou seja Cí I== V. • 
o n 
/3A pode ser visto como o primeiro de uma hierarquia de siste 




(n) ..p(A) A A c P V --0 (3a) (a c A A a E p (n) V 
Um estudo completo dessa hierarquia, relacionado com uma hie-
rarquia de teorias de classes a ser desenvolvida por M. V. 
Marshall em sua tese de doutoramento, será objeto de trabalhos 
futuros. 
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