We consider row sequences of (type II) Hermite-Padé approximations with common denominator associated with a vector f of formal power expansions about the origin. In terms of the asymptotic behavior of the sequence of common denominators, we describe some analytic properties of f and restate some conjectures corresponding to questions once posed by A. A. Gonchar for row sequences of Padé approximants.
Introduction
Let f = (f 1 , f 2 , . . . , f d ) be a system of d formal or convergent Taylor expansions about the origin; that is, for each k = 1, . . . , d, we have
When all these expansions are convergent about the origin, D = (D 1 , D 2 , . . . , D d ) denotes a system of domains such that, for each k = 1, . . . , d, f k is meromorphic in D k . We say that the point ζ is a pole of f in D of order τ if there exists an index k ∈ 1, . . . , d such that ζ ∈ D k and it is a pole of f k of order τ , and for j = k either ζ is a pole of f j of order less than or equal to τ or ζ ∈ D j . When D = (D, . . . , D) we say that ζ is a pole of f in D. Let R 0 (f ) be the radius of the largest open disk D 0 (f ) to which all the expansions f k , k = 1, . . . , d correspond to analytic functions. If R 0 (f ) = 0, we take D m (f ) = ∅, m ∈ Z + ; otherwise, R m (f ) is the radius of the largest open disk D m (f ) centered at the origin to which all the analytic elements (f k , D 0 (f k )) can be extended so that f has at most m poles counting multiplicities. The disk D m (f ) constitutes for systems of functions the analogue of the m-th disk of meromorphy defined by J. Hadamard in [11] for d = 1. Moreover, in that case both definitions coincide. In contrast with Padé approximation, Hermite-Padé approximants, in general, are not uniquely determined. In the sequel, we assume that given (n, m) one particular solution is taken. For that solution we write R n,m = (R n,m,1 , · · · , R n,m,d ) = (p n,m,1 , · · · , p n,m,d ) /q n,m , where q n,m is a monic polynomial that has no common zero simultaneously with all the p n,m,k . Sequences (R n,m ) n≥|m| , for which m remains fixed when n varies are called row sequences.
In A.A. Gonchar's mathematical legacy a subject of major interest is the study of Padé approximation, in particular what he called inverse type problems. As opposed to direct type results, where one starts out from an analytic element with some knowledge of its analytic properties and considers its possible approximation by means of sequences of Padé approximants, the starting point of inverse type problems is the behavior of sequences of denominators of the Padé approximants of a formal expansion and from there one tries to discover the analytic properties of the formal expansion. In this direction, Gonchar [8, p. 540] proved some important results and posed a number of interesting conjectures related with row sequences of Padé approximants mostly solved by S.P. Suetin in [14] and [15] . We will return to some of these conjectures later. For the moment, in the context of Hermite-Padé approximation, we present a relatively recent result which extends a theorem due to A.A. Gonchar (see [6, and [9, Sect. 2] ). Before proceeding we need to introduce some concepts.
we say that ζ ∈ C * := C \ {0} is a system pole of order τ of f with respect to m if τ is the largest positive integer such that for each s = 1, . . . , τ there exists at least one polynomial combination of the form
which is analytic on a neighborhood of D |ζ| := {z : |z| ≤ |ζ|} except for a pole at z = ζ of exact order s. If some component m k equals zero the corresponding polynomial p k is taken identically equal to zero.
We wish to underline that if some component m k equals zero, that component places no restriction on Definition 1.1 and does not report any benefit in finding system poles; therefore, without loss of generality one can restrict the attention to multi-indices m ∈ N d .
A system f cannot have more than |m| system poles with respect to m counting orders. A system pole need not be a pole of f and a pole may not be a system pole, see examples in [4] .
To each system pole ζ of f with respect to m one can associate several characteristic values. Let τ be the order of ζ as a system pole of f . For each s = 1, . . . , τ denote by r ζ,s (f , m) the largest of all the numbers R s (g) (the radius of the largest disk containing at most s poles of g), where g is a polynomial combination of type (1.2) that is analytic on a neighborhood of D |ζ| except for a pole at z = ζ of order s. Set
It is not difficult to verify that if d = 1 and (f , m) = (f, m), the concepts of system poles and poles in D m (f ) coincide.
Let Q(f , m) denote the monic polynomial whose zeros are the system poles of f with respect to m taking account of their order. The set of distinct zeros of Q(f , m) is denoted by P(f , m). In [4] the following result was proved. Theorem 1.3. Let f be a system of formal Taylor expansions as in (1.1) and fix a multi-index m ∈ N d . Then, the following assertions are equivalent.
a) R 0 (f ) > 0 and f has exactly |m| system poles with respect to m counting multiplicities.
b) The denominators q n,m , n ≥ |m|, of simultaneous Padé approximations of f are uniquely determined for all sufficiently large n and there exists a polynomial q |m| of degree |m|,
where · denotes (for example) the coefficient norm in the space of polynomials of degree ≤ |m|.
Moreover, if either a) or b) takes place then q |m| ≡ Q(f , m) and
In the scalar case (f , m) = (f, m), q n,m is uniquely determined, R ζ (f , m) = R m (f ) for every ζ ∈ P(f, m), and the result reduces to Gonchar's theorem. In this case, it was also shown that lim sup
, where · K denotes the sup norm. For the vector case, a formula which substitutes (1.4) was given in [4, Theorem 3.7 ], but we refrain from presenting it since it requires additional notation which will not be relevant in what follows. In this theorem, a) implies b) and ≤ instead of = in (1.3) and (1.4) represent the direct statements and constitute a Montessus de Ballore type theorem [13] . That b) implies a) and the opposite inequalities in (1.3) and (1.4) give the inverse type results.
In [10, Theorem 1], Graves-Morris and Saff established a direct type result for HermitePadé approximation based on a so called notion of polewise independence of (f , m) in D |m| (f ). However, the result proved in [10] does not allow a converse statement in the sense of Gonchar's theorem as the examples in [4] show.
Inspired in the conjectures posed by A.A. Gonchar in [8] for the scalar case, some natural questions arise. Is it true that each system pole attracts with geometric rate at least as many zeros of the polynomials q n,m as its order (even if the total number of system poles is less than |m|)? Reciprocally, if some point in C * attracts a certain number of zeros of the polynomials q n,m with geometric rate, does it mean that the point is necessarily a system pole of (f , m)? What can be said about the points which are limit of the zeros of the denominators? Are they singular points of (f , m) in some sense?
In this paper, we will focus basically in the case when 5) but the rate of convergence is not known in advance. Our point of reference is the following extension of Fabry's theorem (see [5] or [2] ) due to S.P. Suetin [15] for Padé approximation.
In the scalar case, suppose that (1.5) holds and 6) where For Hermite-Padé approximation, let us introduce the concept of system singularity of f with respect to m.
is a system singularity of f with respect to m if there exists at least one polynomial combination F of the form (1.2) analytic on D |ζ| and ζ is a singular point of F .
Assuming (1.5), the ultimate goal of this paper is to study the connection between the zeros of q |m| and the system singularities of (f , m) which would give an extension of Suetin's theorem.
The following example shows that given (f , m) a point in C * may be simultaneously a system pole and a singularity of a different nature. Take
Obviously, 1 is a system pole of (f , m) of order one because of f 1 , and it is also a system singularity of logarithmic type because of f 2 . Direct calculations show that if q n,m (z) = (z − ζ n,1 )(z − ζ n,2 ), |ζ n,1 − 1| ≤ |ζ n,2 − 1|, is the (n, m) Hermite-Padé denominator of (f , m), then lim sup
In particular lim
but one sequence of zeros converges very fast to 1 whereas the other one does it slowly. Fix (f, m) and ζ ∈ C * . Let ζ n,1 , . . . , ζ n,ℓn , 0 ≤ ℓ n ≤ |m|, be the zeros of q n,m indexed in increasing distance from ζ. That is (for ν > ℓ n by convention |ζ − ζ n,ν | := 1, and when lim sup n→∞ |ζ − ζ n,1 | > 0, we take λ(ζ) = 0).
In Section 2 we prove that if ζ is a system pole of (f , m) of order τ then µ(ζ) ≥ τ . We think that the following statements are plausible: C1) If the denominators q n,m are uniquely determined for all sufficiently large n and µ(ζ) ≥ 1 then ζ is a system pole of (f, m) of order τ = µ(ζ).
C2) If the denominators q n,m are uniquely determined for all sufficiently large n and λ(ζ) ≥ 1, then ζ is a system singularity of (f, m).
We wish to underline that even in the scalar case statement C2) remains open except when (1.5) holds. Therefore, for Hermite-Padé approximation the proof of C2) under (1.5) would already be of great interest.
System poles are strong attractors
We start out proving the following direct type result.
Theorem 2.1. Let ζ be a system pole of (f, m) of order τ then µ(ζ) ≥ τ .
Proof. For each n ≥ |m|, let Q n,m be the polynomial q n,m normalized so that
This normalization entails that for any fixed j ∈ Z + the sequence of polynomials (Q (j) n,m ) n≥|m| is uniformly bounded on each compact subset of C.
Let ζ be a system pole of order τ of (f , m). Consider a polynomial combination g 1 of type (1.2) that is analytic on a neighborhood of D |ζ| except for a simple pole at ζ and verifies that R 1 (g 1 ) = R ζ,1 (f , m)(= r ζ,1 (f , m)). Then we have
and
where
is analytic on D 1 (g 1 ). Take 0 < r < R 1 (g 1 ), and set Γ r = {z ∈ C : |z| = r}. Using Cauchy's formula, we obtain
for all z with |z| < r, since deg
In particular, taking z = ζ in the previous formula, we obtain
Using that h 1 (ζ) = 0 and making r tend to R 1 (g 1 ), we have lim sup
Now, we use induction to prove that for each s = 0, . . . , τ − 1
.
For s = 0 the property is true as was shown above. Suppose that
Consider a polynomial combination g s of type (1.2) that is analytic on a neighborhood of D |ζ| except for a pole of order s at z = ζ and verifies that R s (g s ) = r ζ,s (f , m). Then,
Reasoning as in the previous case, the function
{ζ}). Take δ > 0 sufficiently small and 0 < r < R s (g s ) with K ⊂ D r . Using Cauchy's integral formula and the residue theorem, since deg P s < n, for all z ∈ K we have
The first integral I n is estimated as in (2.2) to obtain lim sup
Using the induction hypothesis (2.4) and making ε tend to zero, we obtain lim sup
which, together with (2.5) and (2.6), gives lim sup
As the function inside the norm in (2.8) is analytic in D s (g s ), inequality (2.8) also holds for any compact set K ⊂ D s (g s ). Moreover, we can differentiate s − 1 times that function and the inequality remains true by virtue of Cauchy's integral formula. So, taking z = ζ in (2.8) for the differentiated version, we obtain lim sup
Using the Leibniz formula for higher derivatives of a product of two functions and the induction hypothesis (2.4), we arrive at lim sup
since h s (ζ) = 0. This completes the induction. Now, let us prove that λ(ζ) ≥ τ. It is sufficient to show that for any subsequence of indices Λ such that lim
Q Λ is a non null polynomial with a zero of multiplicity ≥ τ at ζ. Indeed, Q Λ ≡ 0 due to the normalization on the polynomials Q n,m . On the other hand,
Using (2.3) and Weierstrass' theorem for the derivatives it follows that
as needed. Set U ε = {z : |z − ζ| < ε}. Let ε be sufficiently small so that U 2ε contains no other system pole of (f , m) except ζ. Let ζ n,1 , . . . , ζ n,λn be the zeros of Q n,m contained in U 2ε . Since λ(ζ) ≥ τ , we have τ ≤ λ n ≤ |m| for all sufficiently large n. In the sequel we only consider such values of n. Set
It is easy to see that the functions Q n /Q n,m are holomorphic in U 2ε and uniformly bounded on any compact subset of U 2ε ; in particular on U ε . Therefore, for any k ≥ 0 the sequence
is uniformly bounded on U ε . Since
3) it readily follows that for each s = 0, . . . , τ − 1
Now, using (2.10) for s = 0 and the ordering imposed on the indexing of the zeros of q n,m it follows that lim sup 11) and let us show that it is also true for k + 1. Consider Q Consequently, µ(ζ) ≥ τ as we wanted to prove.
3 Auxiliary results and notions
Incomplete Padé approximants
The notion of incomplete Padé approximation introduced in [3] played a central role in the proof of Theorem 1.3.
Let n ≥ m, we say that the rational function r n,m is an incomplete Padé approximation of type (n, m, m * ) with respect to f if r n,m is the quotient of any two polynomials p and q that verify
Given (n, m, m * ), n ≥ m ≥ m * , the Padé approximants R n,m * , ..., R n,m can all be regarded as incomplete Padé approximation of type (n, m, m * ) of f . In particular, this means that r n,m is not uniquely determined (in general) when m * < m. Therefore, when we refer to such approximants we understand that once we fix m and m * for each given n a candidate is chosen. This liberty is the main advantage of incomplete Padé approximation. For example, notice that according to the definition of Hermite Padé approximation R n,m,k is an incomplete Padé approximation of type (n, |m|, m k ) of the kth component f k of the vector f .
Canceling out common factors between p and q, we write r n,m = p n,m /q n,m , where q n,m is normalized as follows
With this normalization, it is easy to check that on any compact subset
where C is a constant that is independent of n ∈ N (but depends on K). Suppose that p and q have a common zero at z = 0 of order λ n . Notice that 0
From the definition it is easy to prove that
where A n,m is a constant and q * n,m−m * is a polynomial of degree less than or equal to m − m * normalized as in (3.1).
We introduce a notion of convergence which will be very useful in the sequel.
Definition 3.2. Let E be a subset of the complex plane C. By U(E) we denote the class of all coverings of E by at most a numerable set of disks. Set
where |U ν | denotes the radius of the disk U ν . The quantity σ 1 (E) is called the σ 1 content of E.
Definition 3.3. Let ϕ and ϕ n , n ∈ Z + , be functions defined on a region Ω ⊂ C. We say that the sequence (ϕ n ) n≥0 converges σ 1 on each compact subset K ⊂ Ω to ϕ if for every K ⊂ Ω and ε > 0 lim
We denote this by
Using telescopic sums, equation (3. 3) implies that σ 1 convergence of the sequence (r n,m ) n≥m can be reduced to the σ 1 convergence of the series
We will use some properties of incomplete Padé approximants, proved in [3] and [4] , which we summarize in the next two propositions. 
is the largest disk in compact subsets of which σ 1 − lim n−→∞ r n,m = f . Moreover, the sequence (r n,m ) n≥m is pointwise divergent in {z : |z| > R * m (f )} except on a set of σ 1 −content zero.
When dealing with inverse type problems, one of the main difficulties is to determine from the data if the formal expansion represents an analytic element in a vicinity of the origin; that is, if the formal expansion is indeed convergent about z = 0. The previous proposition says that a sufficient condition is that R * 
Two fundamental lemmas
In the study of singular points on the boundary of the convergence region of Taylor and Dirichlet series an important instrument is what is called a regularization of the sequence of its coefficients. The proof of the statements (i)-(iv) below may be found in [1] and [12] .
Let (α n ) n≥1 be a sequence of complex numbers such that lim sup
Then, there exists a sequence (α * n ) n≥1 of positive numbers which satisfies:
called a regularization of (α n ) n≥1 . If lim sup n→∞ | α n | 1/n = 1/r, 0 < r < ∞, then a regularization of ( α n ) n≥1 is that sequence of numbers (α * n ) n≥1 satisfying (i)-(iv) with α n = α n r n . In [15] , S.P. Suetin extended the use of regularizing sequences to Padé approximation in order to prove the inverse result stated above (see (1.6)). His arguments were based on two lemmas 2. for every compact K ⊂ {z : |z| < e −δ } \ P(f ), where P(f ) is the set of poles of f ,
Notice that no assumption is made on the convergence of the polynomials q n,m . The second lemma is much more subtle since it refers to bounds on neighborhoods of arcs contained in {z : |z| = R * m }. Here (as in Suetin's lemma), we assume that the denominators of the incomplete Padé approximants converge. 
where arg(z) denotes the argument of the complex number z.
The proof of Lemma 3.7 may be carried out following step by step that of [15, Lemma 2] so we skip it. The statement of Lemma 3.6 is similar to that of [15, Lemma 1] which was stated without proof in [15] . For completeness, we include a proof of it.
Proof. Let r n,m = pn,m qn,m , n = 1, 2, ..., where the polynomials p n,m and q n,m do not have common zeros. Let P n,m (f ) = {ζ n,1 , ..., ζ n,ℓn } denote the set of zeros of q n,m .
Consider the difference
and using (iii) we have
Property (ii) implies that
or, what is the same, A * n−1,m /A * n,m ≤ A * n,m /A * n+1,m . Therefore, the sequence
monotonically increases to 1 due to (i). Consequently,
Fix a compact set K ⊂ {z : |z| > 1} and let z ′ ∈ K. Set U 2r (z ′ ) = {z : |z − z ′ | < 2r}. Take r sufficiently small so that |z| > 1 for all z ∈ U 2r (z ′ ). Then |z| ≥ 1 α , 0 < α < 1 for all z ∈ U 2r (z ′ ). Therefore (in the sequel C, C 1 , C 2 , . . . denote constants which only depend on K),
Since q * k,m−m * (z) is normalized as in (3.1) we have
Obviously, deg(q n−k,m q n−k+1,m ) ≤ 2m, k = 1, 2, ..., n − m. Take ε > 0 so that
For each k = 1, 2, ..., n − m let V k,ε be the set consisting of the (ε/(4mk 2 )) − neighborhood of the zeros of the polynomial (q n−k,m q n−k+1,m ) and let
The sum of the diameters of the disks in V ε n does not exceed ε
Therefore, there is a circle γ n centered at z ′ of radius r n , r < r n < 2r which does not intersect V ε n . Then, for all z ∈ γ n and k = 1, 2, ..., n − 1
Then, on any such circle
and using (iii)
We know that
On account of (i), for any ε > 0 there exists n 0 such that if n ≥ n 0
Take ε > 0 sufficiently small so that
Using (3.2) for the q * k,m−m * it follows that
on almost any circle centered at z ′ contained in U 2r (z ′ ). Now, define V k,ε as the set consisting of the ε/4m(k + 1 − n) 2 −neighborhood of the zeros of the polynomial q k,m q k+1,m , k ≥ n, and
The sum of the diameters of the disks constituting V ε n does not exceed ε
there is a circle γ n , 0 / ∈ γ n , centered at z ′ of radius r n , r < r n < 2r, which does not intersect V ε n . Then, for all z ∈ γ n and k ≥ n
and using (3.13), we obtain
From (3.14) it follows that
and from the maximum principle, we obtain
Using the Heine-Borel theorem it follows that
Now K ⊂ {z : |z| < 1} \ P(f ); therefore, (3.7) follows immediately and we are done.
Main results
In the sequel dist(ζ, B n ) denotes the distance from a point ζ to the set B n . Let P n,m (f ) = {ζ n,1 , · · · , ζ n,ℓn } be the set of zeros of q n,m enumerated so that
Similar to the way it was done in the introduction, one can define the characteristic values λ(ζ) and µ(ζ). Proof. Without loss of generality, we can assume that R * m (f ) = 1. The general case reduces to it with the change of variables z → z/R * m (f ). Assume that |ζ| = 1 and ζ is a regular point of f should |ζ| < 1. Choose δ > 0 such that |ζ| > e δ or |ζ| < e −δ depending on whether |ζ| > 1 or |ζ| < 1, respectively. Let q n,m (ζ n ) = 0, lim n→∞ ζ n = ζ.
Evaluating at ζ n , using (3.6), if |ζ| > 1 or (3.7), when |ζ| < 1, and taking (iv) into account, it follows that
where C 1 is some constant and Λ is the sequence of indices which appears in the regularization of (A n,m ) n≥m . (In the sequel C 1 , C 2 , · · · denote constants which do not depend on n.) However, from ( 
Assume that for all n sufficiently large q n,m is unique and deg(q n,m ) = |m|. Let
where the p k denote arbitrary fixed polynomials (by convention deg p k < 0 means that p k ≡ 0). Then, the closure of D m * −1 (F ) contains at least m * singular points of F which are zeros of q |m| and those lying in D m * −1 (F ) are simple poles of F . In particular, all such zeros are system singularities of f .
Proof. In the first part of the proof it is not used that the zeros of q |m| are simple. Multiplying each relation a.2) in Definition 1.1 by p k for k = 1, . . . , d and adding them up it follows that q n,m (z)F (z) − P n,m (z) = A n,m z n+1 + · · · ,
where P n,m (z) = d k=1 p k p n,m is of degree ≤ n − m * . It follows that P n,m /q n,m is an incomplete Hermite-Padé approximation of type (n, |m|, m * ) with respect to F . From Proposition 3.5 it follows that 0 < R 0 (F ) < ∞ and due to Proposition 3.4 where deg(wP n,m ) ≤ n − 1. Notice that D 0 (wF ) = D m * −1 (F ) and that wP n,m /q n,m is an incomplete Padé approximation of type (n, |m|, 1) of wF . From hypothesis, for all sufficiently large n, q n,m is unique and deg q n,m = |m|, using [4, Lemma 3, 2] we obtain that wF is not a polynomial. Then, using [4, Lemma 2,5] we conclude that R 0 (wF ) < ∞. Consequently, R m * −1 (F ) = R m * (F ) = R * |m| (F ) = R 0 (wF ) < ∞. Without loss of generality, we can assume that R * |m| (F ) = 1. In the rest of the proof we use that the zeros of q n,|m| are simple. Suppose that between the zeros of q |m| lying in the closure of D m * −1 (F ) less than m * of them are singular points of F . Using Theorem 4.1 and that the sequence of polynomials (q n,|m|−m * ) n≥|m| corresponding to the function F is uniformly bounded on compact sets, we deduce that there exists a sequence of indices Λ ′ ⊂ Λ, a constant 0 < C < ∞, and a polynomial Q, deg(Q) > |m| − m * , such that lim n∈Λ ′ q n,|m|−m * = CQ. This is so because each zero of q |m| in the closure of D m * −1 (F ) = D * |m| (F ) which is a regular point of F and each zero lying outside the closure of D * |m| (F ) is a limit point of the zeros of q n,|m|−m * , n ∈ Λ. This is clearly impossible because deg(q n,|m|−m * ) ≤ |m| − m * for all n. Thus, F has at least m * singularities in the closure of D m * −1 (F ) as claimed. That they are system singularities of f follows from Definition 1.4. The proof is complete.
