Radiative-conductive heat transfer in porous media is usually investigated by decoupling the heat transfer modes and solving the volume-averaged continuum equations using effective transport properties. However, both modes are naturally coupled and coupling effects might significantly affect the results. We aim at providing quantitative understanding of the coupling effects occurring in a model geometry. This is an important first step towards improving the accuracy of heat transfer predictions in engineering applications.
Introduction
Semitransparent porous media are of interest in a variety of applications, including solar energy conversion, space and medical technologies, or chemical processing. The multiple scales present in such applications remain a challenge for engineering. At high temperatures, radiative heat transfer can dominate the heat transfer and certain ceramics that are opaque at room temperatures become transparent. Conversely, at room temperature, without external irradiation, radiative heat transfer is negligible. In the absence of fluid flow, heat transfer occurs by conduction and radiation simultaneously. The term coupled is used to highlight the naturally occurring interaction between radiative and conductive heat transfer. The unsteady heat transfer equation in a homogeneous media accounting for radiation and conduction incorporates, in addition to the divergence of the conductive heat fluxes, also the divergence of the radiative fluxes as a non-linear source term, resulting in the complex interdependence. Additionally in porous media, this equation has to be solved for each homogeneous phase.
The multiscale nature of applications incorporating porous materials makes it often impossible to run direct numerical simulations for heat transfer. Instead, effective radiative and conductive properties of porous media are used in order to allow for efficient simulation. The approach is based on the assumption that the porous media can be approximated by an analogous media consisting of two homogeneous and continuous phases. The properties of these analogous phases, also called effective transport properties, are determined such that the solution of the homogenized problem results in the same temperature or intensity fields as the solution to the original, discrete-scale problem. This approach allows for efficient computations. Details of volume averaging theory applied to problems relevant in heat and mass transfer are described in [1] . Effective properties can be determined experimentally [2, 3] or through simulations. As the effective properties significantly depend on the geometry of the porous media, accurate computational approaches directly incorporate the exact morphology using, for example, computed tomography of the materials of interest [4] [5] [6] [7] [8] . There have been attempts to summarize effects of conduction and radiation into one single parameter sometimes referred to as ''phononic diffusivity" [9, 10] or ''equivalent conductivity" [11] . This parameter must, by definition, heavily depend on temperature.
The interest in understanding the radiative-conductive coupling in semitransparent porous media comes from the fact that various models have been developed for the separate determination of the effective radiative [12] and effective conductive [13] properties but their application in the coupled case is ambiguous. Superimposing the effect of radiation and conduction in order to obtain a solution to a coupled problem seems convenient but not necessarily accurate. The aim of this work is to study, whether the superposition of conductive and radiative heat fluxes computed separately is a valid procedure, or whether coupling effects exist, and to quantify their sensitivity to bulk material properties. In case superposition is justified, existing models can easily be combined. In case coupling effects exist, their quantification will allow using existing models, improved with a well investigated and quantified coupling effect.
Theoretical work has predicted the existence of coupling effects [14] . This work is based on the derivation of the volume-averaged energy equations for porous media and shows that in the volumeaveraged equations additional coupling terms for radiation and conduction exist. However, no quantification is given for a realistic case and the importance of the different terms under various conditions is not given in [14] . Coquard et al. [11] stated that in the case of ''metal or ceramic open cell foams" they have ''checked from numerous results obtained on different cellular structures with various optical properties that this coupling is relatively weak". Their findings suggest that for some setups the superposition of the results obtained for the two modes separately is justified without giving more details.
We aim at quantifying these coupling effects, at predicting their dependence on boundary conditions and geometrical and material properties. We therefore developed a numerical method which is capable of pore-scale simulations with coupled radiativeconductive heat transfer in macroporous media. Such a method must be significantly more powerful than commonly used methods in single phase setups in one or two dimensions, such as discrete ordinate methods [15] , finite elements [16] or spherical harmonics methods (P N method) [17, 18] . It must be capable of capturing three dimensions, different phases, resolving porous structures, while remaining computationally efficient and accurate. We present results obtained for a model geometry. Structured, lattice-type porous media are of interest in a wide variety of applications (porous burners, heat exchangers, or lightweight structures), provide interesting test media with well-defined structures, and can easiest be implemented as materials by design [19] .
Governing equations

Assumptions
The steady state case of a macroporous media consisting of two phases (for example one fluid and one solid) is considered. Both phases are assumed at rest, such that heat is transferred either by conduction or by radiation. Macroporous implies that the radiative heat transfer occurs in the geometric optics regime such that pL/k ) 1 holds if L is a characteristic length scale and k the wavelength. The fluid phase is transparent and the solid phase semitransparent, thus participating in the radiative heat exchange through absorption and internal emission. Internal scattering in the bulk material of the participating phase is neglected (r s = 0). The participating medium and the domain boundaries are grey, such that wavelength dependencies can be dropped. The partici- The materials of the two phases are assumed homogeneous and isotropic. Thus the spatial dependencies will not be introduced in the equations given in the following. All material properties are assumed to be independent of temperature. The setup is illustrated in Fig. 1 . The relevant bulk material properties for the steady case are the thermal conductivities, k f and k s , and the complex indices of refraction, m f and m s . In the case of the fluid phase, the imaginary part of m f vanishes. A reference wavelength of k = 1 mm is used throughout the paper. The relation between the complex part of the index of refraction,k, the wavelength, k, and the absorption coefficient is given by j = 4pk/k.
Heat transfer equation
The transient, coupled radiative-conductive heat transfer in a homogeneous medium is a highly non-linear problem and described by Eqs. (1a) and (1b). The effect of conductive heat transfer is included as well as the effect of radiative heat transfer, the latter by means of the divergence of the radiative heat fluxes, r Á q r;i . In the transparent phase the divergence of radiative heat fluxes vanishes by definition.
Radiative heat transfer
The radiative heat source at a given location r is obtained by integration of the absorbed radiative intensity across all solid angles minus the emitted radiative intensity at r as described in Eq. (2) [20] .
The radiative heat flux is obtained from the radiative transfer equation (RTE) [20] . The RTE (Eq. (3) 
Note that the black body intensity incorporates an n 2 -term. In Eqs. (2) and (3) the wavelength dependency has been dropped, since grey media and surroundings are considered in this study. The relevant properties for an emitting, absorbing and scattering medium are the absorption, j, and scattering, r s , coefficients and the scattering phase function, U. In the present study internal scattering in the bulk solid phase is neglected, such that r s vanishes and U has no relevance in the equation formulated for the solid phase. Note that considering the radiative heat transfer in the full sample of the macroporous material, scattering effects will still be present due to the material interfaces where reflection and refraction occurs. Some authors [4, 5, 12, 21] have characterized samples of porous media by a scattering coefficient and phase function.
Interface condition
At the interface between phases, continuity of temperatures is enforced. Unlike in the case of a transparent and an opaque phase in contact, no radiative energy is absorbed or emitted at the interface. Radiative energy incident on an interface is either reflected or refracted such that continuity of conductive fluxes must be enforced to guarantee the conservation of energy. In summary, Eqs. (4) and (5) apply.
The laws governing the behavior of radiative intensities at interfaces are given by Fresnel's and generalized Snell's laws of reflection and refraction, respectively [20] . The interface behavior is determined by the complex indices of refraction of the two materials in contact, m f and m s .
Domain boundary conditions
Two kinds of boundary conditions are required at the domain boundaries such that the problem is well posed. One for the temperature and one for the radiation. A temperature or a conductive heat flux can be set for each boundary. In combination with the radiative properties of the boundaries and prescribed incoming radiation, these boundary conditions allow to simulate a large number of realistic situations. In the present study two kinds of boundary conditions are used: black walls at prescribed temperature and perfectly insulated specular mirrors.
Numerical implementation
Method overview
The computational domain is discretized using a structured grid of cubes. The method itself is not restricted to structured grids, however unstructured grids are significantly more complex to implement. A finite volume, cell centered approach is chosen to solve for the temperature field. Steady state of the heat transfer equation (Eq. (1)) is reached by explicit Euler time integration. At a given time step, the divergence of radiative and conductive heat fluxes is computed for each control volume. The residual is computed and the temperature values are updated. This is repeated until convergence is reached (Fig. 2) . The method is applicable to both, steady and unsteady situations but only steady results are discussed in this study. Note that the cases of conductive heat transfer only ( _ q cond ), or radiative heat transfer only ( _ q rad ) can be created artificially by setting the respective heat fluxes to zero. In the presence of both modes, the amount of heat transferred by conduction ( _ q cond j coupled ) and radiation ( _ q rad j coupled ) can be evaluated. This is a key requirement for the investigation of the coupling effect.
Conductive heat fluxes
The divergence of conductive fluxes is computed by performing a balance of the heat fluxes for each control volume. The temperature gradients are computed using second order accurate finite difference stencils for faces that are within the domain and separating two control volumes of the same phase. It follows from Eqs. (4) and (5) that an equivalent conductivity of 2 1=ksþ1=k f can be used at an interface if the control volumes are of the same size. This equivalent conductivity guarantees continuity of temperatures and heat fluxes. The heat flux at the domain boundaries is computed using a one-sided, first order finite difference stencil.
Radiative heat fluxes
The radiative fluxes are computed using a Monte Carlo ray tracing algorithm. A method proposed in [20] is implemented. Eq. (2) is rewritten as follows (Eq. (6)) r Á q r ðrÞ ¼
The g and h tensors are best understood as analogues to view factors used in the enclosure method [20] . The g tensor contributions account for volumetric absorption based on volumetric emission, while the h tensor contributions account for volumetric absorption based on emission at the boundary of the computational domain. The advantage of Eq. (6) is recognized when considering that the g and h tensors depend on the geometry, boundary conditions, and optical properties of the setup only, and not on the temperature distribution (under the assumption of temperature-independent material properties). The computationally expensive ray tracing is therefore decoupled from the temperature. This implies that g and h can be computed once only, and not at each time step. This constitutes a significant gain in computational efficiency. Eq. (6) is reformulated for the discretized domain (Eq. (7)).
Gði; jÞ Á 4pj Á I b ðjÞ VðjÞ VðiÞ
Hði; lÞ Á q e ðlÞ A e ðlÞ VðiÞ ð7Þ
For the computation of the temperature field, the divergence of radiative heat fluxes within the computational domain is required. Thus G and H must, by definition, have entries for all control volumes absorbing radiative energy. G and H contain additional entries accounting for the radiative energy that is absorbed at boundaries. This is required in order to compute the net heat fluxes at the domain boundaries.
Monte Carlo ray tracing
A path length-based Monte Carlo ray tracing method was used for the calculation of the divergence of the radiative heat flux. Monte Carlo approaches are perfectly suited for calculations in complex geometries and are easily and efficiently parallelized. In path length-based Monte Carlo approaches, the starting point of rays is determined stochastically while the absorption is modeled in a deterministic manner. This means that a ray undergoes an exponential decrease in intensity while traveling through a participating medium [22] . We terminated the ray when its energy decreased by 16 orders of magnitude. The limit value is close to the machine precision and therefore has virtually no influence on the results and the conservation of energy. The latter is checked by summing the energy absorbed in any cell or by any boundary face and comparing it to the emitted energy by the control volume or boundary face. We ensured that 100% of the energy was indeed distributed, with an maximal error of a fraction of 10 À8 (10 À6 %) of the total emitted energy. The ray tracing is fully parallelized and based on an algorithm previously used for particle tracing [23] . Typically the number of rays was in the order of 10 9 . The computational time was in the order of a few hours on 16 cores. The FORTRAN function ''RANDOM_NUMBER" was used for generating random numbers together with the GNU Fortran compiler version 4.4.7. The software we developed requires one seed value based on which the number of seed values required by ''RANDOM_NUMBER" are obtained from a linear congruential random number generator as described in [24] . The resulting random number generation process was verified in detail, specifically we ensured that for different seed inputs the random numbers were uncorrelated, guaranteeing statistically independent results for different seeds. Additionally it was verified that the random numbers generated on each core are uncorrelated during the parallel execu- tion of the software. The ray tracing process is fully separated from the computation of heat fluxes and temperatures.
Computational efficiency
The decoupling of the ray tracing from the temperature field in the computational procedure increases the computational efficiency by several orders of magnitude. The advantage of running the Monte Carlo ray tracing only once is slightly complicated by recognizing that the computational time for the simulation of the temperature distribution scales with (1 À /)
2 N c 2 if N c denotes the number of control volumes and / the porosity. This is seen from Eq. (7), which constitutes for each control volume i 2 [1, N c ] a sum over all control volumes j 2 [1, N c ]. Since the fluid cells are not participating, the higher the porosity, the more efficient the computation. The computational efficiency can be increased if the radiative heat fluxes are not recomputed at each time step. This idea is naturally given if one realizes that the well-known CFL stability criterion derived from conductive heat transfer imposes small time steps. The temperatures generally change slowly although the temperature gradients could change significantly. Recomputing the divergence of radiative heat fluxes (r Á q r ), which depends on the temperature distribution, at each time step is not necessary for steady cases. Convergence can be achieved even if the exact computation of r Á q r at some steps is skipped. We implemented this approach by recomputing r Á q r only for a fraction of the cells.
The cells were chosen based on the temperature difference between present and the last update of r Á q r . The cells, where the temperature has changed the most, distribute their energy based on the new temperatures. To check for convergence, the real residuals must be considered and the exact r Á q r must be computed. A typical setup was that 20% of all cells updated their radiative energy distribution each time step and each 100 time steps the exact distribution of r Á q r was recomputed.
The G and H tensors are memory intensive. For 32 3 control volumes they used 6 GB of memory in binary files on the hard drive. Due to the quadratic scaling, doubling the spatial resolution in each direction (64 3 control volumes) would require 64 times more memory (384 GB). The size of the G and H tensors can significantly slow the computations if they do not fit into RAM. In that case, the required values must be read from the hard drive whenever needed. It is worth noting that G and H are sparse. The zero entries for non-participating cells are not stored. But even in the participating media many entries are close to zero or vanish. It could be envisaged to optimize the memory requirements by ignoring entries below a given threshold. This was not done since no consistent solution for energy conservation could be found. Energy conservation is a crucial requirement for consistency and convergence of any numerical method solving conservation equations.
Verification
The software is verified against analytical and published solutions of problems including radiative and conductive heat transfer treated as separate phenomena, and for problems considering full coupling of both modes.
The computation of the conductive fluxes has been verified by comparing time-dependent temperature profiles with analytical solutions for the problem of two materials with different properties in direct contact [25] .
The computation of the radiative fluxes incident and leaving boundaries was verified by considering the setup of two infinitely extended, parallel plates, and was compared with analytical solutions [20] and reference results [26] . The internal emission and absorption was verified by comparison with results from [27, 28] considering the case of a quadratic enclosure with black walls of length L, at T = 0 K, filled with a grey participating medium at a constant temperature. Fig. 3 The high number of rays needed to reach that accuracy is due to the fact that the method developed in the present study is computationally inefficient for this verification problem, which is significantly different from the setup considered in this study (Section 4). The radiation-conduction coupling was verified using results from Viskanta and Grosh [29] , considering the case of two infinite, parallel black plates filled with a participating medium. The results in [29] are given for different conduction-to- Carlo ray tracing. A spatial resolution of 81 data points was used. Fig. 4 shows the comparison of our results for the temperature profile, compared to the results obtained in Viskanta and Grosh [29] . The root mean square deviations remain below 2 Á 10 À3 for all cases. Some deviation is expected due to the digitization of the curves from [29] that was carried out with the software ''Engauge digitizer". Fig. 5 shows the estimated standard deviation for the radiative only heat transfer for the geometry and boundary conditions presented in Section 4. Two phases were used, such that the consistent implementation of reflection and refraction at phase boundaries is verified. The thermal properties were k s = 12, k f = 5, the optical properties jL = 2, n = 2, and the boundary temperatures were 1650 K and 1750 K. The optical thickness is given with reference to the sample size (not the pore size). The standard deviation was obtained from four simulations using different seeds for the random number generator. The expected square root decrease of the standard deviation is observed, thus demonstrating the consistency of the Monte Carlo ray tracing approach.
Stability and convergence
For conduction only simulations the stability restrictions are well known and governed by the CFL number. No detailed stability investigations were performed for the radiation only case. In coupled cases it was observed that stability does slightly depend on the optical properties but is similar to the restrictions imposed by the CFL number. This could be explained by the smoothing influence of the radiative heat transfer. The development of instabilities, e.g. hot spots is counteracted by internal radiative emission that removes energy at a fast rate from hot spots. 
Results
Computational domain
The geometrical setup chosen for the quantification of the radiation-conduction coupling effects is illustrated in Fig. 6 . The solid (participating) phase is shown in solid, the fluid (nonparticipating) phase surrounds it to form a cube. The domain boundaries are indicated. The porosity of the sample is 0.5. The optical properties of the solid phase were varied, the properties of the fluid phase were fixed at m f = 1 À 0Ái. As illustrated by the red-blue colors, heat transfer occurs in one direction. The two boundaries perpendicular to the main direction of heat transfer are black plates with prescribed temperatures. The lateral walls are set to be almost perfect specular mirrors to mimic periodic boundary conditions. The reflectivity of the mirrors was set to 0.99999. This value was chosen in order to avoid infinite reflection of rays perpendicular to the mirrors in the non-participating phase. The maximum radiative heat flux absorbed by the lateral walls for the baseline geometry was 0.2% of the total transmitted heat flux (0.4% for the case of the inversed geometry).
Spatial discretization
The geometry can be perfectly approximated by a structured mesh. The domain is discretized in 32 Â 32 Â 32 cubes of same size. The dimension of the cubical domain, L, is 1 cm. For the conductive heat fluxes, the mesh must be fine enough to accurately approximate the temperature gradients. For the radiative heat fluxes, the mesh must be fine enough such that radiative heat exchange between different cells can occur. If for a given mesh the optical thickness is increased too much, all rays emitted may be absorbed within the cell of origin. Thus the radiative heat transfer would un-physically disappear. This artificial vanishing of radiative heat transfer limits the optical thickness for a given discretization.
In order to demonstrate that the mesh is well adapted, a refinement study was carried out for the setup of the baseline geometry contained between two black plates at temperatures 1650 K and 1750 K, with a refraction index of n = 2 for the participating phase, an optical thickness of jL = 2 (based on sample size) and a conductivity ratio of k f /k s = 0.42. For conduction only, the evaluated heat fluxes changed less than 0.2% for a refinement from 32 3 cells to 92 3 cells. The refinement of the mesh for the coupled heat transfer is computationally more expensive. The mesh was refined from 32 3 to 40 3 cells which resulted in a change of the coupled conductive and coupled radiative heat fluxes by 0.01%. Based on these results, it is concluded that the mesh is well adapted. Ideally such a refinement study would be performed for each setup. This would however result in a disproportionate computational effort. The coupling effects that were observed are in the order of several percent and thus two orders of magnitude above the expected numerical uncertainty caused by the spatial discretization.
Statistical uncertainty
The Monte Carlo ray tracing introduces an uncertainty due to the statistical nature of the approach. This uncertainty is com- Setup was: k s = 12, k f = 5, jL = 2, n = 2, boundary temperatures were 1650 K and monly quantified by the standard deviation that is expected for a given number of rays. In the present setup internal emission and emission from boundaries is considered, resulting in the G and H tensors. The computation of those tensors is decoupled from the temperatures. Without knowledge of the temperature distribution it is not possible to assign an energy to a ray. Therefore the number of rays emitted from each cell and boundary face is equal. A uniform distribution of energy per ray would reduce the statistical uncertainty, however this is not feasible due to the implicit nature of the problem. The standard deviation of the heat fluxes can be estimated by running the same simulation several times using a different set of random numbers. In computational terms the random number generator is seeded differently. This was done for the same setup as the spatial refinement study (Section 4.2). 6 Á 10 4 rays were used per cell and 1.2 Á 10 5 rays per boundary face resulting in a total number of 1.12 Á 10 9 rays. The standard deviation obtained for the radiative heat fluxes in a radiation only simulation based on 4 different runs is 0.05%. This uncertainty is insignificant compared to the coupling effects that are presented and it is concluded that it is appropriate to use the proposed number of rays.
Non-dimensionalization of results
The parameter space to be investigated is defined as the optical and thermal material properties, morphological characteristics, and the boundary temperatures. Different regimes exist: (i) the regime where conductive heat transfer dominates (e.g. at low temperatures), and (ii) the regime where radiative heat transfer dominates (e.g. at high temperatures). This is commonly quantified in the ''conduction-to-radiation parameter" defined as
Özisik gives a comprehensive introduction to non-dimensional quantities connected to coupled conductiveradiative heat transfer in [30] . This conduction-to-radiation parameter is problematic for two reasons: first it is unclear what temperature to use if a range of temperatures is observed, and second it is far from unity when conduction and radiation are equivalent. The importance of the relation between conductive and radiative heat transfer however remains unquestioned. Here we show the results with respect to n ¼
, expressing the fraction of the heat transferred that is occurring through radiation. The choice of n is based on the observation that this nondimensionalization significantly reduces the parameter space and on the physical insight it provides. The coupling effect, f, is defined as the ratio of the total heat transferred in the case of coupled conductive and radiative heat transfer to the superposition of the conductive and radiative heat transfer obtained from simulations considering radiation only and conduction only
Reduction of parameters through non-dimensionalization
The goal of the study is to summarize the results in a concise way. The non-dimensionalization proposed in Section 4.4 reduces the parameter space. Results for different material properties and boundary conditions are shown in Fig. 7 . For a given physical setup, the boundary conditions were varied to obtain data points at different n for that specific setup. The optical properties of the solid phase and the thermal properties of both phases are given in the legend. The optical thickness is calculated with respect to the sample size L. The temperature boundary conditions were chosen realistically, the maximum temperature T max and the value of (T max À T min )/T max are indicated in the plot for each point. We observed that the data points obtained for setups of same optical properties and same ratios of conductivities (k f /k s ) align on one single curve, independently of the exact values of conductivity, boundary temperatures, and difference of boundary temperatures. This result justifies the non-dimensionalization (use of n) introduced in this work. For the sake of readability, the temperature levels are omitted in all figures except 7, but are given in Appendix B.
The extreme values observed and plotted in Fig. 7 are readily explained. The case of n = 0 corresponds to conduction only, n = 1 to radiation only. Naturally there is no coupling effect if one single mode of heat transfer is present, thus the y-value is unity. For values 0 < n < 1 a clear coupling effect is observed, enhancing the total heat transfer. A discussion of why an enhancement is observed is given in Section 5. It could be expected that maximal f occurs at n = 0.5 where conduction and radiation are equivalent. However, since coupling occurs in the participating phase, where the divergence of radiative fluxes does not vanish (Eq. (1)), the maximum in f is not necessarily at n = 0.5. Equivalence of radiative and conductive fluxes for the full cross section does not mean that both modes are transferring an equal amount of heat in the participating phase. This explains the different locations of the maximum f. The strength of the coupling depends on the setup and is discussed below. The radiative heat fluxes across the sample are evaluated at the top and bottom boundaries. In the cases investigated in the present study the heat fluxes were approximately constant along the main direction of heat transfer (i.e. within 3% for DT = 100 K). The average between inlet and outlet was used. 
Parameter variation: thermal properties
Results show that the conductivities, or more precisely the conductivity ratio k f /k s , are key parameters. Fig. 8 show the coupling effects obtained for jL = 2, n = 2, and varying conductivities. The coupling effects vanish for very large conductivity ratios. This can be explained since in the limit of k f /k s ? 1 conduction can only occur in the fluid phase, while radiation occurs only in the solid phase. Interaction between the two modes is limited to the interfaces and becomes negligible. A similar case where the interaction is limited to the interface, namely the situation of an opaque phase and a transparent phase was investigated in [31] which concluded that no coupling effects exist in that case.
In the case of k f /k s ? 0 conduction and radiation occur in the solid phase only. For very low conductivity ratios, the coupling effect converges to a distinct curve (Fig. 8a) . Further reduction in the fluid phase conductivity (below k f /k s = 2 Á 10
À3
) does not change f. The extreme case of the fluid phase not participating in the heat transfer is reached. Fig. 9 shows the maximum coupling effect observed for any n as a function of the conductivity ratios for different optical thicknesses at n = 2. Increasing the optical thickness increases the coupling. This is expected since increasing optical thickness means increasing the internal emission and absorption, increasing the amount of radiative energy exchanged within the participating phase, thus creating stronger interactions. In this case the influence of the conductivity ratio is more important. A distinct peak is observed around a conductivity ratio of k f /k s = 10, for all optical thicknesses. We expect that the conductivity ratio at the peak f will change for different geometries while occurring at a similar conductivity ratio for all three optical thicknesses. Fig. 10 shows the n at which the maximum f is observed for different conductivity ratios and refractive indices at an optical thickness of jL = 2. For very low conductivity ratios k f /k s , the location of the coupling converges to a certain value, corresponding to the situation of heat transfer occurring only in the solid phase. The value is depending on n, i.e. for different indices of refraction n for maximum f are different. The internally emitted radiation (n 2 rT 4 ) increases with n. Therefore in order to reach optimal coupling for larger n, n must be chosen such that the fraction of heat transferred through conduction increases and can compensate the increase in internal radiative emission. Thus when increasing n the location for maximum coupling moves to lower n. Increasing the conductivity ratio k f /k s moves the location of maximum coupling towards lower n values. An increasing conductivity ratio weakens the conductive heat transfer in the solid phase where the coupling occurs. Radiation must be weakened in order to compensate for the weaker conduction and to achieve optimal coupling. It is expected that for higher conductivity ratios the location of maximum coupling approaches n = 0. This approach is accompanied by the disappearing of the coupling effect and consistent with the previous statement that the coupling effects vanish at n = 0.
Parameter variation: optical properties
Figs. 11 and 12 quantify the maximum coupling effect observed for any n for the baseline geometry with a conductivity ratio of k f /k s = 1 and varying optical properties. 10 < k f /k s < 4800). Fig. 9 . Maximum coupling effect observed for any n for the baseline geometry at n = 2, for different optical thicknesses and varying conductivity ratios. Fig. 10 . n at which maximum f is observed for the baseline geometry and optical thickness of jL = 2, for varying refraction indices and conductivity ratios. Fig. 11 . Maximum coupling effect observed for any n for the baseline geometry, conductivity ratio of k f /k s = 1, and varying indices of refraction and optical thickness. Fig. 12 . Maximum coupling effect observed for any n for the baseline and inverted geometry, conductivity ratio of k f /k s = 1, and varying optical thicknesses and n. Fig. 11 shows that at an optical thickness of zero the coupling effect vanishes as no radiative emission or absorption occurs. The divergence of radiative heat fluxes vanishes and both modes of heat transfer are decoupled. Increasing the optical thickness increases the coupling effects. After a steep initial increase the maximum coupling effects stabilize before decreasing. A decrease for large optical thicknesses is expected as a case similar to the setup of an opaque and a transparent phase is approached. In that case the interaction will be limited to the interfaces. The vanishing of the coupling effects is also confirmed by [31] . Results for higher optical thicknesses could only be obtained by using a refined mesh according to the logic outlined in Section 4.2. Fig. 12 shows results obtained for the baseline geometry and for a geometry where the solid and fluid phases were switched with reference to Fig. 6 . For the baseline geometry, the coupling effect increases with increasing n attributed to two physical effects. First the emission from black boundaries into a participating medium and the emission from a participating medium is proportional to n 2 . And second the reflection and refraction behavior at phase interfaces changes with varying n. For the normal geometry, the trend is clear, increasing n increases the coupling effect. This is expected since the reflection and refraction at the phase boundaries change with increasing n such that more radiative energy is reflected when going from the solid to the fluid phase. This avoids that radiative energy leaves the participating phase and allows for increased coupling. Discussion of the results for the ''inverted geometry" is deferred to Section 4.8. Results for larger n are not shown since materials with n > 4 are of less relevance in the engineering context.
Parameter variation: geometry
Fig . 12 shows the results for simulations performed with the same material properties and boundary conditions for the baseline geometry (Fig. 6 ) and for the inverted geometry. In the case of the inverted geometry, an initial decrease of the coupling effect is observed, before the coupling effect increases again as n is increased. This trend is different than that observed for the baseline geometry and is believed to be caused by boundary effects. For the baseline geometry, 25% of the surface adjacent to the black boundaries was covered by the solid phase. For the inverted geometry this changes to 75%. A clarification can be obtained by considering two extreme cases: Parallel and serial slabs. These two cases constitute extreme cases of porous geometries and various effects are expected to be dominating or suppressed. Two setups exist for serial and parallel slabs as shown in Fig. 13b . Due to the periodic boundary conditions on the lateral walls, results for baseline and inverted parallel slabs coincide and the distinction between baseline and inverse parallel slabs is not made in Fig. 13a . The results for serial slabs are significantly different depending on which phase is adjacent to the boundaries perpendicular to the main direction of heat transfer. This is shown in Fig. 13a for the case of k f /k s = 1, jL = 2, n = 2. It is expected that the coupling for the baseline and inverted geometry are bounded by the coupling for parallel and serial slabs. It becomes apparent, that the baseline and inverted serial slabs constitute the two extreme cases. The coupling for the parallel slabs is between the two cases of baseline serial and inverted serial slabs. The stronger coupling effects for the baseline serial slabs can be explained. In the case of the inverted serial slabs, much of the radiation internally emitted in the participating slabs adjacent to top and bottom boundaries is absorbed by the black boundaries and does not contribute much to the interaction. The same effect is believed to keep the coupling of the inverted geometry below that of the baseline geometry in Fig. 12 .
Application of results to engineering problems
The results clearly indicate that a correction is necessary when superimposing existing models for conduction and radiation in order to obtain accurate heat transfer predictions in porous media. Therefore the results provide practical relevance in engineering applications, in addition to its scientific merit. The reduction of complexity that can be achieved combining and adapting existing models is illustrated by showing the temperature profile obtained for the case of the baseline geometry for jL = 3, n = 2, k f /k s = 10, between black boundaries at temperatures of 2750 K and 2850 K. The temperature profile for radiative heat transfer only exhibits the well-known temperature slip at the walls. This discontinuity in temperature shows that this is not a realistic case. Even in materials with very low conductivity, the heat conduction will force the discontinuity to disappear. This is observed for the temperature distribution of the coupled case. These three temperature profiles allow a prediction of the coupling effects. The temperature profile for conduction only changes when it is coupled with radiation such that gradients at the boundaries become steeper. Thus it is expected that the conductive heat transfer is enhanced. The temperature profile for radiation only changes such that the cold and warm temperatures close to the boundaries become even colder and warmer, respectively. Considering that the boundaries are black, this will decrease the net heat transfer between the boundaries, thus the radiative heat transfer is expected to decrease. Indeed in this case, the conductive heat transfer increased by a factor of 1.47 and the radiative heat transfer decreased by a factor of 0.85. The total amount of heat transferred increased by 11%.
The understanding of the influence of coupling of radiative and conductive heat transfer allows for an immense simplification when calculating coupled radiation-conduction engineering problems. The resolution of the pore-scale geometry is avoided when utilizing the volume averaging theory. The knowledge of the coupling effect allows neglecting the coupling terms and instead weighting radiation and conduction heat transfer to obtain an accurate heat transfer prediction. This procedure allows for the proper use of existing and validated effective properties, treating conduction and radiation independently and adding a correction that accounts for coupling effects.
The present study provides a first step towards the computation of coupled radiation-conduction heat transfer in complex geometries. Important challenges remaining include the further investigation of the influence of porosity, different complex morphologies and the simulation of larger, samples with higher optical thicknesses to discuss the influence of the boundaries on the coupling.
Conclusion
A numerical scheme based on Monte Carlo ray tracing and finite volumes has been developed and used to solve the coupled radiative-conductive heat transfer for domains discretized in a structured mesh. The computational efficiency was significantly improved to allow running numerous simulations to investigate the influence of various parameters on the strength of the coupling effect.
A modified conduction-to-radiation parameter was introduced allowing to quantify the coupling effect independently of the boundary temperatures but based on the relative strength of the radiative and conductive heat transfer. It was shown that in terms of thermal properties in the steady case, the ratio of conductivity between the two bulk phases is governing the coupling effect.
A full discussion is presented, highlighting the dependency of the coupling effect on thermal and optical properties. It was found that the influence of coupling can be significant, up to 15%. However for a given setup with bulk heat transfer properties, the maximum coupling is reached for a given set of boundary conditions only.
Increasing optical thickness increases the coupling up to a peak, after which increasing the optical thickness decreases the coupling. A distinct peak was observed occurring at a specific conductivity ratio. It was shown that the effect of the index of refraction can be different for different geometries. This is due to boundary effects and demonstrated by showing results for the setup of serial slabs.
Further optimizations of the computational method can allow to simulate realistic geometries obtained from tomography. This will lead to valuable quantitative results applicable to realistic materials thus improving engineering calculations.
