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Uniform Random Sample and Symmetric Beta Distribution
Abstract
N.L. Johnson and S. Kotz introduced in 1990 an interesting family of symmetric distributions
which is based on randomly weighted average from uniform random samples. The only example that
could be addressed to their work is the so-called “uniformly randomly modified tin” distribution
from which two random samples have been computed. In this paper, we generalize a subfamily of
their symmetric distributions and identify a concrete instance of this generalized subfamily. That
instance turns out to belong to the family of Johnson and Kotz, which had not seemingly received
proper attention in the literature.
vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv
2010 Mathematics Subject Classification: 62E10 · 62E15.
Keywords: Randomly Weighted Average · Moments Method · Uniform Distribution · Symmetric
Beta Distribution.
Date: 11 September 2013 (11.09.13)
page 1 (of 4)
ar
X
iv
:1
30
9.
27
79
v1
  [
ma
th.
ST
]  
11
 Se
p 2
01
3
c©
H
a
zh
ir
H
o
m
ei
20
13
page 2 (of 4) Uniform Random Sample and Symmetric Beta Distribution Hazhir Homei
1 Introduction
The randomly weighted average, and its applications, has been introduced by N.L. Johnson and S.
Kotz for the first time in 1990 as follows: for independent random variables X1, · · · , Xn, the random
variable Z =
∑n
i=1WiXi, where W = 〈W1, . . . ,Wn〉 is independent from Xi’s and has the Dirichlet
distribution (with
∑
iWi = 1), is called the randomly weighted average of Xi’s. Johnson and Kotz
(1990) in the concluding remarks of their paper mention that the “case in which the X’s have standard
uniform (0, 1) distribution leads to an interesting family of symmetric distributions.” In this paper, a
new representation of Beta distribution is introduced using randomly weighted average of n independent
Beta random variables. This family seems not to have received proper attention in the literature; though
we identify a distribution of it which turns out to be the celebrated Beta distribution. Also, it is shown
that the proposed (moments) method of Johnson and Kotz (1990) for finding distribution of randomly
weighted average instead of the Stieltjes transform (employed first by Van Assche 1987), which has been
strongly recommended by some authors, still seems to be a simpler and superior method.
2 A Presentation for Beta Distribution
The following theorem provides a new presentation for the Beta distribution.
Theorem 2.1 For independent random variables X1, · · · , Xr with Beta(n1,m1), · · · , Beta(nr,mr) dis-
tributions and random vector W = 〈W1, · · · ,Wr〉 with Dirichlet(n1 + m1, · · · , nr + mr) distribution,
the randomly weighted average Z =
∑r
j=1WjXj has Beta(
∑r
j=1 nj,
∑r
j=1mj) distribution.
Proof. We find the kth moment of Z as follows:
E(Zk) =
∑
i1+···+ir=k
k!
i1! · · · ir!E(W1
i1 · · ·Wrir)E(X1i1) · · ·E(Xrir).
By using the dirichlet distribution, we have
E(Zk) =
∑
i1+···+ir=k
k!
i1! · · · ir!
Γ(
∑r
j=1(nj +mj))
∏r
j=1 Γ(nj +mj + ij)∏r
j=1 Γ(nj +mj)Γ(
∑r
j=1(nj +mj + ij))
E(X1
i1) · · ·E(Xrir).
It is well known that
E(Xj
ij) =
Γ(nj +mj)Γ(ij + nj)
Γ(nj)Γ(ij +mj + nj)
, for j = 1, · · · , r.
So, E(Zk) =∑
i1+···+ir=k
k!
i1! · · · ir!
Γ(
∑r
j=1(nj +mj))
∏r
j=1 Γ(nj +mj + ij)∏r
j=1 Γ(nj +mj)Γ(
∑r
j=1(nj +mj + ij))
r∏
j=1
Γ(nj +mj)Γ(ij + nj)
Γ(nj)Γ(ij +mj + nj)
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=
Γ(
∑r
j=1(nj +mj))
Γ(
∑r
j=1(nj +mj + ij))
∑
i1+···+ir=k
k!
i1! · · · ir!
r∏
j=1
Γ(ij + nj)
Γ(nj)
=
Γ(
∑r
j=1(nj +mj))
Γ(
∑r
j=1(nj +mj + ij))
∑
i1+···+ir=k
(
k
i1, i2, · · · , ir
)
Γ(i1 + n1)
Γ(n1)
· · · Γ(ir + nr)
Γ(nr)
.
By considering the fact that the sum of the Dirichlet-multimonial distribution on its support equals to
one, we have
E(Zk) =
Γ(
∑r
j=1(nj +mj))
Γ(
∑r
j=1(nj +mj + ij))
Γ(k +
∑r
j=1 nj)
Γ(
∑r
j=1 nj)
,
which is the kth moment of the Beta(
∑r
j=1 nj,
∑r
j=1mj) distribution, and this proves the theorem. 
The following corollary exactly specifies (only) one instance of the interesting family introduced by
Johnson and Kotz (1990).
Corollary 2.2 For independent random variables X1, · · · , Xr with standard uniform (0, 1) distributions
and random vector W = 〈W1, · · · ,Wr〉 with Dirichlet(2, · · · , 2) distribution, the randomly weighted
average Z =
∑r
j=1WjXj has Beta(r, r) distribution.
Proof. In Theorem 2.1 put nj = mj = 1 for j = 1, · · · , r. 
In some papers such as Roozegar and Soltani (2013) it is mentioned that the “distribution of [ran-
domly weighted average] cannot be directly specified”, and “[i]t is realized that Stieltjes transform (ST)
is more appropriate”. In fact, the following corollary of Theorem 2.1 contains the main result of Rooze-
gar and Soltani (2013), noting that the Ri’s defined by them as Ri = U(i)−U(i−1) and Rn = 1−
∑n−1
i=1 Ri
where U(1), ..., U(n−1) are order statistics of a random sample U1, ..., Un from a uniform distribution on
[0,1] with U(0) = 0 and U(n) = 1, have Dirichlet(1, · · · , 1) distribution.
Corollary 2.3 For independent random variables X1, · · · , Xr with common Arcsin distribution on
(−a, a) and random vector W = 〈W1, · · · ,Wr〉 with Dirichlet(1, · · · , 1) distribution, the randomly
weighted average Z =
∑r
j=1WjXj has a power semicircle distribution on (−a, a) with λ = r−12 ; i.e.,
f(x;λ) = (
1√
pia2λ
)
Γ(λ+ 1)
Γ(λ+ 1
2
)
(a2 − x2)λ− 12 for |x| < a.
Proof. In Theorem 2.1 put nj = mj =
1
2
for j = 1, · · · , r. Clearly, 2aZ − a = ∑rj=1Wj(2aXj − a) and
(2aXj − a)’s have arcsin distributions. 
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3 Conclusions
The method of this article, which is a continuation of the method of Johnson and Kotz (1990), provides
an elementary and direct way for computing the distribution of randomly weighted averages of certain
random variables. Our Theorem 2.1 provided one specific example of the interesting family of symmetric
distributions foreseen in Johnson and Kotz (1990). So, this goes to say that the more elementary and
much simpler method of Johnson and Kotz (1990) can still be a powerful technique.
References
[Johnson and Kotz (1990)] Johnson, N.L., Kotz, S. (1990). “Randomly weighted averages: some aspects
and extensions”. Amer. Statist. 44, 245–249.
[Roozegar and Soltani (2013)] Roozegar, R., Soltani, A.R. (2013). “Classes of power semicircle laws
that are randomly weighted average distributions”. J. Stat. Comput. Simul. to appear. doi:
10.1080/00949655.2013.806510.
[Van Assche (1987)] Van Assche, W. (1987). “A random variable uniformly distributed between two
independent random variables”. Sankhya¯ Ser. A 49, 207–211.
