Abstract. In this paper the standard Ho control problem using state feedback is considered. Given a linear, time-invariant, finite-dimensional system, this problem consists of finding a static state feedback such that the resulting closed-loop transfer matrix has H norm smaller than some a priori given upper bound.
1. Introduction. In a series of recent papers [1] , [2] , [5] , [8] , [10] , [15] , [18] , [23] the by now well-known H optimal control problem was studied in a perspective of classical linear quadratic optimal control theory. In these papers it is shown that the existence of feedback controllers that result in a closed-loop transfer matrix with H norm less than a given upper bound is equivalent to the existence of solutions of certain algebraic Riccati equations. Typically, these algebraic Riccati equations are of the type we encounter in the context of linear quadratic differential games.
The first contributions to this new approach in H optimal control theory were reported in [8] , [10] , and [23] . These papers deal with the special case where the controllers to be designed are restricted to being state feedback control laws. In later contributions [2] , [5] , [18] these results were extended to the more general case of dynamic measurement feedback.
If we take a close look at the type of conditions for the existence of suitable controllers that are derived in the above references, we see there is a fundamental distinction between two cases. This distinction is tied up with the question of whether or not the direct feedthrough matrix of the control input is injective. In 10] and [23] , no assumptions are imposed on the direct feedthrough matrix. The conditions for the existence of a suitable state feedback control law are formulated in terms of a family of algebraic Riccati equations, parameterized by a positive real parameter e. It is shown that there exists an internally stabilizing state feedback control law such that the closed-loop transfer matrix has H norm less than an a priori given upper bound if and only if there exists a parameter value e for which the corresponding Riccati equation has a certain solution. In our opinion, a more satisfactory type of condition is obtained in [2] , [5] , and 18] . In these papers it is assumed that the direct feedthrough matrix of the control input is injective. It is then shown that a suitable state feedback control law exists if and only if one particular algebraic Riccati equation has a solution with certain properties.
The purpose of the present paper is to reexamine the H problem with state feedback as studied in [2] and [18] , without making the assumption that the abovementioned direct feedthrough matrix is injective. Our aim is to find conditions for the existence of suitable state feedback control laws that are of a different type from the one derived in [8] , [10] , and [23] . Instead our conditions will be of the type proposed in [2] and [18] . Stated differently: we will show how it is possible "to get rid of the parameter e" in the conditions for the existence of suitable state feedback control laws. Rather than in terms of a particular algebraic Riccati equation, our conditions will be in terms of a certain "quadratic matrix inequality," reminiscent of the dissipation inequality appearing in singular linear quadratic optimal control [4] , [13] , [19] . It will turn out that the results from [2] and 18] on the special case that the direct feedthrough matrix is injective can be re-obtained from our results.
The outline of this paper is as follows. In 2 we introduce the problem to be studied and give a statement of our main result. In 3 we recall some important notions that will be used in this paper. In 4 we give a description of a decomposition of the input space, the state space and the output space. This decomposition will be instrumental in the proof of our main result. Sections 5 and 6 are devoted to a proof of our main result. Finally, the paper closes with a brief discussion on our results in 7. Here, p[M] denotes the largest singular value of the complex matrix M. The problem that we will study in this paper is the following" given a positive real number 7, A central role in our study of the above problem is played by what we will call the quadratic matrix inequality. For any real number y > 0 and matrix P E"" we define a matrix F(P) e E("+"("+" by (2.2) Fv(P):=(
Clearly, if P is symmetric, then F(P) is symmetric as well. If F(P)>-O, then we will say that P is a solution to the quadratic matrix inequality at 3'.
In addition to (2.2), for any 3' > 0 and P e N we define a n x (n + m) polynomial matrix L(P, s) by (2.3) Lv(P, s):= (sI, A-y-EETp -B). TRENTELMAN We note that Lv(P, s) is the controllability pencil associated with the system 2=(A+),-2EETp)x+Bu.
The transfer matrix of the system E given by the equations (2.4) Ax + Bu, y Cx + Du is equal to the real rational p m matrix G(s)= C(Is-A)-IB+D. The normal rank of a real rational matrix is defined as its rank as a matrix with entries in the field of real rational functions, The normal rank of the transfer matrix G is denoted by normrank G. In the formulation of our main result we need the concept of invariant zero of the system E (A, B, C, D). For this definition we refer to 3 (see also [11] rank(L(P's)) F(P)
n +normrank G for all sCUC+.
In other words, the existence of a suitable state feedback control law is equivalent to the existence of a particular positive semidefinite solution of the quadratic matrix inequality at ,. This solution should be such that two rank conditions are satisfied.
Before embarking on a proof of this theorem we would like to point out how the results from [2] and [18] for the special case that D is injective can be obtained from our theorem as a special case. First note that in this case we have normrank G m. 
A similar result was obtained in [2] and [18] for the special case that DTc =0 and DTD Ira. Our result differs slightly from those in [2] and [18] in the sense that we only require P to be semidefinite instead of definite.
3. Preliminaries and notation. In this section we recall some important notions that will be used in the sequel. First, we recall some facts about polynomial matrices. [3] ). Next, we recall some impoant facts on the structure of the linear system given by the equations (2. It is well known (see [7] ) that W(Z) ( [6] , [14] 
As already suggested by the way that we have arranged these equations, the system E Fo can be considered as the interconnection of two subsystems. This is depicted as follows:
Here, (4.7)
X:= A,a, (Bll A13), C21 0 C23
is the system given by (4.4) and (4.6 o)
It is then straightforward to verify (4.9) and (4.10). This, however, contradicts the fact that -(E) is the smallest subspace 7/" for which (4.9) and (4.10) hold (see 3) . We conclude that @ 3 (E1).
["]
Our next result states that the zero structure of the original system E; (A, B, C, D)
is completely determined by the zero structure of the subsystem ; given by (4.7 5. Solvability of the quadratic matrix inequality. In this section we will establish a proof of the implication (i)=:>(ii) in Theorem 2.1: assuming that a suitable state feedback control law exists, we show that the quadratic matrix inequality has a solution with the asserted properties.
Consider our control system (2.1). For given disturbance and control functions w and u we denote by Xw, and Zw, the corresponding state trajectory and output function, respectively, with x(0)= 0. We will first formulate a theorem that serves as a basis for the developments in the rest of this paper. The theorem is concerned with the special case that in the system ( It turns out that there is a one-to-one correspondence between the set of solutions to (5.8) and the set of solutions to the quadratic matrix inequality at y that satisfy the rank condition (2.5) . To Hence, by applying x to one side only, we find P(A+ BFo)x =0 and therefore (A+ BFo)x ker P. Since ff() is the smallest space with these two properties, we must have ()_ ker P.
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Using the above lemma, we now obtain the following result.
THEOREM 5.4. Let ), > 0 and P n,,. Thefollowing two statements are equivalent:
(i) P is a symmetric solution to the quadratic matrix inequality at y such that rank Fr (P) normrank G.
(ii) P 0 0
where Pl is a symmetric matrix satisfying (5.8).
Furthermore, if the above holds, then the following two statements are equivalent:
n+normrank G for all seCuc/.
-A13(C T23 C23) -1 (APll + C3C9_1))c C-. Proof By (5.10) we have M(P)>=O if and only if F(P)->0, and we also know that these matrices have the same rank., Assume a symmetric P satisfies Mr(P)>_O and rank Mr(P) =normrank G. Since Pff(E) =0 (see Lemma According to Lemma 4.4 the rank of this matrix equals the rank of the encircled matrix. Thus, the Schur complement of the encircled matrix must be equal to zero.
Since this condition exactly yields the algebraic Riccati equation (5.8) we find that Pll is a solution of (5.8).
Conversely, if Pll is a solution of (5.8), then the Schur complement of the encircled matrix in (5.13) is zero. Therefore, it satisfies the matrix inequality (5.13), and the rank of the matrix is equal to normrank G. Hence P given by (5.12) satisfies the required properties. Now assume that (i) or (ii) holds. We will prove the equivalence of (iii) and (iv). Denote the matrix in (iv) by Z. We will apply the following unimodular transformation to the matrix in (iii)"
When we use the decompositions in (4.2), the latter turns out to be equal to (5.14) Now by Lemma 4.2 the encircled matrices together form the system matrix of a strongly controllable system. Hence this system matrix is unimodularly equivalent to a constant matrix (I 0), where I denotes the identity matrix of appropriate size.
Therefore, we can make the 2,1 and 3,1 blocks zero by a unimodular transformation. Thus, after reordering we find sI-Z In our proof an important role will be played by a result in the context of the problem of almost disturbance decoupling as studied in [19] and [22] . We will first recall this result here. For the moment assume that we have the following system" For this system, the almost disturbance decoupling problem with pole placement (ADDPPP) is formulated as follows. For all e > 0 and for all M , find F mxn such that IIGllo< e and cr(A+BF)c {sClRe s<M}. It is shown in [19] and [22] that conditions for the existence of such F can be stated in terms of the strongly controllable subspace -(E) associated with the system E (A, B, C, 0). (In fact, in [19] and [22] this subspace is denoted by (ker C).) The exact result is as follows.
LEMMA 6.1. Consider the system (6.3). Let (6.4) Since the first matrix on the left is unimodular and the second matrix has full row rank for all s C (see Lemma 4.2) , the matrix on the right has full row rank for all s C. Hence the system (6.9) is strongly controllable. Now consider the almost disturbance decoupling problem for the system (6.5)
with output q3 and "disturbance" (xd). Because of strong controllability of (6. (6.5) . This state feedback achieves almost disturbance decoupling between the "disturbance" (xr, wr) r and the "output" q3. The required accuracy of decoupling is expressed by (6.10) . A conceptual algorithm to construct such F1 can be based on the proof of [19, Thm. 3 .36]. 7 . Discussion and conclusions. In this paper we have shown that if in the problem with state feedback no assumptions are made on the direct feedthrough matrix of the control input, then the central role of the algebraic Riccati equation is taken over by a quadratic matrix inequality. We note that a similar phenomenon is known to occur in the linear quadratic regulator problem: if the weighting matrix of the control input is singular, then the optimal cost is given in terms of a (linear) matrix inequality rather than in terms of an algebraic Riccati equation (see [21] ). However, while in the singular LQ problem optimal inputs in general are distributions, in the H context also in the singular case suitable state feedback laws can be found. It is well known that in the LQ problem a special role is played by solutions of the linear matrix inequality that minimize the rank of the dissipation matrix (see [4] , [13] ). It turns out that also in our context the relevant solutions to the quadratic matrix inequality are rank minimizing. Indeed, it follows from the proof of Theorem 5.4 that for all symmetric matrices P we have rank F(P)>-normrank G. Thus, (2.5) can be interpreted as saying that P minimizes the rank of Fv(P). On the other hand, once we know that rank Fv(P) normrank G, then obviously for all s C we have rank(L(P's) F (P) ] --< n + normrank G.
Thus, (ii) of Theorem 2.1 can, loosely speaking, be reformulated as follows. There exists a solution P_->0 to F(P)>-O that minimizes rank Fv(P) and maximizes rank (Lv(P, s) , Fv(P)7") 7" for all s Ct_J C+. As can be expected, the quadratic matrix inequality and the rank conditions (2.5) and (2.6) turn out to play an important role in the context of singular linear quadratic differential games. This connection is elaborated in [16] .
Needless to say, several questions remain unanswered in this paper. The most obvious topic is the extension of the theory of this paper to the case of dynamic measurement feedback, i.e., the singular counterpart of the problem studied in [2] , [5] , and [18] . In [17] it is shown that the existence of suitable dynamic compensators require solvability of a pair of quadratic matrix inequalities.
Finally, in [20] the ideas of the present paper are used to tackle the finite horizon "H" control problem by measurement feedback, i.e., the problem of finding a dynamic compensator such that the L2[t0, tl]-induced norm (instead of the L2(N+)-induced norm) of the closed-loop operator is smaller than an a priori given upper bound. In [20] conditions for the existence of such a compensator are formulated in terms of quadratic differential inequalities (the extensions of Riccati differential equations).
