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guurlijk staan springen, dan wel van vreugde of enthousiasme, dan wel van frustra‐
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trol  their own  learning process,  these metacognitive processes  require  additional 
capacity of the  limited working memory. In this chapter the theoretical framework 
of cognitive load is used to analyze the impact of the cognitive demands imposed by 
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Self‐regulated  learning allows students  to actively plan, monitor, and control  their 
own  learning process  (e.g., Boekaerts,  Pintrich, &  Zeidner,  2000;  Pintrich,  2000a; 
Winne, 2001; Winne & Hadwin, 1998; Zimmerman & Schunk, 2001). Such metacog‐
nitive  processes  like  planning, monitoring,  and  controlling  do  require  additional 
capacity of the  limited working memory. In this chapter the theoretical framework 
of cognitive load is used to analyze the impact of the cognitive demands imposed by 
the metacognitive processes  involved  in self‐regulated  learning on students’  learn‐
ing outcomes. This framework also provides the theoretical foundation for the stud‐
ies presented in the next Chapters. 
Self‐regulated  learning  can  occur  at  different  levels,  from  learners  controlling 
how  long they engage  in studying a given task or whether they want to restudy  it 
(Karpicke, 2009; Metcalfe, 2009; Thiede & Dunlosky, 1999), to  learners controlling 
what  information they want to study  (e.g.,  in a hypermedia  learning environment; 
Azevedo,  2005;  Azevedo  &  Cromley,  2004;  Azevedo, Moos,  Greene, Winters,  & 
Cromley, 2008) or what  learning  tasks  they want  to work on  (Corbalan, Kester, & 
Van Merriënboer,  2008;  Ross, Morrison, & O’Dell,  1989).  This  chapter will  focus 
primarily  on metacognitive  processes  involved  in  self‐regulated  learning  in which 
learners  can  choose  their  own  learning  tasks, which  is  often  referred  to  as  self‐
directed  learning  in  the  context  of  research  on  lifelong  learning  (Candy,  1991; 
Knowles, 1975; Loyens, Magda, & Rikers, 2008), and as  learner‐controlled  instruc‐
tion  in  the  context  of  computer‐assisted  learning  (Goforth,  1994; Merrill,  1980; 
Niemiec, Sikorski, & Walberg, 1996; Steinberg, 1989).  
  11 
Self‐regulated  learning  in which  learners choose  their own  learning  tasks  is  in‐
creasingly  implemented  in  secondary  education,  because  it  is  believed  to  better 
prepare  students  for  tertiary  education  and working  life.  In  the Netherlands,  for 
example, a nationwide educational  innovation  that relies heavily on self‐regulated 
learning  (the  ‘study  house’) was  implemented  in  the  higher  levels  of  secondary 
education  in  1999  (see  http://www.minocw.nl/english/education/293/Secondary‐
education.html).  In  addition,  a  heavier  reliance  on  self‐regulated  learning  is  also 
seen  as  an opportunity  to achieve personalized  learning  trajectories,  in which  in‐
struction provides more room for each individual learner’s interests and is adaptive 
to each  learner’s current  level of knowledge or skill. Therefore, such personalized 













ables  involved  in self‐regulated  learning and  instructed to use those during subse‐
quent self‐regulated  learning  in a hypermedia environment, significantly  improved 
students’ application of self‐regulated learning skills during learning as well as their 
learning outcomes. Van den Boom et al. (2004) investigated the effects of reflection 









2004;  Shute  &  Zapata‐Rivera,  2008).  It  is,  however,  questionable  whether  self‐
regulated  learning actually results  in the adaptivity to students’ needs required for 
effective personalized instruction. When an instructional system is used to personal‐
ize  instruction,  it does  so by a  cyclical process of monitoring and assessing a  stu‐
dent’s current  level of knowledge or skill  to select or suggest an appropriate next 
learning  task. The assessment can  comprise  several aspects of  students’ perform‐
ance (e.g., Anderson et al., 1995; Kalyuga & Sweller, 2004; Koedinger et al., 1997) or 











trol over  their  learning process may have beneficial effects on  their motivation or 
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1990; Kinzie & Sullivan, 1989; Lawless & Brown, 1997; Niemiec et al., 1996; Ross & 
















important not only  to assess  the quality of  the  final  solution or end‐product, but 
also to assess the quality of the performance process that led up to that solution or 
product (e.g., Segers, Dochy, & Cascallar, 2003).  Inaccurate self‐assessment may  in 






capacity  is  limited  to  seven plus or minus  two elements or chunks of  information 
when  holding  information  (Miller,  1956)  and  even  less  (about  4  elements) when 
processing information (Cowan, 2001; 2010). Many learning tasks are complex, that 
is,  they  are  characterized by  a high number of novel  interacting  information  ele‐
ments that have to be related, controlled, and kept active in working memory dur‐
ing  task performance  in order  for  learning  to occur. Such  learning  tasks  impose a 
high  load on working memory, and  this  is  referred  to  in  cognitive  load  theory  as 
intrinsic  cognitive  load  (Chandler  &  Sweller,  1991;  Sweller,  2010;  Sweller  et  al., 
1998). It should be mentioned that intrinsic cognitive load does not only depend on 
task complexity, but also on the level of expertise of the learner: As a result of learn‐
ing, elements are  combined  into  cognitive  schemata  stored  in  long‐term memory 
that can be retrieved and handled as a single element in working memory, thereby 
decreasing  the  intrinsic  load  the  task  imposes on working memory  (Sweller et al., 
thesis_Kostons_v04.pdf
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1998). As a consequence, the same  learning task  imposes  less cognitive  load  for a 
student with some prior knowledge of that task than for a novice. 
Monitoring can be conceived of as a  secondary  task,  requiring attention while 
performing the  learning  task  (primary  task). As such, monitoring and  learning  task 
performance are competing  for  the same  limited working memory resources  (Van 
Gog, Kester, & Paas, in press; Van Gog & Paas, 2009). Dual task research has shown 
that  under  high  cognitive  load  conditions,  accurate  performance  of  the  primary 
task, secondary task or both becomes hard to maintain (Brünken, Plass, & Leutner, 
2003). That is, when the intrinsic load imposed by a learning task is high, little if any 
working memory  resources are available  for processes  that  impose additional  ca‐
pacity  demands,  such  as  concurrently monitoring  performance.  Learners  can  in‐
crease their mental effort to accommodate the dual task demands, but only to the 
extent  that cognitive  resources are  still available  (Paas, Tuovinen, Tabbers, & Van 




intrinsic  cognitive  load,  on  the  other  hand,  additional  cognitive  demands  can  be 
easily accommodated as ample resources are available, and the  low complexity of 
the  primary  task may  also make  the  secondary  task  less  complex.  In  sum, when 
tasks impose high intrinsic load, monitoring performance may: a) lead to low quality 
monitoring (secondary task), and therefore, a poor recollection of performance on 







on simple,  low  intrinsic  load  tasks  (i.e., 4x4 Sudoku puzzles).  In  the pilot study  re‐
ported by Van Gog and Paas, a mixed factorial design was used with task complexity 
as  between‐subjects  factor  and monitoring  as within‐subjects  factor:  Participants 
first had to work on a puzzle without the instruction to monitor their performance, 
then with  that  instruction. Cognitive  load was measured using the nine‐point sub‐
jective mental effort rating scale developed by Paas (1992; this scale is widely used 
in educational research; see Paas et al., 2003; Van Gog & Paas, 2008). The results 




anced, and  the application of  the monitoring  instruction as within‐subjects  factor 
may have affected mental effort ratings.  In the follow‐up study, Van Gog et al.  (in 
thesis_Kostons_v04.pdf
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press) therefore applied monitoring as between‐subjects factor and task complexity 
as within‐subjects  factor, and  included a higher number of participants. The same 





secondary  task,  that  is, on  the quality of monitoring, and only  investigated direct 
effects on performance, rather than learning (and performance is not always a good 
indicator of  learning; Bjork, 1999),  their  findings may provide at  least a partial ex‐
planation for why high prior knowledge learners seem to do better than novices in 
self‐regulated  learning  (e.g.,  Lawless  &  Brown,  1997;  Moos  &  Azevedo,  2008a; 
Niemiec et al., 1996; Ross & Morrison, 1989; Scheiter & Gerjets, 2007; Steinberg, 
1989; Uden et al., 2000).  In most of  those comparative  studies,  the high and  low 
prior knowledge learners were working on the same learning tasks, and because of 
their prior knowledge, these tasks imposed a lower intrinsic load for the high prior 
knowledge  learners  (Sweller et al., 1998). The high prior knowledge  learners may 
therefore have had enough cognitive capacity available for performing the learning 
task and monitoring their performance simultaneously.  
In sum, we have argued here  that monitoring plays a pivotal  role  in  the effec‐
tiveness of self‐regulated learning, because the quality of monitoring can affect the 
accuracy of self‐assessment, which in turn can affect the accuracy of task selection. 
The  cognitive  load  imposed  by monitoring may  hamper  learning when  cognitive 
capacity  is devoted to monitoring  (i.e., a direct effect on  learning outcomes), or  it 
may hamper monitoring when  cognitive  capacity  is devoted  to  learning,  in which 
case the accuracy of self‐assessment is likely to be negatively affected, which nega‐
tively affects the rest of the cycle of self‐regulated  learning  (i.e., an  indirect effect 
on  learning outcomes). However, this explanation  for  findings regarding the effec‐
tiveness of self‐regulated  learning  is  likely to be a partial one, because there seem 
to be other cognitive factors that affect self‐assessment accuracy.  
Self‐Assessment 
Being  able  to  accurately  self‐assess  performance  on  a  learning  task  is  crucial  for 
effective self‐regulated  learning. For example, students who are more accurate at 
























such  tasks as  judged by his or her ability  to solve an equivalent problem  (Sweller, 




Such  biases  may  be  very  hard  to  counteract,  although  research  on  self‐
assessment of text comprehension and word‐pair learning has shown, for example, 
that asking students to judge their learning at a delay rather than immediately may 
increase accuracy of  the  judgment  (e.g., Nelson & Dunlosky, 1991). A possible ex‐
planation for this effect is that at a delay, students have to retrieve the information 
from long‐term memory, which more closely resembles the situation during a test. 
With  immediate  judgments,  in contrast,  information can be used that  is still avail‐
able in working memory, but this information does not necessarily become consoli‐
dated in long‐term memory, that is, it may not be available later for the test (Nelson 
&  Dunlosky,  1991).  Having  students  generate  keywords  (Thiede  et  al.,  2003)  or 
make  summaries  (Anderson &  Thiede,  2008)  about  a  text before  asking  them  to 
assess their learning is another effective way to increase accuracy, especially when 
there  is a delay between reading the text and generating keywords or summaries, 




is  that  it  seems  to be  related  to  the amount of experience a person has  (Boud & 
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disadvantage, because  they not only  lack knowledge about  the  learning  tasks, but 
also about the assessment criteria and standards. Dunning and colleagues call this 
‘the double curse of  incompetence’  (Dunning, Heath, & Suls, 2004; Dunning et al., 
2003), meaning  that  “…  skills  necessary  to  recognize  competence  are  extremely 
close if not identical to those needed to produce competent responses” (Dunning et 
al., 2004, pp. 73). Another factor that might play a role is the frame of reference a 
learner  is  inclined  to  use  during  self‐assessment,  that  is,  do  they  compare  their 
current  performance  to  their  own  past  performance  (self‐referenced),  to  their 
peers’  performance  (norm‐referenced),  or  to  an  objective  standard  (criterion‐
referenced)? Lacking knowledge of  the  latter  two, novices may have no other op‐
tion  than  to use  their own past performance. There  is  some evidence  that  this  is 
indeed the case, at least in motor learning tasks. Ruble and Frey (1991) and Sheldon 
(2003)  found  the  frame  of  reference  to  vary  as  a  function  of  skill  acquisition: 
Whereas  novices  tended  to make more  temporal  comparisons  to  their  own past 






ing  than novices, but  they  also have more  knowledge of  assessment  criteria  and 




Inaccurate  task  selection during  self‐regulated  learning  is problematic, because  it 
will cause learners to work on tasks that do not fit their level of knowledge or skill 
(i.e., they are either too difficult or too simple), and as a result, they will not  learn 
much.  Inaccuracies  in  task  selection  can  arise  first  of  all when  self‐assessment  is 






on  the  log  files.  Comparing  these  objective  assessment  scores  to  the  self‐
assessment scores, Salden et al. found that 67% of the participants tended to over‐
estimate  their  performance  during  training.  Interestingly,  however,  for  accurate 









self‐efficacy beliefs,  that  is,  their confidence  in  their ability  to perform a  task may 














per, 1985),  completion problems  (medium  support; e.g., Paas, 1992) and  conven‐
tional problems (no support). That system uses a task‐selection algorithm based on 
an assessment of performance combined with mental effort scores to select tasks: 












over what  information  they want  to  study  (Azevedo,  2005;  Azevedo &  Cromley, 
2004; Azevedo et al., 2008) or what learning tasks they want to work on (Corbalan 
et al., 2008; Niemiec et al., 1996). Accurate monitoring, self‐assessment, and  task 
selection  seems  to be especially difficult  for novices, which may explain why  self‐
regulated learning is often ineffective for novice learners. Even though learners with 
higher  levels  of  prior  knowledge  have  been  found  to  benefit  from  self‐regulated 
learning,  it  is  important  to note  that  in  those studies,  the advanced  learners  typi‐
thesis_Kostons_v04.pdf
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cally worked on the same tasks as novices. Ideally, however, students work on tasks 
that are at an appropriate  level of difficulty  for  them, not on ones of which  they 
already know a lot (unless the goal would be to automate performance, of course). 
In this ideal situation, all students may experience problems with monitoring due to 
high cognitive  load, with self‐assessment due to  inaccurate monitoring and  lack of 
knowledge  about  assessment  criteria  and  standards,  and with  task  selection  be‐





a)  to  study  in detail how  learners go about assessing  their own performance and 
selecting new  learning tasks, and b) to experimentally  investigate whether training 
learners’  self‐assessment  and  task‐selection  skills  could  enhance  the  accuracy  of 
those  skills, and whether  this would  improve  learning outcomes attained  through 


















ess.  In addition  it was hypothesized  that  the  cue  could or  could not help novices 
evaluate their performance process  (depending on which of the two explanations, 
lack  of monitoring  or  lack  of  knowledge  of  criteria  and  standards,  plays  a more 









edge) would  be more  accurate  at  self‐assessment, would make more  use  of  the 
outcomes of  their self‐assessment  to select a new  learning  task, and would select 
tasks based more on  their  structural  rather  than  superficial  aspects  compared  to 
their less effective counterparts. 
Chapter 4 describes two experiments that investigated whether self‐assessment 
and  task‐selection accuracy could be  improved by means of  training and whether 
this would enhance the effectiveness of self‐regulated learning. The first experiment 
investigated whether  example‐based  learning,  that  is,  observing  a  human model 
engaging  in self‐assessment, task selection, or both, could be an effective strategy 
for novices to acquire self‐assessment and task‐selection skills. It was hypothesized 
that observing modelling examples would  improve  their  self‐assessment  and  task 
selection  accuracy.  The  second  experiment  investigated  whether  training  self‐
assessment  and  task‐selection  skills,  either  by  studying  modelling  examples  or 




question was  explored  of whether  training  consisting  of  examples  or  of  practice 
would be more effective. 
Finally, Chapter 5 provides an overview of the main findings of the studies pre‐


















the  performance‐process  on  self‐assessment,  using  a  2  x  2  factorial  design with 
factors ‘Expertise’ (Lower vs. Higher) and ‘Performance‐Process Cue’ (Cued vs. Non‐
cued).  The  cues,  consisting  of  replays  of  integrated  records  of  participants’  eye 
movements  and  actions on  the  computer  screen, were hypothesized  to help  the 
lower expertise group to remember and the higher expertise group to evaluate their 
task performance, by  allowing  them  to  review both physical  actions  (reflected  in 
mouse/keyboard  operations)  and  cognitive  actions  (reflected  in  eye movements) 
made during task performance. The results were in line with this hypothesis. Impli‐




















process,  because  not  only  the  end‐product  is  important,  but  also  the process by 
which  it was obtained (see e.g., Segers, Dochy, & Cascallar, 2003). In addition, one 
needs  to  know  the  criteria  and  standards  to which  performance  should  be  com‐
pared  (Miller,  2003).  The  term  assessment  ‘criteria’  refers  to  the  aspects  of per‐
formance that are assessed, and ‘standards’ to the quality of performance on each 
of those aspects (see e.g., Arter & Spandel, 1992; Woolf, 2004). Research has shown 
that  the  accuracy  of  self‐assessment  improves with  increasing  expertise  (Boud & 






The  apparent  close  relationship  between  expertise  and  understanding  of  as‐
sessment criteria might imply that we have to accept that novices are simply unable 
to self‐assess their performance. Consequently,  it could be argued that  it does not 
make  sense  to  implement  educational  programs  that  require  accurate  self‐















pete  for  cognitive  resources with  the primary  task, and,  consequently,  is  likely  to 




ing memory as a single element, which  lowers the  intrinsic  load  imposed by a task 
(Sweller, 2004). So,  the more  information elements of a  task are combined  into a 
schema, the  lower the  intrinsic  load  imposed on working memory by the task, and 
the more cognitive resources there are available for other processes, such as moni‐
toring task performance.  
When novices are unable  to monitor  their performance,  they will only have a 
limited  recollection  of  the  performance  process  on  which  to  base  their  self‐
assessment.  In this case, providing them with a cue for self‐assessment, consisting 




erations), while  important  cognitive  actions  remain  invisible.  Therefore,  a  record 
that  captures both  the actions on  the  computer  screen as well as  the eye move‐
ments of the  learner, could be more effective  (cf. the cue used by Van Gog, Paas, 
Van Merriënboer, & Witte, 2005, for cued retrospective reporting; see also Hansen, 
1991), because eye movements are generally believed  to  reflect  the allocation of 















process. To obtain  this  information,  learners were  required  to perform a  task and 
then  to  assess  their  performance while  thinking  aloud  (Ericsson &  Simon,  1993). 
Half of them could self‐assess based on a cue consisting of a replay of a record of 
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their performance process, which included their actions on the computer screen as 
well as their eye movements made.  
It  is  hypothesized  that:  a)  the  cue  is  helpful  for  novice  participants  to  report 
about the performance process, whereas advanced participants do not need a cue 
to be able  to  report on  the process, and b)  the cue may or may not help novices 
assess their performance process (depending on which of the two expertise expla‐
nations described  earlier plays  a more prominent  role), but  could help  advanced 











items on  the  subject of heredity with  four  response options.  Six  items measured 




















gaze‐points  falling within a  radius of 50 pixels  that  together had a duration of at 
















Self‐assessment  instructions.  The  self‐assessment  instruction  for  the Non‐cued 
condition was “Please evaluate your performance on this task while thinking aloud, 
that  is, verbalize everything  that comes  to mind and do not mind my presence  in 
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on  meaningful  units  (i.e.,  partial,  whole,  or  multiple  sentences).  When  a  sub‐
sentence within a unit had a distinct other meaning, it was made into a nested seg‐
ment  that  could  receive  its own  code.  The  segments were  coded  using  a  coding 
scheme with  three main categories: a) Survey: comments relating  to surveying  in‐
formation in the task and task characteristics; b) Action: comments relating to per‐
forming problem‐solving  steps;  and  c) Monitoring/Assessment:  comments  related 





positive or negative  (e.g.,  “I  think  I did  that wrong”); 2. Efficiency: evaluations  in‐
cluding a  time component  (e.g., “It  took me a  long  time  to  solve  this”); 3. Affect: 
evaluations  of  emotional  and motivational  states,  also  divided  into  being  either 
positive or negative  (e.g.,  “This  is  frustrating”);  and 4. Difficulty: evaluations  con‐
cerning  the  difficulty  of  the  task  (e.g.  “This was more  difficult  than  the  previous 
one”). 
Two raters with knowledge of the experimental tasks independently coded 15% 





Considering  the  small  number  of  participants  per  condition,  nonparametric  tests 




in  the hypotheses, otherwise  two‐tailed  results are  reported  (note  that one‐tailed 
tests would  still be  significant when approached  two‐tailed). Effect  size estimates 
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  Lower Expertise  Higher Expertise 
  Non‐Cued    Cued  Non‐Cued  Cued 
  M (SD)    M (SD)  M (SD)  M (SD) 
Main categories           
Surveys  3.00 (2.58)    6.30 (5.12)  6.00 (4.11)  5.40 (3.47) 
Actions  13.6 (10.2)    30.2 (16.8)  22.6 (13.9)  22.5 (12.2) 
Monitoring  / 
Assessment 




         
Positive  
effect 
1.30 (1.34)    1.90 (2.28)  5.20 (2.97)  9.10 (7.91) 
Negative 
effect 
13.6 (10.2)    12.1 (5.51)  6.40 (4.77)  7.60 (5.02) 
Efficiency  .40 (.52)    1.30 (1.83)  1.30 (1.16)  2.70 (1.42) 
Affect 
Positive 
.20 (.63)    .60 (.97)  1.00 (1.25)  2.50 (2.80) 
Affect 
Negative 
3.30 (4.27)    1.50 (2.51)  .10 (.32)  .80 (.63) 
















(U = 25.0, p <  .01,  r =  ‐.42).  For  lower expertise participants,  the  cue  resulted  in 










In  the  non‐cued  condition,  higher  expertise  participants made more  Survey  (U  = 
27.0, p <  .05,  r =  ‐.39), and Action  (U = 27.0, p <  .05,  r =  ‐.39), and  less Monitor‐
ing/Assessment (U = 25.0, p < .05, r = ‐.42) comments compared to lower expertise 







=  ‐.62)  criteria  than  lower  expertise  participants.  In  the  cued  condition, Mann‐
Whitney U  Test  results were  almost  the  same  as  in  the non‐cued  condition  (i.e., 
higher expertise participants used more Positive Effectiveness (U = 13.0, p < .01, r = 
‐.63), Efficiency (U = 22.5, p < .05, r = ‐.47), and Positive Affective criteria (U = 23.5, p 
<  .05,  r =  ‐.47)  compared  to  lower expertise participants. The exception was  that 
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while  thinking aloud, either with or without a performance‐process cue consisting 
of a replay of a record of eye movements and actions performed on the computer. 
This would  shed  light on  the question of whether  lack of knowledge of  standards 
and  criteria,  lack  of  monitoring  ability,  or  a  combination  of  both,  hinder  self‐
assessment.  






expertise  participants  indeed  have  difficulty  remembering  the  details  of  the  per‐
formance  process  due  to  higher  cognitive  load  (the  higher  expertise  participants 
presumably experience  less cognitive  load  imposed by the tasks), and that the cue 
allows them to review and remark on those task processes.  
However,  the  cue  did  not  lead  to  an  increase  in  evaluations  (Monitor‐

















participants  seem  to use more  criteria,  and make more positive  statements  than 
lower expertise participants, who make more negative  statements. However,  two 









task, engage  in  trial and error  strategies, and as  such do not  really have much  to 
evaluate (i.e., cannot go beyond: “tried this, didn’t work”). Indeed, Table 2.1 shows 




has been used  in a  few studies as a cue  for verbal reports  (Schwonke, Berthold & 
Renkl, 2009; Van Gog et al., 2005), and was used here to cue self‐assessment of task 
performance. Other performance‐process cues, such as screen captures without eye 




distinguish between  reports or evaluations of  cognitive or physical actions, but  it 
might be interesting in future studies to compare whether or not different types of 
performance‐process cues would lead to different results. It might also be interest‐





did have some benefit  from  the cue,  though,  in  that  they were better able  to  re‐
count  the actions compared  to when  they did not have  the cue.  In  this study, we 
were  interested  in what criteria participants would  ‘spontaneously’ use, as provid‐
ing  them with  lists  of  criteria would  provide  less  information  regarding  learners’ 




ronments  though, as  it affects subsequent  learning activities. That  is,  if one  is not 
aware of one’s needs for performance improvement, one is unlikely to select tasks 
that will address  those needs. Therefore,  further studies on  the complicated  rela‐
tionship between expertise,  cognitive  load, and  the ability  to evaluate one’s own 












Learner‐controlled  instruction  is often  found  to be  less effective  for  learning  than 
fixed or adaptive system‐controlled instruction. One possible reason for that finding 
is that students, especially novices, might not be able to accurately assess their own 
performance and  select  tasks  that  fit  their  learning needs. Therefore,  this explor‐
ative study  investigated the differences  in self‐assessment and task‐selection proc‐
esses  between  effective  and  ineffective  learners  (i.e.,  in  terms  of  learning  gains) 
studying  in  a  learner‐controlled  instructional  environment.  Results  indicated  that 
although  effective  learners  could more  accurately  assess  their  own  performance 
than  ineffective  learners, they used the same task aspects to select  learning tasks. 
For  effective  learners,  who  were  also  more  accurate  self‐assessors,  the  self‐
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This  explorative  study  investigated  the  differences  in  self‐assessment  and  task‐
selection processes between learners who were and were not able to profit (i.e., in 
terms of  learning gains)  from  studying  in a  learner‐controlled  instruction environ‐




dents’  learning processes  and outcomes,  as well  as  their motivation  and  involve‐
ment  (Corbalan,  Kester, & Van Merriënboer,  2008; Niemiec,  Sikorski, & Walberg, 




forth,  1994;  Niemiec  et  al.,  1996;  Steinberg,  1989;  Uden  et  al.,  2000; Williams, 
1996), and for novices,  it can have negative effects (Azevedo, Moos, Greene, Win‐
ters, & Cromley, 2008). When positive effects of LCI on learning have been reported, 
this  is  usually  for  learners with more  prior  knowledge  (Lawless  &  Brown,  1997; 
Moos & Azevedo, 2008a; Niemiec et al., 1996; Scheiter & Gerjets, 2007; Schnacken‐








For  LCI  to  be  effective  for  learning,  students  have  to monitor  their  performance 
while  they are working on a  task, use  this as  input  for self‐assessment after com‐
pleting the task, and select a new learning task based on that assessment (see Fig‐






lead  to  lower  performance on  the  task due  to  the  fact  that  limited  cognitive  re‐
sources  need  to  be  shared  between  task  performance  and monitoring  that  per‐
formance (see Van Gog & Paas, 2009). 
These difficulties with monitoring affect  self‐assessment as well:  if  learners do 





actual  learning  (Koriat & Bjork, 2005; Koriat & Ma’ayan, 2005), because  they  are 
based on  the wrong  cues  for whether  information has been  learned  (i.e.,  can be 






frame  of  reference  (Ruble &  Frey,  1991;  Sheldon,  2003).  This  tends  to  positively 










ever,  even when  self‐assessment  is  accurate,  learners may  experience  problems 
with  selecting  appropriate  learning  tasks.  Particularly  novice  learners may  find  it 
difficult to determine which features of a task are relevant  for  learning and which 
are not (Quilici & Mayer, 2002). Rather than focussing on structural aspects of a task 
that are  important  for  learning,  such as  the  level of  complexity or  the amount of 
instructional  support,  they  tend  to  focus  on  less  relevant  surface  features  (e.g., 
cover stories) when selecting a  learning  task  (Corbalan et al., 2008). Furthermore, 
learners should  ideally select tasks that are challenging enough to  learn from  (i.e., 
above  their current performance  level), but not  too difficult  (cf. Vygotsky’s, 1978, 
concept of ‘zone of proximal development’). In practice, however, learners tend to 
select  tasks  that  they are  confident  they  can perform  (i.e.,  self‐efficacy; Bandura, 
1997), which  often  results  in  selection  of  too  difficult  tasks  in  case  of  overconfi‐
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dence, or too easy tasks in case of low confidence (Pajares & Kranzler, 1995; Stone, 
1994). 





ness. Therefore,  in this explorative study, novice  learners engage  in LCI  in an elec‐
tronic  learning environment on  the  topic of heredity, and  they are asked  to  think 
aloud during self‐assessment and task selection. Based on their learning outcomes, 
they are divided  into two groups: Learners who were more effective  (i.e., profited 











est  level of secondary education  in  the Netherlands with a six year duration) who 
were enrolled in Biology courses volunteered to participate in this study (15 female, 
17 male; age M = 15.9, SD = .49) and received a reward of € 7.50 for their participa‐




Pre‐test. Two weeks prior  to  the main part of  the  study, participants  received 
the pre‐test in a classroom at their school (15 min.). This test consisted of six paper 
and pencil multiple‐choice problem‐solving  tasks on  the  subject of heredity: One 








LCI phase.  In the main phase of the study,  learners engaged  in LCI  in  individual 
sessions (at school) of approximately 45 minutes, using an electronic learning envi‐
ronment  designed  for  this  study.  The  learning  environment  consisted  of  a Web 
application with a database connected to it, which contained all learning tasks and 
logged participants’ task solutions, task selection choices, responses on assessment 




Learning TasksSupport LevelComplexity Level
Conventional problem = only
problem statement.
Completion problem = as worked
example, with 2 steps left out
Worked example = all 5 steps 
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The  learning  task database, developed  in  cooperation with  two biology  teachers, 
consisted of problems in the domain of heredity (laws of Mendel), at five complexity 
levels  tailored  to  the  level  of  these  learners  (i.e.,  the highest  level of  complexity 
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matched what they should know at the end of the school year). Within each com‐
plexity level, three types of tasks were available that varied in the degree of instruc‐
tional  support:  (a) Worked  examples, which  provide  a  fully worked‐out  solution 
procedure and an explanation of  the  rationale behind  this procedure  (cf. process‐
oriented  worked  examples;  Van  Gog,  Paas,  &  Van  Merriënboer,  2004)  for  the 








genotypes  into a hereditary diagram;  (3) deduce missing  individuals’ genotypes by 
means of a Punnett square; (4) induce missing individuals’ genotypes by means of a 
Punnett square; (5) compare results of step 3 and 4 and infer final solutions. Maxi‐
mally  five minutes were allotted  for each  learning  task. Learners were allowed  to 
work out the solutions on paper, and their notes were collected after each task. 
After completing each task, participants had to self‐assess their performance on 
seven criteria,  implemented as nine‐point  rating scales, with  labels at  the  two ex‐




fun”;  (5)  (difficulty) “I  thought  the  task was:  (1) very easy …  (9) very difficult”;  (6) 
(mental effort) “Performing the task required: (1) very  little effort … (9) very much 
effort”;  and  (7)  (overall  evaluation)  “Altogether,  I  performed  this  task:  (1)  very 
poorly … (9) very well”. These items were developed based on the study of Chapter 
2  in which  it was  investigated which “criteria” students spontaneously mentioned 
during self‐assessment. After this self‐assessment, participants were presented with 
an overview of all tasks on a single screen (cf. Figure 3.2). Learners could click on the 
task  they wanted  to perform. One  restriction was  implemented:  They needed  to 





During  self‐assessment and  task  selection,  learners were  instructed by  the ex‐
perimenter  to  think  aloud:  “Please  think  aloud,  that  is,  verbalize  everything  that 
comes to mind.” (cf. Ericsson & Simon, 1993). If participants fell silent for more than 




attached  to  a  second  PC,  and were  transcribed  afterwards.  These  transcriptions 











Effective  and  ineffective  participants.  Participants’  post‐test  scores  (max.:  6) 

















Paas,  &  Van  Merriënboer,  2006)  by  recoding  scores  on  the  nine‐point  self‐
assessment  scale  into  scores on a  four point  scale  (1/2 became 0; 3/4 became 1; 
5/6/7 became 2; 8/9 became 3). Accuracy was then determined by subtracting the 
self‐assessed  performance  scores  from  the  actual  performance  scores,  and  was 
expressed in terms of absolute differences. 
 40 
Coding  scheme.  The  think  aloud  data  were  analyzed  using  coding  schemes 
adapted from Biggs and Collis’ (1982) SOLO taxonomy. For self‐assessment, verbali‐
zations were  segmented  per  task  and  per  assessment  criterion.  These  segments 
could  be  given  three  codes.  First,  the  self‐assessment  criterion  (e.g.,  “solution”, 
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mentation was based on  the  smallest meaningful unit  (i.e., partial or whole  sen‐
tences). These segments could also get three codes: First, the segment was coded as 
containing merely a statement about “what” task or task feature a participant was 
choosing,  or  also  explaining  “why”  he  or  she  was  choosing  that.  Then,  when  a 





concerning  statements  about:  surface  features,  complexity  level,  support  level, 
planning of a  task or  set of  tasks, or  self‐efficacy with  regards  to a  task. Because 
segmenting was  done  based  on  small  units,  cases  in which multiple  consecutive 
segments would receive the same code, were counted as a single code. 
Two raters  independently coded circa 15% of the transcriptions to establish  in‐
ter‐rater  reliability  (self‐assessment:  Cohen’s  κ  =  .86;  task  selection:  Cohen’s  κ  = 









A  t‐test on  self‐assessment accuracy  (i.e., completion and conventional problems) 
showed that the Effective group (M = .56, SD = .30) was more accurate (i.e.,  lower 
deviation) than the Ineffective group (M = .91, SD = .56), t(30) = 5.93, p < .001, d = 
.75. However, within both  the Effective and  Ineffective groups  there were partici‐
pants with  higher  and  lower  levels  of  self‐assessment  accuracy.  Two‐step  cluster 
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analysis  revealed  that  each  effectiveness  group  consisted  of  two  accuracy  sub‐
groups (see Table 3.1). 
 
  Ineffective    Effective 
  n    M (SD)    n    M (SD) 
Accurate  7    .44 (.25)    9    .33 (.13) 




Therefore,  in  further analyses both effectiveness and accuracy will be  included as 
factors.  It should be noted  though,  that none of  these groups  (Effective‐Accurate; 
Effective‐Inaccurate; Ineffective‐Accurate; Ineffective‐Inaccurate) can be considered 
truly accurate: one sample t‐tests showed that their mean accuracy differed signifi‐
cantly  from zero  (all p <  .01). For  the sake of simplicity, however, we will refer  to 










prior  performance  may  lead  to  misinterpretation  of  one’s  performance  (Miller, 














ria  for  Ineffective participants because  this does not seem particularly  relevant  to 
the other criteria. One would expect it to play a role in task selection, but there, no 
such  differences  between  Effective  and  Ineffective  participants were  found  (see 
Task Selection section below). 
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  Effective    Ineffective 
  Accurate    Inaccurate    Accurate    Inaccurate 
  M (SD)    M (SD)    M (SD)    M (SD) 
A  .22 (.44)    0 (0)    0 (0)    .12 (.35) 
B  .22 (.44)    1.38 (1.77)    2.00 (2.08)    1.62 (1.19) 
C  3.56 (3.71)    5.25 (3.62)    4.43 (3.31)    8.25 (6.54) 
D  6.22 (4.15)    5.62 (5.78)    8.43 (6.93)    7.12 (5.94) 






  Accurate    Inaccurate  Accurate  Inaccurate 
  M (SD)    M (SD)  M (SD)  M (SD) 
Solution  1.33 (1.58)    1.62 (1.06)  1.14 (1.46)  1.62 (1.92) 
Approach  6.22 (5.33)    4.00 (3.34)  6.29 (4.61)  4.50 (4.14) 
Time on task  2.00 (1.32)    2.25 (1.39)  3.00 (2.71)  1.25 (1.75) 
Enjoyment  .22 (.44)    .62 (.74)  1.00 (.82)  1.25 (1.04) 
Difficulty  4.67 (2.78)    4.62 (2.56)  4.43 (2.23)  3.88 (4.36) 
Mental effort  .78 (1.09)    .75 (.89)  .71 (.95)  .25 (.46) 
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data  on  task  selection  considerations  showed  no  significant  differences  between 
conditions, F(1, 28) < 1, ns. 
Self‐assessment as Predictor of Task Selection 
To  investigate  relationships  between  self‐assessment  and  subsequent  task  selec‐
tion,  predictive models were  built  using  linear  regression  analysis.  Scores  on  the 
seven assessment criteria on conventional problems were used as parameters and 
the  task  selection  step‐size  as  the dependent  variable.  Step‐size  indicates  the  in‐








No  predictive  models  could  be  created  for  the  Accurate‐  or  Inaccurate‐
Ineffective participants  (all F < 1, ns). A predictive model could be created  for  the 
Inaccurate‐Effective participants, F(3, 19) = 7.94, p <  .01, R2 =  .56, which  included 
“solution” (β = ‐.78, p < .05), “time on task” (β = ‐.61, p < .01) and ”total evaluation” 
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of  “time  on  task” was  lower, when  assessment  of  “difficulty” was  lower,  and/or 




was  very  low  (ranging  from  not  at  all  for  “solution”,  “mental  effort”  and  “total 
evaluation”  to a maximum of  three  times over all eight  tasks  for “time on  task”). 
Moreover, assessment of time spent on the task was a significant predictor in both 




processes  between  novices who  showed  learning  gains  in  LCI  (effective  learners) 
and those who did not (ineffective learners). It is important to stress here that there 









knowledge  learners  in  those  studies,  it  can  safely  be  assumed  that  the  learning 









that:  (a) more  accurate  does  not mean  absolutely  (i.e.,  100%  accurate),  and  (b) 
within  both  effective  and  ineffective  groups  there were more  and  less  accurate 
participants, which  supports  the  notion  that  self‐assessment  accuracy  is  not  the 
only factor influencing the effective use of LCI. An interesting question, however, is 
what makes the effective learners more accurate. It seems from the verbal protocol 
data  that  the  ineffective  learners assessed  their performance more often by com‐
paring  it  to  their  prior  performance  than  effective  learners, which  could  lead  to 
misinterpretation of  their performance  (Miller, 2003). But our data do not explain 
what the effective learners compared their performance to. Given that they were all 
novices and did not differ  in prior knowledge,  it  is unlikely  that  those participants 
knew more about assessment criteria and standards. 
We did not find support for our second expectation that effective learners would 
consider different aspects of  tasks during  task  selection  than  ineffective  learners. 
Possibly,  this  is a result of  the  fact  that all  learners were novices, despite  the  fact 
that  some  learned more  effectively  in  this  LCI  environment  than  others.  Future 
research might consider the use of interview techniques or cued retrospective ver‐
bal reports (Van Gog, Paas, Van Merriënboer, & Witte, 2005) instead of or in addi‐
tion  to  think‐aloud procedures  to gain  further  insight  into potential differences  in 
task‐selection  processes  between  effective  and  ineffective  learners.  Such  tech‐
niques might provide  the opportunity  to uncover more  information because  they 
are  used  after  task  performance,  rather  than  concurrent with  task  performance, 




assessment  for  task  selection  than  ineffective  learners,  seems  to  be  confirmed 
when  looking at  the predictive models, but no evidence  for  this was  found  in  the 
verbal protocols.  For  ineffective  learners, no predictive models  could be  created. 









possible explanation  requires  further  investigation, as  the verbal protocols do not 
shed light on this question; they showed no differences between conditions. For the 
effective learners who were accurate self‐assessors, a larger positive step size (i.e., 
selecting a more difficult  task) was predicted when assessment of  “time on  task” 
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effort  and  the  time  required  to  complete  a  task  (see  e.g., Van Gog, Paas, & Van 









future  research might  again  consider  the  use  of  cued  retrospective  reporting  or 
interview techniques instead of or in addition to think‐aloud procedures. 
Limitations 
There are some  limitations  to  this explorative study. First of all,  the  findings  from 
this study have to be interpreted with some caution because the number of partici‐
pants per subgroup was rather  low. Post‐hoc power analyses using G*Power  (Erd‐
felder,  Faul, & Buchner,  1996)  showed  that  power  on  the  accuracy  analyses  and 
regression models was  relatively high despite  the  low number of participants, but 
on the verbal protocol data analyses power was rather low (which was likely due to 
the  fact  that  frequencies were very  low). Secondly, we did not measure students’ 
self‐efficacy beliefs or learning approaches, and it might be that these factors play a 
key role  in the distinction between more and  less effective  learners or more accu‐
rate and more  inaccurate  self‐assessors. Finally, we asked  learners  to  think aloud 
only during self‐assessment and task selection, which were the processes of primary 
















ria and objective  standards  for performance. Our  results  suggest  that  such an  in‐
crease  in  self‐assessment  accuracy might  lead  to more  effective  learning  in  LCI. 
Secondly, the effects of training learners on how to use certain assessment criteria 
during task selection could be  investigated. Making  learners aware of what assess‐
ment  criteria  are used by  effective  learners or by  effective  adaptive  instructional 
systems, and how these are used, might enhance the quality of task selection and 




lower  the  overall  cognitive  load  experienced,  but  at  least  it may  direct  cognitive 
load away from ineffective processes for performing the primary and secondary task 




Another  interesting question  in  terms of cognitive  load,  is at what  time such a 
training should be provided.  It  is possible to do this before  learners engage  in LCI, 
for  example  by  means  of  examples  that  demonstrate  how  good  self‐assessors 
evaluate their performance and use this as input to select a next task. It may also be 
provided while  they  are  engaging  in  LCI.  For  example,  research on  self‐regulated 
learning  in  hypermedia  environments  has  been  concerned  with  influencing  stu‐
dents’  self‐regulatory  behaviour  during  study,  for  example  by  using  prompts 
(Azevedo  &  Cromley,  2004;  Bannert,  2004)  or  feedback  (Narciss,  Proske,  &  Ko‐







To conclude, this study provided  insight  into differences  in self‐assessment and 













For self‐regulated  learning  to be effective, students need  to be able  to accurately 
assess  their own performance on a  learning  task and use  this assessment  for  the 
selection of a next  learning  task. Evidence  suggests, however,  that  students have 
difficulties with accurate self‐assessment and task selection, which may explain the 
poor  learning  outcomes  often  found  with  self‐regulated  learning.  Experiment  1 
investigated and confirmed the hypothesis that observing a human model engaging 
in self‐assessment,  task selection, or both could be effective  for  the acquisition of 
self‐assessment and  task‐selection skills. Experiment 2  investigated and confirmed 
the hypothesis  that acquisition of  self‐assessment and  task–selection  skills, either 
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a  given  task or whether  they want  to  restudy  it  (Karpicke, 2009; Metcalfe, 2009; 
Thiede & Dunlosky, 1999),  to  learners  controlling what  information  they want  to 







of  computer‐assisted  learning  (Goforth,  1994; Merrill,  1980; Niemiec,  Sikorski, & 
Walberg, 1996; Steinberg, 1989). Research has shown that having control over what 
information  to  study  or what  tasks  to work  on  is  not  effective  for  novices’  self‐
regulated  learning  (Azevedo  et  al.,  2008;  Lawless & Brown,  1997; Niemiec  et  al., 
1996; Williams,  1996). We  assume  that  this may  be  due  to  novices’  lack  of  self‐
assessment  and  task‐selection  skills, which play  a  crucial  role  in  this  kind of  self‐
regulated learning. To verify this assumption, we investigate whether training these 
skills  results  in higher  self‐assessment  and  task‐selection  accuracy  (Experiment 1) 








research  has  shown  that  students  do  not  apply  and  acquire  self‐regulation  skills 
merely by engaging  in self‐regulated  learning, rather, they need additional training 
or  instructional  support  such  as  prompts  or  tutoring  (e.g.,  Aleven  &  Koedinger, 
2002; Azevedo & Cromley, 2004; Van den Boom, Paas, & Van Merriënboer, 2007; 
Van den Boom, Paas, Van Merriënboer, & Van Gog, 2004). Secondly, although the 






tionable whether  self‐regulated  learning  actually  results  in  the  adaptivity  to  stu‐
dents’ needs that is required for effective personalized instruction.  
When an  instructional  system  is used  to personalize  instruction,  it does  so by 
monitoring and assessing a student’s current  level of knowledge and skill to select 
or suggest an appropriate next learning task. The assessment can comprise several 












high  cognitive  load,  as monitoring,  task  performance,  or  both may  be  negatively 
affected by a  lack of  resources  (Van Gog, Kester, & Paas,  in press). Most  learning 
tasks impose a high cognitive load, especially for novice learners (Sweller, Van Mer‐
riënboer, &  Paas,  1998). When  concurrent monitoring  is  hampered,  learners will 










mind easily are not only more  likely  to be provided but are also more  likely  to be 
assumed correct). Moreover, accurate self‐assessment also seems to require some 
domain  expertise  (Dunning,  Heath,  &  Suls,  2004;  Dunning,  Johnson,  Erlinger,  & 
Kruger, 2003). Individuals with higher levels of prior knowledge have been found to 
be more accurate self‐assessors. This may be because  their experience  lowers  the 
cognitive load imposed by the learning task (see Sweller et al., 1998), allowing them 
to  devote more  cognitive  resources  to monitoring  their  task  performance, which 
likely provides them with a more accurate memory representation on which to base 
their assessment (Van Gog et al.,  in press). In addition,  individuals with more prior 
knowledge might  be more  accurate  self‐assessors  because  their  experience  pro‐
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Moreover,  even  when  self‐assessment  is  accurate,  novices  may  still  experience 
problems in selecting appropriate learning tasks. When selecting a task, it is impor‐
tant to discern which aspects of a task are relevant for  learning, such as the struc‐
tural  features of  the  task  (e.g.,  type of  task,  complexity  level, amount of  support 
provided), from aspects that are less relevant, such as superficial cover stories. Re‐
search  has  shown  that novices may  experience  difficulties  in  discerning  between 
these  aspects  (Chi, Glaser, & Rees, 1982; Quilici & Mayer, 2002; Ross, 1989)  and 
tend  to  choose  tasks based on  irrelevant aspects  (Ross & Morrison, 1989). When 





self‐regulated  learning. Support  for  this assumption comes  from studies  that have 
shown that providing novice  learners with control over their  learning process may 
have  beneficial  effects  on  their motivation  or  involvement  (e.g.,  Corbalan  et  al., 
2008;  Schnackenberg  &  Sullivan,  2000),  but  has  detrimental  effects  on  learning 
outcomes when compared to teacher or computer controlled fixed or personalized 
instruction  (see e.g., Azevedo et al., 2008; Lawless & Brown, 1997; Niemiec et al., 
1996; Williams,  1996).  Beneficial  effects  on  learning  outcomes  attained  through 
self‐regulated  learning have been  found mainly  for  learners with higher  levels of 
prior knowledge (Lawless & Brown, 1997; Moos & Azevedo, 2008a, b; Niemiec et al., 
1996; Scheiter & Gerjets, 2007; Schnackenberg & Sullivan, 2000; Steinberg, 1989), 
















Experiment  1  aimed  to  investigate  whether  an  example‐based  training  of  self‐
assessment and task‐selection skills leads to higher accuracy of self‐assessment and 
task selection. Research on worked examples inspired by cognitive theories such as 
ACT‐R  (Anderson,  1993)  and  cognitive  load  theory  (Sweller,  1988;  Sweller  et  al., 
1998) and research on modelling examples  inspired by social  learning theory (Ban‐
dura,  1986)  and  cognitive  apprenticeship  (Collins,  Brown, & Newman,  1989)  has 
shown that both of these types of example‐based learning are highly effective dur‐





not only  live observation, but also watching a video  in which  the model  is visible 
(e.g., Braaksma, Rijlaarsdam, & Van den Bergh, 2002), a video consisting of a screen 
capture of the model’s computer screen  in which the model  is not visible  (though 
s/he can be heard when a spoken explanation of what s/he is doing is provided; e.g., 
McLaren,  Lim, &  Koedinger,  2008;  Van  Gog,  Jarodzka,  Scheiter,  Gerjets, &  Paas, 
2009), or an animation  in which  the model  is  represented by a pedagogical agent 
(e.g., Atkinson, 2002; Wouters, Paas, & Van Merriënboer, 2009). They also differ in 
the  kinds of  tasks  for which  they  are used. Worked examples have until  recently 
been  used mainly  to  teach  procedures  for  solving  highly  structured  problems  in 
domains  such  as  algebra  (e.g., Cooper &  Sweller, 1987; Kalyuga &  Sweller, 2004; 
Sweller &  Cooper,  1985),  probability  (e.g.,  Berthold &  Renkl,  2009;  Catrambone, 








amples  have  been  used more  often  than worked  examples with  less  structured 
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tasks  such as writing  (e.g., Braaksma et al., 2002; Zimmerman & Kitsantas, 2002), 
assertive  communication  (e.g.,  Baldwin,  1992),  or  collaboration  (e.g.,  Rummel  & 
Spada,  2005),  and  to  a  lesser  extent  for  teaching  problem‐solving  skills  in  highly 





Therefore, we used modelling examples  consisting of  computer  screen‐recordings 
with  spoken  text  to  investigate our hypothesis  that  training  secondary  education 
students’  self‐assessment and  task‐selection  skills would enhance  the accuracy of 
those skills. By providing students with either no self‐assessment and task‐selection 
examples,  only  self‐assessment  examples,  only  task‐selection  examples,  or  both 
self‐assessment and task‐selection examples, we were not only able to  investigate 
whether  self‐assessment and  task  selection can be  trained, but also  to determine 
















Pre‐test  and  post‐test.  The  pre‐test  and  post‐test  consisted  of  five  paper  and 
pencil heredity problems on  the  laws of Mendel, at  five  levels of complexity. The 
problems were presented in random order (i.e., not in order of complexity) and the 




lar  structural  features but  the  surface  features  (cover  stories) differed. The prob‐
lems could be solved  in five steps: (1) translating the phenotypes (i.e., expressions 
of genetic traits) described in the cover story into genotypes (a pair of upper and/or 
lower  case  letters  representing  genetic  information);  (2) putting  these  genotypes 
into a hereditary diagram; (3) determining the number of required Punnett Squares 
by looking at the direction of reasoning (deductive/inductive); (4) filling in the Pun‐
nett Square(s); and  (5) extracting  the  final solution(s)  from  the Punnett Square(s). 
On both tests, participants were instructed to not only provide the final answer, but 
also write down the steps they took to reach the solution. 
Mental effort  rating. After each problem  in  the pre‐test and post‐test, partici‐
pants  rated how much mental effort  they had  invested  in solving  the problem on 
the nine‐point rating scale developed by Paas  (1992) which ranges  from  (1) “very, 
very little effort” to (9) “very, very much effort”. 
Self‐assessment.  After  completing  the  mental  effort  scale,  participants  self‐
assessed  their  performance  on  tasks  in  the  pre‐test  and  post‐test  on  a  six  point 
rating  scale  ranging  from 0  to 5. After  the experiment, participants’ performance 




Task  selection. After  self‐assessment, participants  indicated on an overview of 
the  task database  (see  Figure 4.1) what problem  they would have  selected next. 
Note, though, that they did not get to work on that problem because the tasks  in 
the pre‐test and post‐test were  the same  for all students. The  task database con‐
tained tasks at five levels of complexity (left column) and at each level, there were 
tasks that contained three  levels of support: 1) high support: completion problems 
(i.e.,  partially worked‐out  examples  that  the  learner  has  to  complete,  see  Paas, 
1992) with many  steps  already worked  out  and  few  for  the  learner  to  complete 





pants were  informed what  the complexity  level was of  the problem  they had  just 
worked on. 
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of digital  videos of  the model’s  computer  screen  recorded with Camtasia  Studio, 
along with a spoken explanation by the model. The gender of the models was var‐
ied: two examples were by two different male models, and the other two examples 
were by  two different  female models  (because  the model’s gender might possibly 

















made  one  or more  errors  (see  Table  4.1).  This was  done  to  create  variability  in 
phases 2 and 3 of the examples, that  is,  in the model’s self‐assessment scores and 
task selections  (i.e.,  if  the model would not make any errors or would detect and 
correct  them  immediately,  they  would  always  have  the  highest  possible  self‐
assessment  score.  Following  task  performance,  the models  rated  their  invested 
mental effort on the nine point rating scale. 
 
Example  Model  Problem‐Solving Performance  Complexity Level 
1  Male 1  0 errors  Level 1 
2  Female 1  2 errors  Level 1 
3  Male 2  4 errors  Level 2 







(3) Task  selection  (TS and  SA+TS  conditions): Then,  the model  selected a new 
task based on a combination of the performance score and the mental effort score. 
The models used  a  table  (see  Figure 4.2)  in which  the  relationship between per‐
formance and mental effort scores was depicted. This table could be used to infer a 
recommended  ‘step  size’  for  task  selection.  For example, a performance  score of 
three,  and  a mental effort  score of  two, would  result  in  a  step  size of +2, which 
essentially  indicates  the number of  rows one  is  recommended  to go back or pro‐
gress to in the second column from the left in Figure 4.1. A positive step size means 














Participants  in  the NO  condition observed  the model’s only performing  the prob‐
lem‐solving  task.  In  the  time  in which  the participants  in  the other conditions ob‐
served  the model’s  self‐assessment  and/or  task  selection,  participants  in  the NO 
condition were  instructed  to  indicate whether  the model made any errors during 
task performance, and if so, what the errors were and what the correct step would 
have been. Finding and fixing errors in examples may foster the acquisition of prob‐
lem solving skills  (see Große & Renkl, 2007), and  it can also be expected  to direct 




The experiment was conducted  in a computer  room at  the participants’  school  in 
sessions of approximately 70 minutes duration, with 10 to 24 students per session. 
Prior  to  the  experiment,  participants  had  been  randomly  assigned  to  conditions. 
First, all participants completed  the pre‐test on paper. They were given  four min‐
utes  to  complete  each  problem,  followed  by  one minute  for  assessing  their  per‐
formance and selecting a next  learning task (Chapter 3 had shown this to be suffi‐
cient  time  for  solving  conventional  problems).  Participants  were  not  allowed  to 
proceed to the next problem before the time was up and time was kept by the ex‐





model’s  explanations.  Finally,  all  participants  completed  the  post‐test  on  paper, 
according to a procedure similar to the pre‐test. 
Data analysis 
Self‐assessment  accuracy  was  determined  by  computing  the  absolute  difference 
between participants’ objective performance score and their self‐assessed perform‐
ance  score.  The  lower  this  difference,  the  more  accurate  participants’  self‐
assessment was  (i.e., 0 = 100% accurate). Each participant’s mean self‐assessment 







partially solved. We  included self‐assessment and  the  task‐selection  ratings  in  the 
pre‐test so that participants would get acquainted with them, as the models in the 
experimental  conditions  also  used  these  and  participants  had  to  use  them  again 
during the post‐test. 
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Task‐selection  accuracy was determined by  first  recoding  subjective  (i.e.,  self‐
assessed) performance scores and the mental effort scores indicated by the partici‐
pants according to the table that was also used for the task‐selection by the model 
(see Figure 4.2), and  then reading off  the recommended step‐size  from  this  table. 




to  choose  a  task with  low  support  at  complexity  level 3. The  absolute difference 
between  the  recommended  step  size and  the  step  size  chosen by  the participant 
was then computed to  indicate task‐selection accuracy based on participants’ self‐
assessed performance score. For five participants, task‐selection accuracy could not 
be  computed  due  to missing  values  in mental  effort  or  task‐selection  data. One 
could  also  compute  task‐selection  accuracy  based  on  the  objective  performance 










































of  self‐regulated  learning,  from  studying modelling  examples.  The  results  suggest 
that both  skills need  to be explicitly  trained,  as we  found no  indications  (i.e., no 






acquired  from  studying modelling  examples  in  a  self‐regulated  learning  environ‐
ment  in which  they are allowed  to  select which problems  to work on.  If  they are 
able  to  do  so, we would  expect  this  to  enhance  the  learning  outcomes  attained 
through self‐regulated learning. 
In  this  experiment,  we  chose  modelling  examples  as  a  means  to  train  self‐
assessment  and  task‐selection  skills,  because  research  has  shown  that  example‐
based learning is a powerful instructional strategy. Thus far, in educational settings, 










(i.e., how  to  come  to a performance assessment  score and how  to  combine per‐
formance and mental effort scores  to select a new  task). Therefore, Experiment 2 




This  experiment  investigated  the  effects  of  teaching  self‐assessment  and  task‐
selection  skills on  the  effectiveness of  self‐regulated  learning.  Learning outcomes 
attained after engaging in self‐regulated learning will be compared for students who 
were not  taught  those  skills,  students who were  taught  those  skills via modelling 
examples as in Experiment 1, and students who were taught those skills by explain‐
ing  them  the self‐assessment and  task‐selection  ‘rules’ and  then allowing  them  to 
practice application of these rules by having them assess the model’s performance 
and subsequently select a new  task  for  the model based on  that assessment. This 
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third condition thus  involves a kind of  ‘peer‐assessment’. Peer‐assessment  is often 
implemented not only  as  a grading procedure, but  also  as  a means  to  foster  the 
development of both  content  knowledge and assessment  skills  (Dochy,  Segers, & 
Sluijsmans, 1999). It has been suggested that engaging in peer‐assessment activities 





higher  learning outcomes  attained  after  self‐regulated  learning. Whether  training 
consisting of examples or of practice is more effective, is an open question. On the 
one hand, based on findings concerning the acquisition of problem‐solving skills, we 









cation  in  the Netherlands, with a 5 year duration) participated  in  this experiment. 
Participants were randomly assigned to one of three conditions: (1) self‐assessment 
and task‐selection skills taught via modelling examples (Modelling; n = 32); (2) self‐
assessment  and  task‐selection  skills  taught  via practice  (Practice; n = 25),  and no 
teaching of self‐assessment and task‐selection skills (Control; n = 33). 
Materials 













Experiment 1: participants observed  the video of  the model performing  the prob‐
lem‐solving task and then had to find and fix errors in the model’s performance. The 
Modelling condition was  the same as  the SA+TS condition  in Experiment 1.  In  the 
Practice  condition, participants were  first explained  the  self‐assessment and  task‐
selection rules that were also used by the modelling examples, but without a con‐
crete example. That is, concerning assessment, it was explained that each of the five 
steps  in  the  problem‐solving  process  could  be  right  or  wrong  and  contributed 
equally  to  the  total assessment  score. Concerning  task  selection,  it was explained 
how mental  effort  and performance  scores  could be  combined  to  infer  a  recom‐
mended step size, which could  then be used  to determine  the next  task by going 
back or progressing  the  recommended number of  rows  in  the database overview. 
Then,  they observed  the video of  the model performing  the problem‐solving  task, 
assessed  the model’s performance,  and  selected  a new  task  for  the model.  They 
were  reminded of  the  rules  immediately before assessment and selection was  re‐
quired. 
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Self‐regulated  learning.  An  electronic  learning  environment was  used  for  this 
study (adapted from Kostons et al., 2010 ‐ Chapter 3) consisting of a Web applica‐
tion with a database  connected  to  it  that  contained all  learning  tasks  (see  Figure 
4.1). The environment  logged participants’ answers to the problems, responses on 
mental effort and self‐assessment rating scales, and task‐selection choices. Partici‐
pants had  to go  through  the  cycle of  selecting a  task, performing  the  task,  rating 
their mental effort, and assessing their performance eight times. A maximum of five 
minutes  was  allotted  per  task  (a  previous  study  showed  this  to  be  more  than 
enough  time; see Chapter 3). A visual and auditory warning was given when only 
one minute was left, and the system automatically continued to the self‐assessment 
phase  once  time was  up. One  restriction  on  task  selection was  implemented  of 
which participants were informed beforehand and were reminded of each time they 
went  to  the  task‐selection  screen: They needed  to complete at  least one conven‐
tional  task within  a  complexity  level  (correctly  or  incorrectly)  before  they  could 
proceed to a higher complexity level (cf. Corbalan et al., 2008; see also Chapter 3). 
This  rule  had  been  implemented  for  two  reasons.  First,  this  prevented  students 
from choosing only tasks with high levels of support, allowing them to test whether 
they could perform the task without any support, as they would have to do on the 
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Procedure 
The experiment was run at the participants’ school in sessions of approximately 110 
minutes  duration, with  9  to  20  students  per  session.  Participants  had  been  ran‐
domly assigned to conditions prior to the experiment. They first completed the pre‐
test,  according  to  the  same  procedure  used  in  Experiment  1.  After  the  pre‐test, 
participants  in  the Modelling  condition  observed  the  four  problem  solving,  self‐
assessment  and  task‐selection  modelling  examples.  Participants  in  the  Practice 
condition  received  the  explanation  of  the  rules,  observed  the model  solving  the 
problem and  then assessed  the model’s performance and selected a next  task  for 
the model  four  times.  Participants  in  the  Control  condition  observed  the model 
solving  the  problem  and  then  engaged  in  finding  and  fixing  the mistakes  in  the 
model’s  demonstrated  performance  four  times.  Then,  all  participants  engaged  in 
self‐regulated  learning  in  the  electronic  learning  environment,  selecting  learning 
tasks,  performing  those  tasks,  rating  their mental  effort,  and  self‐assessing  their 
performance  eight  times.  Finally,  participants  proceeded  to  the  post‐test,  com‐
pleted according to the same procedure as in Experiment 1. 
Data analysis 
Self‐assessment  and  task‐selection  accuracy on  the post‐test  and during  the  self‐
regulated  learning  phase  were  determined  according  to  the  same  procedure  as 
used  in Experiment 1. Mean task‐selection accuracy could not be computed for 31 
participants due  to missing values  in either mental effort or  task  selection  (these 
participants were  rather  equally distributed  across  conditions: Modelling: n  = 10, 
Practice:  n  =  9,  Control:  n  =  12).  During  the  self‐regulated  learning  phase,  self‐
assessment and task‐selection accuracy was only computed for conventional prob‐
lems, because the completion problems provided support consisting of worked‐out 
steps, which had  consequences  for  self‐assessment  (i.e., assigning oneself a point 
for those steps, is not a judgment of whether one has correctly performed it, but of 
whether one  is confident  that one could correctly perform  it) and because of  the 





Means  and  standard  deviations  of  pre‐test  and  post‐test  performance,  learning 
gains,  self‐assessment,  and  task‐selection  accuracy  per  condition  are  provided  in 











    Modelling    Practice    Control 
    M (SD)    M (SD)    M (SD) 
Pre‐test score (max. = 25)    3.69 (3.73)    3.00 (2.92)    3.91 (3.36) 
Post‐test score (max. = 25)    15.91 (6.42)    14.84 (5.92)    12.06 (7.07) 
Learning gain (max. = 25)    12.22 (6.03)    11.84 (5.44)    8.15 (6.66) 
Self‐assessment accuracy 
post‐test (lower = better) 




  1.52 (1.23)    1.22 (1.15)    1.47 (0.89) 
Task‐selection accuracy 
post‐test (lower = better) 


















tions  in  task‐selection accuracy on  the post‐test  (all  t(56) < 1, ns). However,  there 
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were  significant differences between  conditions  in  task‐selection  accuracy on  the 
conventional problems completed during  the self‐regulated  learning phase.  In  line 
with our expectation, accuracy  in  the Modelling  condition was higher  than  in  the 
Control condition  (t(63) = 2.74, p =  .004, one‐tailed, d = 0.74) and accuracy  in  the 




This  experiment  showed  that  in  line with  our  hypothesis,  training  students’  self‐
assessment  and  task‐selection  skills  enhanced  the  effectiveness  of  self‐regulated 
learning in terms of learning gains. Training via modelling and practice seemed to be 
equally effective. One would expect  the  increase  in  learning gains  in  these  condi‐
tions compared to the control condition to be due to increased self‐assessment and 
task‐selection accuracy. The  results partially  support  this assumption, but are not 









racy  can  be  increased  through  training  and whether  such  training  enhances  the 
effectiveness  of  self‐regulated  learning.  Experiment  1  demonstrated  that  training 







Previous  research on  improving self‐regulated  learning  in hypermedia environ‐
ments has shown that training can  improve students’ application of self‐regulation 
activities such as monitoring or planning during task performance and that this can 
increase  their  learning outcomes  (e.g., Azevedo & Cromley,  2004). Our  study  ex‐
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tends  that  research by  focusing on  the development of  training  for  self‐regulated 
learning situations  in which  learners have  full control over  the  learning  tasks  they 
engage in. The training we implemented was relatively simple and focused primarily 
on  teaching  students  the kind of  rules  for  self‐assessment and  task  selection  that 
are also implemented in e‐learning systems to personalize instruction (e.g., Camp et 
al., 2001; Corbalan et al., 2008; Kalyuga, 2006; Salden et al., 2004). Even though the 
exact content of  the  rules might differ between  tasks and domains, especially  for 
self‐assessment (i.e., the scale on which performance is assessed, or how perform‐
ance  is  assessed),  the  underlying  principles  that  the  task‐selection  rules  convey, 
such as “when selecting a task, do not only regard your performance, but also the 
amount  of  effort  you  invested”  and  “if  your  performance was  high  and  your  in‐
vested mental effort was low, you can select a more complex task” are likely to be 
effective  across  tasks  and  domains.  An  interesting  question  for  future  research 
therefore, is whether acquired self‐assessment and task‐selection skills can transfer 
to other tasks in the same domain or even to other domains. 
Another  interesting question  is whether  training of  self‐assessment  skills posi‐
tively affects monitoring during task performance. That is, if students know what is 
important  for  assessing  their  performance,  their monitoring might  become more 
focused. It will probably still require some cognitive capacity that cannot be devoted 











A  limitation of  the studies presented here,  is  that  in Experiment 2, we did not 
manage  to  fully  replicate  the effects on accuracy  that we  found  in Experiment 1. 








learning gains on average  than  the control condition, differences  in  learning gains 
within conditions could potentially be explained by differences in students’ motiva‐
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tion or goal orientation (e.g., Pintrich, 2000a). Combining measures of cognitive and 
affective  variables  in  future  studies might  shed  light  on  this  issue.  In  addition,  a 
limitation of  this  study  is  that we did not explicitly address effects on  conceptual 
knowledge  in measuring  learning  gains,  although  conceptual  knowledge was  re‐
quired  for successful problem solving  (e.g.,  to be able  to write down  the required 
genotypes, a student would have to know what a genotype is and how specific giv‐

































This  final  chapter  first describes  the main  findings and  conclusions of  the  studies 










GENERA L  D I S CUS S ION  
 
 







novices’  lack  of  knowledge  of  assessment  criteria  and  standards.  Inaccuracies  in 
self‐assessment, in turn, can affect the accuracy of task selection. Additionally, nov‐
ices  lack knowledge of how to use  their self‐assessments  to select a next  learning 
task, and what features of the task are important to consider during task selection. 
At the end of the first chapter, the main aims of the research reported in this disser‐
tation were presented. The  first aim was  to study  in detail how  learners go about 
assessing their own performance and selecting next learning tasks. The second aim 
was  to  experimentally  investigate whether  training  students’  self‐assessment  and 
task‐selection  skills  could  enhance  the  accuracy  of  those  skills,  and whether  this 
would improve learning outcomes attained through self‐regulated learning.  
Regarding  the  first aim,  the study  in Chapter 2 suggested  that  lower expertise 
participants  (for whom  the  task  imposed higher  cognitive  load)  indeed had more 
difficulties reporting about their performance than higher expertise participants (for 






when  they did not  receive a  this cue, suggesting  that  the higher expertise partici‐
pants  indeed had  a better memory  representation of  their performance process. 
This study also showed that in general, the amount of assessment criteria that were 
spontaneously used was rather low. For higher expertise participants, the evaluative 









in  terms of  learning gains)  learners more accurately assessed  their own perform‐
ance  compared  to  ineffective  learners,  and  effective  learners’  self‐assessment 
scores  predicted  subsequent  task  selection.  Note  that  the  verbal  protocols  sug‐
gested that this does not  imply a conscious use of those criteria during task selec‐
tion. Both self‐reported mental effort and time‐on‐task scores were,  in the case of 
effective  learners, predictors of  the  tasks  they  selected next; however, when  stu‐
dents had to rank the importance of the assessment criteria, mental effort and time 
on task were ranked only  intermediate and very  low, respectively. Taken together, 
the  studies  of  Chapters  2  and  3  underline  the  need  for  explicit  training  of  self‐





outcomes attained  through self‐regulated  learning. This aim was addressed  in  the 
two experiments reported  in Chapter 4. The first experiment showed that training 




The  second  experiment  showed  that  training  self‐assessment  and  task‐selection 
skills, either via modelling examples as  in the  first experiment, or via practice, en‐
hanced the effectiveness of self‐regulated learning in terms of learning gains. Train‐
ing  via modelling and practice  seemed  to be equally effective. The  results of  this 
second experiment partially, but not unequivocally, supported the assumption that 






pants.  Even  though  this  is  not  uncommon  in  research  applying  detailed  process 
measures, larger sample sizes would have provided more statistical power. Another 
limitation to Chapter 2 was that self‐assessment accuracy could not be determined. 
Participants were  not  provided with  a  predetermined  set  of  assessment  criteria, 
because we  intended  to  examine which  criteria would  be  considered  spontane‐
ously. But  this also meant  that  there was no  set of  subjective  scores  to  compare 
with a  set of objective  scores on  those criteria and  the  lack of  such data made  it 
impossible  to  determine  whether  the  performance‐process  cue  affected  self‐
assessment accuracy, which would have been  interesting to determine  in the con‐
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ineffective  learners engaged  in different processes during  task performance  (e.g., 
planning or monitoring; cf. Azevedo, Cromley, & Seibert, 2004), which could have 
influenced self‐assessment and task selection. 




there  was  no  information  on  whether  and  how  students  used  what  they  had 
learned  in the training during self‐regulated  learning. Such data could have helped 
explain why the  increases  in self‐assessment and task‐selection accuracy we found 
in Experiment 1 of  this chapter could not be  fully  replicated. The application of a 
test  immediately after  the  training, as  in Experiment 1, might also have provided 
different results regarding accuracy. However, such a  test was not  taken, because 
this would also have provided a  learning opportunity  (Roediger & Karpicke, 2006). 
Therefore,  such  a  test  immediately  after  training  could  have  provided  different 






Despite  these  limitations,  the  research presented  in  this dissertation has some  in‐
teresting  theoretical  and  practical  implications.  As mentioned  in  Chapter  1,  self‐
regulated learning is increasingly implemented in secondary education, because it is 
believed to better prepare students for tertiary education and working  life (e.g.,  in 















on self‐regulated  learning  in which  learners are  free  to choose  their own  learning 
tasks.  Cognitive  load  theory was  used  as  a  theoretical  framework  to  explain  the 
cognitive demands  imposed by  self‐regulated  learning, particularly with  regard  to 
accurate monitoring. Although the notion that monitoring plays an important role in 
the effectiveness of self‐regulated  learning  is not new (e.g., Butler & Winne, 1995; 
Moos &  Azevedo,  2008b;  Pintrich,  2000b;  Zimmerman,  1990),  the  cognitive  load 




performance process  cues  studied  in Chapter 2. Moreover,  this  research  contrib‐
uted  to  research on self‐regulated  learning by  focussing specifically on  the  role of 
self‐assessment and  task‐selection processes and  investigating a new  instructional 
technique of enhancing  the effectiveness of  self‐regulated  learning by decreasing 
the  load  imposed by self‐assessment and task selection skills through a training of 
those  skills.  Even  though  not  all  research  on  self‐regulated  allows  students  to 
choose their learning tasks, self‐assessment (or self‐evaluation) is considered impor‐
tant in many studies on self‐regulated learning and usually some kind of information 








ment  accuracy between  learners  (Chapters 2  and 3); d) underlining  the  role  that 











Finally,  this  dissertation  contributes  a  new  perspective  to  research  on  (e‐





As  for practical  implications, some  researchers have proposed  that  it might be 
better not  to have novices engage  in  full‐scale  self‐regulated  learning, but  rather, 
provide  a  more  gradual  transition  from  teacher‐controlled  to  learner‐controlled 
instruction,  for  example  via  shared  control over  instruction  (e.g., Corbalan  et  al., 
2006). Corbalan et al.  (2008) had a system  for personalized  instruction assess  the 
learner’s performance and  select a  set of appropriate  tasks based on  that assess‐
ment. The learner then got to choose which task s/he wanted to work on. This was 
still motivating  for  learners, presumably because  it gave  them a  sense of  control, 




themselves.  To  reduce  those  problems,  instructional  interventions  that  focus  di‐
rectly on increasing the accuracy of monitoring, self‐assessment, and task selection 
are required. Several interventions were suggested in this dissertation.  
Monitoring. To  reduce monitoring difficulties  that arise when  tasks are high  in 


















educational practice,  the  training  intervention we used was relatively simple, as  it 

















Secondly,  as easy  as  the  training we used might be  to  implement  in practice, 
some  further  research  is advisable before doing so. For example,  the  results  from 
our training study were very positive, but were obtained  in an experiment of rela‐
tively  short  duration.  Future  research  should  investigate  whether  the  effects  of 
training would  fade over  time  and  if  so,  at what  intervals  the  training  should be 
repeated. If the training has to be repeated, would it have to be in full, or would it 
be  sufficient  to,  for  example,  provide  prompts  to  apply  the  principles  that were 
learned  (e.g., Azevedo & Cromley, 2004; Bannert, 2004) or provide  feedback con‐
cerning  the  (in)correct application of  those principles  (e.g., Kicken, Brand‐Gruwel, 
Van Merriënboer, & Slot, 2009; Narciss, Proske, & Koerndle, 2007; Taminiau, Cor‐
balan,  Kester, & Van Merriënboer,  2008)? When  prompts  and  feedback  are  pro‐
vided during task performance, cognitive  load should again be taken  into account; 
prompts  and/or  feedback  again  provides  another  ‘task’  to  attend  to, which may 
increase cognitive  load. The timing of such prompts or feedback may therefore be 
crucial  (i.e.,  just‐in‐time  information, Kester, Van Merriënboer, & Kirschner, 2006), 
regardless of whether  it  is static (i.e., provided at fixed points  in time), or dynamic 
(i.e., provided depending on the learner’s task progress; e.g., Azevedo et al., 2004). 
For example, providing prompts during the task may increase cognitive load, though 
this might differ depending on whether  the prompt  is proactive or  retrospective. 
Proactive  prompts  direct  learners’  attention  to what  is  to  come, which  requires 
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learning  –  at  least when  they  have  received  training  ‐,  is whether  learners with 
higher  levels of expertise would still benefit  from training, or whether  it would be 
unnecessary or even harmful for them (cf. ‘expertise reversal effect’; Kalyuga, 2007; 







self‐assessment, or  task  selection  strategies does not guarantee  that  learners will 
actually use them later on. For example, in Chapter 4, participants in the condition 
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Self‐regulated  learning  is  an  active,  constructive  process  in which  learners  plan, 
monitor, and control  their own  learning process. Self‐regulated  learning can occur 






of  computer‐assisted  learning. Because  learners get  to  choose  their own  learning 
tasks, self‐regulated learning is assumed to result in personalized learning trajecto‐
ries  in which  instruction  is  adaptive  to  the  individual  learner’s needs  and prefer‐
ences. Such personalized  instruction  is expected  to enhance  learning and motiva‐
tion compared to non‐personalized instruction that is the same for all learners. Self‐
regulated  learning  in which students have some choice over what tasks they work 
on  is  increasingly  implemented  in  secondary  education, because  it  is  believed  to 
better prepare students for tertiary education and working life. For example, in the 
Netherlands  a  nationwide  educational  innovation  that  relies  heavily  on  self‐
regulated learning (the ‘study house’) was implemented in the higher levels of sec‐
ondary  education  in  1999  (e.g.  http://www.minocw.nl/english/education/293/‐
secondary‐education.html). 
  89 
Studies  on  the  effects  of  self‐regulated  learning  have  shown  that  providing 
learners with the opportunity to regulate their learning may indeed have beneficial 
effects on their motivation and involvement. However, learning outcomes with self‐












and whether  training  learners’  self‐assessment  and  task‐selection  skills  could  en‐










ing  the  learning  task  are  unavailable  for monitoring  that  performance,  and  vice 
versa. The more resources the activity of task performance requires, the fewer re‐





tion  of  their  performance,  inhibiting  accurate  self‐assessment.  This may  be why 
learners with more expertise are also more accurate self‐assessors. Their experience 
lowers  the  cognitive  load  imposed by  the  learning  task,  allowing  them  to devote 
more  cognitive  resources  to monitoring  their  task performance, which  likely pro‐
vides  them with  a more  accurate memory  representation on which  to base  their 
assessment.  But  even  with  a  good  recollection  of  performance,  accurate  self‐
assessment  is not  guaranteed.  Self‐assessment may  also be hampered by  several 
biases that may cause learners to depend on the wrong kind of cues to assess their 
performance. Moreover, accurate self‐assessment also seems to require knowledge 
of  the criteria and  standards  that good performance  should meet, which  learners 
with little experience in the domain are unlikely to have. 
 90 
Third,  inaccurate  self‐assessment, when  used  as  input  for  task  selection, may 
negatively  affect  selection  of  an  appropriate  new  learning  task.  For  example,  if 
learners overestimate their performance, they are likely to choose a next task that 
is  too difficult  for  them. But even when self‐assessment  is accurate,  learners may 
still experience problems  in selecting appropriate  learning  tasks. When selecting a 
task, it is important to discern which aspects of a task are relevant for learning, such 
as the structural features of the task (e.g., type of task, complexity level, amount of 
support provided),  from  aspects  that  are  less  relevant,  such  as  cover  stories. Re‐
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search  has  shown  that novices may  experience  difficulties  in  discerning  between 










The study presented  in Chapter 2  investigated which aspects of  their perform‐
ance participants at different  levels of expertise  consider when  they are asked  to 





participants’  eye movements  and  actions performed  on  the  computer,  and were 
expected  to  reduce  the need  for  concurrent performance monitoring by allowing 
participants  to  review both physical  actions  (reflected  in mouse/keyboard opera‐









in  the amount and  type of assessment  criteria used. Analyses of verbal protocols 




esses. The  cue had no effect on  the  advanced  learners’ ability  to  report on  their 
performance‐process.  In  contrast,  whereas  the  cues  did  not  help  novices  with 
evaluating  their performance, presumably because  they  lack knowledge of criteria 
and standards, advanced learners did benefit from the cue, as shown by enhanced 
use of self‐assessment criteria. This study sheds more light on the complicated rela‐




generate  performance  comments,  but  that  they  likely  need  some  knowledge  of 
criteria and standards in order to make good use of this cue. 





assessment criteria,  then  selecting a new  task, et cetera;  they  repeated  this cycle 
eight times in total. During self‐assessment and task selection, students were asked 
to verbalize what they were thinking. After data‐collection, students were assigned 
to  either  an  effective  or  ineffective  student‐group,  based  on  their  performance 
gains  between  pre‐test  and  post‐test.  Analyses  based  on  those  groups  indicated 
that effective students more accurately assessed their own performance compared 
to  ineffective  learners.  There  were  no  differences  between  the  groups  in  task‐




mental effort and  time‐on‐task were significant predictors of  task selection,  these 
ranked  intermediate and very  low  respectively on students’ perceived  importance 
of  assessment  criteria.  This  study  provided  insight  into  differences  in  self‐
assessment  and  task‐selection  processes  between  effective  and  ineffective  self‐
regulated novice  learners, and underlines the potential of training self‐assessment 





be  improved by means of  training and whether  this would enhance  the effective‐
ness of self‐regulated learning. The first experiment investigated whether example‐
based  learning,  that  is,  learning  by  observing  a  human model  engaging  in  self‐
assessment, task selection, or both, could be an effective strategy for training nov‐
ices’  (fourth year pre‐university students) self‐assessment and  task‐selection skills. 
In  the  experimental  conditions,  the models demonstrated  task performance  and, 
dependent on condition, additionally self‐assessment, task selection, or both. In the 
control  condition,  participants  only  observed  the models’  task  performance  and 
were  subsequently  instructed  to  detect  and  correct  errors made  by  the models. 
Results  indicate  that  students  presented  with  modelling  examples  of  self‐
assessment and/or task‐selection skills were more accurate on those skills at a post‐





practicing,  could  improve  the effectiveness of  subsequent  self‐regulated  learning. 
This  experiment  therefore  also  investigated  the  effectiveness  of  another  training 
method. Students in the Modelling condition viewed performance, self‐assessment 
and task‐selection modelling examples as in Experiment 1. Students in the Practice 







performance  eight  times.  The  results  showed  that  students  who  received  self‐
assessment and task‐selection training showed higher pre‐test to post‐test learning 
gains  than  students  in  the  control  group.  Training  via  modelling  and  practice 
seemed  to be  equally  effective.  These  two  experiments  resulted  in  an  important 
finding  for educational practice, showing that a relatively simple training  interven‐
tion  to  improve  self‐assessment and  task‐selection  skills  can enhance accuracy of 




theoretical  and practical  implications,  and  the questions  they  raise  for  future  re‐
search. Taken together, the studies presented in this dissertation provide evidence 
that  learners need accurate self‐assessment and task‐selection skills  in order to be 


















computerondersteund  leren ook wel  leerling‐gestuurde  instructie wordt genoemd. 
Omdat  de  lerende  zelf  het  eigen  leerpad  kan  bepalen,  zou  zelfregulerend  leren 
waarin de lerenden zelf taken kiezen tot meer gepersonaliseerde instructie moeten 
leiden, die beter  aansluit bij de behoeften  en doelen  van de  individuele  lerende. 
Dergelijke gepersonaliseerde instructie zou tot zowel hogere leerresultaten als mo‐










rend  leren,  is er  vaak  geen  verschil  in  leeruitkomsten, of  zijn deze  voor novieten 
soms zelfs slechter, in vergelijking met niet‐adaptieve instructiesystemen. Wanneer 
een  adaptief  instructiesysteem wordt  gebruikt  voor het  selecteren  van  leertaken, 

























van die  taak uitvoering. Deze  competitie om werkgeheugen  capaciteit  tussen het 
uitvoeren van de taak en het monitoren daarvan kan leiden tot slechte taakpresta‐
tie, slecht monitoren, of beide, vooral wanneer de leertaken complex zijn. 
Ten  tweede  zal  inaccuraat monitoren waarschijnlijk  leiden  tot  een  gebrekkige 
herinnering  van  het  proces  van  taakuitvoering, wat  accuraat  zelfbeoordelen  kan 
hinderen. Dit is mogelijk een verklaring waarom lerenden met meer expertise zich‐
zelf meer  accuraat  kunnen  beoordelen.  Door  hun  ervaring  zijn  leertaken minder 
belastend  voor het werkgeheugen  van  lerenden met meer  expertise dan  ze  voor 























Wanneer  taakselectie niet nauwkeurig  is,  zullen de gekozen  taken niet passen bij 
het kennisniveau van de lerende en zal de lerende dus niet werken aan een taak die 
past bij zijn/haar leerbehoeftes. 
Dit  eerste hoofdstuk beschrijft dus bewijs dat  lerenden,  vooral novieten, pro‐











kennis  van  beoordelingscriteria  en  ‐standaarden,  of  beide,  kreeg  de  helft  van  de 





den,  zouden  proefpersonen  hun  prestatie  niet  gelijktijdig met  de  taakuitvoering 
hoeven te monitoren, omdat deze  ‘cues’ hen toestaan achteraf zowel fysieke han‐
delingen (te zien aan hun bewerkingen met muis en toetsenbord) als mentale han‐
delingen  (te  zien  aan  hun  oogbewegingen)  te  bekijken.  De  verwachting was  dat 





criteria en standaarden), maar dat de  ‘cues’  in  ieder geval de gevorderden zouden 
helpen bij het beoordelen van de prestatie, wat zich zou uiten  in het gebruik van 
meer of  andersoortige  criteria. De  resultaten  lieten  een  interactie  zien  tussen de 
‘cues’ en het niveau van voorkennis. Novieten hadden problemen met het zich her‐
inneren  van  taakuitvoering, waarschijnlijk  door  hoge  cognitieve  belasting,  en  de 






werden  de  gevorderden wel  door  de  ‘cues’  geholpen  bij  hun  zelfbeoordelingen. 
Deze  studie  brengt  de  ingewikkelde  relatie  tussen monitoren,  zelfbeoordelen,  en 
het niveau van expertise in zicht.  
In hoofdstuk 3 wordt een exploratieve studie beschreven, waarin de verschillen 

















van  relevantie  geplaatst. Verder werden  er  geen  verschillen  gevonden  tussen  de 
groepen in de taakaspecten op basis waarvan de leerlingen een keuze voor een taak 
maakten. Deze studie laat zien dat er verschillen zijn in zelfbeoordeling‐ en taakse‐












beoordeling, of beide.  In de  controleconditie  kreeg men ook de  voorbeelden  van 
taakuitvoering door het model te zien en moest men de fouten in deze voorbeelden 
proberen  te  vinden  en  te  verbeteren. De  resultaten  laten  zien dat  leerlingen die 
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ofwel  door  oefenen,  de  effectiviteit  van  zelfregulerend  leren  verhoogde.  In  dit 
tweede experiment werd dus ook gekeken of een andere training ook effectief zou 
zijn. Leerlingen in de voorbeeldconditie keken naar voorbeelden van prestatie, zelf‐
beoordeling en  taakselectie, zoals  in Experiment 1. Leerlingen  in de oefenconditie 
kregen eerst de  criteria en  regels uitgelegd en moesten konden na elk voorbeeld 
van taakuitvoering door het model de prestatie van het model beoordelen en een 
taak  kiezen  voor het model.  Leerlingen  in de  controleconditie moesten wederom 
fouten  zoeken en  verbeteren  in de  taakuitvoering  van het model  zoals  in Experi‐
ment 1. Na de training (of het zoeken van fouten) werd er zelfregulerend geleerd in 
een elektronische leeromgeving (vergelijkbaar met de leeromgeving in hoofdstuk 3) 
waarin  leerlingen wederom  acht maal  de  cyclus  doorliepen  van  een  taak  kiezen, 
deze maken, en de prestatie beoordelen, om dan weer een volgende taak te kiezen, 
etc. De  resultaten  lieten zien dat  leerlingen  in beide  trainingcondities hogere  toe‐
names  in  leerresultaten  behaalden  in  vergelijking met  de  controleconditie. Beide 
trainingscondities  verschilden niet  van elkaar  in behaalde  resultaten.  Samengevat 
resulteerden  de  twee  experimenten  in  hoofdstuk  4  in  een  belangrijke  bevinding 
voor de onderwijspraktijk door te  laten zien dat met een relatief kleine  interventie 
gericht  op het  verbeteren  van  zelfbeoordeling‐  en  taakselectievaardigheden  deze 




sche en praktische  implicaties uiteengezet en worden  suggesties  voor  toekomstig 
onderzoek gegeven. Gezamenlijk  laten de hoofdstukken  in dit proefschrift zien dat 
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