Abstract. We prove that in the Wasserstein space built over R d the subset of measures that does not charge the non-differentiability set of convex functions is not displacement convex. This completes the study of Gigli on the geometric structure of measures meeting the sharp hypothesis of the refined version of Brenier's Theorem.
1. The quadratic Monge-Kantorovich problem in R d 1.1. The problem. We denote by P 2 (R d ) the Wasserstein space on R d , i.e., the space of Borel probability measures μ on R d such that |x| 2 dμ(x) < ∞. Let μ 0 , μ 1 ∈ P 2 (R d ). We consider
where π ∈ P 2 (R d × R d ) has first marginal e 0# π = μ 0 and second marginal e 1# π = μ 1 . Here e 0 ⊗ e 1 = Id R d ×R d . We say that π is a transport plan (or a coupling) between μ 0 and μ 1 if it satisfies the conditions on marginals. The Monge-Kantorovich problem that we consider here consists in minimizing C(π) among all transport plans (see [12] or [2] for generalizations of this problem). The minimizers in (1.1) are called optimal transport plans. In this setting, it is well-known that there exists at least one optimal transport plan (see e.g. [11, Proposition 2.1]). The Wasserstein distance between μ 0 and μ 1 is then W 2 (μ 0 , μ 1 ) = C(π), where π is a minimizer. Among the questions of interest are the uniqueness and the properties of the optimal transport plans. These questions are correlated. Actually, if we can prove some special property for minimizers of (1.1), we can restrict the set of candidates and may obtain uniqueness. A key feature of an optimal transport plan is the cyclical monotonicity of its support (which actually is a property that characterizes optimal plans). It will be described in subsection 1.2. Continuing the analysis of the support of optimal π's can lead to deterministic couplings, the so-called transport maps presented in subsection 1.3.
Cyclical monotonicity.
We first review some basic results. The problem (1.1) can be somewhat discretized by introducing the cyclically monotone sets.
is said to be cyclically monotone if and only if for any n ∈ N * and any permutation σ ∈ Σ n ,
where (x k , y k ) ∈ S for k = 1, . . . , n is arbitrary.
The next result provides a geometric characterization of optimal transport plans.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Note that it is not easy to check whether a particular transport plan is cyclically monotone. One can sometimes identify that it is not, thanks to the next classical fact.
Corollary 1.3 (Cycles of length 2). Let
be an optimal transport plan. Then for any (x, y) and (x , y ) in Spt(π) we have
Proof. Let (x, y) and (x , y ) be in Spt(π). Proposition 1.2 indicates that |x − y|
The result comes from the difference of these relations.
We will say that a measure
3) is satisfied for any (x, y) and (x , y ) in Spt(π).
1.2.1. Application of Corollary 1.3 to d = 1. The next lemma is a variation of the well-known theory of optimal transport in dimension 1. It will be useful in the proof of Lemma 1.6, which is the main innovation of this paper. Note that a measure on R × R is order preserving if and only if x < x ⇒ y ≤ y for every (x, y), (x , y ) ∈ Spt(π). Lemma 1.4. For two measures μ 0 and μ 1 in P 2 (R), there is a unique orderpreserving transport plan. It is uniquely determined by
where
Remark 1.5. Thanks to Corollary 1.3, the optimal transport plans must be π.
Proof. It is an easy exercise to see that π is the law of the random vector (X, Y ) with
is the generalized inverse of F i for i ∈ {0, 1}. Let us recall that
Hence, as F 0 and F 1 are non-decreasing, π is order-preserving. Now let π be an a priori different optimal transport plan for the same MongeKantorovich problem and let 
Therefore, a transport plan π between μ 0 and μ 1 is order-preserving if and only if x ≺ x ⇒ y y on Spt(π). Note that (1.5) is easy to check. For instance, in the case y ≺ y the angle between the vectors is smaller than Figure 1 ). Proof. Let π be an order-preserving transport plan between the μ i 's. Let p be the orthogonal projection on L u , the vectorial line directed by u. The projection p from
is strictly increasing so that because of Lemma 1.4, ω = (p⊗p) # π is an order-preserving transport plan between p # μ 0 and p # μ 1 and it is the unique one. In fact, (L u , , d R d ) and (R, ≤, d R ) are isomorphic. But for i ∈ {0, 1} the projection p is one-to-one from Spt(μ i ) to its image so that we can deduce π from ω.
Under the hypothesis of Lemma 1.6, with the notation above we have
and this expression determines uniquely π. This can be seen easily from Lemmas 1.4 and 1.6 and their proofs.
1.3. Necessary and sufficient condition for a Brenier map. The transport maps from μ 0 to μ 1 are maps T :
They are associated to a transport plan by π T = (Id ⊗T ) # μ 0 . If π T is a minimizer of (1.1), T is called an optimal transport map or Brenier map. The well-known theorem of Brenier ensures the existence of optimal maps under the assumption that μ 0 is absolutely continuous w.r.t. the Lebesgue measure. In [5] this assumption has been weakened to μ 0 gives 0 mass to Lipschitz hypersurfaces (also see the discussion below). The recent work by Gigli explores the sharpness of the hypothesis on μ 0 permitting an optimal transport map for any μ 1 . Analytic and geometric characterizations for these measures are given in [6] . We will see in Theorems 2.2 and 2.5 that contrary to absolutely continuous measures, this set of measures is not stable under displacement interpolation.
The next result, especially implication (2)⇒(1), is part of [6] . In what follows, all convex functions are real-valued.
Proposition 1.7 (Refined version of Brenier's Theorem
Then the following statements on μ 0 are equivalent:
, there exists a unique solution π to the Monge-Kantorovich problem, and it is induced by a transport map T . We'll call μ 0 satisfying one of these statements a transport-regular measure (or simply a regular measure as in [6] ). The map T can be written as ∇φ for some convex function φ. Statement (1) can be replaced by (1 ): Any convex function φ defined on R d is μ 0 -a.e. differentiable. Assuming (1 ), let φ be a convex function defined on U . We can cover U by countably many open balls B k where the slope of φ is bounded. Then φ k = sup{l(x)| l is linear and l ≤ φ on B k } is a convex function of R d that coincides with φ on B k . Each point of nondifferentiability of φ is a point of non-differentiability for some φ k . It follows that φ is μ 0 -a.e. differentiable. Note that in (1), one can also add the points of ∂U as points of non-differentiability. For that, consider ∂U as the set of non-differentiability of the convex function x → d(x, U ).
Gigli states (1) in a different way in terms of c -c hypersurfaces. These objects appear in the work by Zajíček [13] in relation to the non-differentiability set of a convex function and for the first time in relation to optimal transport in a footnote of [5] . Actually Zajíček proved in [13] that the set of non-differentiability of a convex function is included in countably many c -c hypersurfaces and that, conversely, such a union is exactly the set of non-differentiability of some function. We will not define c -c hypersurfaces because we use a different result on the set of nondifferentiability points. Here is a weak formulation of a result due to Alberti [1] .
Proposition 1.8 (Alberti). Let φ be a convex function of
R d . There are (d − 1) dimensional submanifolds M k ⊂ R d of class C 2 ,
and a set N with H
We give some examples of transport-regular measures. They share the property to be defined by duality as the measures vanishing on special classes of sets F .
• If μ 0 is absolutely continuous (i.e., H d (F ) = 0 ⇒ μ 0 (F ) = 0), then it is transport-regular. This assumption is the classical assumption of Brenier's Theorem on existence and uniqueness of minimizers in (1.1). 
Displacement interpolation of transport-regular measures
It is part of the theory to consider the displacement interpolation introduced by McCann in [9] . Let μ 0 , μ 1 be such that there exists a unique optimal plan π between them. For any t ∈ [0, 1] we consider μ t = e t# π, where e t (x, y) = tx+(1−t)y. For the unicity in the definition of μ t , we assume that the optimal transport plan π is unique. If π = (Id ⊗T ) # μ 0 , we have μ t = T t# μ 0 , where T t = tT + (1 − t) Id. The curve (μ t ) t∈ [0, 1] defines the unique geodesic curve between μ 0 and μ 1 in (P 2 (R d ), W 2 ). We are interested in the question of whether μ t is transport-regular for t < 1. Because of Corollary 1.3, for μ 0 ⊗ μ 0 -almost every x, x we have − → xx ,
Hence there exists a μ t -measurable map S t such that μ 0 -almost surely S t • T t = Id. Therefore S t# μ t = μ 0 and 
Lipschitz piece". Consider S t (F ) and observe that it satisfies the same property as F , just because S t is Lipschitz continuous. Thus if a transport-regular μ 0 satisfies properties described in Example 1.9, μ t satisfies the same properties and is transport-regular. On the contrary, in Example 1.10 the Lipschitz image of a C 2 submanifold is not necessarily C 2 . This fact is at the origin of the proof of Theorem 2.2.
2.2.
A counterexample in the general case. The counterexample will take place in R 2 , and we will consider t = 1/2. Generalizations to higher dimension and other interpolation parameters will be given in Theorem 2.5. We start with a result of one variable analysis.
See [3, Appendix] for statements with Hölder conditions.
Proof. It is enough to prove that some continuous function g meets the C 1 functions on a set of measure 0. Actually if there exists a continuous g satisfying
One can see that a Weierstrass-like function (take for instance a van der Waerden function) or almost surely a one dimensional Brownian path can serve as an example of g. Actually these functions are nowhere approximatively differentiable on [0, 1]. See [8] and the references therein for these and other results. is a total order on spt μ 0 and spt μ 1 . It follows from Lemma 1.6 and the comment after it that π = (q + ⊗ q − ) # ν is the unique optimal transport plan between μ 0 and μ 1 . But
is concentrated on the x-axis. Thus μ 1/2 is not transport-regular (consider φ(x, y) = |y| in Proposition 1.7 or compare with Example 4.9 in [12]).
The last thing we have to check is that μ 0 and μ 1 are transport-regular. Of course it suffices to consider μ 0 . Note that for any measurable set F ⊂ R 2 we have
R) we can conclude using the proof of Theorem 2.2 and Fubini's theorem that
We now prove that formula (2.4) also holds for i ∈]0, 1[; i.e., the displacement interpolation commutes with the ν ⊗d−2 -tensorization. From there we will be done because μ Remark 2.6. In the one dimensional case, transport-regular means with no atom. If μ 0 and μ 1 have no atom, it is the same for any transport plan π. For an optimal π, it follows from subsection 1.2.1 that x < x ⇒ y ≤ y for (x, y), (x , y ) ∈ Spt(π). Hence for t ∈]0, 1[, e t is one-to-one when restricted to Spt(π), and μ t has no atom.
