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INTERSECTION HOMOLOGY OF TORIC VARIETIES
AND A CONJECTURE OF KALAI
TOM BRADEN AND ROBERT MACPHERSON
Suppose that a d-dimensional convex polytope P ⊂ Rd is rational,
i.e. its vertices are all rational points. Then P gives rise to a polynomial
g(P ) = 1 + g1(P )q + g2(P )q
2 + · · · with non-negative coefficients as
follows. Let XP be the associated toric variety (see §6 – our variety
XP is d + 1-dimensional and affine). The coefficient gi is the rank of
the 2i-th intersection homology group of XP .
The polynomial g(P ) turns out to depend only on the face lattice of
P , (see §1). It can be thought of as a measure of the complexity of P ;
for example, g(P ) = 1 if and only if P is a simplex.
Suppose that F ⊂ P is a face of dimension k. We construct an
associated polyhedron P/F as follows (see the figure below): choose
an (n − k − 1)-plane L whose intersection with P is a single point
p of the interior of F . Let L′ be a small parallel displacement of L
that intersects the interior of P . Then P/F is the intersection of P
with L′; it is only well-defined up to a projective transformation, but
its combinatorial type is well-defined. Faces of P/F are in one-to-one
correspondence with faces of P which contain F .
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In Corollary 6, we show that
g(P ) ≥ g(F )g(P/F )
holds, coefficient by coefficient. This was conjectured by Kalai in [10],
where some of its applications were discussed. The special case of the
linear and quadratic terms was proved in [11]. Roughly, this inequality
means that the complexity of P is bounded from below by the com-
plexity of the face F and the normal complexity g(P/F ) to the face
F .
The principal idea is to introduce relative g-polynomials g(P, F ) for
any face F of P (§2). These generalize the ordinary g-polynomials since
g(P, P ) = g(P ). They are also combinatorially determined by the face
lattice. They measure the complexity of P relative to the complexity
of F . For example, if P is the join of F with another polytope, then
g(P, F ) = 1 (the converse, however, does not hold).
Our main result gives an interpretation of the coefficients gi(P, F ) of
the relative g-polynomials as dimensions of vector spaces arising from
the topology of the toric variety XP . This shows that the coefficients
are positive. Kalai’s conjecture is a corollary.
The combinatorial definition of the relative g-polynomials g(P, F )
makes sense whether or not the polytope P is rational. We conjec-
ture the positivity g(P, F ) ≥ 0 in general. This would imply Kalai’s
conjecture for general polytopes.
This paper is organized as follows: The first three sections are en-
tirely about the combinatorics of polyhedra. They develop the proper-
ties of relative g-polynomials as combinatorial objects, with the appli-
cation to Kalai’s conjecture. The last three sections concern algebraic
geometry. A separate guide to their contents is included in the intro-
duction to §§4 - 6.
1. g-numbers of polytopes
Let P ⊂ Rd be a d-dimensional convex polytope, i.e. the convex hull
of a finite collection of points affinely spanning Rd. The set of faces of
P , ordered by inclusion, forms a poset which we will denote by F(P ).
We include the empty face ∅ = ∅P and P itself as members of F(P ).
It is a graded poset, with the grading given by the dimension of faces.
By convention we set dim ∅ = −1. Faces of P of dimension 0, 1, and
d− 1 will be referred to as vertices, edges, and facets, respectively.
Given a face F of P , the poset F(F ) is clearly isomorphic to the
interval [∅, F ] ⊂ F(P ). The interval [F, P ] is the face poset of the
polytope P/F defined in the introduction.
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Given the polytope P , there are associated polynomials (first in-
troduced in [13]) g(P ) =
∑
gi(P )q
i and h(P ) =
∑
hi(P )q
i, defined
recursively as follows:
• g(∅) = 1
• h(P ) = Σ∅≤F<P (q − 1)
dimP−dimF−1g(F ), and
• g0(P ) = h0(P ), gi(P ) = hi(P )−hi−1(P ) for 0 < i ≤ dimP/2, and
gi(P ) = 0 for all other i.
The coefficients of these polynomials will be referred to as the g-
numbers and h-numbers of P , respectively. For our purposes, the g-
polynomials will be of primary interest; the h-polynomials will not play
a role here.
These numbers clearly depend only on the poset F(P ). In fact, as
Bayer and Billera [1] showed, they depend only on the flag numbers
of P : given a sequence of integers I = (i1, . . . , in) with 0 ≤ i1 < i2 <
· · · < in ≤ d, an I-flag is an n-tuple F1 < F2 < · · · < Fn of faces of P
with dimFk = ik for all k. The I-th flag number fI(P ) is the number
of I-flags. Letting P vary over all polytopes of a given dimension d, the
numbers gi(P ) and hi(P ) can be expressed as a Z-linear combination
of the fI(P ).
Conjecturally all the gi(P ) should be nonnegative for all P . This
is known to be true for i = 1, 2 [9]. For higher values of i, it can be
proved for rational polytopes using the interpretation of gi(P ) as an
intersection homology Betti number of an associated toric variety.
Proposition 1. If P is a rational polytope, then gi(P ) ≥ 0 for all i.
2. Relative g-polynomials
The following proposition defines a relative version of the classical
g-polynomials.
Proposition 2. There is a unique family of polynomials g(P, F ) as-
sociated to a polytope P and a face F of P , satisfying the following
relation: for all P, F , we have∑
F≤E≤P
g(E, F )g(P/E) = g(P ).(1)
Proof. The equation (1) can be used inductively to compute g(P, F ),
since the left hand side gives g(P, F ) · 1 plus terms involving g(E, F )
where dimE < dimP . The induction starts when P = F , which gives
g(F, F ) = g(F ). Uniqueness is clear.
As an example, if F is a facet of P , then g(P, F ) = g(P )− g(F ). Just
as before we will denote the coefficient of qi in g(P, F ) by gi(P, F ).
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We have the following notion of relative flag numbers. Let P be a
d-polytope, and F a face of dimension e. Given a sequence of integers
I = (i1, . . . , in) with −1 ≤ i1 < i2 < · · · < in ≤ d and a number
1 ≤ k ≤ n with ik ≥ e, define the relative flag number fI,k(P, F ) to
be the number of I-flags (F1, . . . , Fn) with F ≤ Fk. Note that letting
k = n and in = d gives the ordinary flag numbers of P as a special
case. Also note that the numbers fI,k where ik = e give all products of
the form fJ(F )fJ ′(P/F ).
Proposition 3. Fixing dimP and dimF , the relative g-number
gi(P, F ) is a Z-linear combination of the fI,k(P, F ).
Proof. Use induction on dimP/F . If P = F , then we have g(P, P ) =
g(P ) and the result is just the corresponding result for the ordinary
flag numbers. If P 6= F , the equation (1) gives
g(P, F ) = g(P )−
dimP−1∑
e=dimF
∑
dimE=e
F≤E<P
g(E, F )g(P/E).
For every e the coefficients of the inner summation on the right hand
side are Z-linear combinations of the fI,k(P, F ), using the inductive
hypothesis.
The following theorem is the main result of this paper. It will be a
consequence of Theorem 19.
Theorem 4. If P is a rational polytope and F is any face, then
gi(P, F ) ≥ 0 for all i.
Corollary 5 (Kalai’s conjecture). If P is a rational polytope and F is
any face, then
g(P ) ≥ g(F )g(P/F ),
where the inequality is taken coefficient by coefficient.
Proof. For any face E of P the polytope P/E is rational, so we have
g(P ) = g(F, F )g(P/F ) + other nonnegative terms.
3. Some examples and formulas
This section contains further combinatorial results on the relative
g-polynomials. They are not used in the remainder of the paper.
First, we give an interpretation of g1(P, F ) and g2(P, F ) analogous
to the ones Kalai gave for the usual g1 and g2 in [9]. We begin by
recalling those results from [9].
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Give a finite set of points V ⊂ Rd define the space Aff (V ) of affine
dependencies of V to be
{ a ∈ RV | Σv∈V av = 0, Σv∈V av · v = 0 }.
If VP is the set of vertices of a polytope P ⊂ R
d, then Aff (VP ) is a
vector space of dimension g1(P ).
To describe g2(P ) we need the notion of stress on a framework. A
framework Φ = (V,E) is a finite collection V of points in Rd together
with a finite collection E of straight line segments (edges) joining them.
Given a finite set S, we denote the standard basis elements of RS by
1s, s ∈ S. The space of stresses S(Φ) is the kernel of the linear map
α : RE → RV ⊗ Rd,
defined by
α(1e) = 1v1 ⊗ (v1 − v2) + 1v2 ⊗ (v2 − v1),
where v1 and v2 are the endpoints of the edge e. A stress can be
described physically as an assignment of a contracting or expanding
force to each edge, such that the total force resulting at each vertex is
zero.
To a polytope P we can associate a framework ΦP by taking as
vertices the vertices of P , and as edges the edges of P together with
enough extra edges to triangulate all the 2-faces of P . Then g2(P ) is
the dimension of S(ΦP ).
Given a polytope P and a face F , define the closed union of faces
N(P, F ) to be the union of all facets of P containing F . Note that
N(P, ∅) = ∂P , and N(P, P ) = ∅. Let VN be the set of vertices of P in
N(P, F ), and define a framework ΦN by taking all edges and vertices
of ΦP contained in N(P, F ).
Theorem 6. We have
g1(P, F ) = dimRAff (VP )/Aff (VN), and
g2(P, F ) = dimR S(ΦP )/S(ΦN ),
using the obvious inclusions of Aff (VN) in Aff (VP ) and S(ΦN ) in
S(ΦP ).
The proof for g1 is an easy exercise; the proof for g2 will appear in a
forthcoming paper [3].
Next, we have a formula which shows that g(P, F ) can be decom-
posed in the same way g(P ) was in Proposition 2. Given two faces
E, F of a polytope P , let E ∨F be the unique smallest face containing
both E and F .
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Proposition 7. For any polytope P and faces F ′ ≤ F of P , we have
g(P, F ) =
∑
F ′≤E
g(E, F ′)g(P/E, (E ∨ F )/E).
Proof. As usual, we show that this formula for g(P, F ) satisfies the
defining relation of Proposition 2. Fix F ′ ≤ F , and define gˆ(P, F ) to
be the above sum. Then we have∑
F≤D
gˆ(D,F )g(P/D) =
∑
F ′≤E
F∨E≤D
g(P/D)g(E, F ′)g(D/E, (E ∨ F )/E)
=
∑
F ′≤E
g(E, F ′)g(P/E)
= g(P ).
Since the computation of g(P, F ) from Proposition 2 only involves com-
putation of g(E, F ) for other faces E of P , this proves that gˆ(P, F ) =
g(P, F ), as required.
Finally, we can carry out the inversion implicit in Proposition 2 ex-
plicitly. First we need the notion of polar polytopes. Given a polytope
P ⊂ Rd, we can assume that the origin lies in the interior of P by
moving P by an affine motion. The polar polytope P ∗ is defined by
P ∗ = { x ∈ (R∗)d | 〈x, y〉 ≤ 1 for all y ∈ P }.
The face poset F(P ∗) is canonically the opposite poset to F(P ). Define
g¯(P ) = g(P ∗).
Proposition 8. We have
g(P, F ) =
∑
F≤F ′≤P
(−1)dimP−dimF
′
g(F ′)g¯(P/F ′).(2)
Proof. We use the following formula, due to Stanley [14]: For any poly-
tope P 6= ∅, we have∑
∅≤F≤P
(−1)dimF g¯(F )g(P/F ) = 0.(3)
Now define gˆ(P, F ) to be the right hand side of (2). We will show that
the defining property (1) of Proposition 2 holds.
Pick a face F of P . We have, using (3),
∑
F≤E≤P
g(E, F )g(P/E) =
∑
F≤F ′≤E≤P
(−1)dimE−dimF
′
g(F ′)g¯(E/F ′)g(P/E)
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=
∑
F≤F ′≤P
g(F ′)
∑
F ′≤E≤P
(−1)dimE−dimF
′
g¯(E/F ′)g(P/E)
= g(P ),
as required.
Introduction to §§4 - 6
Sections 4-6 of this paper concern the topology of algebraic varieties.
They may be read independently from the combinatorics of §1-3.
The principal result, Theorem 16 of §5, is this: Consider a subvariety
Y of a complex algebraic variety X . Suppose that there is a blowup
p : X˜ → X such that p−1Y has a neighborhood in X˜ that is homeomor-
phic to a line bundle over p−1Y . Then the restriction of the intersection
homology sheaf IC·(X) of X to Y is a direct sum of shifted intersection
homology sheaves.
For our applications, we need a slight strengthening of this result.
The neighborhood of p−1Y will only be a Seifert bundle E → B, a
generalization of a line bundle which allows fibers to be quotients by
cyclic groups. These are treated in §4. In §6 we apply the principal
result to the inclusion of toric varieties YF ⊂ XP , where YF ≃ XP/F
is the closure of the torus orbit corresponding to F . If x is the unique
torus-fixed point of X , then gi(P, F ) measures the number of copies of
the intersection homology sheaf IC·({x}) that appear with shift 2i in
the restriction of the intersection homology sheaf of XP to YF .
4. Seifert bundles
In this section we investigate maps of algebraic varieties E → B
which are nearly line bundles, but which allow fibers to be quotients
by cyclic groups.
Definition. A Seifert bundle is an affine map π : E → B of algebraic
varieties, together with a section (which we will sometimes call the zero
section) s : B → E, and an algebraic C∗-action on E, so that:
• giving B the trivial C∗-action, π and s are C∗-equivariant,
• each fiber π−1(b) is a curve whose normalization is isomorphic to
the complex line, on which C∗ acts by multiplication by a charac-
ter x 7→ xnb , nb > 0.
Lemma 9. If (E,B, π, s) is a Seifert bundle, and nb is a constant on
all of B, then E is topologically a complex line bundle over B.
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Proof. It is enough to show this locally, so assume B is an affine variety,
and take b ∈ B. Then E is also affine, and the C∗ action on E induces
an action, and hence a nonnegative grading, on the coordinate ring
A(E). Take a polynomial f which doesn’t vanish on π−1(b); we can
assume it is homogeneous. Shrinking B if necessary, we can assume f
doesn’t vanish on any fiber of π.
Let Y ⊂ E be the subvariety defined by the equation (f = 1). We
will show that π|Y : Y → B is proper. The lemma follows from this
claim; if π|Y is proper, then the natural bijection Y/G → B, where
G is the group of dth roots of unity, d = deg f , is proper and hence a
homeomorphism. Then, since the G-action is free, Y → B is a covering
map. For a small (topological) neighborhood U of b we can thus define
a continuous section σ : B → Y . The map (b, t) 7→ t · σ(b) gives the
required local trivialization of E.
To show the claim, take a compact set K ⊂ B. Choosing a homo-
geneous system (f1, . . . , fs) of generators for A = A(E) over its zeroth
graded piece A0 defines an embedding
E ⊂ B × Cn
as a closed subvariety, and the C∗ action on E is given by a linear C∗
action on Cn. Let r > 0 be the smallest character of C∗ appearing in
a diagonalization of this action; it is the smallest of the degrees of the
fi. Then if S
2n−1 is the set of elements of norm one in Cn, the set
π−1(K) ∩ (B × S2n−1)
is compact, and so the values |f | takes on it are bounded away from
zero, say by δ. Thus π−1(K)∩Y is a closed subset of K×N1/δr , where
Na ⊂ C
n is the closed ball of vectors of norm ≤ a, and so is compact.
Corollary 10. Any Seifert bundle E over B maps to a (topological)
line bundle E ′ over B by a finite map.
Proof. We can take the least common multiple
n = lcm
b∈B
nb
of the numbers nb, since there are only finitely many distinct values of
nb. Setting E
′ = E/G where G is the group of nth roots of unity in C∗
does the trick.
Intuitively, the zero-section map s for a Seifert bundle will be a
“Q-homology normally nonsingular inclusion”. We have the following
generalization of a result of [8] about normally nonsingular inclusions:
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Proposition 11. Let (E,B, π, s) be a Seifert bundle. Then there is
an isomorphism
s∗IC·(E) ∼= IC·(B).
We need a small lemma first.
Lemma 12. Let X be a pseudomanifold, acted on by a finite group G,
and let Y be a G-invariant subspace. Then there is an isomorphism
IH∗(X/G, Y/G;Q) ∼= IH∗(X, Y ;Q)
G
between the intersection homology of the pair (X/G, Y/G) and the G-
stable part of the intersection homology of (X, Y ).
Proof. Give X a G-invariant triangulation. Then the intersection ho-
mology of X can be expressed by means of simplicial chains of the
barycentric subdivision, see [12, Appendix]. Now the standard argu-
ment in [4, p. 120] can be applied.
Proof of Proposition 11. By Corollary 10, we can map E to a line bun-
dle E ′ by a finite map. Let s′, π′ denote the section and projection
maps for E ′. Let A = s∗IC·(E), A′ = (s′)∗IC·(E ′). Because E ′ is a
line bundle over B, A′ is isomorphic to IC·(B).
Let U ⊂ B be a Zariski open subset where nb is constant. Then
E|U = π
−1(U) is a line bundle over B, so F |U is a one-dimensional
constant local system. We will show that for any point p ∈ B there are
isomorphisms
j∗pA
∼= j∗pA
′, j!pA
∼= j!pA
′
between the stalks and costalks of A and A′ (or more precisely isomor-
phisms between their cohomology groups), where jp is the inclusion. It
follows that F satisfies the perversity axioms defining the intersection
homology sheaf from [8].
To show the claim, note that since the C∗ action retracts both E
and E ′ onto B, we have isomorphisms
A ∼= Rπ∗IC
·(E), A′ ∼= Rπ′∗IC
·(E ′).
So we can describe the stalks and costalks of F and F ′ as follows. Let
N be a small neighborhood of p in B, and let L be its boundary. Then
we have
Hij∗pA = IHn−i(π
−1(N), π−1(L);Q),
Hij!pA = IHn−i(π
−1(N);Q),
where n is the real dimension of B, and similarly for A′. The claim
now follows from Lemma 12, using the fact that the finite group G is
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contained in C∗ and hence acts trivially on the intersection homology
groups above.
5. Seifert resolutions
Definition. A Seifert resolution of an inclusion Y ⊂ X of irreducible
algebraic varieties is a variety X˜ together with a proper, surjective map
p : X˜ → X , so that, if Y˜ = p−1(Y ), then p induces an isomorphism of
X˜ \ Y˜ with X \ Y , and the inclusion Y˜ ⊂ X˜ is the zero section of a
Seifert bundle.
Now suppose X is a connected normal algebraic variety with a non-
trivial algebraic C∗ action. Let Y be an irreducible subvariety contained
in the fixed point set of X . Let U = { x ∈ X | C∗ · x ∩ Y 6= ∅ }. We
say that Y is an attractor for the C∗ action if for all points x ∈ U
the limit limt→0 t · x exists and lies in Y and the only points x ∈ U for
which limt→∞ t · x lies in Y are already in Y .
Theorem 13. If U is an open neighborhood of Y and Y is an attractor,
then the pair (Y,X) has a Seifert resolution.
Proof. We will show that (Y, U) has a Seifert resolution; this will be
enough. By [15], every point y ∈ Y has a C∗-invariant affine neighbor-
hood Uy ⊂ U . Let Ay be its coordinate ring. The C
∗ action induces a
grading on Ay which is nonnegative because Y is an attractor. Further,
if Ry is the coordinate ring of Yy = Uy ∩ Y , the natural quotient map
Ay → Ry identifies Ry with the zeroth graded piece of Ay. Thus there
is a projection map ρy : Uy → Yy; these glue to give ρ : U → Y .
Furthermore, the varieties and maps Proj(Ay) → Yy glue to give
a variety Y˜ and a proper map q : Y˜ → Y (in other words, we let
Y˜ = (U \ Y )/C∗). We also have a map k : U \ Y → Y˜ satisfying
q ◦ k = ρ|U\Y .
Define a morphism U \ Y → U ×Y Y˜ by sending x to (x, k(x)). Let
U˜ be the closure of the image of this map, and let p : U˜ → U and
π : U˜ → Y˜ be the restrictions of the projections of U ×Y Y˜ on the
first and second factor, respectively. U˜ will be the required Seifert
resolution.
Note that p−1(Y ) = Y ×Y Y˜ ∼= Y˜ . The map p is proper, because the
projection
U ×Y Y˜ → U ∼= U ×Y Y
is proper. It is now easy to check that U˜ is a Seifert bundle over Y˜ .
IH OF TORIC VARIETIES AND A CONJECTURE OF KALAI 11
Definition. Call an object A in Db(X) pure if it is a direct sum of
shifted intersection homology sheaves⊕
α
IC·(Zα;Lα)[nα],(4)
where each Zα is an irreducible subvariety of X , Lα is a simple local
system on a Zariski open subset Uα of the smooth locus of Zα, and nα
is an integer.
Lemma 14. If A,B are objects in Db(X) and A⊕B is pure, then so
is A.
Proof. Denote A ⊕ B by C. Since C is pure, it is isomorphic to the
direct sum ⊕
i∈Z
pH i(C)[−i]
of its perverse homology sheaves. Each pH i(C) = pH i(A) ⊕ pH i(B)
is a pure perverse sheaf, and since the category of perverse sheaves is
abelian, pH i(A) is pure. Then the composition⊕
pH i(A)[−i]→
⊕
pH i(C)[−i] ∼= C→ A
induces an isomorphism on all the perverse homology sheaves, and
hence is an isomorphism (see [2]).
Also note that the decomposition (4) of a pure object A is essen-
tially unique: any other such decomposition will be the same up to a
reordering of the terms and replacing the local system Lα by another
local system L′α on U
′
α, so that Lα and L
′
α agree on Uα ∩ U
′
α.
Theorem 15. If a pair of varieties (Y,X) has a Seifert resolution,
then the pullback j∗IC·(X) of the intersection homology sheaf by the
inclusion is a pure object in Db(Y ).
Proof. Consider the fiber square
Y˜
˜
−−−→ X˜yq
yp
Y
j
−−−→ X
where j, ˜ are the inclusions, and q = p|Y˜ . Because p and q are proper
we have
Rq∗˜
∗IC·(X˜) ∼= j∗Rp∗IC
·(X˜).
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The left hand side is Rq∗IC
·(Y˜ ) by Proposition 11, which is pure by the
decomposition theorem of [2]. The decomposition theorem also implies
that A = Rp∗IC
·(X˜) is pure, and because X˜ → X is an isomorphism
on a Zariski dense subset, the intersection homology sheaf of X must
occur in A with zero shift. Thus the right hand side becomes
j∗(IC·(X))⊕ j∗A′,
where A′ is pure. The result now follows from Lemma 14.
6. Toric varieties
We will only sketch the properties of toric varieties that we will need.
For a more complete presentation, see [7]. Throughout this section let
P be a d-dimensional rational polytope in Rd.
Define a toric variety XP as follows. Embed R
d into Rd+1 by
(x1, . . . , xd) 7→ (x1, . . . , xd, 1),
and let σ = σP be the cone over the image of P with apex at the origin
in Rd+1. It is a rational polyhedral cone with respect to the standard
lattice N = Zd+1. More generally, if F is a face of P , let σF be the
cone over the image of F ; set σ∅ = {0}.
Then define X = XP to be the affine toric variety Xσ corresponding
to σ. It is the variety SpecC[M ∩ σ∨], where
σ∨ = {x ∈ (Rd+1)∗ | 〈x, y〉 ≥ 0 for all y ∈ σ }
is the dual cone to σ, M is the dual lattice to N , and C[M ∩ σ∨] if
the semigroup algebra of M ∩ σ∨. It is a (d + 1)-dimensional normal
affine algebraic variety, on which the torus T = Hom(M,C∗) acts.
Let fv : XP → C be the regular function corresponding to the point
v ∈M ∩ σ∨.
The orbits of the action of T on X are parametrized by the faces of
P . Let F be any face of P , including the empty face, and let
σ⊥F = { x ∈ σ
∨ | 〈x, y〉 = 0 for all y ∈ σF }
be the face of σ∨ dual to σF . Then the variety
OF := { x ∈ X | fv(x) 6= 0 ⇐⇒ v ∈ M ∩ σ
⊥
F }
is an orbit, isomorphic to the torus (C∗)d−e, where e = dimF . Fur-
thermore, all T -orbits arise this way. Thus XP has a unique T -fixed
point {p} = OP .
Given a face F , the union
UF =
⋃
E≤F
OE
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is a T -invariant open neighborhood of OF . There is a non-canonical
isomorphism UF ∼= OF × XF where XF is the affine toric variety cor-
responding to F , considered as a polytope in the affine space spanned
by F , with the lattice given by its intersection with N . If O′E de-
notes the orbit of XF corresponding to a face E ≤ F , then OE sits in
UF ∼= OF ×XF as OF × O
′
E.
The union
YF =
⋃
F≤E
OE
is the closure OF . It is isomorphic to the affine toric variety XP/F .
More precisely, YF is the affine toric variety corresponding to the cone
τ = σ/σF , the image of σ projected into R
d+1/ span σF , with the lattice
given by the image of N . It is an easy exercise to show that τ is the
cone over a polytope of the type P/F .
The connection between toric varieties and g-numbers of polytopes
is given by the following result. Proofs appear in [5, 6].
Proposition 16. The local intersection homology groups of XP are
described as follows. Let x be a point in OF , and let jx be the inclusion.
Then
dimH2ij∗xIC
·(XP ) = gi(F ),
and Hkj∗xIC
·(XP ) vanishes for odd k.
Now fix a face F of P .
Lemma 17. There exists a C∗ action coming from a one-dimensional
subtorus of T so that the fixed point set is YF = OF and for any x ∈ XP ,
lim
t→0
t · x ∈ YF .
Proof. Let a ∈ N ∩ σ be a lattice point in the relative interior of σF .
This defines a C∗ action on XP by letting, for all t ∈ C
∗, x ∈ XP , and
v ∈M ∩ σ∨,
fv(t · x) = t
〈a,v〉fv(x).
The required property of this action is clear.
Thus we can apply Theorem 13 to obtain a Seifert resolution Y˜ of
the pair (YF , XP ). Although we will not need this, a description of Y˜
is quite interesting. Let ∆(a) be the fan obtained by coning off all the
faces of σ to the one-dimensional cone τ containing a. Then Y˜ is the
toric variety X∆(a).
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So by Theorem 15, if j : YF → XP is the inclusion, the pullback
A = j∗IC·(XP ) is a direct sum⊕
α
IC·(Zα,Lα)[nα]
of shifted simple intersection homology sheaves.
Lemma 18. All the terms in this decomposition are of the form
IC·(YE,QOE)[n]
where E ≥ F and −n is a nonnegative even integer.
Proof. Since the sheaf IC·(XP ) is invariant under the action of T , so
is the pullback A; it follows that all the varieties Zα are T -invariant.
Second, the isomorphism UF ∼= OF × XF implies that the homology
sheaves of IC·(XP ), and hence of A, are constant on each orbit; thus
no nonconstant local systems can occur. Finally, the assertion about
the shifts follows from Proposition 16.
Thus we can write
A =
⊕
E≥F
⊕
i≥0
IC·(YE;Q)[−2i]⊗ V
i
E,(5)
for some finite dimensional Q-vector spaces V iE .
Now we come to the main result, which gives an interpretation of
the combinatorially defined polynomials g(P, F ) for rational polytopes
which implies nonnegativity, and hence Theorem 4. Let {p} = OP be
the unique T -fixed point of XP .
Theorem 19. The relative g-number gi(P, F ) is given by
gi(P, F ) = dimQ V
i
P .
Proof. Taking this for the moment as a definition of g(P, F ), we will
show that the defining relation of Proposition 2 holds. First we need to
interpret the vector spaces V iE for F ≤ E 6= P . There is a commutative
diagram of inclusions
Y ′F
j′
−−−→ XE
k′
y
yk
YF
j
−−−→ XP
where j′ be the inclusion of Y ′F = O
′
F in XE, k is the inclusion of XE
in UE ∼= OE ×XE as {x} ×XE, and k
′ is the restriction of k.
Then k is a normally nonsingular inclusion, so we have
(j′)∗k∗IC·(XP ) = (j
′)∗IC·(XE) =
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⊕
F≤F ′≤E
⊕
i≥0
IC·(Y ′F ′;Q)[−2i]⊗W
i
F ′
for some vector spaces W iF ′ . On the other hand, since k
′ is a normally
nonsingular inclusion, it is also equal to
(k′)∗A =
⊕
F≤F ′≤E
⊕
i≥0
IC·(Y ′F ′;Q)[−2i]⊗ V
i
F ′.
Comparing terms, we see that W iF ′
∼= V iF ′, so we have
dimQ V
i
E = gi(E, F ).
The theorem now follows; the defining relation of Proposition 2 ex-
presses two different ways of writing the dimensions of the stalk inter-
section homology groups of XP at the fixed point p. One the one hand,
they are given by the coefficients of g(P ), by Proposition 16. On the
other hand they are given by∑
F≤E≤P
g(E, F )g(P/E),
using (5).
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