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By using the generalized Riccati transformation and the inequality technique, we establish
a few new oscillation criteria for certain second-order half-linear delay dynamic equations
with damping on a time scale. Our results extend and improve some known results, but
also unify the oscillation of the second-order half-linear delay differential equation with
damping and the second-order half-linear delay difference equation with damping.
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1. Introduction
The theory of time scales, which has recently received a lot of attention, was introduced by Hilger [1], in order to unify
continuous and discrete analysis. Several authors have expounded on various aspects of this new theory; see [2–6]. A time
scale T is an arbitrary closed subset of the reals, and when this time scale is equal to the reals or to the integers the cases
represent the classical theories of differential and difference equations. Not only does the new theory of the so-called
‘‘dynamic equations’’ unify the theories of differential equations and difference equations, but also the theory extends these
classical cases to cases ‘‘in between’’, e.g., to the so-called q-difference equations when T = qN0 = {qt : t ∈ N0 for q > 1}
or T = qZ := qZ ∪ {0} and can be applied on different types of time scales like T = hN,T = N2 = {t2 : t ∈ N} and
T = Tn =

tn =∑nk=1 1k , n ∈ N0 and the space of the harmonic numbers.
In recent years, there have been many research activities concerning the oscillation and nonoscillation of solutions of
various equations on time scales, such as the studies by Bohner and Saker [7], Erbe [8], Erbe et al. [9] and [10–16]. In this
paper, we will study oscillatory behavior of all solutions of second-order half-linear delay dynamic equation with damping
(a(t)Φ(x∆(t)))∆ + p(t)Φ(x∆(t))+ q(t)f (Φ(x(τ (t)))) = 0, t ∈ T, t ≥ t0, (1.1)
whereΦ(s) = |s|γ−2s, γ > 1. We have the following hypotheses.
(H1) T is a time scale which is unbounded above, and t0 ∈ T with t0 > 0. We define the time scale interval [t0,∞)T by
[t0,∞)T = [t0,∞) ∩ T.
(H2) a, p, q : T→ R are positive rd-continuous functions such that−p/a ∈ R+.
(H3) τ : T→ T is a strictly increasing and differentiable function such that
τ(t) ≤ t, lim
t→∞ τ(t) = ∞, and τ(T) = T.
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(H4) f : R→ R is a continuous function such that, for some positive constant L,
f (x)
x
≥ L for all x ≠ 0.
By a solution of (1.1), we mean a nontrivial real-valued function x satisfying (1.1) for t ∈ T. We recall that a solution x of
Eq. (1.1) is said to be oscillatory on [t0,∞)T in case it is neither eventually positive nor eventually negative; otherwise, the
solution is said to be nonoscillatory. Eq. (1.1) is said to be oscillatory in case all of its solutions are oscillatory.We concentrate
on those solution x of (1.1) which are not identically vanishing eventually.
It is easy to see that (1.1) can be transformed into a second-order linear delay dynamic equation with damping
(a(t)x∆(t))∆ + p(t)x∆(t)+ q(t)x(τ (t)) = 0, t ∈ T, t ≥ t0, (1.2)
where γ = 2, f (x) = x. In (1.1), if τ(t) ≡ t, p(t) ≡ 0, f (x) = x and γ is an even positive integer, then (1.1) is simplified to
a second-order half-linear dynamic equation
a(t)

x∆(t)
γ−1∆ + q(t) (x(t))γ−1 = 0, t ∈ T, t ≥ t0. (1.3)
In (1.1), if a(t) ≡ 1, p(t) ≡ 0, f (x) = x and γ = 2, then (1.1) is simplified to a linear delay dynamic equation
x∆∆(t)+ q(t)x(τ (t)) = 0, t ∈ T, t ≥ t0. (1.4)
In 2005, Agarwal et al. [12] considered the linear delay dynamic equation (1.4), In 2005, Saker [10] and in 2009, Grace
et al. [17] considered the half-linear dynamic equation (1.3), and established some sufficient conditions for oscillation of
(1.3). In 2005, Sahiner [13] considered the nonlinear delay dynamic equation and established some sufficient conditions
for oscillation of the equation. In 2007, Erbe et al. [14] considered the general nonlinear delay dynamic equation, setting to
obtain some new oscillation criteria which improve the results given by Sahiner [13]. In 2011, Zhang [18] considered the
half-linear delay dynamic equation with damping (1.1), and established some sufficient conditions for oscillation of (1.1).
On this basis, we continue to discuss the oscillation of solutions of (1.1), by using the generalized Riccati transformation and
the inequality technique, we obtain some new oscillation criteria for (1.1).
The paper is organized as follows. In Section 2, we present some basic definitions and useful results from the theory of
calculus on time scales. In Section 3, we give several lemmas. In Section 4, we use the generalized Riccati transformation
and the inequality technique to obtain some sufficient conditions for oscillation of all solutions of (1.1), we shall consider
both the cases∫ ∞
t0
[
1
a(t)
e−p/a(t, t0)
] 1
γ−1
1t = ∞ (1.5)
or ∫ ∞
t0
[
1
a(t)
e−p/a(t, t0)
] 1
γ−1
1t <∞. (1.6)
2. Some preliminaries
On the time scale Twe define the forward and the backward jump operators by
σ(t) = inf{s ∈ T : s > t} and ρ(t) = sup{s ∈ T : s < t}.
A point t ∈ T is said to be left-dense if ρ(t) = t , right-dense if σ(t) = t , left-scattered if ρ(t) < t and right-scattered if
σ(t) > t . The graininess µ of the time scale is defined by µ(t) = σ(t)− t . For a function f : T→ R, the (delta) derivative
is defined by
f 1(t) = f (σ (t))− f (t)
σ (t)− t ,
if f is continuous at t and t is right-scattered. If t is right-dense, then the derivative is defined by
f 1(t) = lim
s→t+
f (t)− f (s)
t − s ,
provided this limit exists. A function f : T→ R is said to be rd-continuous if it is continuous at each right-dense point and
if there exists a finite left limit at all left-dense points. The set of rd-continuous functions f : T→ R is denoted by Crd(T,R).
The derivative f ∆ of f and the shift f σ of f are related by the formula
f σ = f + µf ∆ where f σ = f ◦ σ .
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We will make use of the following product and quotient rules for the derivative of the product fg and the quotient f /g
of two differentiable functions f and g:
(fg)∆(t) = f ∆(t)g(t)+ f (σ (t))g∆(t) = f (t)g∆(t)+ f ∆(t)g(σ (t)), (2.1)
f
g
∆
(t) = f
∆(t)g(t)− f (t)g∆(t)
g(t)g(σ (t))
if ggσ ≠ 0. (2.2)
For b, c ∈ T and a differentiable function f , the Cauchy integral of f ∆ is defined by∫ c
b
f ∆(t)1t = f (c)− f (b).
The integration by parts formula reads∫ c
b
f ∆(t)g(t)1t = f (c)g(c)− f (b)g(b)−
∫ c
b
f σ (t)g∆(t)1t, (2.3)
and infinite integrals are defined by∫ ∞
b
f (s)1s = lim
t→∞
∫ t
b
f (s)1s.
For more details, see [4,5].
3. Several lemmas
In this section, we present several lemmas that will be needed in the proofs of our results in Section 4, while the first
lemmas are well-known and given without proof.
Lemma 3.1 ([4, Chapter 2]). If g ∈ R+, i.e., g : T→ R is rd-continuous and such that 1+ µ(t)g(t) > 0 for all t ∈ [t0,∞)T,
then the initial value problem y∆ = g(t)y, y(t0) = y0 ∈ R has a unique and positive solution on [t0,∞)T, denoted by eg(·, t0).
This ‘‘exponential function’’ satisfies the semigroup property, i.e., eg(a, b)eg(b, c) = eg(a, c).
Lemma 3.2 ([4, Theorem 1.93]). Assume that v : T→ R is strictly increasing andT := v(T) is a time scale. Let w : T→ R. If
v∆(t) andw∆(v(t)) exist for t ∈ Tk, where
Tk =

T \ (ρ(supT), supT], if supT <∞,
T, if supT = ∞.
Then
(w ◦ v)1 = (w1 ◦ v)v1. (3.1)
Lemma 3.3 ([4, Theorem 1.90]). If x is differentiable, then
(xγ )1 = γ x∆
∫ 1
0
[hxσ + (1− h)x]γ−1dh. (3.2)
Lemma 3.4 ([19, Theorem 41]). Assume that X and Y are nonnegative real numbers, then
λXY λ−1 − Xλ ≤ (λ− 1)Y λ for all λ > 1, (3.3)
where the equality holds if and only if X = Y .
Lemma 3.5 ([18, Lemma 3.5]). Assume that the conditions (H1), (H2) and (1.5) hold. Let x be an eventually position solution
of (1.1). Then there exists t1 ∈ [t0,∞)T such that
x∆(t) > 0 and

a(t)
x∆(t)γ−2 x∆(t)∆ < 0 for all t ∈ [t1,∞)T. (3.4)
4. Main results
Theorem 4.1. Assume that the conditions (H1)–(H4) and (1.5) hold. Let H : DT ≡ {(t, s) : t ≥ s ≥ t0, t, s ∈ [t0,∞)T} → R
be a rd-continuous function, which is such that
H(t, t) = 0 for t ≥ t0, H(t, s) > 0 for t > s ≥ t0, t, s ∈ [t0,∞)T
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and H has a non-positive continuous∆-partial derivative H∆s(t, s) with respect to the second variable, and let h : DT → R be
a rd-continuous function, and satisfies
−H∆s(t, s) = h(t, s) (H(t, s)) γ−1γ for all (t, s) ∈ DT. (4.1)
If there exists a positive∆-differentiable function z : T→ R such that z∆(t) ≥ 0 with
lim sup
t→∞
1
H(t, t0)
∫ t
t0

LH(t, s)z(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+

1s = ∞, (4.2)
where G(t, s) =

z∆(s)− p(s)a(s) z(s)

(H(t, s))
1
γ − z(s)h(t, s), G(t, s)+ = max{0,G(t, s)}. Then (1.1) is oscillatory on [t0,∞)T.
Proof. Suppose that Eq. (1.1) has a nonoscillatory solution x on [t0,∞)T. We may assume without loss of generality that
x(t) > 0 and x(τ (t)) > 0 for all t ∈ [t1,∞)T
for some t1 ∈ [t0,∞)T. By Lemma 3.5 and (H3), we obtain on [t1,∞)T that
1
x ◦ τ ≥
1
x ◦ τ σ , a(x
∆)γ−1 ≥ aσ (x1σ )γ−1 (4.3)
(where x1σ is shorthand for (x∆)σ ), and
x∆ ◦ τ ≥ (a
σ )
1
γ−1
(a ◦ τ) 1γ−1
x1σ (4.4)
hold. Moreover, using Lemmas 3.3 and 3.5, it follows that
[(x ◦ τ)γ−1]1 = (γ − 1)(x ◦ τ)∆
∫ 1
0
[h(x ◦ τ σ )+ (1− h)(x ◦ τ)]γ−2 dh
≥ (γ − 1)(x ◦ τ)∆
∫ 1
0
[h(x ◦ τ)+ (1− h)(x ◦ τ)]γ−2 dh
= (γ − 1)(x ◦ τ)γ−2(x ◦ τ)∆.
Let v = τ ,w = x in Lemma 3.2, we know that T is unbounded above by (H1), which implies Tk = T. Further, asT = τ(T) = T by (H3), we can get from Lemma 3.2 that
(x ◦ τ)∆ = (x∆ ◦ τ)τ∆.
Thus
[(x ◦ τ)γ−1]1 ≥ (γ − 1)(x ◦ τ)γ−2(x∆ ◦ τ)τ∆
and thus (by the first inequality in (4.3))
[(x ◦ τ)γ−1]1
(x ◦ τ)γ−1 ≥
(γ − 1)(x∆ ◦ τ)τ∆
x ◦ τ σ (4.5)
holds on [t1,∞)T. Now define the functionW by
W = z aΦ(x
∆)
Φ(x ◦ τ) = z
a(x∆)γ−1
(x ◦ τ)γ−1 on [t1,∞)T. (4.6)
Then, on [t1,∞)T, we haveW > 0 and
W∆
(2.1)= z
(x ◦ τ)γ−1

a(x∆)γ−1
∆ + aσ (x1σ )γ−1 (x ◦ τ)γ−1z∆ − z (x ◦ τ)γ−1∆
(x ◦ τ)γ−1 (x ◦ τ σ )γ−1
(1.1)= −qzf ((x ◦ τ)
γ−1)
(x ◦ τ)γ−1 −
pz
(x ◦ τ)γ−1 (x
∆)γ−1 + aσ (x1σ )γ−1 (x ◦ τ)
γ−1z∆ − z (x ◦ τ)γ−1∆
(x ◦ τ)γ−1 (x ◦ τ σ )γ−1
(H4)(4.6)≤ −Lqz − p
a
W + z
∆
zσ
W σ − za
σ (x1σ )γ−1

(x ◦ τ)γ−1∆
(x ◦ τ)γ−1 (x ◦ τ σ )γ−1
(4.3)≤ −Lqz − pz
azσ
W σ + z
∆
zσ
W σ − za
σ (x1σ )γ−1

(x ◦ τ)γ−1∆
(x ◦ τ)γ−1 (x ◦ τ σ )γ−1
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(4.5)≤ −Lqz +

z∆ − p
a
z
 W σ
zσ
− (γ − 1)za
σ (x1σ )γ−1(x∆ ◦ τ)τ∆
(x ◦ τ σ )γ
(4.4)≤ −Lqz +

z∆ − p
a
z
 W σ
zσ
− (γ − 1)zτ
∆(aσ )
γ
γ−1 (x1σ )γ
(a ◦ τ) 1γ−1 (x ◦ τ σ )γ
(4.6)≤ −Lqz +

z∆ − p
a
z
 W σ
zσ
− (γ − 1)zτ
∆
(a ◦ τ) 1γ−1 (zσ ) γγ−1
(W σ )
γ
γ−1 , (4.7)
therefore, we obtain
W∆(t) ≤ −Lq(t)z(t)+ z¯(t)
z(σ (t))
W (σ (t))− (γ − 1)z(t)τ
∆(t)
(a(τ (t)))λ−1(z(σ (t)))λ
(W (σ (t)))λ,
where λ = γ
γ−1 , z¯(t) = z∆(t)− p(t)a(t) z(t), t ∈ [t1,∞)T. Thus, for every t, T ∈ [t1,∞)T with t ≥ T ≥ t1, by (2.3), we obtain∫ t
T
LH(t, s)z(s)q(s)1s ≤ H(t, T )W (T )−
∫ t
T
−H∆s(t, s)W (σ (s))1s
+
∫ t
T
H(t, s)
z¯(s)
z(σ (s))
W (σ (s))1s
−
∫ t
T
H(t, s)
(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ1s
(4.1)= H(t, T )W (T )+
∫ t
T
z¯(s)H(t, s)− z(σ (s))h(t, s)H 1λ (t, s)
z(σ (s))
W (σ (s))1s
−
∫ t
T
H(t, s)
(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ1s
≤ H(t, T )W (T )+
∫ t
T
z¯(s)H
λ−1
λ (t, s)− z(s)h(t, s)
z(σ (s))
H
1
λ (t, s)W (σ (s))1s
−
∫ t
T
H(t, s)
(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ1s
≤ H(t, T )W (T )+
∫ t
T
G(t, s)+
z(σ (s))
H
1
λ (t, s)W (σ (s))1s
−
∫ t
T
H(t, s)
(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ1s (4.8)
where G(t, s) = z¯(s)H λ−1λ (t, s) − z(s)h(t, s) =

z∆(t)− p(t)a(t) z(t)

(H(t, s))
1
γ − z(s)h(t, s), G(t, s)+ = max{0,G(t, s)}. So
using Lemma 3.4, set
X =
[
H(t, s)
(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
] 1
λ
W (σ (s)) and
Y =
 G(t, s)+
λz(σ (s))

(γ − 1)z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
− 1
λ
 1λ−1 .
Using the inequality (3.3), we have
G(t, s)+
z(σ (s))
H
1
λ (t, s)W (σ (s))− H(t, s) (γ − 1)z(s)τ
∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ
≤ C

G(t, s)+
z(σ (s))
 λ
λ−1  z(s)τ∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
− 1
λ−1
,
where C = (λ− 1)λ− λλ−1 (γ − 1)− 1λ−1 = 1
γ γ
. Thus,
G(t, s)+
z(σ (s))
H
1
λ (t, s)W (σ (s))− H(t, s) (γ − 1)z(s)τ
∆(s)
(a(τ (s)))λ−1(z(σ (s)))λ
(W (σ (s)))λ ≤ a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+. (4.9)
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From (4.8) and (4.9), we obtain∫ t
T

LH(t, s)z(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+

1s ≤ H(t, T )W (T ) ≤ H(t, t0)W (T ).
From the above inequality, let T = T0, we obtain∫ t
t0

LH(t, s)z(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+

1s
=
∫ T0
t0
+
∫ t
T0

LH(t, s)z(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+

1s
≤ H(t, t0)
∫ T0
t0
Lz(s)q(s)1s+W (T0)

.
The above implies that
lim sup
t→∞
1
H(t, t0)
∫ t
t0

LH(t, s)z(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 G(t, s)γ+

1s ≤
∫ T0
t0
Lz(s)q(s)1s+W (T0).
So we have a contradiction to the condition (4.2). This completes the proof. 
Remark 4.1. From Theorem 4.1, we can obtain different conditions for oscillation of all solutions of (1.1) with different
choices of z(t) and H(t, s). For example, H(t, s) = (t − s)m or H(t, s) = ln t+1s+1 m.
Now, let us consider the function H(t, s) defined by
H(t, s) = (t − s)m, m ≥ 1, t ≥ s ≥ t0, t, s ∈ [t0,∞)T.
Then H(t, t) = 0 for t ≥ t0, and H(t, s) > 0,H∆s(t, s) ≤ 0 for t > s ≥ t0, t, s ∈ [t0,∞)T. Furthermore, the function hwith
h(t, s) = m(t − s)m−γγ for t > s ≥ t0, t, s ∈ [t0,∞)T. Then we have the following result.
Corollary 4.1. Assume that the conditions (H1)–(H4) and (1.5) hold. If there exists a positive∆-differentiable function z : T→ R
such that z∆(t) ≥ 0 with
lim sup
t→∞
1
tm
∫ t
t0
(t − s)m

Lz(s)q(s)− a(τ (s))
γ γ

z(s)τ∆(s)
γ−1 z∆(s)− p(s)a(s) z(s)− mz(s)t − s
γ
+

1s = ∞, (4.10)
for m ≥ 1, t > s ≥ t0, t, s ∈ [t0,∞)T. Then (1.1) is oscillatory on [t0,∞)T. 
Now, when (1.6) holds, we give some conditions that guarantee that every solution of (1.1) oscillates.
Theorem 4.2. Assume (H1)–(H4), (1.6), (4.1) and (4.2) hold, where H(t, s), h(t, s) and z(t) are as in Theorem 4.1. If for every
t1 ∈ [t0,∞)T,∫ ∞
t1

1
a(t)
∫ t
t1
e−p/a(t, σ (s)) (θ(s))γ−1 q(s)1s
 1
γ−1
1t = ∞, (4.11)
where
θ(t) =
∫ ∞
t

1
a(s)
 1
γ−1
1s,
then (1.1) is oscillatory on [t0,∞)T.
Proof. Suppose to the contrary that x(t) is a nonoscillatory solution of Eq. (1.1) on [t0,∞)T. we may assume without loss
of generality that x(t) > 0 and x(τ (t)) > 0 for all t ∈ [t1,∞)T, t1 ∈ [t0,∞)T. We shall consider only this case, since the
proof when x(t) is eventually negative is similar. From (1.1), we obtain that
[aΦ(x∆)]∆ + pΦ(x∆) < 0 on [t1,∞)T.
Thus, by Lemma 3.1 and (2.2), we obtain on [t1,∞)T[
aΦ(x∆)
e−p/a(·, t0)
]∆
= [aΦ(x
∆)]∆e−p/a(·, t0)− e∆−p/a(·, t0)aΦ(x∆)
e−p/a(·, t0)eσ−p/a(·, t0)
= [aΦ(x
∆)]∆ + pΦ(x∆)
eσ−p/a(·, t0)
< 0.
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Hence
a
x∆γ−2 x∆
e−p/a(·, t0) is decreasing (4.12)
and therefore eventually of one sign so that (use Lemma 3.1) x∆(t) is either eventually positive or eventually negative. Thus,
we shall distinguish the following two cases:
(I) x∆(t) > 0 for t ≥ t1; and
(II) x∆(t) < 0 for t ≥ t1.
Case (I) The proof when x∆(t) is eventually positive is similar to that of the proof of Theorem 4.1 and it hence is omitted.
Case (II) By (4.12) and Lemma 3.1, for s ≥ t ≥ t1, we have
a(s)
x∆(s)γ−2 x∆(s) ≤ a(t) x∆(t)γ−2 x∆(t)
i.e.
a(s)
x∆(s)γ−2 −x∆(s) ≥ a(t) x∆(t)γ−2 −x∆(t) ,
hence
a(s)
x∆(s)γ−1 ≥ a(t) x∆(t)γ−1 i.e. a(s)(−x∆(s))γ−1 ≥ a(t)(−x∆(t))γ−1,
and hence
−x∆(s) ≥

a(t)
a(s)
 1
γ−1
(−x∆(t)). (4.13)
Integrating (4.13) from t ≥ t1 to u ≥ t and letting u →∞ yields
x(t) ≥
∫ ∞
t

1
a(s)
 1
γ−1
1s

a
1
γ−1 (t)(−x∆(t)) = −θ(t)a 1γ−1 (t)x∆(t) ≥ −θ(t)a 1γ−1 (t1)x∆(t1) = bθ(t), (4.14)
for t ∈ [t1,∞)T, with b = −a
1
γ−1 (t1)x∆(t1) > 0. Using (4.14) in Eq. (1.1), we find
−

a(t)
x∆(t)γ−2 x∆(t)∆ = p(t) x∆(t)γ−2 x∆(t)+ q(t)f |x(τ (t))|γ−2 x(τ (t))
≥ p(t) x∆(t)γ−2 x∆(t)+ Lq(t)xγ−1(τ (t))
≥ p(t) x∆(t)γ−2 x∆(t)+ Lq(t)xγ−1(t)
≥ p(t) x∆(t)γ−2 x∆(t)+ Lbγ−1θγ−1(t)q(t) for t ∈ [t1,∞)T, (4.15)
Defining the function u(t) = a(t) x∆(t)γ−2 x∆(t) = −a(t) x∆(t)γ−1, and (4.15) yield
u∆(t) ≤ −p(t)
a(t)
u(t)− Lbγ−1θγ−1(t)q(t) for all t ∈ [t1,∞)T. (4.16)
The inequality in (4.16) is the assumed inequality of [4, Theorem 6.1] (see also [20, Lemma 1]). All other assumptions of
[4, Theorem 6.1], e.g.,−p/a ∈ R+, are satisfied as well. Hence the conclusion of [4, Theorem 6.1] holds, i.e.,
u(t) ≤ u(t1)e−p/a(t, t1)− Lbγ−1
∫ t
t1
e−p/a(t, σ (s))θγ−1(s)q(s)1s < −Lbγ−1
∫ t
t1
e−p/a(t, σ (s))θγ−1(s)q(s)1s,
for all t ∈ [t1,∞)T, and thus, for all r ∈ [t1,∞)T,∫ r
t1
x∆(t)1t < −L 1γ−1 b
∫ r
t1

1
a(t)
∫ t
t1
e−p/a(t, σ (s))θγ−1(s)q(s)1s
 1
γ−1
1t. (4.17)
Using (4.11) in (4.17) yields limr→∞ x(r) = −∞, and this is a contradiction to the fact that x(t) > 0 for t ∈ [t1,∞)T. This
completes the proof. 
Similar to the Corollary 4.1, by applying Theorem 4.2 with
H(t, s) = (t − s)m, m ≥ 1, t ≥ s ≥ t0, t, s ∈ [t0,∞)T,
we have the following result.
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Corollary 4.2. Assume that the conditions (H1)–(H4), (1.6), (4.10) and (4.11) hold, where z and θ are as in Corollary 4.1 and The-
orem 4.2. Then (1.1) is oscillatory on [t0,∞)T. 
Remark 4.2. Our results in this paper not only extend and improve some known results, and make some results of
[10,12,17,18] be special examples of our results, but also unify the study of oscillation of second-order half-linear delay
differential equation with damping and second-order half-linear delay difference equation with damping. The theorems in
this paper are new even for the cases T = R and T = Z.
Example. Consider the second-order linear delay 2-difference equation with damping
t
2
3 x∆(t)
∆ + 1
t2
x∆(t)+ 1
t
4
3
x

t
2

= 0, t ∈ 2Z, t ≥ t0 := 2. (4.18)
Here
a(t) = t 23 , p(t) = 1
t2
, q(t) = 1
t
4
3
, f (x) = x, τ (t) = t
2
, γ = 2.
The conditions (H1), (H3) and (H4) are clearly satisfied, and (H2) is satisfied as
1− µ(t)p(t)
a(t)
= 1− t · 1
t
8
3
= 1− 1
t
5
3
> 0 for t ≥ 2.
Next, by [20, Lemma 2], using (H2)
e−p/a(t, 2) ≥ 1−
∫ t
2
p(s)
a(s)
1s = 1−
∫ t
2
s−
8
31s = 1− t
− 53 − 2− 53
2−
5
3 − 1
= t
− 53 + 1− 2− 23
1− 2− 53
≥ t− 53 + 1− 2− 23 > 1− 2− 23 > 1
3
for t ≥ 2 so that∫ t
2
[
1
a(s)
e−p/a(s, 2)
]
1s =
∫ t
2
s−
2
3 e−p/a(s, 2)1s ≥ 13
∫ t
2
s−
2
31s = 1
3
t
1
3 − 2 13
2
1
3 − 1
→∞ as t →∞.
Hence (1.5) is satisfied. Now letm = 1, L = 1, z(t) = t for all t > s ≥ 2. Then
1
t
∫ t
2
(t − s)

q(s)− a(τ (s))
4τ∆(s)

z∆(s)
z(s)
− p(s)
a(s)
− 1
t − s
2
z(s)1s
= 1
t
∫ t
2
t − s
s
1
3

1− 1
2
5
3

1− 1
s
5
3
2
1s
≥ 1
t
∫ t
2
t − s
2s
1
3
1s = 1
2
t
2
3 − 2 23
2
2
3 − 1
− 1
2t
t
5
3 − 2 53
2
5
3 − 1
→∞ as t →∞,
so that (4.10) is satisfied as well. Altogether, by Corollary 4.1, (4.18) is oscillatory.
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