Abstract-Dynamic adaptive streaming via HTTP (DASH) has been popular disseminated over the Internet especially under the circumstances of the time varying network, which it is currently the most challenging for providing smoothly video streaming via high quality. In DASH system, after completing the download of one segment, the player estimates the available network bandwidth by calculating the downloading throughput and then adapting the video bitrate level based on its estimations. However, the estimated bandwidth in the application layer is not accurate due to off-intervals appearance during the downloading process. To avoid the unfairness of bandwidth estimation by the clients, this work proposes a logarithmic approach for received network bandwidth, which includes increasing or decreasing this bandwidth logarithmically to converge the fair share bandwidth (estimated bandwidth). After obtaining the measured bandwidth, an adaptive bitrate algorithm is proposed by considering this measured bandwidth in addition to video buffer occupancy. The video buffer model is associated with three thresholds (i.e. one for initial startup and two for operating thresholds). When the video buffer's level stays between the two operating thresholds, the video bitrate will keep unchanged. Otherwise, when the buffer occupancy is too high or too low, an appropriate video bitrate is chosen to avoid buffer overflow/underflow. Simulation results show that the proposed scheme is able to converge the measured bandwidth to the fair share bandwidth very quickly. Also the proposed scheme is compared with conventional scheme, we found that our proposed scheme outperforms in achieving the best performance in terms of efficiency, stability and fairness.
INTRODUCTION
In last few years, HTTP adaptive video streaming has been widely used in Internet video technologies such as Microsoft Smooth Streaming, Netflix, Apples HLS, Adobes HDS and Akamai HD [1] , [2] , since the use of HTTP over TCP is easy to configure and simplify the traversal of firewalls. Moreover, the standard of HTTP based adaptive video streaming is the Dynamic Adaptive Streaming over HTTP (DASH) [3] . In DASH systems, each video is encoded into multiple representations of different bitrates and each representation is divided into multiple segments (2-10 seconds of video time). At the client side, a client requests and receives video segments from DASH servers that own the segments continuously. One of the most important features in DASH system is adapting the video bitrate to a varying network bandwidth dynamically. In such way, DASH clients' can enjoy with video at maximum quality possible since they receive video segments from different versions each of which being encoded with specific bitrates in a way throttling the visual quality to match the available network bandwidth.
It is important challenging to satisfy the user experience during a whole video session under time-vary network conditions. Without a powerful adaptive bitrate algorithm, DASH's client may face frequent interruptions and which it is degraded his video quality. For example, if the selected video bitrate is higher than the available bandwidth, it will cause network congestion. On the other hand, if the video bitrate is lower than the available bandwidth, the visual video quality would not reach the maximum allowed by the available bandwidth. Besides, smooth video bitrates and stable bitrates switching are preferred through video playback [4] . Due to the On-Off phase which it is a natural phenomenon in DASH system (ON means downloading a segment and OFF means staying idle), the competing clients may face difficultly in estimating their bandwidths which usually leads to several performance problems such as inefficiency, instability, and unfairness [5] .
There are many research problems about video streaming for multiple DASH clients over TCP network still open and challenging. As an example, the tradeoff between the stability and efficiency which it is very important issue to have smooth video bitrates. Under time-varying bandwidth condition, requesting a low video bitrate will produce more opportunities for rate selection, and therefore well ensure high stability (smoothness) with continuous video playback but it also causes a low video quality with low bandwidth usage (inefficiency). Another tradeoff challenging is between sensitivity and stability, since the channel bandwidth is inherently different in time, the high sensitivity of the bitrate control technique usually makes the video bitrate identical with the bandwidth and hence leading to high instability. Such these challenges become more troublesome when multiple clients compete on the bottleneck link because each client will try to optimize the quality of the video without looking at others. Besides, the fairness problem arises for multiple clients in DASH www.ijacsa.thesai.org technology since they are deployed via HTTP/TCP network. The existing bitrate adaptive algorithms for DASH system are aiming to either achieve the efficiency of high bandwidth usage for video adaptation bitrate to match available bandwidth, or maintain continuous video playback by homogeneity the video bitrate to avoid buffer overflow/underflow such as bandwidthbased approaches discussed in [6] - [8] and buffer-based approaches in [9] [10] .Recently, the problems with video streaming for multiple DASH clients competing over a common bottleneck have been studied in many researches such as [11] - [13] .
In [11] and [12] , the authors studied problems of bitrate adaptation and determined the causes of many unwanted interactions that arise as a result of modifying the video bitrate over HTTP. Furthermore, a series of techniques have been developed that have tried to systematically guide the tradeoffs between stability, fairness and efficiency. However, these techniques did not look well in showing the factors that affect the quality of experience, such as the video bitrate oscillation and video playback interruptions. While in [13] , a Markov Decision Process (MDP) is used to deal with the stochastic decision problem, which reduces both the number of playback interruptions and the number of quality level switches while increases the quality of experience. Besides rate adaptation, there are some other research works addressing the fairness problem from several aspects such as the work in [14] aims at achieving relative fairness at the packet level through the implementation of the weighted fair list. At [15] , a new protocol is proposed in the context of complex multi-server adaptation, aimed at improving the user experience by providing the best fairness, efficiency and stability. The problem of fairness has been addressed by the application of a server on traffic shaping as in [16] . In our work, a bitrate adaptive approach is designed on the basis of stability and fairness of DASH system under the scenario that many clients compete for network resources.
In this work, to avoid the unfair bandwidth that was estimated by the client due to off intervals during the downloading process, an increment method is designed based on estimated bandwidth for converging the measured bandwidth to the estimated bandwidth through increasing scheme. Exclusively, when the measured bandwidth is smaller than the estimated bandwidth (i.e. estimated bandwidth is equal to the size of a segment divided by the time it takes to download this segment), a logarithmic law based increment scheme is designed for converging the measured bandwidth toward share bandwidth in efficient way among competing clients. In contrast, when measured bandwidth is higher than estimated bandwidth, a conservative reducing scheme is designed for reducing the measured bandwidth to avoid congestion. On other side for stable and smooth video bitrate, we propose an adaptive bitrate algorithm that takes the measured bandwidth based on increment scheme and the buffer occupancy level into account for keeping a continuous video playback and selecting the best video bitrate to download the next segment. In our approach video buffer is associated with three predefined thresholds for keeping the buffer in stable state. Using this model, clients will download video segments continuously without the need for OFF interval. Especially, when the share bandwidth is higher than the selected video bitrate (with the condition the video bitrate not exceed the measured bandwidth), the buffer occupancy will increase and converge toward the maximum level. The adaptive algorithm will switch the bitrate in a way preventing buffer overflow, not idle and vice versa. Through simulation results, our approaches outperform the existing algorithms in measuring the fair share bandwidth, achieving fairness, buffer stability and reducing the number of video bitrates switching.
II. SYSTEM DESIGN Generally HTTP clients operate the media content that transferred from streaming server via available network bandwidth. The Server-Client model for streaming system is shown in Fig. 1 below, where the network bandwidth represents the data producing rate and video content's bitrate represents the data consuming rate to the video buffer of the client. Assuming at the video playing time, the current duration being playbacked is fully loaded, the next duration's playback time is from t s to te as shown in Fig. 2 , and T i denotes the network bandwidth. While V Ri+1 defines the video bitrate for the next duration i+1 to guarantee there is no playback interruption during the future interval [t s , t e ].
At the beginning of each download stage, an adaptation algorithm will select the suitable bitrate of the next segment to download
, which it will specify how much time is giving for the current segment download until the next download request, i.e. t est (i+1), which it is the estimated required time for downloading the next segment). Hence the client initiates an HTTP GET request to the server for the segment of sequence number i+1 with V Ri+1 then the downloading is starting. Let t m =[t e -t s ] be the measured time that is required to complete the download. Assuming that no pipelining of downloading is involved, the next download step starts after the following time that can be expressed as follows: 
III. SHARED BANDWIDTH APPROACH
To explain the effect of bandwidth consumption on adapting the suitable video bitrates, three different scenarios are considered: ideal participated, more participated and less participated which they represent respectively the amount of bandwidth asked by client to be equal to, more than and less than the shared bandwidth. We assume a temporal overlap of the ON-OFF intervals among two competing clients. Suppose the available bandwidth is T and two active connections share this bandwidth fairly, i.e. each has T/2.So T 1 and T 2 are the bandwidth received by client1 and client2 respectively. In ideal participated, the total amount of traffic is requested by the two clients perfectly filling the link, i.e. each client exploits the available bandwidth during its ON period T 1 = T 2 =T/2. If the shared bandwidth is overestimated, new segments with high video bitrates maybe asked by the clients who lead to congestion. In this case, the current estimated bandwidth is less than the previous estimation, and hence clients will turn to ask segments with lower video bitrates. This fluctuation in video quality level leads to video buffer instability as shown in Fig. 3(a) . Fig. 3(b) shows the case of more participated where the ON duration of one client falls in the ON duration of the other client. This happened when the clients are still asking video segments for different video bit-rates. In this situation, the monitored throughput by the clients is T 1 >T/2 and T 2 =T/2, i.e., first client overestimates the fair share of bandwidth.
When only one client overestimates the fair share of bandwidth, the two clients will converge to a stable but unfair equilibrium that the client, who overestimates the fair share of bandwidth, will request a higher video bitrate, causing unfairness. While Fig. 3 (c) discusses the problem of imperfect usage of the shared bandwidth when the ON duration for the two clients are aligned, the available bandwidth at the server side is discrete and limited in this case clients estimate the fair share of bandwidth correctly, it still may cause imperfect utilization problem. For example if the available shared bandwidth is not T/2, clients will ask segments with video bitrates smaller than T/2 to avoid buffer underflow. The OFF periods should adopt to solve the buffer overflow case and imperfect utilization problem happens. Accordingly, the bandwidth oscillation will impact on video bitrates stability when the bandwidth is in more participated case (i.e., the congestion occurs), then the bandwidths are estimated by the clients approximately equal, and fairness can be obtained. When congestion occurs, the video buffer at the client side will be drained, causing playback stop since clients may ask segments with bitrates more than the shared bandwidth, which may degrade the video quality of experience. When the bandwidth is in less participated case, the requested video bitrate is smaller than the available bandwidth, and OFF periods is needed to stop the transmission so as to avoid buffer overflow. In this case, when the client buffer reaches the maximum level Bmax, this will lead to bandwidth overestimation and the video bitrates will oscillate accordingly. But the available shared bandwidth cannot continue with the same video bitrate, then video buffer falls below Bmax, so the client returns to the buffer growing mode and the off-intervals disappear, so the link again is going to be in more participated case and the measured throughput starts to converge to the fairshare bandwidth. Finally, due to the quantization impact, the requested video bitrate falls below the fair-share bandwidth, and the client buffer starts growing again, completing one oscillation cycle.
IV. VIDEO BITRATE ADAPTIVE APPROACH
In this section, we will describe a four stages model for DASH bitrate adaptation algorithm, which includes both the conventional algorithms (e.g., [17] , [18] ) and our proposed bitrate adaptation algorithm in this work, which will serve as a benchmark. Essentially, a bitrate adaptation algorithm proceeds in the following four stages: a) Estimating Stage: The algorithm begins the first step in adaptation process by estimating the network throughput which be used in selecting the video bitrate. The current shared bandwidth equates to the previous TCP throughput that monitors during the ON interval, i.e.: In general, all of today's commercial DASH clients implement the first stage and last stage of the rate adaptation algorithm in a similar way, though they may differ in their implementation of the second stage and third stage of the algorithm. In this work we make some modifications to these stages since the off intervals may become a source of ambiguity for a client to correctly perceive its fair share of the network bandwidth, thus preventing the client from making accurate rate adaptation decisions. To ensure fairness, we focus on preventing the happenstance of OFF phenomenon, that is, the bandwidth is either in the ideal participated or more participated. In the case of more participated, fairness is guaranteed, while in the ideal of participated, there is an unlimited number of bandwidth-sharing modes. It is worth to note that although it is easy to avoid OFF phenomenon by keeping on downloading without break with them, it is impossible even to distinguish if the bandwidth is in more participated or in the ideal participated.
Moreover, because the available video bitrate is limited and discrete, instead of using the estimated bandwidth, we suggest an effective bandwidth increment scheme to guide the adaptive video bitrate. The stability is taken into account through proposing double threshold of buffer level, and then the frequency of filling the buffer occupancy and the impact of bandwidth variations on the adaptive video bitrate can be reduced. As per during the rate adaptation process, the smoothness is also taken into account and it will be discussed deeply in next section. In DASH system, the video bitrate can be changed only when a segment is completely downloaded. Then, the video bitrate for the next segment to be downloaded is calculated accordingly, we first estimate the network bandwidth and filter it. Then, with this estimated bandwidth, we update the incremented bandwidth which will be used to guide the rate adaption. According to the buffer occupancy, the video bitrate is adapted when the buffer occupancy is between the two predefined thresholds to avoid buffer overflow and underflow.
V. SMOOTHING NETWORK BANDWIDTH
In this section, we will describe the principles of our approach to smooth the network bandwidth estimation and how filtering it, also we will describe our Trial increment approach based on bandwidth estimation and then we will explain in details our proposed stable and smooth adaptive bitrate algorithm.
A. Network Bandwidth Estimation and Filtering
Assume are divided into segments of equal length, each of which consumes the same playing time τ. For each client, the streaming process is divided into sequential segment downloading steps i=1, 2, 3… then, the required bandwidth to download (i+1) th segment, is estimated as [6] :
where τ is segment duration. The downloaded segments are stored in the video buffer. Furthermore, to remove the impact of noise and interference during the receiving bandwidth estimation, a noise-filter step is adopted [19] . Then, we have:
where Y i+1 is the available modified bandwidth after filtering step.  is a smooth coefficient factor that reflects the changing network conditions; it is measured as:
where x i and z i represent the absolute and smoothed values of the throughput deviation (e i ) respectively and they are given by:
where ρ is a constant with 01   . At any instant e i is determined as:
where e i is difference between the measured value and adjusted value. If  is a small value, the previous adjusted bandwidth may play a more important role in predicting the bandwidth.
As  gets larger, the adjusted bandwidth is closer to the current measured value. Thus, if the variation of bandwidth is large, we should decrease  , and if the variation of bandwidth is small, we can increase  to more accurately reflecting the change of the network conditions.
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B. Trial Increment Approach
Due to the on-off phenomenon in the DASH system, the bandwidth estimated by the client is discretionary and cannot be used directly for the adjustment rate. Additionally, only when bandwidth is under more participated case, the congestion happens, so bandwidth estimated by client equals to a fair-share bandwidth since all clients see almost the same bandwidth as available. On the other hand, when congestion occurs, the required video bitrate cannot be supported by bandwidth, and video freezing may occur. Thus, how to get a free bandwidth quota without congestion is a critical issue to improve the performance of the rate adaptation for DASH system.
In this work, we propose a logarithmic increase scheme based on received network bandwidth, which includes increasing the bandwidth logarithmic and decrease it if the increment in bandwidth more than the fair share bandwidth for making the measured bandwidth quickly converge to the fair share bandwidth. The aim behind this scheme is that the estimated bandwidth by a client is always the upper bound of the fair share bandwidth due to the off intervals. Thus, during the increment phase, the measured bandwidth will continuously increase until it exceeds the estimated bandwidth expressed in (7) . Then, when it is higher than the estimated bandwidth, the client will switch to the decrease phase for avoiding congestion.
Let i1
Y  be the measured bandwidth which would be used for adapting the suitable video bitrate to (i+1) th segment and it is initialized to zero that init Y0  . Whenever the downloaded process of segment is completed, the estimated bandwidth is update according to expression (7) . Then, the measured bandwidth is updated as follows:
1) Increment Phase:
where  is a constant to avoid slow convergence, the measured bandwidth will quickly approach to the estimated bandwidth in the logarithmic way. However, when the gap  , the measured bandwidth will be additively increased by  rather than by logarithmic approach. Otherwise when the gap between the measured bandwidth and the fair share bandwidth is large, an aggressive way should be employed to increase the measured bandwidth quickly. Practically, the client fair share bandwidth in practice cannot get, so instead its upper bound bandwidth (i.e., the estimated bandwidth) is used.
2) Decrement Phase:
where β is a positive constant satisfying β > 1. When the measured bandwidth exceeds the estimated bandwidth, a conservative way should be employed to control i Y to be not higher than i Y i.e. when the measured bandwidth is higher than the fair share bandwidth, congestions may happen, so leading to playback freezing. In this case, a conservative way is designed to decrease the measured bandwidth guaranteeing that no congestion happens.
C. Proposed Adaptive Bitrate Algorithm
At the client aspect, the video player uses an adaptive algorithm to determine the suitable bitrate to be selected for download the next segment. Every segment that is downloaded placed in a buffer of maximum size B max . The buffer is associated with three thresholds (B 0 , B low , B high ) where B 0 < B low < B high and V represents the set of available bitrates as cleared in Fig. 4 . After getting the measured bandwidth in the previous section, to obtain a smooth and stable video bitrate with high bandwidth utilization a bitrate adaptation scheme is designed based on the buffer occupancy with the measured bandwidth. In this work, the buffer occupancy is denoted by the buffered video duration considering that the client buffer may contain segments from different versions, i.e., different video bitrates and there is no longer a direct mapping between the buffered video size and the buffered video duration. The smooth bitrate adaptation scheme is designed with the aim to provide a smooth video quality and avoid buffer overflow/underflow. The impact of short term bandwidth oscillations on video bitrates can be eliminated by using thresholds for buffer occupancy. At the beginning of the video session (or after an interruption due to buffer empty state), the number of segments in the buffer is below B 0 and the video playback begins during which the lowest bitrate is selected. This step is necessary because reducing the startup time is important to prevent the user from giving away the video session.
When the share bandwidth link is in more participated case, i.e., the congestion occurs, the bandwidths estimated by the clients are approximately equal, and then fairness can be obtained. When congestion occurs, the video buffer at the client side will be underflow, causing playback stop since clients may ask segments with bitrates more than the share bandwidth, which degrades video quality of experience. So the rate adaptation scheme decreases the video bitrate to minimum level. Once the video buffer exceeds B 0 and lower than B low , to avoid buffer draining and provide a continuous playback, the video bitrate should be selected no higher than the measured bandwidth. Similarly, when the buffer occupancy is higher than B high , to ensure no buffer overflow occurs while achieving high bandwidth utilization, a high video bitrate can be selected. When the video buffer occupancy falls between the two thresholds B low and B high , the risk of buffer overflow/underflow is low, and the video bitrate should be maintained unchanged so that smooth quality is provided. Consider a video content is coded into L representations with different video bitrates. The www.ijacsa.thesai.org 
At the starting of the video session, the number of segments in the buffer is below B 0 and the rate adaptation scheme decreases the video bitrate to minimum level. Once the buffer level goes beyond B 0 , the amount of time required to load the next segment is less than the B i -B 0 , the maximal video bitrate which is no higher than the measured bandwidth is selected so as to guarantee a continuous video playback. When the buffer occupancy is higher than the B high , the minimal video bitrate which is no lower than the measured bandwidth is selected so as to improve video quality; otherwise when the buffer occupancy between B low and B high the current bit rate is preserved.
VI. SIMULATION RESULTS
The proposed scheme is evaluated using ns-3 network simulator and the topology implemented in this work is shown in Fig. 5 below. The topology consists of an HTTP server, two or more HTTP clients and a pair of network elements (i.e. x>=2). To achieve adaptive streaming, the HTTP server offers the client seven levels of representations to adapt the video rates these are V={ 356, 500, 800, 1200, 1500, 2400 and 3500Kbit/s}. The length of video segment and video buffer is 2s and 35 sec, respectively. The values of other parameters B low , B high , B 0 , β, ρ,  are 15s, 30s, 5s, 1.25, 0.5, 32kbps respectively. To evaluate the performance of the proposed scheme, we compare it with a conventional scheme [6] as in Fig. 6 and 7 in term of measured bandwidth, video bitrate and buffer occupancy, respectively. The available network bandwidth is equal to 4Mbps with two clients compete on it. The first client enters at the time 0s while the second client enters the network at 200s and leaves at 400s. Fig. 6(a) and 6(b) show the ability of increment scheme in converging the measured bandwidth to the estimated bandwidth (share bandwidth) quickly through the accurate logarithmic law based increment scheme.
We can note from Fig. 6(a) and 6(b) , when the second client enters the system, it needs only about 10s to follow the fair share bandwidth well, the first client detects the change in the available network bandwidth such that their measured bandwidth converge to the fair share bandwidth quickly. While the other scheme spends a long time to converge the measured bandwidth to the estimated bandwidth in linear increasing scheme based on estimated bandwidth. The figures also demonstrate that when two clients compete with each other, the compared scheme couldn't track the fair-share bandwidth well because of the slow start and frequent fluctuations, when the bandwidth changes. In Fig. 7 (a) and 7(b) the video bitrate under the proposed scheme is smooth and stable than the second scheme. The conventional scheme uses the linear increasing method in measuring the share bandwidth which is used for adapting the video bitrate hence this leads to video bitrate oscillation for matching the measured bandwidth. In addition the video buffer occupancy is always high to ensure continuous video playback. Since the video bitrate is separate, the selection of suitable bitrate is usually lower than the measured bandwidth which leads to low bandwidth utilization efficiency. While the video bitrate of our scheme is smoother due to many reasons; at the beginning the adaptation of bitrate isn't depending on the measured bandwidth only, it associates with the buffer occupancy. The video buffer is related with three operating thresholds for avoiding buffer overflow/underflow and compacting the short term bandwidth oscillation that effects on video bitrates. Beside the bitrate adaptive algorithm takes many factors into account that impact on the QoE for video streaming, involving maximize the video bitrates and minimize the video start time, the number of buffering events, and the number of bitrate switching events. So from figure 8a the bitrate curve is smoother than the other scheme. Finally, no buffer overflow/underflow occurs, i.e., video playback without break is guaranteed. In Fig. 8 , we compare our scheme with other scheme in term of efficiency, stability, and fairness based on the following metrics [11] : a) Instability metric: Clients are likely to be sensitive to frequent and important video bitrate switches as indicated by some studies. The instability metric is defined as:
The instability metric equals to the weighted sum of all bitrate switch steps monitored within the last 10 segments divided by the weighted sum of bitrates in the last z=10 segments. The weight function ω(a) = i-a. b) Unfairness metric: At time t, the unfairness metric is defined as:
where JainFairt is the index of Jain fairness at time t and is calculated based on the bitrates V Ri over all clients.
c) Inefficiency metric:
This metric is calculated as:
where V Ri,j is the video bitrate of i th segment for j th client and T is the available bandwidth. A value close to zero means that the clients in average are using as high an average video bitrate as possible to improve video quality.
In Fig. 8 , the number of clients is changed from two to twelve with the available network bandwidth fixed at 8Mbps in order to evaluate the performance of our scheme with other scheme. From the figure the proposed scheme is outperforming due to the increment scheme based on bandwidth measurement also video buffer model is associated with three operating thresholds for preventing buffer underflow /overflow and the robust of the adaptive algorithm based on estimating the download time of next segment based on segment size.
In Fig. 9 , our scheme always achieves the lowest inefficiency, instability, and unfairness, i.e., compared with conventional scheme. The proposed scheme can provide higher and smoother video bitrate, and besides, it can also better guarantee the fairness between the clients. As the available bandwidth increases, the performance does not linearly increase or decrease. This is because the video bitrate is discrete so that for a given available bandwidth, if the fairshare bandwidth is approximately equal to the video bitrate, generally better performance can be achieved, and vice versa. From the figure our scheme has better performing in all situations as in (a) and (b) , the other scheme has inefficient bandwidth utilization, instability video bitrate because the decision of video bitrate is based on the measured fair share bandwidth, which is always the same (equal to 1 Mbps) in this experiment . In term of fairness, the other scheme fluctuates with increasing the no. of clients while the proposed scheme performs better since fairness is easy to be impacted with increasing the number of competing clients (Fig. 10) . 
VII. CONCLUSION
In this work, a bitrate adaptive approach is designed on the basis of stability and fairness in DASH system under the scenario that many clients compete for network resources. The proposed scheme is based on estimated bandwidth to obtain the fair-share bandwidth (i.e. the measured bandwidth) by trial increment mechanism. Then collecting the measured bandwidth with the video buffer occupancy, we propose an adaptive video bitrates algorithm based on time needed for downloading the next segment to achieve smooth, stable video quality and avoid buffer underflow/overflow. From simulation results, our scheme is able to quick converge the measured bandwidth to the fair-share bandwidth even with increasing the number of competing clients, hence achieving fairness bandwidth utility. Besides, the video bitrate is allowed to be higher than the measured bandwidth, thereby achieving a higher bandwidth utilization efficiency and higher average video bit-rate compared with a conventional scheme. 
