Square-Gaussian random processes and estimators of covariance functions by Y. V. Kozachenko & O. V. Stus
Mathematical Communications 3(1998), 83-94 83
Square–Gaussian random processes and estimators
of covariance functions
Yurij V. Kozachenko∗ Olexander V. Stus∗
Abstract. In this paper inequalities for distributions of quadratic
forms from square–Gaussian random variables and distributions of su-
prema of quadratic forms from square–Gaussian random processes are
proved. These inequalities enable us to investigate the jointly distribu-
tions of estimators of covariance functions of Gaussian processes.
Key words: square–Gaussian random variables, random process,
metric space, confidence ellipsoid
Sazˇetak.Kvadratno–Gaussovi slucˇajni procesi i procjenitelji
kovarijacionih funkcija. U ovom cˇlanku dokazane su nejednakosti za
distribucije kvadratnih formi kvadratno–Gaussovih slucˇajnih varijabli i
za distribucije supremuma kvadratnih formi kvadratno-Gaussovih slucˇaj-
nih procesa. Te nejednakosti omoguc´uju proucˇavanje distribucija proc-
jenitelja kovarijacionih funkcija Gaussovih procesa.
Kljucˇne rijecˇi: kvadratno–Gaussove slucˇajne varijable, slucˇajni pro-
cesi, metricˇki prostori, elipsoid povjerenja
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1. Introduction
In this paper we investigate spaces of square–Gaussian random variables SGΞ(Ω),
i.e. a closure in L2(Ω) of quadratic forms from a family of jointly Gaussian random
variables.
An inequality for the distributions of quadratic forms from random variables ξk ∈
SGΞ(Ω) is proved. This inequality enables us to construct confidence ellipsoids for
estimators of covariance functions of jointly Gaussian stationary random processes.
Estimates of the distributions of the supremum of quadratic forms from random
processes ξ = {ξ(t), t ∈ T}, ξ ∈ SGΞ(Ω) are found, too. These estimates enable us
to construct confidence ellipsoids for uniform (in some set) estimators of covariance
functions of jointly Gaussian stationary random processes.
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2. Space of pre–Gaussian random variables
Let {Ω,=, P}} be a standart probability space and let U(x) = exp{|x|} − 1.
Definition 1. A space of random variables LU (Ω) will be called the Orlicz space
generated by the function U(x), if for any random variable ξ ∈ LU (Ω) there exists
a positive constant α such that E exp{α|ξ|} <∞.
The space LU (Ω) is a Banach space with respect to the norm [10, 3]
‖ξ‖ = inf
(







The norm ‖ξ‖ is called the Luxemburg norm.
Definition 2. The space of centered random variables ξ from LU (Ω) will be called
the space of pre–Gaussian random variables.
This space will be denoted by Prg(Ω). Pre–Gaussian random variables are in-
troduced in [2].
3. Space of square–Gaussian random variables
In this section the notion of the space of square–Gaussian random variables is
given. The notion of square–Gaussian random vectors and the notion of a family
of square–Gaussian random variables were introduced and investigated in papers
[5, 6, 7, 8, 9].
Definition 3. ([5]) A random vector ~η ∈ Rd is called square–Gaussian, if all its
components ηi can be represented in the form
ηi = ~ξTi Ai~ξi − E~ξTi Ai~ξi (2)
where ~ξi, E~ξi = 0, are jointly Gaussian random vectors and Ai are symmetric
matrices or mean-square limits of sequences of random variables of the form (2).
Remark 1. ([5]) Let ~ξij, ~ηij, E~ξij = E~ηij = 0, i = 1, . . . , d, j = 1, . . . , n, be





~ξTij Ai~ηij − E~ξTij Ai~ηij
)
then the vector ~θT = (θ1, . . . , θd) is a square–Gaussian random vector (θi can be
represented in the form (2)).
Definition 4. Let Ξ = {ξt, t ∈ T} be a family of jointly Gaussian random variables,
Eξt = 0 (for example, ξt is a Gaussian random process). The space SGΞ(Ω) is called
the space of square–Gaussian random variables with respect to Ξ, if random variables
from SGΞ(Ω) can be presented in the form (2), where ~ξTi = (ξi1, ξi2, . . . , ξid), ξik ∈
SGΞ(Ω), k = 1, . . . , d, or if they are mean-square limits of sequences of such random
variables.
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Lemma 1. Let ηi, i = 1, 2, . . . , n be random variables from SGΞ(Ω). Then, for all











holds, where η =
∑n
i=1 λiηi, R(s) = exp{18} exp{− s2}(1− s)−
1
2 .
Proof. Let ~ξ be a Gaussian random vector such that E~ξ = 0, and let A be an
arbitrary symmetric matrix. It follows from [7], that there exist constants δ1 > 0,
δ2 > 0, δ21 + δ
2










≤ L(s, δ1, δ2)R(s, δ1, δ2) (4)
holds, where





(1− sδ1)− 12 (1 + sδ2)− 12






, s > 0
exp
{− (sδ1)36 }, s < 0.
It is easy to see that
L(s, δ1, δ2)R(s, δ1, δ2) ≤ R(s) ≤ R(|s|). (5)
The assertion of Lemma1. follows from (4), (5), Remark1. and the Fatou lemma.
2
Lemma 2. The space SGΞ(Ω) is the subspace of the Orlicz space LU (Ω) and of
(Prg(Ω)), and for all ηi ∈ SGΞ(Ω), λi ∈ R1, i = 1, . . . , n, the inequality∥∥∥∥ n∑
i=1
ηiλi










, c0 is the root of the equation R(s) = 2.
Lemma2. follows from Lemma1.
Lemma 3. Let ~ξT = (ξ1, ξ2, . . . , ξd) be a random vector, such that ξi ∈ SGΞ(Ω),










)) ≤ R(√2s), (7)




, x > 0.
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Proof. Let us at first prove this lemma for A = I, where I is the identity matrix
and for ~ξ such, that ξi are orthogonal
(













Set σ2i = Eξ
2
i , i = 1, . . . , d. In this case, from (3) (for |s| < 1) it follows that for all
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. The function g(x) is such that g(0) = 1, and the function


















































































which is (7) for this case.
Consider now a general case. Let B be a matrix such that BB = A, R = cov ~ξ.
Let O be the orthogonal matrix, that brings the matrix BRB in the diagonal form






Set ~η = OB~ξ. Hence,
~ηT ~η = ~ξTBOTOB~ξ = ~ξTA~ξ,
cov ~η = OBcov ξBOT = D. It is easy to see that ηi ∈ SGΞ(Ω), ~ηT = (η1, . . . , ηd).
















The lemma is proved. 2

























2 − 1) =W1(x), (17)
where η = ~ξTA~ξ.
88 Yu. V. Kozachenko and O. V. Stus





























































4. Examples of the application of inequality (17)
In this section we consider some examples of application of the inequality (17).
Example 1. Let ξk = {ξk(t), t ∈ [0, 2T ], k = 1, . . . , n} be jointly Gaussian and







ξk(t+ τ)ξl(t) dt, 0 ≤ t ≤ T
be the estimators of covariance functions rkl(τ). Set Xkl(τ) = rˆkl(τ)− rkl(τ). It is
easy to see, that Xkl(τ), 0 ≤ τ ≤ T , k, l = 1, 2, . . . , n, belong to SGΞ(Ω), where
Ξ = {ξk(t), k = 1, . . . , n, 0 ≤ t ≤ 2T}.
Let A be a symmetric positive semi-definite matrix, η(τ) = ~XT (τ)A ~X(τ), where
~X(τ) is the vector with components Xkl(τ). It follows from Lemma4., that for








where W (x) is defined in (17).
This inequality enables us to construct confidence ellipsoids for rkl(τ).
For example, let n = 2 and ~XT (τ) = (X11(τ), X22(τ)), B(τ) > 0 be the co-
variance matrix of ~X(τ). It is easy to prove that the confidence ellipsoid with the
minimal area is the ellipsoid
~XT (τ)A ~X(τ)
E ~XT (τ)A ~X(τ)
= δ,
where A = B−1(τ). In this case
~XT (τ)A ~X(τ) = ~XT (τ)B−1(τ) ~X(τ),






(T − u)(r2ij(u) + rij(u− τ)rij(u+ τ)) du, i, j = 1, 2.
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Example 2. Let ξ = {ξ(t), t ∈ [0, 2T ]} be a Gaussian stationary stochastic process

















(ξ(t+ τ)− mˆτ )(ξ(t)− mˆ0) dt, 0 ≤ τ ≤ T,
be the estimators of covariance function r(τ) and the expectation m.
Set





(T − u)r(u+ τ) du,




(T − u)r(u) du.
It is sufficiently easy to prove, that ηi ∈ SGΞ(Ω), i = 1, 2, where Ξ = {ξ(t), t ∈
[0, 2T ]}.
Let η = a11η21 + a22η
2
2 + 2a12η1η2, where A = |aij |2i,j=1 is a symmetric positive








where W (x) is defined in (17). This inequality enables us to construct confidence
ellipsoids for (r(τ),m).
5. Random processes from LU(Ω) and SGΞ(Ω) spaces
Let (T, ρ) be a metric space, µ(·) be a Borel measure in (T, ρ), µ(T ) <∞.
Definition 5. A random process X = (X(t), t ∈ T ) belongs to the space LU (Ω), if
the random variable X(t) ∈ LU (Ω) for all t ∈ T and supt∈T ‖X(t)‖ < ∞ ( ‖ · ‖ is
the Luxemburg norm).
Definition 6. A random process X = (X(t), t ∈ T ) is called square–Gaussian, if





Lemma 5. A square–Gaussian random process X = (X(t), t ∈ T ) belongs to the
space LU (Ω), and for all ti ∈ T , i = 1, 2, . . . , n the following inequality∥∥∥∥ n∑
i=1
λiX(ti)






holds, where c1 is defined in (6).
Lemma5. follows from Lemma2.
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Theorem 1. ([1, 4]) Let X = (X(t), t ∈ T ) be a separable random process, X ∈
LU (Ω), εk, k = 1, 2, . . . be a monotonically decreasing sequence such that ε1 =
supt,s∈T ρ(t, s), εk → 0, as k → ∞, B(t, εk) be an open ball with the centre t and























| ≤ ηR (21)
holds, where











and η > 0 is a random variable such that for x > 1
Pr{η > x} ≤ 2e
e− 1
(µ(T ))2x
(1 + µ2(T ))x
. (22)
From the Theorem1. there follows the following theorem.
Theorem 2. Let T = [0, T ], ρ(t, s) = |t − s|, µ(·) be the Lebesque measure, X =
(X(t), t ∈ T ) be a separable random process from SGΞ(Ω),




where c1 is defined in (6).





















and η1 > 0 is a random variable such that for x > 1
Pr{η1 > x} ≤ 2e(e− 1)
(
T 2
1 + T 2
)x
. (24)













E|X(t)−X(s)|2) 12 , (Lemma2.),
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σk(t) ≤ c1 sup
|t−s|<εk
(




















Now we choose the sequence εk such that









≤ ∑∞l=1 δ1pl−1 ln( 12σ(−1)(plδ1) + 1
)















From this inequality and (21) there follows the inequality (23). 2
6. Distribution of suprema of quadratic forms from random
processes from SGΞ(Ω)
Let Xi = {Xi(t), t ∈ [0, T ]}, i = 1, . . . ,m be a separable random process from
SGΞ(Ω), and let V be a symmetric positive semi-definite matrix,
Y (t) = ~XT (t)V ~X(t) = (V ~X(t), ~X(t)),
where ~XT (t) = (X1(t), X2(t), . . . , Xm(t)).
Let S be the ortogonal matrix which reduces the matrix V to the diagonal form.
PV PT = D = ‖d2i δij‖mi,j=1,
(δij is the Kronecker delta), ~Z(t) = P ~X(t), ~ZT (t) = (Z1(t), Z2(t), . . . , Zm(t)).






where c1 is defined in (6).















































































Proof. It is easy to see that

















Zi(t) dt, ηi(t) = Zi(t)− θi.




















It follows from Theorem2. (ηi(t) ∈ SGΞ(Ω)), that
sup
0≤t≤T
|ηi(t)| ≤ ηiRip, (30)
where ηi ≥ 0, i = 1, 2, . . . ,m are random variables such, that for x > 1
Pr{ηi > x} ≤W2(x). (31)





























(V ~X(t), ~X(u)) dt du.
(32)
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Therefore, for any 0 ≤ α ≤ 1, x > 0, the following inequalities hold:
Pr
{











































For any αi > 0, i = 1, 2, . . . ,m,
∑m









i > (1− α)2x
}


























































The inequality (27) follows from (35) and (36). 2
Corollary 1. Let a process Y = {Y (t), t ∈ [0, T ]} satisfy the assumptions of The-











Y (t) > x


















) , ∆1 = e 98 2∆− 32T , ∆2 = e 98∆− 12T , ∆3 = m 2ee− 1 ,
and δ1, δ2 are defined in (27).
Proof. It is easy to prove that for x > 0, xsinh x ≤ 2x+1ex ; therefore, it follows









sup0≤t≤T Y (t) > x



















−( x2δ1 ) 12α}
+m 2ee−1 exp
{
− ln( 1+T 2T 2 )( xδ2 ) 12 (1− α)}.
(38)
94 Yu. V. Kozachenko and O. V. Stus




Example 3. Let η(t) be a random process from Example 1. The inequality (37)
holds for η(τ). These inequalities enable us to construct uniform confidence ellip-
soids for rkl(τ), 0 ≤ τ ≤ T.
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