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ABSTRACT 
Ultrasonic inspection methods are widely used for detecting flaws in materials. The 
signal analysis step plays a crucial part in the data interpretation process. A number of 
signal processing methods have been proposed to classify ultrasonic flaw signals. One 
of the more popular methods involves the extraction of an appropriate set of features 
followed by the use of a neural network for the classification of the signals in the feature 
space. This thesis describes an alternative approach which uses the least mean square 
(LMS) method to determine the coordinates of the ultrasonic probe followed by the 
use of a synthetic aperture focusing technique (SAFT). The method is employed for 
classifying nondestructive evaluation (NDE) signals from steam generator tubes in a 
nuclear power plant. The movement of the probe inside the tube is modelled using 
spherical and cylindrical coordinate systems. The mean square error (MSE) between 
the model prediction and the experimentally measured distance between the probe and 
the tube wall is minimized using the steepest descent algorithm to obtain estimates of 
the probe canting angle and its location. The information is used in conjunction with the 
synthetic aperture focusing technique to estimate the location of the ultrasonic reflector. 
An alternate approach employing a model based deconvolution has been described to 
facilitate comparison of results. The method uses the space alternating generalized 
expectation maximization (SAGE) algorithm in conjunction with the Newton-Raphson 
method to estimate the time of flight. Results using these schemes for the classification of 
ultrasonic signals from cracks and deposits within steam generator tubes are presented. 
1 
CHAPTER 1. INTRODUCTION 
1.1 Background Relating to Nondestructive Evaluation 
It has long been recognized that there is a need to inspect machines and materials 
around people in order to prevent failures. For example, gas pipelines buried under­
ground are needed to be inspected regularly to minimize the possibility of catastrophic 
failures due to the weakening effects of corrosion on the pipe. There are many ways 
of testing materials, either destructively or nondestructively. If the inspection results 
are reliable and the minimization of costs is a major consideration, then nondestructive 
evaluation methods are preferred. 
Several NDE methods are available for testing components and structures. Each 
NDE method is based on a particular physical principle and has its own fields of appli­
cation. advantages and disadvantages [1]. 
Most NDE techniques involve the application of some form of energy to the specimen. 
A snapshot of the interaction between the material and energy is taken and analyzed 
to determine the state of the specimen. Ultrasonic and electromagnetic energy are 
some of the typical forms of energy that are employed to interrogate the test specimen. 
The choice of the specific NDE method depends on many factors including the size, 
orientation and location of the flaw, as well as the type of material, etc [1]. Sometimes 
there may be a need to use one NDE method to confirm the findings of another method. 
Since this dissertation discusses methods used for the analysis of ultrasonic NDE signals, 
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we dwell very briefly on the subject in the following section. 
1.2 Ultrasonic Nondestructive Evaluation 
Ultrasonic testing is a versatile NDE method which is employed for testing a wide 
variety of materials. Using this method, cracks, inclusions and other kinds of anomalies 
can be detected even when they exist deep within the test specimen. Ultrasonic testing 
uses high frequency acoustic waves ranging from 1 to 10 mega Hertz (MHz) which are 
typically generated using piezoelectric transducers [2]. The ultrasound wave from the 
transducer propagates through the material. Ultrasound waves, in general, are classified 
on the basis of the mode of vibration of the particle of the medium with respect to 
the direction of propagation of the waves, namely longitudinal, transverse (or .shear), 
a n d  s u r f a c e  w a v e s .  L o n g i t u d i n a l  w a v e s  a r e  t h e  m o s t  c o m m o n  f o r m  o f  s o u n d  w h e r e  t h e  
oscillations occur in the longitudinal direction. In this wave, alternate compression and 
rarefaction zones are produced by the vibration of the particles parallel to the direction 
of the propagation of the wave. In the case of transverse or shear waves, the direction 
of particle displacement is at right angles or transverse to the direction of propagation. 
For these kinds of waves to travel through a material, it is necessary for each particle of 
the material to be strongly bound to its neighbors so that it pulls its neighbor with it as 
it moves. Surface waves can travel only along a surface bounded on one side by strong 
elastic forces of the solid. These waves have a velocity of approximately 90% that of 
shear waves in the same material [2]. 
The ultrasonic testing method is capable of providing quantitative information re­
garding the thickness of the component, depth of an indicated discontinuity, the size of 
the discontinuity, etc. 
3 
1.2.1 Ultrasonic NDE System 
Many types of pulse-echo ultrasonic flaw detectors are commercially available. For a 
flaw detector, three essential working units are needed in addition to a power supply and 
a personal computer (PC) to acquire and save the ultrasonic data. Typical equipment 
include a pulse transmitter, receiver-amplifier and cathode-ray oscilloscope. Figure 1.1 
shows the block diagram of a typical ultrasonic NDE system. 
Ext. trigger Sync_ 
Oscilloscope 
Signal out 
Probe 
Pulser/Receiver 
Trigger 
l± 
» 1 ? 
Digitizer a 
u 
Test block PC 
Figure 1.1 Typical setup for ultrasonic NDE system 
The pulse transmitter generates a high voltage spike which sets the transducer into 
oscillation and the trigger pulse for starting the oscilloscope display. There will be an 
initial pulse called big bang or main bang, which results from the high voltage spike 
striking the transducer. Once the spike is released, the pulse transmitter becomes an 
open nonconducting electrical circuit while the receiving circuit is waiting for the return 
signal to strike the transducer. If there are no discontinuités present, the back echo 
would result from the pulse traveling through the test specimen, reflecting off of the 
end. and returning to the transducer. The back echo is picked up by the transducer 
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and converted into an electrical signal whose magnitude is smaller than the transmitted 
pulse, so it must be amplified and filtered before it is used for any purpose. 
1.2.2 Data Modes of Display 
The ultrasonic data can be presented in various types. Commonly. A-Scan, B-Scan 
and C-Scan types are used. An A-Scan displays the echoes like an ordinary oscilloscope. 
In this type of display, the X-axis represents time of flight (TOF) of the pulses converted 
into distance traveled by the pulses while the Y-axis represents the amplitude of the 
echoes. The B-Scan presentation gives a cross sectional view of the part being tested 
a n d  s h o w s  t h e  l e n g t h  a n d  d e p t h  o f  a  f l a w  i n  t h e  t e s t  m a t e r i a l .  W h e n  m o v i n g  t h e  
transducer along a straight line on the surface of the test material, the displacement 
of the transducer can be converted into an electrical signal and this value is displayed 
along the X-axis and the travel of the ultrasonic pulse in the test material is represented 
by the time base moving the spot along the Y-axis. The C-Scan display is a plan view 
with horizontal and vertical positions of flaws. In other words, the discontinuity echoes 
are displayed as a top view of the test surface. In this display mode. X- and Y-axes are 
both in the plane of the surface of the test object. Other types of display modes are also 
used in industry such as D-, F-. and P-Scans [3]. 
1.2.3 Advantages and Limitations 
Ultrasonic NDE techniques offer several advantages. The main advantage is that 
very thick objects can be tested. The maximum penetration in fine grained steel and 
aluminum is in the range of severed meters. In coeirse grained structures such as cast iron 
and stainless steel, the ultrasound waves are scattered very strongly and the penetration 
depth could be very small [1]. Another advantage is that results can be interpreted 
rapidly and a decision can be made on the spot. 
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1.3 Overview of The Thesis 
Chapter 1 gave a brief background of NDE and describes the ultrasonic NDE tech­
nique in particular. Chapter 2 presents a specific problem statement relating to classi­
fication of defects in steam generator tubes that are employed in nuclear power plants. 
The structure of an ultrasonic probe used in this specific application is also presented in 
this chapter. Chapter 3 is composed of two parts. The first part describes a formalism 
to model the probe within a tube for estimating the transducers' coordinates and its 
canting angle. The second part develops a basis for an algorithm which uses a mean 
square error (MSE) minimization procedure to arrive at the estimate of the probe coor­
dinates and canting angle. Chapter 4 describes the MSE minimization procedure that 
employs the formalism developed in chapter 3 to estimate the parameters of interest. 
Chapter 5 shows the results of classification of ultrasonic signals using the well known 
synthetic aperture focusing technique (SAFT) in conjunction with the estimates of the 
probe location and canting angle obtained using the procedure described in chapter 
4. In addition, the coordinates of the scatterer's centroid are estimated and displayed 
in the images reconstructed using SAFT. Chapter 6 shows the results of classification 
of ultrasonic backscattered echoes using a model based deconvolution approach with 
the space alternating generalized expectation maximization (SAGE) algorithm and the 
Newton-Raphson method. Chapter 7 discusses and compares the classification results 
obtained using methods described in chapter 5 and chapter 6. Chapter 8 summarizes 
the dissertation and offers a few concluding remarks. 
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CHAPTER 2. PROBLEM STATEMENT 
2.1 Ultrasonic NDE of Steam Generator Tubes in a Nuclear 
Power Plant 
Steam generators are used for converting water into steam from heat produced in 
the reactor core in a nuclear power plant. Figure 2.1 shows a typical steam generator. 
SecondayLocp 
MoiiTtiit Septal 
Rthe«iti 
Piessutiat 
Steam <;«u<rjot 
L-TtttetMt 
P»*np 
Tertiary loop 
UMtieimetit PrimayLoop 
Figure 2.1 Typical steam generator tubes in nuclear power plants (From a 
Electric Power Research Institute (EPRI) report) 
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Each steam generator contains approximately 3,000 to 16,000 tubes through which 
hot radioactive water flows through. Heat is conducted through the tube wall to a 
mixture of water and steam outside of the tube. The thermal energy transferred from 
the primary coolant causes the generation of steam which in turn is used for operating 
turbines. The harsh environmental conditions that exists within the steam generator 
contributes to corrosion in the tube. The tubes have to be inspected periodically to en­
sure that the tubes are not causing nuclear contamination of the water on the secondary 
side. A popular inspection technique involves the use of ultrasonic NDE methods. 
2.1.1 Process of Ultrasonic Inspection 
In inspecting the steam generator tubes, the ultrasonic transducer moves along the 
tube axis with water sealed between the tube wall and the transducer. Figure 2.2 shows 
the ultrasonic inspection setup. 
Region 
of 
crackin 
t 
/\A Transducer pair 
Water 
Water 
Deposit 
Layers 
Cracks in 
deposit 
layer 
Deposit 
Layers 
Water 
Figure 2.2 Geometry of ultrasonic NDE of the steam generator tube 
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The steam generator tube is anchored at one end to a thick ferromagnetic plate 
called the tube sheet. Figure 2.2 shows the tube in the tube sheet region. The tubes 
may contain cracks in this region. Such cracks usually extend 2 inches along the tube 
within and above the tube sheet. The tubes are expanded against the tube sheet and this 
may result in the occurrence of cracks. Additionally, chemical precipitates and dissolved 
metallic compounds are deposited on the tube sheet in this region. The accumulation 
and expansion of the deposit material produces localized bowing of the tube immediately 
above the tube sheet [5], 
2.1.2 Structure of The Probe 
Figure 2.3 describes the flexible head 48-channel ultrasonic probe used for the in­
spection. It has 24 pairs of transducers and each pair consists of a forward and a reverse 
looking element. 
Forward Looking Elements 
Reverse Looking Elements 
UT Section 3 UT Section 2 UT Section I 
} : i 
15 14 13 
Figure 2.3 Flexible head 48-channel ultrasonic probe 
Therefore the probe has 48 channels in total. 24 pairs of transducers collect informa­
tion from the position around the tube with 15° circumferential spacing between each 
9 
Volume of coverage 
for 
trasnducer F. Deposit 
Layers 
Probe 
OD— 
Cracks in 
tube wall Water 
S-Wave 
Cracks > 
in deposit 
layer 
S-Wave 
Region of 
overlap for 
both transducers Volume of 
coverage for 
transducer R. 
Deposit 
Layers 
Figure 2.4 Illustration of the signal collection 
element pair. Each of the three sections in the probe shown in Figure 2.3 h;i> cuçht 
transducers for forward and reverse looking and are spaced 45° apart on the circumfer­
ence. Both transducers in a pair are focused at the same spot on the outer diameter 
( O D )  o f  t h e  t u b e .  T h e  t r a n s d u c e r s  h a v e  n o m i n a l  c e n t e r  f r e q u e n c i e s  o f  8 - 1 1  M H z  ( w i t h i n  
6dB from ~6 to ~16 MHz). The sampling frequency is 80 MHz and the thickness of 
the tube wall is 0.047 inches. The transducer transmits longitudinal waves with a 19.5: 
incidence angle. The wave travels through the water and is incident on the inner wall of 
the tube as shown in Figure 2.4. 
When the wave arrives at the tube inner wall, mode conversion occurs and the shear 
wave travels into the tube wall internally at a 453 refraction angle. Figure 2.4 illustrates 
the travel paths of the wave. 
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2.1.3 Collected Data 
Signals generated by the piezoelectric elements are sampled using an 8 bit converter 
at a sampling rate of 80 Mb/s. The sampled and digitized signal is a 482-point signal 
displayed in an A-Scan format. Note that each pair of transducers is composed of two 
elements (forward and reverse). The signals from the two transducers are combined to 
form a composite A-Scan consisting of 964 sample points. The A-Scans are combined 
along the tube axis to obtain a ^-dimensional B-Scan image for each pair of transducers. 
The ultrasonic wave can be scattered by cracks present in the tube or inhomogeneities 
present in the chemical precipitates and dissolved metallic compounds that are deposited 
outside. The latter is benign and must be distinguished from cracks in the tube wall. 
The B-Scan image consists of signal which may represent either cracks or deposits. 
100 200 300 400 500 600 700 800 900 
Time of Fight 
Figure 2.5 B-Scan image of a crack 
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Figure 2.6 A-Scan signal of a crack from the forward transducer 
The signals from cracks must be discriminated from those due to deposits, since cracks 
in the tube wall may result in leakage of the primary coolant. The signals from deposits 
are. as indicated before, benign indications and are not a source of concern. 
Figures 2.5 and 2.6 show the B-Scan image and a one dimensional A-Scan signal from 
one of the cracks respectively. The X-axis represents the time-of-flight while the Y-axis 
represents the axial position along the tube. The gray levels in this image represent the 
amplitude of the signal. It can be noticed that the two elliptical shaped objects in the 
image represent signals due to a crack from two opposite transducers. The first and the 
third vertical strips with high amplitudes represent reflections from the inner diameter 
(ID) while the others (second and fourth) represent multiple-reflections from the ID. 
Figures 2.7 and 2.8 show the B-Scan image and a one dimensional A-Scan signal 
from deposits respectively. It is apparent that signals due to cracks and deposits are not 
significantly different. Discriminating these signals manually can be very slow and ex-
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Figure 2.8 A-Scan signal of a deposit from the forward transducer 
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pensive. Consequently there is considerable interest in automatic methods for analyzing 
the data. Automated methods offer such advantages as consistency of interpretation, 
rapid turnaround time and lower overall costs. 
2.2 Objective of Research 
The main objective of this research is to develop a method for discriminating crack 
signals from those due to deposits. To achieve this objective, the following issues need 
to be studied. 
• Investigation of the characteristics of the ultrasonic signals collected from 
cracks and deposits. 
• Develop a coordinate system for the probe and the tube to develop a 
basis for estimating the location of the probe inside the tube. 
• Develop a technique for estimating the coordinates and its canting angle. 
• Image the geometry of the scatterers using the well-known synthetic aperture 
focusing technique (SAFT) and indicate the centroid's coordinates in the 
image. The synthetic aperture focusing technique requires reasonably 
accurate estimates of the location of the probe relative to the tube wall and 
other scatterers. 
e Deconvolve the ultrasonic backscattered echoes using the space alternating 
generalized expectation maximization (SAGE) algorithm with the 
Newton-Raphson method to estimate the amplitude and TOF. 
• Classify the scatterer either as a crack or a deposit using the SAFT and 
the model based deconvolution approach using the SAGE algorithm. 
e Compare the classification results from the two different approaches. 
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2.3 Literature Review 
A considerable amount of work has been done by many researchers relating to clas­
sification of ultrasonic signals. Selected references are briefly reviewed in this section. 
Daponte [6] describes how statistical hypothesis testing can be used to select the 
quantitative descriptors best capable of distinguishing between normal and abnormal 
liver texture. He shows how both parametric and nonparametric discriminant analy­
sis can be applied to determine how well the quantitative analysis compares with the 
qualitative diagnosis supplied for each case. Prabhu [7] uses an ultrasound technique 
for detecting disbonds in aircraft lab joints and in the adhesive joints between aircraft 
skin and reinforcing doublers. He uses an artificial neural network for classifying signals 
corresponding to bonded and disbonded regions. Mann [8] describes the application of 
supervised backpropagation neural networks for the classification of ultrasonic signals 
obtained from a model metal matrix composite. The neural network classifies features 
in the frequency domain. A scheme for judiciously choosing a set of ultrasonic signals 
for training is described. The sensitivity of the performance of the network in relation to 
the number of examples used for training and the robustness of the algorithm to changes 
in the training set are discussed. 
Chung-Ming [9] makes use of spatial gray level dependence matrices, the Fourier 
power spectrum, the gray level difference statistics, and the laws texture energy mea­
sures for classifying ultrasonic liver images. These features are used to classify three 
types of ultrasonic liver images - normal liver, hepatoma, and cirrhosis. A texture fea­
ture set based on multiple resolution imagery and the fractional Brownian motion model 
is proposed to detect diffuse liver diseases. Botros [10] presents a pattern recognition 
algorithm and describes the instrumentation required for ultrasound classification of 
simulated human-liver tissue acoustically. The algorithm is based on a three-layer back-
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propagation artificial neural network and is trained to differentiate between simulated 
normal and abnormal tissue and to classify three types of simulated abnormalities. Ali 
[11] uses fractal interpolation function codes for compressing data in ultrasonic signals. 
He uses probabilistic neural networks to differentiate signals from flawed and unflawed 
concrete blocks. Meyer [12] uses Bayesian methods for classifying wavelet transform 
coefficients of ultrasound scan lines to improve the detection of internal defects in com­
posite materials. Using Daubeehies basis, wavelet transforms of ultrasound signals are 
computed. A subset of the coefficients is used as features for the classifier. A forward 
sequential feature selection algorithm is used to determine the optimal features. Per­
formance statistics for the classification of damaged materials were calculated using a 
separate set of test samples. 
Diouf [13] proposed a technique for biological tissue classification. He uses the tech­
nique to find the correct tissue type based on the observed data vectors which are 
assumed to consist of the true underlying backscattered signal and an additive white 
Gaussian noise contributed by the measuring system. The power spectrum of the max­
imum likelihood estimate of the backscatter signal was used for classifying the different 
tissue types. Du-Yih [14] presents a method for automatic classification of ultrasonic 
heart (echocardiography) images. He employs an artificial neural network trained us­
ing genetic algorithms to determine the weighting coefficients. Polikar [15] dealt with 
the analysis of ultrasonic NDE signals obtained during weld inspection of piping in 
boiling water reactors. The overall approach involves the computation of features that 
are invariant to changes in the transducer center frequency. He uses a multi-resolution 
analysis technique for feature extraction and a neural network for classification. The 
data are first preprocessed whereby signals obtained using different transducer center 
frequencies are transformed to an equivalent reference frequency signal. Discriminatory 
features are then extracted using the discrete wavelet transform. The compact feature 
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vector obtained using wavelet analysis is classified using a multi-layer perceptron neural 
network. 
Legendre [16] classifies ultrasonic non-destructive weld testing signals using the wavelet 
transform to compute features and a neural network for classification. The scheme is 
used to interpret results in terms of weld quality. Donohue [17] employs the generalized 
spectrum for characterizing small scale scatterer structures and applies it to analyze 
scatterer structures and discriminate between signals from malignant and benign breast 
masses. Methods are presented for scaling and normalizing the generalized spectrum to 
reduce effects from system response, overlaying tissue, and variability from noncritical 
structures. Sabatini [18] confronts the problem of constructing a feature space for au­
tomatic classification of signals from narrow band in air ultrasonic sensors. The author 
assumes that the characteristics of the ultrasonic sources which produce the signals can 
be represented on the basis of the shape of their envelopes. A technique based on or­
thonormal Laguerre polynomials is applied to the echo envelopes for constructing the 
feature space. Different methods for computing the Laguerre coefficients are discussed 
and the properties of the resulting feature space are investigated. Hongzhi [5] presents 
a method for discriminating between two different types of ultrasonic defect signals 
(cracks and deposits) collected from steam generator tubes using pulse-echo reflection 
techniques. The method uses a combination of the fast Fourier transform, deconvolution. 
the wavelet transform and binary morphology to extract features from ultrasonic signals. 
Then several pattern recognition schemes, such as univariate decision tree, oblique tree, 
and feed-forward backpropagation neural network are used to classify flaws. 
Aamir [4] proposed a classification system that classifies the cracks from deposits 
formed on the steam generator tubes. Stages involved in the classification process include 
pre-processing of the B-Scan signals, feature extraction and selection, and classification 
using a neural network. The features were extracted using the discrete wavelet transform 
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and the coefficients were applied to a multi-layer perceptron neural network that was 
trained using the well-known backpropagation learning algorithm. Feder [19] developed 
a computationally efficient algorithm for parameter estimation of superimposed signals 
based on the expectation maximization (EM) algorithm. The objective is to decompose 
the observed data into their signal components and then to estimate the parameters 
of each signal component separately. Fessier [20] described the space alternating gen­
eralized expectation maximization (SAGE) algorithm, which updates the parameters 
sequentially by alternating between several small hidden-data spaces defined by the al­
gorithm designer. Demirli [21] [22] presented a generalized parametric ultrasonic echo 
model, composed of a number of Gaussian echoes corrupted by noise, and algorithms 
for accurately estimating the parameters. The merits of the model-based estimation 
method in ultrasonic application has been explored. 
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CHAPTER 3. ESTIMATION OF THE DISTANCE 
BETWEEN THE TRANSDUCER AND THE TUBE WALL 
This chapter describes a method for estimating the distance between the probe and 
the tube wall using experimental ultrasonic data. The method involves using a geomet­
rical model for the probe. The model allows representation of the probe coordinates 
and canting angle in an appropriate coordinate system. The geometrical model allows 
calculation of the TOF for reflections from the tube ID for each of the eight transducers 
in a probe leg for a given probe location and canting angle. The probe coordinates and 
canting angle are estimated by minimizing the mean square error between the model 
TOF prediction and the observed TOFs. 
3.1 Geometrical Approach for Locating The Coordinates 
3.1.1 Spherical Coordinates for The Transducer 
The transducers are aligned circumferentially along the surface of the probe as illus­
trated in section 2.1.2. The probe consists of three legs, each of which consists of sixteen 
ultrasonic transducers. The transducers are arranged in two tiers and spaced 45° apart 
on the circumference. We call the eight transducers in a tier as constituting a set. There 
are a total of six sets. A pair of these sets correspond to one set of forward and re­
verse looking elements. The probe moves forward axially along the tube axis during the 
inspection. Since the probe ID is less than the inner diameter of the tube, the probe axis 
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Figure 3.1 Spherical and cylindrical coordinate systems for the probe and 
the tube 
where, ^—distance from the center of one set of transducers to one 
transducer, (radius of the eight transducers' circle). 
/?=radius of the cylinder (tube). 
0=angle between the Z-axis and the point T. 
o=rotation angle of T with respect to the Z-axis. 
T=location of one transducer. 
P=straight point on the cylinder from T. 
may not be aligned with the tube axis. The offset in coordinates and the canting angle 
with respect to the tube axis needs to be estimated. We begin by using an appropriate 
coordinate system. Figure 3.1 displays the spherical and a cylindrical coordinate system. 
The Z-axis. in both cases, is aligned along the tube axis while the X-Y plane corresponds 
to the circumferential cross section of the tube. This figure stands for the initial setup 
of the probe inside the tube and the centers are matched exactly initially. We assume 
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that one set of transducers can cant inside the cylinder with the center of the probe 
cross section located at (X=0, Y=0). Focusing on the sphcrical coordinate system, if T 
represents the location of one transducer in a set, the X, Y. Z coordinates are given by 
[23]. 
Xt = r sin 9 cos ô (3.1) 
Yt = r sin 0 sin o (3.2) 
Zt = r cos# (3.3) 
The next step involves estimation of the coordinates of the remaining seven trans­
ducers in the set. We do so by defining the following terms : 
T> 
TS 
NT 
TT 
Figure 3.2 Coordinates of one set of transducers 
NT=normal vector to the one set of transducers' circumferen 
tial cross section surface. 
Tj=vector associated with the ith transducer 
Pi=angle between T, and {p\ = 0°) 
Then the normal to the surface containing the eight sensors can be determined using 
Nt = — cos 9 cos <pax — cos 9 sin oay 4- sin #a% (3.4) 
and Ti can be derived from equations (3.1),(3.2).(3.3) as 
Ti = rsin 9 cos oax + rsin 6 sin pay + rcos 9s^ (3.5) 
In order to verify if Nt is truly normal to the surface, we can show that Nt Ti =0. 
Nt • Ti = — rsin 9 cos2 <z> cos 9 — rsin 9 sin2 à cos 9 + rcos 9 sin 9 
= —rsin 9 cos 9(cos2  <z> + sin2  o) 4- rcos9sin 9 
= —rsin 9cos9 4- rcos9sin9 = 0 (3.6) 
Next. T% can be represented in terms of Ti and T3 as 
T2 = ctTx + JT3 (3.7) 
where a and 3 are some constants which can be represented by r. pn and the magnitudes 
of Ti and T3. At this point. T3 can be written in terms of Nt and Ti as 
T3 = Nt x Ti (3.8) 
Then T3 in equation (3.7) can be replaced by equation (3.8) as 
T% = ctTi •+• 5(Nt x Ti) 
Ti Nt x Ti 
=  r -  —• c °s f t  +  r . | N T ) < T i | . sm P 3  
= Ti • cospo + (NT x Ti) • sinpo (3.9) 
Tg can be written in the form shown in equation (3.9) since, 
|Ti| = \J(rsin6coso)2 + (rsin6sino)2 4- (rcosS)2 = r (3.10) 
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|N t  x Ti |  = |T3 |  = r (3.11) 
In the case of T% po is 45°. Consequently, Tg can be calculated as 
Tg = cos 45° ( rsin 9 cos oax + rsin 9 sin <pay -f rcos 6a^) + 
ax 3y 
sin 45° — cos 9 cos o — cos 9 sin o sin 9 
rsin 9 cos p rsin 9 sin o rcos # 
= cos 45° ( rsin S cos oax + rsin 6 sin pay + rcos 0a% ) + 
sin 45° (—rcos2 9 sin oax •+• rsin2 9 cos oay — rcos 9 cos o sin 9 sin oa% + 
rsin 9 cos o cos 9 sin oa% — rsin2 9 sin oax + rcos2 9 cos <z>ay ) 
= cos 45°(rsin 6 cosoax -r rsin 9 sin oay -r rcos^a,) 4-
sin 45°(-rsin p(cos2 6 + sin20)ax + rcos ©(sin2 9 4- cos2 0)ay ) 
= cos 45° ( rsin 9 cos oax 4- rsin 6 sin oay 4- rcos 9a  ^) 4-
sin 45° ( — rsin oax 4- r cos oay ) 
= r(cos 45° sin 9 cos o — sin 45° sin o)ax 4-
r(cos45°sin6sino 4- sin 45° coso)ay 4- rcos 45° cos 9a* (3.12) 
Likewise, for T3 and T4, p3 and p4 can be replaced by 90° and 135° respectively. 
Then. 
T3 = r( cos 90° sin 9 cos o — sin 90° sin o)ax 4-
r( cos 90° sin 9 sin o 4- sin 90° cos o)ay 4-
rcos 90° cos 9a^ 
= — rsin 90° sin oax 4- rsin 90° cos oay (3.13) 
T4 = r( cos 135° sin 9 cos o — sin 135° sin d)ax 4-
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r(cos 135° sin 9 sin o + sin 135° coso)ay -+- (3.14) 
rcos 135° cos 0a, 
In order to obtain the coordinates of the remaining points, which are Tg.Tg T? and 
T@, either pXt(i=ô ~&) can be replaced in equation (3.9) or we can multiply the X.Y and 
Z coordinate values of T1T2T3 and T4 by -1 respectively since those four vectors are 
symmetrical to each other through the center point, (0.0,0). Thus the remaining four 
vectors Ts,T6,T7 and T@ can be represented as 
Ts = —Ti = — rsin 6 cosç>ax — rsin 6 sin <z>ay — rcos #a^ (3.15) 
Te = —Tg = — r(cos 45° sin 6 cos o — sin 45° sin o)ax — 
r(cos 45° sin 9 sin o + sin 45° cos o)ay — 13.1G1 
rcos 45° cos 
T% = —T3 = rsin 90° sin oax — rsin 90° cos oay 13.17) 
T@ = —T4 = —r(cos 135° sin# cos o — sin 135°sino)ax — 
r( cos 135° sin 9 sin o + sin 135° cos o)ay — (3. IS) 
rcos 135° cos 
However, as we mentioned at the beginning of this section, the spherical coordinates 
of the eight sensors can be shifted towards any direction along the X-, Y- and Z-axis. To 
generalize movement of the coordinates within the tube, we sum the translation of the X. 
Y and Z coordinate values with all eight vectors appropriately. If the translation along 
the X, Y and Z directions is Cx.Cy and Cz respectively, then the generalized coordinates 
can be written as 
Ti = (Cx  + rsin#cos<p)ax + (Cy  -r rsin5sino)ay H- (0= -t- rcos#)az (3.19) 
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Tg = (Cx  + r( cos 45° sin S cos à — sin 45° sin o) )ax + 
( Cy + r(c os 45° sin 6 sin <t> + sin 45° cos <p))ay + (3.20) 
( C :  + rcos 45° cos 6) a* 
Tg = ( Cz — rsin 90° sin ç>)ax + (Cy + rsin 90° cos d)ay (3.21) 
T4 = ( Cx  + r(cos 135° sin 6 cos o — sin 135° sin o))ax + 
(Cy  + r( cos 135° sin 6 sin 0 + sin 135° coso))ay + (3.22) 
(C; + rcos 135° cos6)az 
T 5 = (Cr — rsin 6 cos <z>)ax + (Cy — rsin 6 sin o)ay + {Cz  — rcos#)a^ (3.23) 
T6 = ( Cx  — r(cos 45° sin 6 cos 0 — sin 45° sin d))ax + 
(Cy  — r(cos45°sin5sin<9 + sin45°coso))ay -f- (3.24) 
( C. — rcos 45° cos #)az 
T7 = ( Cx  + rsin 90° sin o)ax +• ( Cy  — rsin 90° cos <z>)ay (3.25) 
Tg = ( Cx  — r(cos 135° sin 6 cos o — sin 135° sin o) )ax + 
(Cy  — r(cos 135°sin#sino 4- sin 135° coso))ay + (3.26) 
( Cz  — rcos 135° cos 6) 3^ 
3.1.2 Cylindrical Coordinates for The Tube 
The tube can be considered as a cylinder as shown in Figure 3.1. We assume, again, 
that the center is fixed at (0.0.0) for the two coordinate systems. Then, the X. Y. Z 
coordinates of a point P on the cylinder can be obtained as follows 
Xp = Rcoso (3.27) 
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YP = R sin<p (3.28) 
ZP = Root 9 (3.29) 
9 and <j> in the above equations can be transformed and represented in terms of Xt, 
Yr and Zr as 
9 = cos"1 . (0° < 9 < 180°) (3.30) Zt 
yJXf + Yf + Zf 
0 = tan 1 - (3.31) 
XT 
Therefore, the coordinates of P can be written in terms of the coordinates of T. 
Xp = Rcos ^tan-1 (3.32) 
YP = tisin ^tan"1 (3.33) 
Zp = fleet (œs-' JX>*TY> + Zi) (3 34) 
The estimates of these coordinates stated above is based on the assumption that the 
center of the transducers is fixed at (0,0.0). To obtain the coordinates for P when the 
center is translated, it is necessary' to make use of vector algebra. 
Figure 3.3 shows the circumferential cross section view of the tube with the probe 
inside and 9 = 90°. The eight black small spots around the circle that are located inside, 
correspond to the location of each transducer (transducers are spaced 45° apart). The 
black spots on the outer circle represent points on the circumference of the tube. Then. 
St, and Sp, can be written as 
Ti - Tc — St; 
Pi — Tc = SPi 
(3.35) 
(3.36) 
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Figure 3.3 Vector analysis for the coordinates of the tube 
where. Cp=center of the tube 
Cf=center of eight transducers 
Tj=vector of ith transducer (T) from the tube's center 
P;=vector of the tube's ID (P) from the tube's center 
Tc=vector of the center for eight sensors from the center of 
the tube 
St.=vector of ith transducer (T) from the center of eight sensors 
SPl=vector of the tube's ID (P) from the center of eight sensors 
These two vectors are related to each other via, 
Sti = r] Sp, (3.37) 
Therefore. Sti and Spi in equation (3.37) can be replaced by equation (3.35) and 
(3.36) as 
Ti - Tc = 7?(P; - Tc) (3.38) 
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From equation (3.38), the X, Y, Z components can be derived for each vector so that 
the three equations for the four unknown parameters (PiX, Piy, Ptz.T]) can be written 
down. {Tix.Tiy.T^.Tc^Tcy.Tcz are already known.) 
T IX-TCI  = T](P i x  - TJ (3.39) 
Tiy-Tcy^rtPiy-TJ (3.40) 
T l z  - Tcz  = r,(P l z  - TJ (3.41) 
Also. 
Pi + Pi = R2 (3.42) 
where R is the inner radius of the tube. Then, rj can be represented from equations 
(3.39). (3.40). and (3.41) as 
, = ^  = ^ = ^ (3,3, 
* i x  ^ cx * t y  * cy *iz * cz 
and P,y  can be written from equation (3.42) as 
P„ = (3.44) 
The relationship between X and Y components from equation (3.43) can be written by 
replacing Piy in equation (3.44) as 
= y/IP-F^-Tcy (3-45) 
Equation (3.45) can then be solved to obtain using the following steps. 
Step I : {Tlx - rcr)(v/i?- -Pi- Tcy) = (Tiy - Tcy)(Pil - Ta) 
Step 2 :  (T_-  T a )yj R2 - P?x  = (Tiy - rcy)(P1I - r«) + 7^ (T» - T=) 
Step 3 : (TLr- TCT)2(fi2 - P2) = (Tiy - %^)2(P^ - + 
2Tcy(Tix - Ta)(Tiy - Tcy)(Ptz - r«) + 7^(r« - ra)2 
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Step 4 : (T* - T^fR2 - PUT* - T^)2 = (Tiy - T^P2 -
27^(7^ - 7^)2PL + Tl{T i y  - Tcyf + 
2TCy(TlI — Tex) (Tiy — Tcy)Pix ~ 2Tcy{TiX — Td) (Tiy — Tcy)Tcx + 
T^y(Tix — Tex)2 (3.46) 
The quadratic equation (3.46) can be written as 
0 = [(T l y  - Tcy)2 + (r« - ra)2]P2 + [iT^Tix - TcxKTy - Tcy) ~ 
2 Ta(Tiy - TcyfXPix + [T^(Tiy - r*,)2 - 2Tcy(Tix - Ta)(Tiy -
7^)7^ + 7^(T„ - Ta)2 - fi2(TtI - ra)2l (3.47) 
The solution for P,x is given by 
—bi ± \/kif — 4a,c, P,* = — ^ (3.48) 
where. 
2a, 
ai = [(T'ty — Tcy)2 + (Tix — TcxY] 
6, = [27^,(T^ - rŒ)(ritf - Pc) - 2Tcr(riy - T^)2] (3.49) 
c. = fô(r,v-rcv)2-2rcy(riI-rcr)(rt!/-rcy)rcr + r2(r^-rcr)2-
P'(T_-7^)2] 
The ± sign in the numerator of Ptx should be chosen carefully to ensure that the 77 
is always positive. A negative value of 77 will reverse the sign of SPl in Figure 3.3 and 
orient the vector in a direction that is opposite to the true direction. 
After Ptx is calculated, Piy can be represented in terms of Ptx as 
Tiy — Tcy _rp  L (Tjy ~ TCy)(Pj I  ~ Tgr) 
Ttr — Ta 
P t y  = Tcy+ , y  ^ =Tcy+ v iy " ' (3.50) 
where. 
V = Tp (3-51) 
* IX -Lex 
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In a similar manner, PjZ can be written as 
ra _  t> , ^i= ~ ^c= _ T* , ~~ r«)(Pix — 
* IZ *C2 ' CZ I T1X - ra 
(3.52) 
To obtain Pu, Piy and P1= analytically, ATlz, A*iy, A'1;. Lt are determined as 
A'u = Tu — Tcx = r sin 5 cos <z> 
A'ly = Tiy -T^ = rsin6sin p 
A -!- = Ti; — Tcz  = rcos 6 
L l  = 2CyK l xK l y-2CxK l% 
Then, at. and c\ from equation (3.49), are given by 
ai = Kiy + K\x 
bi = L\ = 2CyK\xK\y  — 2CXK{ 
flyJ 
and can be obtained analytically combining equations (3.53), (3.54) as follows 
'2 Liy 
CI = C2A2Y - 2CyCxK l yK l x  + CY2ALZ2 - TI2AU2 
(3.53) 
(3.54) 
ai = (r sin 0 sin <3>)~ -f (r sin 9 cos <z>)" 
i . o ^ . o •> . o n o 
= r~ sin # sin o + r sin 9 cos 0 
O . O /w . o ° \ 
= r~ sin" 6(sin 0 + cos" o) 
O . O /, 
= r" sin S (3.55) 
61 = 2Cy(rsin0coso)(rsinysin<z>) — 2 Cr(r sin 6 sin o): 
= 2 Cyr2 sin2 9 cos o sin o — 2 Cxr2 sin2 9 sin2 o 
= 2r2 sin2 9 sin <z>( Cy cos è — Cx sin o) (3.56) 
Cl C2(rsin0sin<z>)2 — 2CyCx(r sin 9 cos <p)(r sin 9 sin <t>) + 
Cy2(rsin0cosç>)2 — R2(r sin 9 cos 0)2 
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= Cz2r2sin20sin2p — 2 Cz  Cy  r2 sin2 6 cos p sin p + 
Cy2r2 sin2 9 cos2 è - R2r2 sin2 Q cos2 p 
= r2 sin2 9(Cr2 sin2 o - 2CxCy cosp sin p 4-
C2 cos2 o — R2 cos2 p) (3.57) 
Finally, Pu, Piy and Pu can be obtained as 
Pu = -bi ± yjb\ - 4aiCi 
2a i 
Ply = Cy + 
Pi.- = C: 4-
ATly(Pu — Cx) 
A'u 
A'u(Pu ~ Cx) 
A'u 
In order to obtain the coordinates for the remaining points. (Ptx. P,y. P,r(* 
and A'TX. A\Y. A'1Z, L,(z = 2.3, • • •. 8). we use : 
A'2z = Tix — Ta = r(cos 45° sin 9 cos p — sin 45° sin o) 
I<2y = r2y — Tcy = r(cos 45° sin 0 sin P 4- sin 45° cos p) 
/Vo- = TOZ — TCZ = r cos 45° cos 9 
Lo = 2CyK2xK2y  - 2CxK£y  
A"3X = R3X - Tar = —rsin90°sinp 
A 3y = %3y — TCY = r sin 90° cos p 
I3 = 2CyK3xK3y  - 2CxK£y  
KAX = r4x — Tcr = r(cos 135° sin 9 cos p — sin 135° sin p) 
A 4 y = Zty — To, = r(cos 135" sin 9 sin o + sin 135° cos o) 
AJ. = T4- — TCZ = rcos 135° cos 9 
LA = 2CyA'4zA4y - 2CZA4 
(3.58) 
(3.59) 
(3.G0) 
2.3.•••. S) ) 
(3.G1 
(3.62) 
(3.63) 
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/<5X = Tsz - Ter = — r sin 9 cos © 
/V5y = Tsy — = —rsin 9sin<z> 
/V5z = T5- — TCZ = —rcos 0 
Ls = 2CyKsxK5y-2CxKiy  
K6X = T6X — TCR = — r(cos 45° sin 6 cos o — sin 45° sin o) 
K e y  =  T 6 y  —  T ^  =  —  r ( c o s  4 5 °  s i n  9  s i n  0  +  s i n  4 5 °  c o s  0 )  
KS- = TE; — TCZ = —rcos 45° cos# 
Le = 2CyK6xK6y  - 2C,A& 
A'tx = T7X — TA = r sin 90° sin 0  
K 7 y  =  T - y  —  T ^  =  — r s i n  9 0 °  c o s  0  
L7 = 2CyK7xK7y  - 2CxAfy  
A@x = T8X — TO. = — r(cos 135° sin 9 cos 0  —  sin 135° sin 0 )  
A ' 8 y  =  T g y  —  T c y  =  —  r (  c o s  1 3 5 °  s i n  0  s i n  0  4 -  s i n  1 3 5 °  c o s  0 )  
A'se = Tg; — Tcz = — r cos 135° cos 0 
Lg = 2OyAgxAgy - 2CTK§y  
From equations (3.61) through (3.67), coordinates Pix. Pty. Pt:(i = 2.3. 
obtained using the following three equations. 
(3.64) 
(3.65) 
(3.66) 
(3.67) 
.8)can be 
P,x = 
—LI ± ^'L; - 4(A,y- + ATX2)(CX2AV - 2CyCxK t yK l x  + C/Kj - R2Kj) 
2(A,y- 4- A^') 
(3.68) 
Ply — Cy 4" 
A',Y(P,X — CX) (3.69) 
P,Z = C- + A*.-(PTX - CX) A'û- (3.70) 
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3.1.3 Simulation Results 
Figures 3.4. 3.5, 3.6 show some typical simulation results obtained using the model 
described in the preceding two sections. 
x 10 
1 
0 
-1 
02 
Q or t> c 
-02 -0 2 
1 5-
1 • 
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0-
-0 5 
-1 -
-02 «01 0 0 1 0 2 0.2 0-0^2 
0.3 
0 2  
0.1 
0 
-0 1 
- 0 2  
-02 
8.2^-
-0 2 -0 T 0 0.1 02 0 3 
Figure 3.4 Simulation of the two coordinates: (a)9 = 90°. o = 0°. Cx = 0. 
Cy = 0. Cz = 0. (c)6 = 35°. o = 15°. Cx = 0.03. Cy = 0.05. 
C; = 0 
The first column in Figures 3.4, 3.5. 3.6 shows the movement of spherical coordinates 
inside a cylinder obtained by changing 0. 0, Cz and Cy, Cz. As 9 and 0 change, the 
coordinates of the tube take on an elliptical shape. The second column proves that even-
coordinate is on the same surface. Since all the coordinates are given, it is quite easy to 
calculate the distance between the two coordinate systems. 
A = yJiTi* - P,x)2 + (T t  y - P l y)2 + {T i s  - P,;)2 (* = 1.2.---.8) (3.71) 
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(a) <b| 
0.O4, 
Figure 3.5 Simulation of the two coordinates: (a)6 = 80°. o = 45°. 
Cx  = 0.01. Cy  = 0.02. Cz  = 0, (c)d = 65°. <z> = 20°, Cr = 0.02. 
Cy = 0.04, C; = 0 
Figure 3.6 Simulation of the two coordinates: (a)S = 70°, o = 60°, 
Cx = 0.02, Cy = 0.03, C= = 0, (c)0 = 30°, o = 55°, Cz = 0.03. 
Cy = 0.01, C- = 0 
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The distance Di will be compared with Dmi ,  the distance estimated using TOF data 
calculated from the ultrasonic measurements. 
3.2 Estimation of the Distance Between the Transducers and 
We use two different techniques for estimating the distance between the transducer 
and the wall based on information contained in the A-Scan signal. 
3.2.1 Continuous-time Wavelet Transform for Measuring The TOF 
The continuous-time wavelet transform (CVVT) possesses a number of interesting 
properties. Some are closely related to Fourier transform properties (for example, energy 
conservation) while others are specific to the CWT (such as the reproducing kernel). 
the Inner Wall of the Tube from TOF Data 
60 
10 20 30 40 50 60 70 ao 90 100 110 
Time of Right 
Figure 3.7 A-Scan of the collected data 
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The CWT has some localization properties, in particular, sharp time resolution and 
poor frequency resolution at high frequencies and good frequency resolution and poor 
time resolution at low frequencies. The CWT is especially valuable for analyzing signals 
which have high frequency components for a short duration and low frequency compo­
nents for extended periods [24]. Figure 3.7 displays a typical one dimensional A-scan 
signal from the ultrasonic data. 
The continuous-time wavelet transform of a signal x(t) with respect to a wavelet v(t) 
is defined as 
—OC 
CWT?{T. S) = *:(r. s) = J dt (3.72) 
OO 
where s and r are real and * denotes complex conjugation, which means that the wavelet 
transform is a function of two variables. The term —4= is used to ensure energy normal-
VN 
ization over scales. This normalizing factor ensures that the energy stays the same for 
all s and r. 
120 
100 
Figure 3.8 CWT for an A-Scan signal with the Morlet Wavelet (s = 1..17) 
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Figure 3.9 Three dimensional plot of the CWT image shown in Fig. 3.8 
Figure 3.10 A-Scan signal and its CWT (s = 7) 
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If the value of s is given, then the function ips,T{t) is a shifted version of v3,o(t) by the 
quantity r. 
Equation (3.72) can be written in a more compact form by defining w3,T(t) as 
(373) 
By combining equations (3.72) and (3.73), 
—OC 
CWT?{T.S) = J x(t)<r(t)dt (3.74) 
OO 
t>{t) is called the mother wavelet. The wavelet function is of finite length and is 
oscillatory. The term mother wavelet is employed because functions with different region 
of support that are used in the transformation process are derived from one main wavelet. 
In other words, the mother wavelet is a prototype for generating the other window 
functions. The parameter s defines the amount of time scaling or dilation of the mother 
wavelet and is therefore called as the scale or dilation variable [25]. 
Usually high scale corresponds to "low frequency" and low scale corresponds to "high 
frequency". Figure 3.8 shows the results of CWT of an A-Scan signal obtained using 
the Morlet wavelet as the mother wavelet. The signal is windowed to capture reflections 
from the crack and deposit regions. The range of scale is set from 1 to 17. The bright 
spot on the left side is due to reflection from the ID of the tube while the right bright 
spot corresponds to reflection from a crack. Figure 3.9 shows the same result from a 
different view while Figure 3.10 shows an A-scan of the real data and one dimensional 
signal at which it has the maximum amplitude as obtained from the CWT of the signal. 
3.2.2 Calculation of The Distance 
In order to calculate the distance between the transducer and ID of the tube, the 
velocity of the ultrasonic wave needs to be considered. As explained in chapter 2. the 
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ultrasonic wave travels through water and the metal tube. The signal velocity in metal 
is higher than in water since the material density for metal is higher than that of water. 
It is known apriori that 0.047 inches corresponds to 63 pixels in the B-Scan. This cor­
responds to the thickness of the tube wall. The time required for the wave to traverse 
0.047 inches in water can be obtained using Snell's law [2]. 
Time in Metal _ Velocity in Water _ 1 _ sin 19.5° _ ^ (3 75) 
Time in Water Velocity in Metal e sin 45° 
From Snell's law in (3.75), [time in water]=[time in metalxe], therefore, the distance 
corresponding to 63 time pixels in metal is the same as 63e time pixels in water from 
the B-Scan image where e = 2.1183. Table 3.1 shows the distances in water and metal 
for one pixel. 
Table 3.1 Distances corresponding to one pixel in metal and water from a 
B-Scan image 
Metal Water 
0.04T" 63 pixels (known) 63e (=133.45) pixels 
One pixel 0.000746" (= 2^1) 0.000352192" (= ^HI) 
It can be noticed that the sound velocity in metal is approximately twice as much as 
that in water. Therefore. 0.000352192 is multiplied with the measured TOF to obtain 
the distance in inches. The angle of incidence should also be considered to calculate the 
shortest distance from the transducer to the ID. The incident angle is 19.5°, consequently 
we need to multiply cos 19.5° with the measured distance to compute the shortest dis­
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tance. Figure 3.11(a) shows the shortest distance between the transducer and the tube 
ID. The eight distances correspond to one set of transducers in ultrasonic section 1 (Fig. 
2.3) at a certain axial position. In part (a), X-axis represents the transducer number 
while the Y-axis represents the distance. 
0.5 
0.45 
(b) 
).4jt 3 
0.35 
03 
I -e- Forward I ! Reverse 
o Actual IDj 
1.5 2.5 Tranducer numoer 3.5 
Figure 3.11 Measured distances for a set of transducers 
In Figure 3.11(a). transducer number 13 is the closest to the tube ID while transducer 
1 is farthest from the tube wall. The interpretation of the movement of the probe inside 
the tube is illustrated in Figure 3.12. We assume that the probe axis is not aligned 
with the tube axis. These distances can be verified by adding the distances for two 
transducers which are opposite each other and the diameter of the probe (0.325 inches). 
The value can be checked against the diameter of the tube (0.406 inches). Each of the 
sensors is installed in an indented area from the surface to protect it from damage during 
service as illustrated in Figure 3.13. 
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Tube 
Dmi 
.Dm2 
DmS 
Probe 
Dm? Dm3 Sensor Number, 
m5 
Figure 3.12 Interpretation of probe location from Fig. 3.11(a) 
Tube 
ID 
Probe 
Tube 
ID 
0.325" 
y RI3 RI y 
0.019" 
I 
DmS X 
0.019" 
y 
\ / 
Sensor Number 
Dmi 
Figure 3.13 Illustration of a transducer in an indented area 
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The distances can be verified as follows, where the depth of the indent is 0.019 inches : 
1 : Dmi + Dms + 0.325 — (2 x 0.019) 
2: Dm2 + Dm6 + 0.325 - (2 x 0.019) 
3 : Dm3 + Dm- + 0.325 - (2 X 0.019) 
4 : Dm* + Dma + 0.325 - (2 x 0.019) 
These four values are plotted in Figure 3.11(b). The results appear to be close to 
the diameter of the tube. 
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CHAPTER 4. MEAN SQUARE ERROR MINIMIZATION 
USING LMS ALGORITHM 
We use the least mean square (LMS) method to arrive at the estimates of the probe 
coordinates and canting angle. The LMS algorithm is widely used in a number of 
applications due to its computational simplicity [26]. 
In this section, the gradient of mean square error (MSE) is derived. The gradient 
is employed to estimate the canting angle as well as Cx and Cy. The angle o cannot 
be estimated from the data due to rotational symmetry. The sum of all the distances 
between the probe and the tube wall can be estimated from the B-Scan image. However 
the data does not contain any information to estimate o. Although the direction of Z-
axis can be fixed, the X. Y axis cannot be fixed to allow estimation of o. In addition. C-
does not need to be estimated since we are not interested in estimating the axial position 
o f  t h e  p r o b e .  W e  a r e  t h e r e f o r e  i n t e r e s t e d  i n  c o m p u t i n g  t h e  g r a d i e n t  w i t h  r e s p e c t  t o  6 .  
Cx and Cy only. 
4.1 Gradient of Mean Square Error 
The MSE. E. is given by. 
1 X 
(4.1) 
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The gradient of f is given by 
V E — V Ei + V En •+• * • • + V E$ 
= i [V(Di - Dmi)2 + V(£)2 - £>mi)2 + ... + V(D8 - Dma)2] (4.2) 
As explained in section 2.2. 6, Cx and Cy need to be estimated. In order to accomplish 
this, it is necessary to calculate the gradient of E by taking the partial derivative of E 
with respect to Q. Cx and Cy respectively. 
can be obtained as 
dE 1 
dd ~ 8 
dDi 2(Di — DmJ-QQ- + 2(Do — -l i- 2(D@ — Dma)—^~ dP2 dd 
dDs 
ae 
(4.3) 
where. 
dDi 
36 = go [(7"u - Ax)
2 + (T ly - Ply)2 + (Tu - Pu-)2]1 
= 5 [(Tu - Pix)2 + (Tiy - Piy)2 + (Tu. - Pu)2] x 
[(Tir ~ Pix)2 + (7*ly - Ply)2 + (Tl; ~ Plz)2] 
= ^ (Df) 2 • flâ [(TlX - Pu)' + (Tly — Pty)- + (T iz — Pi;)'] 
w 
de 
2(Tix — Pix)-QQ(TIx — Pix) + 
-(Tly — Ply)-QQ(Tly - Ply) + 2(Tu — Pi-)^(Tls — Pu) (4.4) 
Derivatives in this expression are computed numerically using the finite difference 
approximation [27). 
Ft 7, - u^-
—ô— • i f 0 (4.5) i" 
du I # -
<9z v 
The derivative of Pl2. is computed using the above approach. §§(T\X — Plx) in equation 
(4.4) can be obtained as 
|jtTu-fW = 
44 
= r cos 9 cos Q — Nue — A120 
4 a\ 
(4-6) 
where, 
(4. Nue = —4at6isin 
1 Scost? ± 4at (b\ — 4aiCi)2 cosflsin 1 9 
N\26 = 4r2 cos9 sin 9 (—bx ± y/b'f — 4a1c1^ 
To obtain -§g(Tiy  — Piy) in equation (4.4), PLy can be computed using P\x  obtained 
using equation (3.50) as 
de{Tly " Ply) = â( r sin 9 sin o — Cu  — r sin 6 sin o( Pu — Cx) r sin 9 cos o 
= — (rsin^sino — Cy - tano(Pix - Cx)) 
UU 
= rcosflsino - tano • — P l x  
UU 
Likewise. &(Ti. — P l z) also can be computed using 
dd{Tlz ~ Pls) = 
~( 
dd V 
-( 
do V 
r cos 9 — Cz  — 
r cos 9 — C- — 
rcosfl(Pij - Cz) 
r sin 9 cos o 
COtd (Plx — Cx) COS0 
—rsind — • -^-(cot0Plx — cot 9CX) 
cos o dd 
= — rsin 9 — 1 
( 
coso 
— csc2 &P l x  + cot 9—P i x  + Cx  csc2 8 
UU 
Therefore. can be written as 
D
-W = K 2(Tix — Pu) cos9coso - llg^2* 120 ^  4-
2(Tiy - Piy) cos 9 sin à — tan o • ^Pu^ 4-
2(Ti; -  P l z) ( -  1  r sin 9 — 
coso 
14. 
(4.9) 
45 
CSC2 9Pix + cot 0 Pix + Cx CSC2 0^ ^ 
Similarly through ^ can be computed. 
(4.10) 
For #: 
dDo 
where. 
dd w -{Tlx — Plx)-QQ (-^2r — Pîx) + (4.11) 
2(T2y - P2y)^(r2y - Ply) + 2(7%. - POZ)QQ(T2Z ~ Pzz) 
^(Tox - Pit) = r(cos 45° cos <z> cos 0) - ^Psx 
^(T2y - P2y) = r(cos45° sin o cos 0) - ^ P2tf 
^(To- - P2.) = -r cos 45° sin 0 - ^ P2-
P, _ —(c=\/o§—Wncn 2x — nT" 
Piy = Cy + 
-
  2a2 
cos 45° sin 6 sin o-rsin 45° cos o( Pjx —Oi l 
Po- = C; + 
cos 45° sin 6 cos o—sin 45° sin © 
cos45° cos0(PÏX—CX) 
cos 45° sin 6 cos o—sin 45° sin o 
Û) = 
6o = 
Co = 
r2(cos2 45° sin2 6 + sin2 45°) 
2Cyr2[(cos245sin20 — sin2 45°) sin o coso + 
cos 45° sin 45° sin 0(2 cos2 o — l)j — 
2Cx(cos2 45° sin2 8 sin2 o + 
2 cos 45° sin 45° sin 8 sin à cos o + sin2 45° cos2 o) 
C2r2 (cos2 45 sin2 8 sin2 o -r 
2 cos 45° sin 8 sin o sin 45° cos o + sin2 45° cos2 o) 
2CyCxr2[(cos2 45° sin2 8 — sin2 45° ) sin o cos o + 
cos 45° sin 45° sin 6] + (C2r2 — R2) x 
(4.12) 
(4.13) 
(4.14) 
46 
(cos2 45° sin2 0 cos2 o — 
2 cos 45° sin 9 cos d sin 45° sin o -+- sin2 45° sin2 o) 
For 
dD2 
d6 
where. 
dDA 
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where. 
w -{Tzx — PZX)-qq{TZX — PIx) + 
2(T3y - Pzy )-QQ{Tzy — P3y) + 2(T3z - PZ:)-qq(TZz — P3z) 
•jjgiTzx — Pix) = -§ô{CX — r sin 90° sin o — P3x) = — JjjPjx 
§}{T3y - P3y) = -§g{Cy -+- rsin90°cos© — P3y) = — J^Pjy 
•§Q{T3z - P3;) = §g{0 - P$z) = —jjgPsz 
D -63—x/hf—ItTic^ Ox — or: 
-!aj 
Û3 
63 
C3 
Piy — Cy — cot 0(P3x ~ Cx) 
P — C > CzlPlx-Cz) 3- - rsin90° sino 
= r2 sin2 90° 
= — 2r2 sin2 90° cos o(Cy sin o — Cx cos o) 
= Cxr1 sin2 90° cos o(Cx cos <9 + 2Cy sin o) + 
r2 sin2 90° sin2 o(C2 - P2) 
= ôD~i - 1  2(r4x - p4x)^(r4x - p4x) 
2(r4y - p4tf)^(r4y — p4„) 4- 2(r4z — P..-)^(r4c - p4z) 
^(T4x - P4x) = r(cos 135° coso cos 0) - ^ P4x 
(r4y - Ply) = r(cos 135° sin ocos0) — ^P4y d as 
JZ(T4- - Piz) = -r cos 135° sin 0 - -§§Paz 
(4.15) 
(4.16) 
(4.17) 
(4.15) 
(4.19) 
(4-20) 
47 
P4y = Cy + 
P\z = CZ + 
n ~ l>4±y/bj t04C4 
r*x - 204 
cos 135° sin 0 sin o+sin 135° cos o( P4 x—CT ) 
cos 135° sin 6 cos o—sin 135° sin <p 
cos 135° casO(P*x—Cx) 
cos 135° sin 8 cos 0—sin 135° sin O 
(4.21) 
a± = r2(cos2 135° sin2 0 4- sin2 135°) 
= 2Cy r2 [(cos2 135 sin2 0 — sin2 135° ) sin o cos o 4-
cos 135° sin 135° sin 9(2 cos2 d — 1)] — 
2Cr(cos2 135° sin2 0 sin2 <p + 
2 cos 135° sin 135° sin 9 sin o cos o 4- sin2 135° cos2 o) 
c4 = C2r2(cos2 135sin2 0sin2 <z> 4- (4.22) 
2 cos 135° sin 0 sin 4> sin 135° cos o 4- sin2 135° cos2 o) — 
2CyCxr2 [(cos2 135° sin2 0 — sin2 135°) sin o cos O 4-
cos 135° sin 135° sin 0] 4- (C2r2 — R2) x 
(cos2 135° sin2 9 cos2 o — 
2 cos 135° sin 0 cos osin 135° sin o 4- sin2 135° sin2 o) 
Expressions for ^ through —^ are similar to those for ^ through ^ respectively. 
However, the sign in front of the square root in the numerator of Pix{i = l. - - - .4) are 
opposite to those of Plx{i = 5. • • • .8). Therefore, the derivatives of D\_ through D± are 
different from those of D5 through Dg even though the equations appear similar. This 
applies to dP, dD, DCR • DCY also. 
For 
dD5 
dO W 2(Tsx — P^x)—(Tsx — Pbx) 4- (4.23) 
2(7*59 ~ P^-QgiTsy — Psy) 4- 2(7s= — PS:)-qq(T^z — P5-) 
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where, 
•§Q{Tsx — Psx) = —r cos 9 cos à — j^Pbx 
§g{Tzy - Psy) = -rcos5sin0 — §gPhy 
§g{Tsz — Psz) = rsin 9 — -igPoz 
n _ —b$±yjb\ —tascs 
~5x — 
-OS 
Psy = Cy + tan o(P3x - cz) 
P5_- = C- + a* P^T—Cr 
(4.24) 
(4.25) 
as = 
65 = 
cs = 
r2 sin2 9 
2 r2 sin2 9 sin o(Cy cos o — Cx sin o) 
r2 sin2 9 sin oCx{Cx sin o — 2 Cy cos o) 
r2 sin2 9 cos2 o(Cy — R") 
(4.26) 
For^: 
dDe 
39 •D, 
-i 2(TSx — P$x ) -QQ ( Tqx — P6l) + 
0 
2(%6y — Pey)yy(76y — fgy) + 2(I^: ~ PezîyytTe- — Ps=) 
(4.27) 
where. 
^(T6x - P6x) = r(cos45° coso cos 0) - ^ Ptix 
^(r6y - P6y) = r(cos 45° sin o cos 9) - ^P6y 
d 
ae' A(%6= - Per) = -r cos 45= sin S - ^ P6; 
n -b6~,Jbl-Aa6c6 
« Sx — o-•!<16 
Pfiu = C„ -r 6y — y 
Pe= = C- + 
cos 45° sin 9 sin o-i-sin 45° cos o( P*x —CV 
cos 45° sin 0 cos o—sin 45c sin o 
COS 45° COS &(Pàjr —Cx ) 
cos 45° sin 0 cos o—sin 45° sin o 
(4.28) 
(4.29) 
a6 = r2(cos2 45° sin2 9 + sin2 45° ) 
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= 2Cj,r2[(cos2 45 sin2 6 — sin2 45° ) sin à cos p •+• 
cos 45° sin 45° sin 6 ( 2  cos2 p — 1)] — 
2Cx(cos2 45° sin2 6 sin2 o + 
2 cos 45° sin 45° sin 6 sin o cos o 4- sin2 45° cos2 o) 
= C2r2(cos2 45sin2 6 sin2 b 4- (4.30) 
2 cos 45° sin 6 sin p sin 45° cos o + sin2 45° cos2 o) — 
2CyCrr2[(cos2 45° sin2 6 — sin2 45°) sin o cos o + 
cos 45° sin 45° sin 5] + (C2r2 — R2) x 
(cos2 45° sin2 6 cos2 o — 
2  cos 45° sin 6  cos b sin 45° sin o + sin2 45° sin2 o) 
= 2 (TVx — P7X)-QQ(T7I — Plx) + 
-(T-y — Pry)(T7y - P7y) + 2(T7: — PTZ)-QQ(T7Z - Prz) 
(4.31) 
•§g(T-rx — P7x) = -§g(Cx — r sin 90° sin o — Prx) — -^P?x 
jfi(T~y - P-y) — liê(Cy ~ rsin90° coso - P7y) - ^P7y 
§Q(T-TZ ~ Prz) = ^ (0 - Prz) ~ -§gP7z 
r j  — \ /  l O T C T  Prx 
P-y = Cy — COt 0(P7x — Cx) 
PTZ =C; + Ï sin 90° sin o 
(4.32) 
(4.33) 
Û7 = r2 sin2 90° 
b-r = 
—2r2 sin2 90° cos o(Cy sin o — Cx cos o) 
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For 
dP8  
d6 
where. 
as 
bs 
c7 = Cxr2 sin2 90° cos o(Cx cos © 4- 2Cy sin ©) 4-
r2 sin2 90° sin2 <p(C2 — R2) 
(4.34) 
= -D -i 2 (T8x — Psx)-qq(TSx — P8x) 4- (4.35) 
2('TSy — Pay)Q^(Tsy — Psy) + 2(T8- — Ps;)^ (Ta; — Pir) 
^(T8x - P8x) = r(cos 135° coso cos 6) - ^ P6x 
£(Tay - P&y) = r(cos 135° sin ocos0) - ^PSy 
4§{T%: — P$z) = — r cos 135° sin 8 — -jkP%z 
n _ -68±^/6;—4agcg 
P<jy — Cy 4" 
P8z = C_- + 
oa 
cos 135° sin 0 sin o-t-sin 135° cos o(Pgr — Cz ) 
cos 135- sin 0 coso—sm 135° sino 
cos 135° cos0(Pgx—Cz) 
C8 = 
cos 135° sin 6 cos o—sin 135° sm o 
r2(cos2 135° sin2 5 + sin2 135°) 
1Cyv2 [(cos>2 135 sin2 G — sin2 135°) sin o cos © + 
cos 135° sin 135° sin 0(2 cos2 © — 1)] — 
2Cx(cos2 135° sin2 6 sin2 o 4-
2 cos 135° sin 135° sin 6 sin o cos o 4- sin2 135° cos2 o) 
C2r2 (cos2 135 sin2 d sin2 o 4-
2 cos 135° sin 0 sin o sin 135° cos o 4- sin2 135° cos2 o) — 
2CyCxr2[(cosJ 135°sin2 6 — sin2 135°) sinocoso 4-
cos 135° sin 135° sin 0] 4- (C2/*2 — R1) x 
(cos2 135° sin2 0 cos2 o — 
2 cos 135° sin 0 cos © sin 135° sin © 4- sin2 135° sin2 o) 
(4.36) 
(4.31 
(4.38) 
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Substituting ^ through into equation (4.3), can be obtained. 
is given by 
dE _ 1 
ÔCx ~ 8 2(Dx - + 2(£>2 - Dm2)^| + -•• + 2(D$ - Dms)
dD* 
'dCx 
(4.39) 
where. 
dDi 
dCx acx [(Tlx — Plx)- + (Tly — Ply)' + (Ti: — Pi;)"] 
2 
= \ [(Tlx - Plx)2 + {Tly - Ply)2 + (Tu - Pu)2]"" X 
-QÇ- [(Tlx — Plx)" + (Tly — Ply)' +- (Tu — Pu)"] 
= \ {D\)~k- • [(Tlx - Plx)2 + (Tly - Ply)2 + (Tu - Pu)2] 
ô D r l - 2(Tu — Pix)-QÇ-{TIx — Pu) + 
2(Tly - Ply)^-(Tly - Ply) + 
2(Tu - PU)-qcx(TU - Pu) 
Then. ^{Tu — Pix) in equation (4.40) is 
g|-(T„-Pu) = 
(4.40) 
9 / —6i ± \fb'i — 4aiCi \ 
V 2a[ j 5C: 
= — sin" <z> ± •^llC, ~ LJCx 
4r- sin" 6 y/b'f — 4a ^ (4.41) 
where. 
A'uer = —8r4 sin4 6 sin3 o{Cy cos o — Cx sin o) 
-Vi2cr = 4r4 sin4 0(2CX sin" o — 2Cy coso sin o) 
(4.42) 
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To get -^(Tiy — Piy), we involve equation (3.50) to obtain 
d 
aa = àh^-c '-TSiae^:c '}] 
dCx 
(— tan0(Pix - Cx)) 
= . (— tan oPix + tan bCx) O Ox 
Q 
= - tan 0-T -^ -PIX -I- tan <$> 
C/Cx 
In a similar manner, 
d 
dC, 
(Tu - Pu.) = a cos 6 — dCx 1 
Z cot 6 
dCx 1 X coso 
( cot 9 p 
acx1 \ coso 
rcos9(Pix - Cx) 
r sin 6 cos o ) 
(Plx-Cx)) 
•u + — C 
COS 0 
cot 6 d _ cot 6 
•Pix + 
cos 0 dCx cos o 
|^ - can be obtained by combining equations (4.41), (4.43) and (4.44) 
dDi 
dCj-
1 
= ô°r '•  2(Tix — Pix) f — sin" o ± ^'iicr — -V] 12C, 
4r2 sin2 0 \J tq — 4aiCi 
2(Tiy - Piy) ^-tano^-
2(ri= ™ Pl=) ( cosoaC, 
Pix + tan o I + 
cot B d _ cot 0 
Ax + —-
coso 
For 
8D, 
dCT 2(7*2X — PIX)-QÇ-{T2X - Plx) + 
2(T2y - P2y)g^-{T2y - Piy) + 
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where. 
- p») = - (s® 
„ jfcffa» - p2=) = _ ( 
âêlCTôx - Abr) = 1 - â&Az 
i° sin 6 sin ©4-sin45e cos 
° sin 5 cos o—sin 45° sin 
cos 45° cos Ô 
cos 45° sin 6 cos ©—sin 45c sin © 
- 1) 
) (âfcp2x - 1) 
(4.47) 
For 
dP3 
dCT 
1 
9" 
rD3"1 2(Tax - Psx)^-(73x - Pax) + 
2(r3y — P3y)g^-(Tay - Pay) + 
2(7a- — P3-)^-(73; - P3î) (4.48) 
where. 
- Pax) = 1 - âc^Pax 
â§%(Tày - Pay) = cot ©(âljPax - 1) 
â&(Ta= - Pa.-) = rsin90° sin® 
(4.49) 
For 
% 
dCz W 2(Tix — PIX)-Q£T{TAx — Pix) + 
2(%4y — Pjy)^r(T4y - Ply) 
2(r4. - P,=)^r(Tk - P.,.-) (4.50) 
where. 
âêr(Tix - Pix) - i - â&P 
I 
â§j(r4y - Ply) = - ( 
âfc(r-«- - P»-) = ~ ( 
dc;r^ 
cos 135° sin 0 sin o-i-sin 135° cos o A / d r-> t \ 
cos 135° sin 8 cos o—sin 135° sin o J * SCr "*x ' 
cos 135° cos 0 
cos 135° sin 6 cos <»—sin 135° sin i ©) ^ , 
(4.51) 
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For %: 
dP5 
dCx ^£>5 
1 
• 2(T5x — Psxj-Qç-iTte — Pox) 
Q 
2(T5y — Psy)-QÇ-{T5y - Pây) + 
2(7*5; — Pôz)y^-(75; — Psz) 
+ 
(4.52) 
where. 
^{Tsx ~ Pox) = 1 - âfcPsx 
sêr^sy - Psy) = - (tanc!)(g§^P5x - 1)) 
afc(r5< - Ps=) = - (^(dfePsx ~ !)) 
(4.53) 
For 
where. 
dP6 
dCT 
1 
o" rDs-
1 2(T2x — P5x)^t(T6X — Pex) 
2(T6y - P6y)^-(76y ~ Piy) + 
2(76= — P6z)^r(7*6z — P«.-) (4.54) 
â§;(7*6x - Pex) = 1 - â^-P5x 
_a 
ac. 7(7*6y - Pey) — ~ ( 
âf7(76z - Pez) = ~ ( 
cos 45° sin 0 sin ©-fain 45° cos © 
cos 45° sin 6 cos o—sin 45° sin © 
cos 45° cos 6 
cos 45° sin B cos ©—sin 45° sin © 
) (à&Psx -
) (àk^sx -
1) 
1) 
(4.55) 
For# 
dP-
dCx W 2(7>x — PTX)Q^~{TTX — Prx) + 
2(7*7y - P-y)^-(7Vy - Pry) + 
2(7*7; — P-Z)-QÇ-{T7Z — P7z) (4.56) 
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where. 
For l&: 
where. 
ycjCTrr - Az) = 1 ~ âcT^ 
^{T7y - P-y) = cot<z>(GSR-P7x - 1) 
a /rr n \ _ 
dC^Urr - Pr=J - - I rsin90° sin* ) 
dD8 
acx ?D«" 2(7GX — Psx)-qq~(TSX — Pdx) + 
2(7sy — Piy)-QÇ-(T$y — Piy) + 
2(7*8. — Ps:)-Q£-(Ta: — Pgr) 
â§7(7*8x - Paz) — 1 -
^{Tuy - PSi;) = - ( 
- P«.) = - ( 
d p 
dCz ~8x 
cos 135° sin fl sin o-i-ain 135° cos 
cos 135° sin S cos o—sin 135° sin 
cos 135° cos 0 
cos 135° sin0coso—sin 135° sin 
f) (d§7Psx 
too) (âfcp8* 
J 1) 
1) 
To obtain through can be substituted into equation (4.39). 
'o" ac. 
Similarly. -§§^ can be written as 
dDi dE _ î 
aCy " s 
2(£>!-£>mi: 
where. 
dDi ô r 
dCy aCyL 
= 5 [<r, 
— [ 
aCyL 
acu 
ar>2 
'dC,, 
,22: 
ac 
[(7*1X - PlX)2 + (7*Itf - Ply)2 + (Tu - Pl.-)2] = 
(Tu - Pu)2 + (Tly - Ply)2 + (Tu - Pu)Té x 
(Tu - Pu)2 + (Tly - Ply)2 + (Tu - Pu)2] 
Ï (Z)l)"è • â^T [(Tlx - Plx)- + (Tly - Ply)2 + (Tu - Pl 
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= ôDï -i -{Til — Plx)-GÇ-(Tlx — Pli) + 
-(Tly — Ply)-Qç-(Tly — Ply) + 
2{Tu - Pu)^Tu - Pu) 
Then, â§-(7u - Pix) in equation (4.61) is given by : 
da iT" ~ p"} = w:T" ~ w:p" 
where, 
d I —bx ± y/b\ - 4axCi 
da 
= sin o cos é ± 
2a t J 
NnctJ ~ A'l2cv 
4r- sin2 6 \/b'f — 4a^ 
:VUCv = —8r4 sin4 Q sin3 o(Cy coso — Cx sin o) 
;Vt2Cv = 4r4 sin4 6(2Cy cos2 o - 2CX cos o sin o) 
(4.61) 
(4.62) 
(4.63) 
Here, again 
d 
dCu (Tly — Ply) =  a&( r sin 0 sin o — Cy — 
rsin0sino(Pix — Cx) 
r sin 6 cos o 
ac, •(—Cy — tano(Pix — Cx)) 
= ^-(-Cy - tan oPu + tan oCx) 
= ™1-,an'#'dl:Pi* 
and g§-(Tu — Pu) can be represented by Plx as 
G^iTu'Pu) ~ Cy \ rsinScoso / 
= âê; " c->) 
(4.64) 
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_ d / cot9 cotS X 
dCy V cos <p lx + cos 0 1 ) 
cot 0 d 
cos <t> dCy lx 
(4.65) 
Then. |^- can be obtained by combining equations (4.62), (4.64), and (4.65) as 
dDl 
dCu 
jrDt1 • 12(Tix - Pu) I sin ©coso ± 
2(Tiy - PIY) ^-1 - tanp^-PIX^ 
MlC„ - -Vl2c 
4r2 sin2 5 \/6% — 4oiCi 
2(TU - Pu.) (- cot 0 d 
cos 0 dCy -)] 
Similarly |5a through can be computed as follows. 
(4.66) 
For%: 
dDi 
dCu 
1 
9 " 
rDo"1 2 (TV,. — P2X)-QÇ-{TIX — p2x) + 
2(T*2y - P2y)^r(T2y - P2y) + 
2(7*2; — p2:)-Q^-(T2z — p2z) (4.67) 
where. 
1 
aê:(T2x - P2x) = - 6 p d C u -
3^(7*2!, - P>y) - - (cos45° si 
^(7*2; " Pis) = - ( 
sinflsin©-r-sin45° cos 
sin 5 cos ©—sin 45° sm 
cos45Q cos# 
cos 45° sin 9 cos o—sin 45° sin o 
f) (âeçAr) 
)(âê:Ax) 
(4.68) 
For aDi. ac„ • 
ap3 
dC„ 
1 
9 2(7,3x — P3x)qç-{T3x — Pax) + 
2(7*3y — Ply)-QÇ-(Tzy - P3y) -T-
2(7*3; - P3;)^(7*3; - Pa..) (4.69) 
58 
where. 
a 
ac. 
â^CTir - Pax) = -â§7p3x 1 
^(Tsy - Piy) = cot <Z>(g|r-Pîx) > 
zT P \ /c=(3§r^)\ U3z - P$z) - - I rsin90= sino ) 
For# 
dD* 
dCu 
= -i 2(Tix - PAX)-QÇ-{T\x ~ P\x) + 
2(T4y - P»y)^-(T4y — Ply) + 
2(T*4z — PAZ)-ÔÇ-{TAZ — P1 z) 
where. 
For 80s ac„ 
a 
ac, 
o 
ac. 
â^-(r4l - Pix) = -àê^Pix 
(Tly - Ply) = - ( 
(Ti= - Plz) = - ( 
cos 135° sin 6 sin p-j-sin 135° cos p 
cos 135° s in 0 cos o-sm 135 c  sin o 
cos 135° cow# 
cos I35c sin 6 cos o—sin 135° sin o 
d£k 
dCu 
) (â&P^) 
) (âê^P^) 
^s"1 2(T5i — Pôx)^r(T5x - Psx) -r 
2(T5J, - P5y)-Qç-{Tsy - Psy) + 
2(7*5; — PZ:)-QÇ-{T5z — Pâz) 
where. 
For# 
dDs 
dC„ 
1 
9J 
= 
â^(Tsx - Psx) - -âê^Psx 
â§j(Tsy - Pay) = - tan O(â^Pôx) 
k âc^(^ ~ p5z) = - (^(â^Psx)) 
2(T6x — P6x)^r(76X — P6x) + 
59 
where. 
2(7*6y — P6y)^r(T6y - Pey) + 
2(7e: — P&Z)-QQ-(T&z — Psz) 
ac. 
ac, 
â§^(r6l - P6i) = ~5§;p6T 
/T- n \ _ / cos 45° sin 9 sin P-t-sin 45° coso^ ( 9 P_ ) 
A 6y * 6yJ y cos 45° sin 9 cos o—sin 45° sin © y ^ 9Ce x ' 
(Î6; ~ Psz) = - ( cos 45° sinTCM ©"in 45° sin « ) J 
For 
d£>7 
<9C„ 2(T7x — Pri )^-(TVjr — Prx) + 
2(7>y - P7y)Qç(T7y - Ply) + 
2(7*7; — PIZ)-QÇ-(T7Z — Plz) 
where. 
For dDg ac„ 
dD8 
dCu 
—{Tix - Prx) = S;PTX 
â§-(7*7y - Pry) = COt0(g§-Prx) 
ac. m 
>  _ p  x _ _  f  7z "7z) I rsin90° sino^ J 
2(T8X — P8x)-^r(7*sx — Pix) + C/CI» 
2(7*8y - p8y)^-(7*8y — P8y) + 
2(7*8Z — Psz)-qq-( 7*8; — Psz) 
where. 
ac, (7*sx — Pgx) — — â§TP' Sx 
a§^(7*8y - P8y) ~ ~ ( 
[ âêçCTsz - Psz) = - ( 
cos 135° sin g sin o-t-sin 135° cos © 
cos 135° sin 8 cos o—sin 135° sin o 
cos 135° cos 8 
cos 135° sin 8 cos o—sin 135° sin Ô) (aê:p8x) J 
(4.75) 
(4.76) 
(4.77) 
(4.78) 
(4.79) 
(4.80) 
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To obtain Jjlr-, we substitute through in equation (4.60). 
4.2 MSE Minimization using the Steepest Descent Method 
The steepest descent algorithm can be considered as an efficient gradient type method 
because it works with the true gradient vector, and not with an estimate. Therefore the 
performance of other gradient type algorithms can at most be close to the performance 
of the steepest descent method [28] [29]. Using this iterative minimization procedure, 
the optimum value for 6, Cx and Cy which result in minimum error can be achieved by 
orienting the search in a direction that is opposite to that of the gradient of E (which 
defines the direction of maximum increase). The steepest descent algorithm updates the 
coefficients using 
x à t>i+i — à i —  n  dS 
(4.81) 
<5=<5, 
Since V„$l* defines the direction of maximum increase in the function, the function 
V(S) can be minimized by recursively calculating V^V* and adjusting S until it reaches 
a minimum, y. is called the convergence factor since the choice affects the convergence 
behavior. This algorithm for minimizing a function can be summarized as follows : 
(a) Choose an initial guess. SQ 
(b) Compute V,$lr. that is. 
dV{SQ) 
dS 
(c) Adjust SQ to obtain <5t by moving in a direction opposite to the 
(4-82) 
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gradient, that is, 
Si = Sq — /j. dV(80) 
dS 
(4.83) 
(d) Stop when Ji+i — d, is sufficiently small. 
The minimization procedure is applied to minimize the MSE. 6. C.v and Cy- are 
estimated recursively as follows. 
dE 9i+l=6t-n— 
C-V.^i = C.v. - fi 
CyUi = Cy; - fJ. 
dE 
dCx 
dE 
dC\ 
6=6, 
Cx=Cx, 
Cy=Cyt 
(4.84) 
(4.85) 
(4.86) 
and in each equation (4.84), (4.85) and (4.86) can be calculated using an­
alytical solutions (equations (4.3).(4.39),(4.60)). They can also be computed numerically 
#i+i — d, — fj. 
C.v,., = C.v, - [L 
Cy,.= Cy, 
=C.y, Cy=Cy. ^1 .Cy =CX> ,C>-
A0 
E\o=el,cx I f I Ï' .Cy =c>; (J <1 
E\e=9t.cx--=C v, .Cy=Cy- + ACv E\e=6 t<Cx=Cx,.cY =Cv; 
AC v 
(4.87) 
(4.88) 
(4.89) 
by choosing appropriately small values of A 9. A C.v and ACy-. Using this optimization 
procedure. C.v and Cy- are obtained. Results obtained using this procedure are 
presented in the next section. 
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4.3 Optimization Results 
Estimates of C.X, CY and 9 were obtained using the procedure outlined in the preced­
ing section using data provided by Knolls Atomic Power Laboratory (KAPL). Typical 
B-Scan images are shown in Figures 4.1, 4.3, 4.5. Figures 4.1, 4.3 represent data ob­
tained during the inspection of a straight length of tube while Figure 4.5 represents data 
obtained from a bent section of tube. 
Time ot Right 
Figure 4.1 B-Scan image of the data collected from a straight section 
Tables 4.1. 4.2. 4.3 show estimates of 9, C.v, Cy and the minimum MSE for the data 
shown in Figures 4.1, 4.3, 4.5. The tables show estimates from the ten different axial 
positions for a tier of the probe each containing forward and reverse looking transducers. 
Tables 4.1. 4.2 show that the probe canting angle. 9. as well as C.Y and Cy have not 
changed appreciably in a straight length of tube as the probe moves along the tube axis 
since 9 is close to 90°. 
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Table 4.1 Optimum values of 6 ,  C x ,  C y  estimated using the steepest descent 
method for data displayed in Fig. 4.1. 
Position 6 Cx cy MSE 
F1 88.54° -0.0167 0.0028 1.1431e-6 
R1 88.54° -0.0157 1.6817e-3 1.2015e-6 
F2 88.57° -0.0169 0.0029 1.2247e-6 
R2 88.53° -0.0157 1.9923e-3 1.1908e-6 
F3 88.57° -0.0169 0.0029 1.2243e-6 
R3 88.54° -0.0153 1.3534e-3 1.1138e-6 
F4 88.61° -0.0171 0.0023 1.1884e-6 
R4 88.54° -0.0155 1.3827e-3 1.1445e-6 
F5 88.54° -0.0166 0.0024 1.2988e-6 
R5 88.54° -0.0160 1.3288e-3 1.0138e-6 
F6 88.57° -0.0169 0.0029 1.2247e-6 
R6 88.54° -0.0159 1.2119e-3 1.2703e-6 
F7 88 57° -0.0169 0.0037 1.3013e-6 
R7 88.71° -0.0162 1.5248e-3 1.1138e-6 
F8 88.60° -0.0169 0.0025 1.4511e-6 
R8 88.73° -0.0160 1.7568e-3 1.5143e-6 
F9 88.57° -0.0169 0.0029 1.2247e-6 
R9 88.73° -0.0162 1.8636e-3 1.4779e-6 
F10 88.16° -0.0166 0.0033 1.3404e-6 
RIO 88.45° -0.0162 1.7434e-3 l.7274e-6 
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This is consistent with the physical geometry of the problem where the tube ID is 
0.406 inches and the diameter of the probe is 0.325 inches. There is consequently very 
little room for the probe to tilt/cant within the tube in a straight section. Table 4.3 
shows the results from a bent section of tube. It can be recognized that the probe canting 
angle, 0, has changed significantly as the probe moves inside the tube. The results show 
that 6 keeps changing at different axial positions. 
(a) 
0.08 
0.07 
I 
0.05 
0.04 
(b) 
0.08 
-e- Measured distance 
Calculated datance 
0.07 
0.06 
0.05 
0.04 
20 
Transducer Numoer 
Figure 4.2 Comparison of the calculated and measured distances for data 
displayed in Fig. 4.1. 
The three values. 8. Cx, and Cy can be checked if they are reasonable or not by 
comparing the calculated and measured distances between the tube inner wall and the 
eight transducers at a certain axial position. The distances are displayed in Figures 4.2. 
4.4. 4.6 where 4.2(a). 4.4(a), 4.6(a) and 4.2(b), 4.4(b), 4.6(b) show the distances for 
the forward and reverse looking elements respectively. The calculated distances axe also 
plotted in the figures. 
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Figure 4.3 B-Scan image of the data collected from a straight section 
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Figure 4.4 Comparison of the calculated and measured distances for data 
displayed in Fig. 4.3. 
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Table 4.2 Optimum values of 6 ,  C x ,  C y  estimated using the steepest descent 
method for data displayed in Fig. 4.3. 
Position 9 cx Cy MSE 
F1 88.23° -0.0189 0.0032 1.2947e-6 
R1 88.67° -0 0144 1.9475e-3 1.7464e-6 
F2 88.34° -0.0154 0.0054 1.9574e-6 
R2 88.28° -0.0152 2.0134e-3 1.9576e-6 
F3 88.43° -0.0174 0.0061 2.2437e-6 
R3 88.83° -0.0154 l.7584e-3 1.9674e-6 
F4 88.23° -0.0192 0.0015 1.9563e-6 
R4 88.59° -0.0193 1.9436e-3 l.4586e-6 
F5 88.56° -0.0132 0.0054 1.5847e-6 
R5 88.83° -0.0155 1.6954e-3 2.1095e-6 
F6 88.45° -0.0158 0.0029 1.8476e-6 
R6 89.02° -0.0152 1.5744e-3 1.9673e-6 
FT 
h\ 00 00 
-0.0146 0.0048 1.9673e-6 
R7 88.39° -0.0154 1.8463e-3 1.9703e-6 
F8 88.34° -0.0127 0.0093 1.8465e-6 
R8 88.69° -0.0193 1.7845e-3 1.9563e-6 
F9 89.14° -0.0137 0.0075 2.0572e-6 
R9 88.42° -0.0150 1.8845e-3 1.8462e-6 
F10 88.48° -0.0128 0.0063 1.3375e-6 
RIO 88.63° -0.0124 2.O324e-3 1.9672e-6 
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Figure 4.5 B-Scan image of the data collected from a bent section 
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Figure 4.6 Comparison of the calculated and measured distances for data 
displayed in Fig. 4.5. 
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Table 4.3 Optimum values of 6 ,  C x , C y  estimated using the steepest descent 
method for data displayed in Fig. 4.5. 
Position e cx Q MSE 
F1 83.04° -0.0212 7.5123e-4 9.6535e-6 
R1 84.86° -0.0228 6.5940e-4 1.0407e-5 
F2 83.04° -0.0216 0.002 5.6702e-6 
R2 84.43° -0.0226 7.2142e-4 1.4544e-5 
F3 83.04° -0.0212 0.0018 5.3901e-6 
R3 84.51° -0.0226 4.7856e-4 1.0471e-5 
F4 82.24° -0.0225 0.0019 7.0254e-6 
R4 83.43° -0.0222 4.6822e-4 1.2233e-5 
F5 83.03° -0.0212 0.0017 8.0422e-6 
R5 82.62° -0.0226 4.4190e-4 1.1418e-5 
F6 81.55° -0.0227 0.0018 6.8647e-6 
R6 81.46° -0.0226 4.7546e-4 1.4475e-5 
F7 80.51° -0.0230 8.29O1e-4 8.2255e-6 
R7 80.82° -0.0224 7.6879e-4 1.0116e-5 
F8 80.12° -0.0228 0.0027 9.4971e-6 
R8 80.41° -0.0222 8.1246e-4 1.2539e-5 
F9 79.47° -0.0236 0.0018 1.5389e-5 
R9 78.83° -0.0224 7.6226e-4 1.0418e-5 
F10 78.88° -0.0229 0.0019 l.I887e-5 
RIO 78.38° -0.0224 7.061 le-4 9.9318e-6 
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CHAPTER 5. CLASSIFICATION USING SYNTHETIC 
APERTURE FOCUSING TECHNIQUE (SAFT) 
5.1 Synthetic Aperture Focusing Technique 
Synthetic aperture focusing techniques (SAFT) process data so as to simulate a larger 
transducer to obtain better resolution and signal to noise ratio (SNR) [30] [31]. 
A-Scans 
S , .  
S ,  
S , .  
4-
-4|/ 
A 
P=3AK 
P»MK 
P=AK 
P=0 
R 
P=AK 
P=2AK 
R=3AK 
Echo from discontinuity 
Time 
Discontinuity 
Figure 5.1 Data Collection for SAFT processing 
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Figure 5.1 shows a focused transducer scanning a material with a discontinuity. The 
figure also shows the echoes reflected from the discontinuity for different positions of 
the transducer. The collected A-Scan signals are first time-shifted in order to align the 
reflections from scatterers. The time-shifted signals are then added up coherently as 
shown in Figure 5.2 so that the point of focus coincides, resulting in the reconstruction 
of an image with improved signal to noise ratio (SNR) [32]. 
Usually the ultrasonic backscattered echoes are corrupted randomly by noise from 
different sources. In order to minimize the noise, the average can be computed from 
the processed signal after many signals are taken at the same location. The resulting 
signal contains a lower level of noise since noise contained in each of the signals are not 
correlated. In contrast, signals generated due to discontinuities in the material are added 
Time shifted A-Scans 
Correlated A-Scan 
Figure 5.2 Coherent addition of signal reflected from a flaw 
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coherently resulting in an improvement in SNR. The SAFT uses the same concept using 
many A-Scans obtained at different locations [30]. 
5.2 Estimation of the Centroid of the Scatterer 
Many shape features can be conveniently represented in terms of moments. The 
spatial moment concept is applied to images by forming spatial summations over a image 
function I{x, y) [33]. The ratios of the first-order to the zero-order spatial moments define 
the centroid of an image. 
The location of the centroid of the scatterer with respect to the tube wall can be 
used as a basis for determining if the scatterer is a crack located within the tube wall or 
is due to inhomogeneity in the deposit. The centroid, called the center of gravity, is the 
b a l an ce  po in t  o f  t he  image  func t i o n  I ( x ,  y )  such  t ha t  t he  mass  o f  t h e  l e f t  and  r i gh t  o f  x  
and above and below y is equal [34]. 
Let I 6 RR~ be an image that represents an object consisting of positive-valued pixels 
that is set against a background of 0-valued pixels. Position refers to the location of the 
object in the plane. The object's centroid (or center of mass) is the point that is used 
to specify its position. The centroid is the point (x. y) whose coordinates are given by 
[34] [35] 
f  f  x  -  I { x .  y )dxdy  
x = T r r, TT—r— t5-1) J  J  / ( z .  y )dxdy  
R-
f  f  y  -  I { x . y )dxdy  
y  f  f  I ( x . y )dxdy  
A2 
For digital image I 6 RZmxZn. the centroid's coordinates are given by [34] [35] 
72 
— 53z=i 5Zi,=ix ' y) ,» o\ 
I= izuz^ n*.») (0 '3) 
_ Ez=i53i)=i yi{x,y) 
y =  l o J )  
The centroid coordinates are plotted in the reconstructed images obtained following 
the application of the SAFT. 
5.3 Results of Classification 
The estimated values of Cy, Cy and 9 are used in implementing the SAFT. The es­
timated value of 9 allows computation of the true angle of incidence from the transducer 
and the beam spread angle at the tube wall at each axial position inside the tube. 
Figure 5.3 Input (a) and SAFT result(b) for 68% crack in a straight section 
Figures 5.3 through 5.22 show the classification results obtained for cracks and de­
posits. In all these figures, (a) represents the input B-Scan image while (b) represents 
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Figure 5.4 Input(a) and SAFT result(b) for 47% crack in a straight section 
the reconstructed image obtained using SAFT. In each of the figures 5.3(b)-5.22(b). 
the reconstructed image is displayed such that the ID of the tube is the left edge of 
the image. This allows a closer look at the flaw. The white vertical lines located at 1 
and 50 on the X-axis indicate the positions of ID and OD of the tube respectively. The 
elliptical-shaped spots in Figures 5.3(b)-5.22(b) indicate the locations of flaws of interest 
and the centroid s coordinates of the flaw image are marked with an X 
Figures 5.3 through 5.16 show results obtained from a straight section of the tube. 
For Figures 5.3(b) through 5.9(b). the flaw part is located mainly inside the OD. Con­
sequently those are classified as cracks in the tube. We can recognize two cracks in the 
tube in Figure 5.3. In Figures 5.10(b) through 5.16(b), the flaw is located generally 
outside the OD and consequently those are classified as deposits. It can be noticed that 
the centroid s coordinates of a relatively small sized scatterer is nearly located at OD 
such as Figure 5.13 (b). These SAFT results do not offer significant improvement from 
the results obtained without the estimate of the beam spread angle since the probe is 
located in a straight section of the tube. 
74 
Figure 5.5 Input (a) and SAFT result (b) for 15% crack in a straight section 
Figure 5.6 Input (a) and SAFT result(b) for 20% crack in a straight section 
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Figure 5.7 Input(a) and SAFT result (b) for 18% crack in a straight section 
Figure 5.8 Input (a) and SAFT result (b) for 31% crack in a straight section 
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Figure 5.9 Input(a) and SAFT result (b) for 29% crack in a straight section 
Figure 5.10 Input (a) and SAFT result(b) for 45% deposit in a straight sec­
tion 
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Figure 5.11 Input(a) and SAFT result (b) for 40% deposit in a straight sec 
tion 
Figure 5.12 Input(a) and SAFT result(b) for 18% deposit in a straight sec­
tion 
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Figure 5.13 Input(a) and SAFT result(b) for 8% deposit in a straight sec­
tion 
Figure 5.14 Input(a) and SAFT result(b) for 10% deposit in a straight sec­
tion 
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Figure 5.15 Input(a) and SAFT result (b) for 17% deposit in a straight sec­
tion 
Figure 5.16 Input(a) and SAFT result (b) for 29% deposit in a straight sec­
tion 
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Figure 5.17 Input (a) and SAFT result (b) for 54% crack in a bent section 
Figure 5.18 Input(a) and SAFT result (b) for 11% crack in a bent section 
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Figure 5.19 Input(a) and SAFT result(b) for 20% crack in a bent section 
50 100 150 200 250 300 350 «0 «0 30 « « M «0 t» 140 te 1» lâl (B| 
Figure 5.20 Input(a) and SAFT result (b) for 45% deposit in a bent section 
Figure 5.21 Input(a) and SAFT result(b) for 33% deposit in a bent section 
Figure 5.22 Input (a) and SAFT resuit (b) for 38% deposit in a bent section 
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Table 5.1 Centroid coordinates for reconstructed images of cracks 
X y 
68% 33 143 
47% 33 121 
15% 38 115 
20% 40 121 
18% 41 93 
31% 33 97 
29% 34 108 
54% 27 99 
11% 37 143 
20% 29 149 
Table 5.2 Centroid coordinates for reconstructed images of deposits 
X y 
45% 60 166 
40% 56 124 
18% 52 172 
8% 51 100 
10% 60 108 
17% 62 105 
29% 65 157 
45% 102 157 
33% 68 141 
38% 72 145 
Figures 5.17 through 5.22 show results obtained from a bent section of the tube. The 
centroid coordinate values are listed in tables 5.1 and 5.2 for cracks and deposits respec­
tively. Figures 5.17(b) through 5.22(b) show the results obtained using the approach 
described in this dissertation. As a result of the processing, the ID and OD of the tube 
are aligned straight. For Figures 5.17(b) through 5.19(b), it appears that the flaw is 
mostly located between the ID and OD. Consequently it can be classified as a crack in 
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the tube. In Figures 5.20(b) through 5.22(b), the flaw is located outside of the OD and 
consequently it is classified as a deposit. We can recognize that the two discontinuities 
in the deposit layer are located outside of OD in Figure 5.21 (b). 
The tube could be distorted in the bent sections of the tube. The tube wall may ex­
hibit ovality and consequently the diameter of the tube is altered. The results presented 
are based on the assumption that the tube is circular in a bent section. 
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CHAPTER 6. CLASSIFICATION USING A MODEL 
BASED DECONVOLUTION 
In deconvolution problems, the pulse-echo wavelet needs to be estimated accurately 
since the estimation of the location of the scatterer relies on an accurate estimation of 
the location of the peak value of the echo. Even a small error could have a significant 
impact on our ability to classify [22] [36]. 
6.1 Deconvolution of Backscattered Echoes 
The magnitude spectrum from the Fourier transform of the transducer pulse-echo 
wavelet shows bandpass characteristics. Therefore, the pulse-echo wavelet. h(t), can be 
modelled as a sum of superimposed bandpass signals (Gaussian echo wavelet). In the 
time domain [22] : 
M 
h ( t ) = ^ u;me~Qm(t~Am)* cos - Am) + o m )  (6.1) 
771=1 
where M is the model order, um is the weight. am is the bandwidth factor, Am is the time 
of flight. fm is the center frequency, and om is the phase of the corresponding pulse-echo 
wavelet. The parameters can be represented as a vector, i9m = [om Am fm om We 
also assume that the signal contains additive white Gaussian noise (WGN). Then the 
pulse-echo wavelet, h(t), can be written as 
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M 
h(t) = Y,GW^t) + v(t) (6.2) 
771=1 
where u ( t )  is a WGN process and t )  represents a Gaussian echo wavelet. Figure 
6.1 shows an example of a pulse-echo wavelet generated by the model in equation (6.1). 
The corresponding parameter vector is [0.1 233 10' 0 41]. 
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When an ultrasonic echo. s ( t ) .  is propagated through a frequency independent ho­
mogeneous path and reflected from a flat surface, it can be represented by the model 
s ( t )  =  3h ( t  — T)  (6.3) 
where 3  is the amplitude. h ( t )  denotes the transducer pulse-echo wavelet, and r  stands 
fo r  t he  t ime  o f  f l i gh t .  Eq u a t i o n  (6 .3 )  means  t ha t  t he  u l t r a son i c  backsca t t e r ed  echo .  s ( t ) .  
50 100 150 200 250 300 350 400 450 
Time 
Figure 6.1 A tvpical pulse-echo wavelet 
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is the time-shifted and amplitude scaled version of the pulse-echo wavelet. h ( t ) .  The 
amplitude of the backscattered echo. 3, basically depends on the impedance, size or 
orientation of the scatterer and the time of flight of the echo, r. is related to the location 
of the scatterer indicating the distance between the transducer and the reflector assuming 
that the velocity of ultrasound in the propagation path in the material is known. 
The transducer pulse-echo wavelet, h{ t ) ,  can be represented as a sum of a number 
of Gaussian echo wavelets. An ultrasonic backscattered echo, y{t), reflected from an 
isolated target in a homegeneous and non-dispersive path, can be represented by equation 
(6.4) which is equivalent to stating that y(t) is a sum of M echoes [22] 
where the reflectivity vector = [3m ~m\ represents the amplitude and the time of 
flight of the mth echo. The u(t) in equation (6.4) stands for the measurement noise 
and can be characterized as VVGN as described earlier. This model can represent M 
number of backscattered echoes from a localized target in a material assuming that the 
transducer pulse-echo wavelet is invariant throughout the propagation path. The model 
in equation (6.4) can be expressed as a deconvolution problem where the objective is to 
estimate the parameter vectors. £m, from the observed backscattered echoes as follows 
Here. h ( t )  denotes the transducer pulse-echo wavelet. u ( t )  is WGN. and the impulse 
train with d function denotes the unknown system response. 
The objective is to estimate based on a knowledge of y{ t ) .  It is assumed that the 
desired system response is a spike train composed of unknown amplitudes and time of 
M 
y ( t )  =  3 m h  ( t  -  r m )  +  u ( t )  (6.4) 
m= L 
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flights. Also, it is assumed that statistical knowledge about the amplitudes and locations 
of the desired system response is not available. The model-based deconvolution problem 
is described next. 
6.2 Newton-Raphson Method 
In the estimation procedure, the Newton-Raphson algorithm has been employed. 
The Newton-Raphson method is given by [37] 
where [/(e) is the objective function, fi is the convergence factor and Q is the parameter 
to be estimated. The Newton-Raphson algorithm usually offers superior convergence 
properties, compared to the steepest descent algorithm. The price is a computationally 
more demanding algorithm, since the Hessian needs to be computed and inverted [36] [37]. 
The Newton-Raphson algorithm can be summarized as follows: 
(a) Choose an initial guess. Ç(0) 
(b) Compute which is, 
dU{C 0 ) )  
dÇ (6.7) 
(c) Compute the Hessian. V^U. that is. 
d2U( c (0)) 
dç-
(d) Adjust Ç(0) to obtain Ç(1) by calculating, 
(6.8) 
.m r r^(c(0)) 
d? L ac 
(6.9) 
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(e) Stop when is sufficiently small. 
The estimation procedure can be performed numerically 
C(fc+D = C(fc) _ r . Uk=C" (6 10) 
where T is /z multiplied by the inverse of Hessian and AÇ is an appropriately small value. 
As indicated in equation (6.5). the observed echoes. y(t), can be represented by 
the M number of superimposed pulse-echo wavelets and additive noise. We wish to 
estimate the amplitudes, 0, and the locations, r, by minimizing the MSE between the 
observed signals and the calculated signals using the Newton-Raphson method assuming 
the noise is WGN. Generally, the MSE is a nonlinear function of the parameters. 3 and 
r. LMS methods often converge to local minima of the MSE hyper-surface. We use the 
expectation maximization (EM) algorithm along with the Newton-Raphson method to 
minimize the local convergence problem. 
6.3 Expectation Maximization Algorithm 
The expectation maximization (EM) algorithm is used to obtain the maximum-
likelihood estimate (MLE) of the parameter, [21]. The EM algorithm consists of two 
major steps. One is an expectation step and the other is a maximization step. The 
expectation is with respect to the unknown underlying variables, using the current esti­
mate of the parameters and conditioned upon the observations [38]. The maximization 
step then provides a new estimate of the parameters. These two steps are iterated until 
the estimate converges. However, the EM algorithm has a parallel computing struc­
ture which means that the expected signals are computed using the current estimate 
of parameter sets and the observed data at each step of the algorithm. After that, the 
corresponding parameter sets are computed using those expected signals. The paral­
lel computing structure may sometimes affect the convergence rate of the estimation 
procedure. 
Alternatively, the parameter sets can be updated right after the maximization step 
without waiting for the other parameter vectors to be calculated. This step will incor­
porate the current estimated parameter vectors immediately into the expectation step 
and result in faster convergence. This method is known as the generalized EM algorithm 
and for the case of VVGN. this method is known as the space alternating generalized EM 
(SAGE) algorithm [20][21]. Similar to the EM algorithm, the SAGE algorithm involves 
estimating an expected signal for each echo and then computing the MLE of the corre­
sponding parameter set using the expected signal and the current value of parameters. 
Tilt» flowchart of the algorithm is given in Figure 6.2. 
The SAGE algorithm solves the problem relating to the estimation of the parameters 
associated with M echoes by solving a one-echo estimation problem at each iteration. 
However, the convergence and speed of the SAGE algorithm depends on the convergence 
and speed of the maximization step in which the Newton-Raphson algorithm is employed. 
The convergence depends on the initial starting value and the degree of tendency 
to get stuck at local minima. The problem of convergence to a local minimum can 
be avoided by perturbing the solution and iterating again using the Newton-Raphson 
algorithm to continue the search for the global minimum. If the MSE is reduced in any 
direction among those tries, then the direction is chosen to keep searching for the global 
minimum. However, if there is no difference then the current minimum value is accepted 
as the global minimum. 
The convergence factor can be determined by inspecting the periodicity of the error 
function. The period of the local minima is close to the backscattered echo period, in 
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STOP 
Check the convergence criterion 
Set k=k+l 
Check if all the parameter vectors are updated 
Start with an initial value 
for parameter vectors 
E<k> 
^ m , m=l,2 M 
Set m=l 
Expectation-Step 
Estimate unobserved data 
(k )  
using the parameter vector 
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' m . m=1.2 M 
Maximization-Step 
Compute the maximum-likelyhood extimation (MLE) 
„(k+l) 
of the parameter vector, q m 
using the estimated data 
Figure 6.2 Flowchart of the SAGE Algorithm 
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other words, the inverse of the center frequency, fc, for a single Gaussian echo or the 
inverse of the largest center frequency when there are multiple Gaussian echoes can be 
the period of the local minima. Therefore, in order to avoid the local minimum value. 
— can be chosen as the convergence factor, where the (/c)moi is the maximum center 
-[Jcfrnax 
frequency among the center frequencies of multiple Gaussian echoes which compose the 
observed signal. 
The global search procedure should be performed in the Newton-Raphson algorithm 
to make sure the global convergence is reached in the maximization step. To sum­
marize, the SAGE algorithm for estimating the amplitude. 3. and location, r. of the 
backscattered echoes involves the following steps. 
Step 1. Start with making an initial guess for reflectivity vector. 
£ ( 0 )  = [d ( 0 \  t(0)] where, i3=amplitude. and r=time of flight. 
Set k = 0 (iteration number). 
Step 2. (Expectation Step) Compute Xm' = s (fm') + jf {y - JZfli s (s!*') } 
where, s (<m) = 3mh(t - rm). and = [3m, rm] 
Step 3. (Maximization Step) Iterate the parameter vector using the 
Newton-Raphson algorithm coupled with the global search procedure: 
Çm"1"11 = arg<m min Xm1 - s (£m) and set = £m"rl) 
Step 4. Set m — m + 1 and go to step 2 unless m > M. 
Step 5. Check convergence criterion: if ||£(<:"rl) — £(fc)|| <tolerance. 
then go to step 7 and stop, otherwise go to step 6. 
Step 6. Set m = 1. k — Ar + 1. and go to step 2. 
Step 7. The estimated parameter vector is Ç. 
The model order. M. is assumed to be one in the expectation step and the Newton-
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Raphson method is used in the maximization step. In step 3, the maximization procedure 
using the Newton-Raphson method can be implemented numerically with respect to the 
mth amplitude, 8m, and the mth time of flight, rm, respectively, 
p(k+l) _ j(t) _ p _ 1 = i 3 r n  ' + A&n ~m =Tm ' ^ =~m ' ^ ^  
m m 
_(Jfc+l) (t) P Tn^rm=T~n> * +£Tm,0m— 3m* "T" ^ rm — rm ' - Jm —*3m ' , C ].)| 
m ~ m 1 A 1 1~> 
—I'm 
. T is n multiplied by the inverse of Hessian and AJ„,. Ar„, 
are appropriately small increments in the values of 3m and rm respectively. 
In this algorithm, making a good initial guess is important to obtain fast convergence. 
When the model order is one, (M = 1), a reasonable initial guess for TOF and the 
amplitude would be the time corresponding to the middle of the echo, and a value 
similar to the peak value of the echo, respectively. 
where f?m is Xm — S (Çm) 
6.4 Results of Classification 
Using the SAGE algorithm, the amplitude. 3. and the location, r. have been esti­
mated. Figures 6.3 through 6.7 show the deconvolution results for cracks while figures 
6.8 through 6.12 show the results for deposits. The estimated amplitude and TOF values 
are listed in tables 6.1 and 6.2 for cracks and deposits respectively. The pixel distance 
between ID (dotted stem) of the tube and the desired system response (solid stem) also 
has been listed in the tables so that it can be used as a basis of classification between 
cracks and deposits. 
In each of the figures 6.3 through 6.12, (a) and (c) represent the observed ultrasonic 
backscattered echoes windowed around the echo from the ID of the tube and the target 
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Figure 6.3 Deconvolution results for cracks: (a)68%. (b)result for (a). 
(c)47%. (d)result for (c) 
response from the scatterer. (b) and (d) represent the deconvolution results correspond­
ing to the signals shown in (a) and (c) respectively. The X- and Y-axis for each of the 
figures represent time and amplitude of the signal respectively. 
The backscattered echo from a crack and a deposit portion is windowed and applied 
to the algorithm to estimate 3 and r. The dotted stem represents the amplitude and 
position of ID of the tube estimated using CWT and the solid stem represents the 
amplitude and position of the desired system response estimated from the model based 
deconvolution. 
From the B-Scan image of the ultrasonic data, it is known that the distance between 
ID and OD is approximately 89 pixels with a 45° refraction angle at ID. therefore, the 
estimated distance between the dotted stem and solid stem can be used to determine 
if it is a crack in the tube or a inhomogeneity in deposit layer. If the distance is 
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Figure 6.5 Deconvolution results for cracks: (a) 18%. (b)result for (a). 
(c)31%. (d)result for (c) 
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Figure 6.6 Deconvolution results for cracks: (a)29%, (b)result for (a). 
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Figure 6.7 Deconvolution results for cracks: (a)ll%. (b)result for (a). 
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Figure 6.8 Deconvolution results for cracks: (a)45%. (b)result for (a), 
(c)40%. (d)result for (c) 
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Figure 6.9 Deconvolution results for deposits: (a) 18%. (b)result for (a). 
(c)8%. (d)result for (c) 
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Figure 6.10 Deconvolution results for deposits: (a) 10%. (b)result for (a). 
(c)17%, (d)result for (c) 
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Figure 6.11 Deconvolution results for deposits: (a)29%. (b)result for (a). 
(c)45%, (d)result for (c) 
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Figure 6.12 Deconvolution results for deposits: (a)33%, (b)result for (a). 
(c)38%. (d)result for (c) 
less than 89 then it is classified as a crack in the tube, otherwise it is classified as a 
inhomogeneity in deposit layer. This method may produce incorrect classification results 
unless the position of the scatterer is estimated with high resolution. The estimated 3. 
r. and the distance between ID of the tube and the target response are listed in tables 
6.1 and 6.2. The initial value of 0 and r for the iterations in the SAGE algorithm 
are chosen to be the peak amplitude and the time of flight of the input ultrasonic 
backscattered echoes respectively. The number of iterations of the SAGE algorithm 
is relatively small compared to the steepest descent algorithm. This saves processing 
time since the SAGE algorithm uses the information contained in the Hessian while the 
steepest descent algorithm uses only the gradient information. 
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Table 6.1 Estimated values of the amplitude, 8. and TOF, r, from the 
model based deconvolution technique for cracks 
Cracks Amplitude(/3) TOF(r) Distance 
68% 43.3010 132 52 
47% 36.8673 201 67 
15% 35.1328 278 89 
20% 21.1184 274 98 
18% 22.0650 177 93 
31% 40.9272 207 79 
29% 14.6779 197 78 
54% 32.6396 242 74 
11% 8.1381 273 83 
20% 30.1390 272 92 
Table 6.2 Estimated values of the ampUtude. 3. and TOF. r. from the 
model based deconvolution technique for deposits 
Deposits Amplitude(S) TOF(r) Distance 
45% 33.9559 198 100 
40% 26.4823 193 85 
18% 29.9457 182 102 
8% 12.3617 208 89 
10% 18.3612 225 95 
17% 27.9343 201 93 
29% 25.9780 245 101 
45% 16.7784 232 77 
33% 24.1351 248 95 
38% 13.6415 216 91 
101 
CHAPTER 7. DISCUSSION 
The results of the classification of ultrasonic backscattered echoes using the S AFT 
and SAGE algorithms are compared and discussed in this chapter. Ultrasonic backscat­
tered echoes from the similar sized scatterers are analyzed using the two different ap­
proaches. One of the main differences lies in the number of inputs to the SAFT and 
SAGE algorithm. A two-dimensional B-Scan image is analyzed in the case of SAFT 
while a one-dimensional A-Scan signal is used in the case of the SAGE algorithm. The 
output in the case of SAFT is a two-dimensional reconstructed image of the scatterer 
while the SAGE algorithm estimates the amplitude and TOF of the echoes. 
In order to compare the classification results from the two different approaches, the 
scatterers location is estimated with respect to the tube wall. In the case of SAFT. the 
location of peak value and centroid coordinate on the X-axis are used to estimate the 
location of the scatterer. Similarly in the case of the SAGE algorithm, the location of 
the peak value of the deconvolved signal is used for comparison. In order for the results 
from the SAGE algorithm to be compared, the distance between the ID of the tube and 
the position of TOF is multiplied by cos 45° since the refraction angle of the ultrasound 
beam at ID is 45°. The thickness of the tube is considered approximately to be 64 pixels 
[SQpixels x cos 45°]. 
The location of peak value and centroid from the SAFT result and the TOF from the 
SAGE algorithm are marked on the same plot with respect to ID and OD in figures 7.1 
through 7.4. Since the plot is intended to show and compare the locations of a scatterer 
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from the two different approaches, only the X-axis is meaningful as it represents the 
position of ID and OD of the tube. The ID is located at one along the X-axis while 
the OD is located at 64. Figure 7.1 and 7.2 compare results obtained with cracks while 
Figure 7.3 and 7.4 compare the results for deposits. The location of peak value and the 
centroid of a scatterer from the SAFT is marked with a o and x respectively while • 
stands for the result from the SAGE algorithm. 
It is recognized that the SAFT generally provides more reliable classification results. 
The location of peak amplitude (o) and centroid (x) of a scatterer estimated using 
SAFT is usually a little less than the truth for cracks and greater than the true value 
for deposits from the OD of the tube relative to the results from SAGE algorithm (•). 
This is especially true in the bent sections of the tube as seen in Figure 7.2 (e) and 7.4 
(c), (e). The SAFT gives better results relative to the SAGE algorithm since it uses the 
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information of the canting angle of the probe inside the tube. In some cases such as 
Figure 7.1 (d). (e) and Figure 7.3 (b) and Figure 7.4 (c), the SAFT (o and x ) classifies 
the scat terer  correct ly  while  the SAGE (•)  does not .  The locat ions of  peak ampli tude ( o )  
and centroid ( x ) obtained from the SAFT are generally near each other and sometimes 
are almost consistent such as figures in 7.1 (d). (e). 7.2 (a) and 7.3 (b). 7.4 (d). For 
the smallest sized scatterer. the results of which are shown in Figure 7.3 (d). only the 
SAFT ( x ) classifies correctly by estimating the location of the centroid of a scatterer 
and other methods (o and D) fail to classify properly. However, it does not necessarily 
mean that the estimation of the centroid always gives more accurate result than that of 
peak value of a scatterer from the SAFT since the centroid sometimes may not indicate 
the appropriate center of a scatterer when there are two consecutive inhomogeneities 
such as Figure 5.3 (b) and Figure 5.21 (b). In those figures, the centroids are located b-
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Table 7.1 Comparison of the classification using the SAFT (Peak value and 
Centroid) and SAGE algorithm for cracks 
Cracks Peak Value Class Centroid Class SAGE Class 
68% 52 C 47 C 37 C 
47% 54 c 47 C 47 C 
15% 57 c 52 c 62 c 
20% 55 c 54 c 69 D 
18% 57 c 55 c 65 D 
31% 49 c 47 c 55 C 
29% 45 c 48 c 55 C 
54% 38 c 41 c 52 C 
11% 49 c 51 c 58 C 
20% 38 c 43 c 65 D 
etween the two scatterers and consequently those have a potential for providing wrong 
classification results in some other cases. 
Table 7.1 and 7.2 show the location of a scatterer and classification results from 
the two different approaches. In each table, the first column represents the size of a 
scatterer. the second, fourth and sixth columns represent the location of a scatterer 
with respect to the OD (64) of the tube, while the third, fifth and seventh columns 
show the classification results where C denotes a crack and D" denotes a deposit. The 
SAFT (third column) classifies all cracks correctly and misclassifies one deposit signal 
by estimating the location of peak amplitude and the SAFT (fifth column) classifies 
all correctly by estimating the location of the centroid of a scatterer while the SAGE 
algorithm (seventh column) misclassifies three signals. 
Based on the limited data available, it can therefore be inferred that the SAFT 
is superior to the SAGE algorithm in classifying ultrasonic backscattered echoes from 
cracks and deposits in nuclear power plant steam generator tubes. It can be argued that 
the SAFT performs the classification using a two dimensional B-Scan image as input. 
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Table 7.2 Comparison of the classification using the SAFT (Peak value and 
Centroid) and SAGE algorithm for deposits 
Deposits Peak Value Class Centroid Class SAGE Class 
45% 78 D 74 D 71 D 
40% 71 D 70 D 60 C 
18% 74 D 66 D 72 D 
8% 62 C 65 D 62 C 
10% 87 D 74 D 67 D 
17% 85 D 76 D 65 D 
29% 87 D 79 D 71 D 
45% 126 D 116 D 54 C 
33% 82 D 82 D 67 D 
38% 94 D 86 D 64 D 
Consequently information from several A-Scan signals are made use of. to arrive at the 
result. In contrast, the SAGE algorithm for the model based deconvolution produces 
the results based on information contained in a one-dimensional A-Scan signal input. 
Additionally, the SAFT approach makes use of the location and canting angle of the 
probe inside the tube to arrive at the result. However the total processing time of the 
SAGE algorithm is much less than that associated with SAFT. 
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CHAPTER 8. CONCLUSION 
A novel approach to the classification of ultrasonic nondestructive evaluation (NDE) 
signals has been described in this thesis. The method uses a least mean square (LMS) 
algorithm followed by the synthetic aperture focusing technique (SAFT). Results ob­
tained using the new approach were compared and contrasted with those obtained using 
the space alternating generalized expectation maximization (SAGE) algorithm in con­
junction with the Newton-Raphson method. 
A method for estimating the location and canting angle of the ultrasonic probe inside 
the tube has been developed using spherical and cylindrical coordinate systems and a 
least mean square (LMS) algorithm. The distance between the transducer and the 
tube wall from the collected data has been measured using the continuous-time wavelet 
transform (CVVT) and consideration of the velocity effects. 
Expressions for gradient of the mean square error (MSE) with respect to probe co­
ordinates and canting angle have been derived. Results show how estimates of the 
parameters can be used in conjunction with the synthetic aperture focusing technique 
(SAFT) to improve the signal-to-noise ratio (SNR) of the image. The classification has 
been performed using data from the straight and bent portions of the tube. Additionally, 
the centroid's coordinates of the scatterer are estimated to give a basis for a determina­
tion if the scatterer is a crack located within the tube wall or is due to inhomogeneity 
in the deposit layer. The centroid's coordinates are marked in the reconstructed image 
to indicate the location of a scatterer with respect to the tube wall. 
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The results obtained have been compared with those obtained using a model based 
deconvolution approach. The transducer pulse-echo wavelet has been modelled and esti­
mated in terms of Gaussian echo wavelets. The observed ultrasonic backscattered echoes 
are also modelled as the convolution of the pulse-echo wavelet with the desired system 
response. The amplitude and the time of flight (TOF) of the desired system response 
have been estimated using the space alternating generalized expectation maximization 
(SAGE) algorithm in conjunction with the Newton-Raphson method. The scatterer 
location estimates are used as a basis for classification. 
The results from the two different approaches are compared. Results obtained using 
SAFT are generally superior to those obtained using the SAGE algorithm. Additional 
work in the future can be focused on reducing the computation time. 
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