We discuss rare-event simulation methodology for computing tail probabilities for infinite-server queues. Our theoretical discussion also offers some new simulation insights into the change-of-measure associated with the Giirtner-Ellis @eorem of large deviations.
INTRODUCTION
This paper is concerned with rare-event simulation in the setting of infinite-server queues. Infinite-server queues play an important role in queueing theory, as they form a mathematical idealization of systems in which many servers are present. In particular, if a queue possesses a large number of servers, the structure of the infinite-server queue is largely inherited by the many-server system, provided that the fraction of time that the many-server system has all servers busy is small.
Many-server queues have played a fundamental role in the telecommunications modeling environment over the years. In this setting, circuits can be identified with servers. In view of the large number of circuits that are typically available to carry traffic, a many-server queueing model is often appropriate. Furthermore, quality-of-service considerations guarantee that the system will be engineered in such a way that the probability of finding all the servers busy is small.
In the telecommunications setting, such many-server queues typically exhibit "loss" whenever all the servers are busy. In other words, connections are refused whenever all the circuits are busy. The corresponding "loss probability" is a fundamental performance measure for such systems. The tail probability for the number-in-system process for the associated infinite-server queue often is a good approximation to the loss probability for the many-server system. As a consequence, efficient computation of such tail probabilities for the infinite-server queue is of clear applied relevance.
In addition, infinite-server queues form an important class of models in their own right. In addition to their mathematical importance within the queueing context, they arise naturally in the study of electric power consumption. The number of electric power users consuming electricity can be viewed as the number-in-system process for an infiniteserver queue. Thus, a tail probability for the infinite-server queue provides important information on peak load demand characteristics for an electric power grid. This paper is specifically concerned with the use of rare-event simulation as a means of computing tail probabilities for the infinite-server queue. In particular, we develop efficient algorithms for computing tail probabilities for infinite-server queues with a high average arrival rate. In view of the telecommunications and electric power examples described above, this asymptotic setting seems especially natural. This paper is organized as follows. Section 2 offers a problem formulation and describes the basic estimation approach we shall utilize. In Section 3, we survey related large deviations theory, while Section 4 provides additional discussion of our proposed algorithm. Computational results are given in Section 5.
PROBLEM FORMULATION AND BASIC RESULTS
We start by giving a precise description of the G I I G I l m queue. Suppose that (Ak : k 1 1) is a non-decreasing sequence in which Ak corresponds to the arrival time of the k'th customer. If the system starts empty at t = 0, and if Vj denotes the "time-in-system" (or "processing time") of the j'th customer, then the number of customers Q ( t ) in the system at time t is given by Our goal here is to efficiently compute P(Q(t) > x ) , where x is so large that (Q(t) > x ) is a "rare-event". Throughout this paper, we will assume that: Assumption A l . V = (V,, : n 2 1) is a sequence of independent and identically distributed (iid) random variables, independent of N = ( N ( t ) : f 2 0).
With this assumption in force, we find that
Set a positive root 8* of the equation = log E exp(8 Q ( t ) ) . Suppose that there exists
The idea is to then generate variates from the "exponentially twisted" distribution given by
If E*(-) is the expectation operator corresponding to P*, then a! = p(Q(t) > x) can be expressed in terms of E*(.) via the
Jo
Thus, if N = ( N ( t ) : t 2 0) is a point process with stationary increments and arrival intensity )c = E N ( l ) , it follows that
The importance sampling algorithm for computing a! now involves first simulating iid replicates of the rv where F ( t ) = P ( V =-t ) and F ( t ) = P ( V 5 t ) . The event { Q ( t ) > x} will therefore tend to be "rare" when x >> h J; F(s)ds. w = exP(-@* Q<t> f + Q ( e * ) > I (Q(t> > x> 0ur"approach to computing a = P(Q(t) > x) will be to apply importance sampling, with the selection of the importance sampling distribution guided by the principles of large deviations theory (Bucklew 1990 ). The study of large function of the rv Q ( t ) . Under Al, we note that under the probability P*. The estimator for a! is then obtained as the sample mean of the replicates generated. Note that 8* = log(x/(hIi F(s)ds)), and it follows that we have
s,'
In particular, we obtain the following probability mass function for the random variable Q(t) under the probabilty P*,
Thus, for a Poisson arrival stream, our algorithm replicates where Q ( t ) is generated under P* so that it has a Poisson distribution with mean x . So, our .algorithm can be easily implemented in the Poisson setting.
In the next section, we offer some motivation for our choice of P* as an importance distribution.
IMPORTANCE SAMPLING AND THE GARTNER-ELLIS THEOREM
As was mentioned in the Introduction, the typical realworld modeling environment that leads to infinite-server queues is one in which the arrival rate is large. Thus, we will consider here the so-called "heavy-traffic" asymptotic regime for infinite-server queues, in which we examine the behavior of a sequence of infinite server queues having an arrival rate tending to infinity. Let N = ( N ( t ) : t L 0), V = (V, : j 5 1) and (A, : n 1 0) be defined as in Section 2. To send the infinite-server queue into heavy-traffic, we speed up the arrival process by a factor of n, leaving the processing times unchanged. More specifically, let N,(t) = N ( n t )
be the arrival process feeding the n'th system; the arrival time of customer j in the n'th system is then Aj/n. The number-in-system process for the n'th system is then given by
The mean of Q , (t) is easily seen to be given by the following expression,
Thus, a "rare-event'' for the n'th system is a deviation in which Q,(t) > x n , where x > kl; F(s)ds. We are interested in efficient computation of when n is large.
The Giirtner-Ellis large deviations theorem describes the asymptotic behavior of a, for n large. It is generally stated in an abstract form, and concerns a sequence of realvalued rv's (p, : n 2 1). The main hypothesis underlying the Gher-Ellis theorem is the following: Assumption A2. There exists a real-valued function @p (-) such that
Assuming that we wish to approximate the probability P ( p , > nx), we also require: Assumption A3. To apply this result to the analysis of a, = P ( Q , ( t ) > xn), we set , 6, , = Q,(t). The validation of hypothesis A2 requires the following condition on the counting process N: Assumption A4. There exists a finite-valued function $N such that for 0 = to < c1 < ... < tm = t and This assumption is satisfied by many different arrival processes; see Dembo and Zajic (1995) . The function $N will now be described in a couple of different modeling contexts. 418 Example 2. Suppose that the arrival process is renewal, so that Ak can be represented as Ak = U1 + . . + u k , where (uk : k 2 1) is iid. Under suitable regularity conditions on the Uk'S, Glynn and Whitt (1994) show that where ~( 0 ) = log(E exp(OU1)), and K -~( . ) is the inverse function to K (ie. K ( K -~(~) ) = ~-l (~( e ) ) = e). 
Under Assumption A4, Glynn (1995) proves the following theorem. Theorem 2. If Assumption A1 and A4 hold, then as n + 00.
Set
Suppose that the function U(.) has the property that there exist positive constants f3& and E such that U(.) is continuously differentiable and strictly increasing on as n + 00. The above limit suggests the approximation when n is large.
Simulation offers a means of computing P (Qn ( t ) > xn) to a much higher level of precision than that associated with the approximation. The rare-event simulation algorithm proposed in Section 2, when applied to the computation of an = P(Q,,(t) > xn), suggests the use of the importance distribution where e, * is the root of d/d8 log E exp(O,*Q,,(t)) = xn and P ( . ) is the original probability associated with the probability space supporting Q,,(t). An estimator for a,, is then obtained via the sample mean of replications of the rv simulated under the distribution P,*. Let E,*(.) be the expectation operator corresponding to P i . The CauchySchwarz inequality implies that for any unbiased estimator EW: 3 (EW,)* =CY:.
Wn of an,
Thus, under the conditions leading to (l), we have We will show momentarily that the lower bound on the righthand side of (2) is achieved asymptotically by simulating Wn under P,*. In other words, the rv W,,, when simulated under P i . achieves (in logarithmic scale) the highest possible asymptotic efficiency (in the sense of minimizing the second moment of the estimator). We view this as an asymptotic justification for our use of the algorithm suggested in Section 2.
In fact, this result holds in great generality. To make this point clear, we shall show that the result holds in the general Gmer-Ellis setting. Proof. Part i.) follows in the same way that we derived relation (2) above. For part ii.), it is easily verified that the function log E exp(8pn) is convex in 8; see Dembo and Zeitouni (1998) . It follows from the convexity property Fn(.>.
will never be available in situations of practical interest (for in such cases, simulation would be unnecessary). Any realistic of log E exp(8pn) that we obtain the following asymptotic result,
In Section 4, we explore an alternative change-of-measure to P* that has the appropriate asymptotic structure.
AN IMPLEMENTABLE RARE-EVENT
I d d n de ---0gEexp(wn) --f d8*,m
SIMULATION ALGORITHM
as n -+ 00; see Dembo and Zeitouni (1 998). Furthermore, @k(.) is continuous and strictly increasing on (-€,e; + e). We wish to find a"change-of-measure" that coincides asymp@=e* It therefore fo~lows easily that /jn -, e; as n --f 00 and n-' log E exp(&pn> -+ qs(e;) as n -, 00. Since 4n is positive for n sufficiently large, totically (for large n) with the probability P," discussed earlier.
Recall that P i is defined through the "twistingparameter" e,*, where e,* --f e& and e& is defined as the root of
the parameter of a Bernoulli random variable having
of the arrival process associated with exponential twist
Sending n + 00, we conclude that .exp(-u-l(-log(ee*F(t -A) + F ( t -A ) ) ) u ) .
A t A + U .
6. If A > t , go to 11. 7. Else, generate a Bernoulli rv I with parameter
Let E, (.) denote the expectation operator associated with the "change-of-measure" for system n.
Theorem 4. Suppose that U is a bounded rv, and that Al, A4, and A5 hold. Assume that there exists a root B* to the equation
Q + Q + Z .
10. Go to 3.
12. Replicate steps 2 through 11 n independent times, thereby computing W1, W2,. . . , Wn.
13. The estimator for a! is n-l cy=, Wi.
A natural question that arises here is the efficiency of the algorithm just described. As in Sections 2 and 3, we offer an asymptotic "heavy-traffic" analysis of the estimator above.
Suppose that we wish to compute ctn = P ( Q n (t) > nx), where Qn (t) is as described earlier. The arrival process for system n is accelerated by a factor of n, so that the j'th interarrival time in system n is just U,/n. Thus, the logarithmic moment generating function K, (.) for the inter-arrival times in system n is given by K n ( e ) = log E exp(BUl/n) =
K ( O / n ) . It is then easily verified that K;l(e) = nK-'(O).
Hence, the root e* of the equation 9. L + L .e-e'I (e e * -
= -nx and that r ( -) is continuously differentiable on [0, t + 11, where r(s) = ~-l(-log(@*F(t -s) + F(r -s))). Then, as n + 00. Proof. The key is formula (3) for the likelihood ratio. The exponent appearing in (3) is just 5 -n Jd' r(s)ds -B*Qn(t) I -n 1' r(s)ds -B*Qn(t) appearing in step (1) of the algorithm is independent of n. Also, the likelihood ratio of step (1 1) is equal to 
I' I'
5 exp(-2n r(s)ds -28'xn + O(l/n)).
Hence, we obtain the following "limit-supremum" result that is critical to the justification of the desired limit,
The corresponding "limit-infimum'' result necessary to reach our desired limit follows from the same argument as in Section 3 (namely, Z(Qn(t) > xn)L, is unbiased for P ( Q , ( t ) > xn), and the latter probability converges in logarithmic scale via the Giirtner-Ellis theorem).
Theorem 4 establishes that our algorithm produces estimates that are asymptotically optimal (in logarithmic scale).
A NUMERICAL EXAMPLE
In this section, we provide a numerical example to complement the theoretical developments of the previous sections. More precisely, we find a = P ( Q ( t ) > x ) via simulation for two different systems and for several different values of x . We first consider an M / M / o o system, and secondly a G/M/oo system with iid inter-arrival times distributed as an hyper-exponential (H2) rv with density The H2 distribution is the mixture of two exponential distributions, and for this reason it is useful when modeling the arrivals of two different classes of customers.
In these simulations, we choose t = 500, I = 1 in the M / M / c c system; I1 = 1, h2 = 2, and p = 0.8 in the H2/M/cc system; and p = 0.01 for both systems. The values of x considered are x = 120,130,140 for both systems, so that ( Q ( t ) > x } becomes a "rare-event" as x increases.
We obtain two estimators. The first one is 6(n), the estimator obtained by conventional Monte Carlo simulation resulting from computing the sample mean formed from n = 1000 iid replications of the random variable Z ( Q > x).
Our second estimator is a(n), formed by computing the average of n iid replicates of the rv Z(Q > x ) L , where Q is obtained using the Algorithm described in the previous section.
In order to compare the efficiency of these estimators, we repeat m = 1000 times the simulation just described. The sample mean (sample standard deviation) over m of these estimators produces 6 ( n , m) and ~( n , m) (S(m) and s(m>).
In Tables 1 and 2 we summarize our results. In each case we display &(n,m), a(n,m), S(m), and s(m). In addition, to validate our results we also include the true value of a; a known value in the M / M f o o setting, and obtained with a very long simulation in the H2/M/cc case. To make more explicit the impact of our estimator, the last row in the tables shows the ratio of the estimator standard deviations s (m)/i(m). The conclusion we draw from these simulations is that our estimator becomes much more efficient than the conventional Monte Carlo estimator as the tail parameter x increases, for both the M / M / o o and the H2/M/oo systems.
