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me stalno podpirala med študijem. Prav tako bi se rad zahvalil mag. Janiju
Bizjaku za znanje, ki ga je delil z mano in izr. prof. dr. Janezu Žibertu,
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2.5 Postopek učenja in testiranja nevronske mreže . . . . . . . . . 30
2.6 Postprocesiranje rezultatov . . . . . . . . . . . . . . . . . . . . 33
2.7 Analiza rezultatov . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Rezultati 41
3.1 Pridobljeni rezultati . . . . . . . . . . . . . . . . . . . . . . . 41
4 Sklepne ugotovitve 49
4.1 Diskusija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49




CA classification accuracy klasifikacijska točnost
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Povzetek
Naslov: Zaznavanje srčnih aritmij z globokimi nevronskimi mrežami
Avtor: Nejc Mlakar
Vsaka četrta smrt v Ameriki je posledica različnih vrst bolezni srca [7].
Te bolezni v večini povzroči nepravilno prehranjevanje, pomanjkanje gibanja
ali starost. Nekatere od teh bolezni pa so lahko tudi prirojene.
Da zdravniki vidijo, ali je s srcem bolnika kaj narobe, morajo pregledati
EKG signal, ki ga srce oddaja. EKG signali se razlikujejo po številu sledi,
ki jih vsebujejo, sledi pa določajo, na keterih delih telesa se je meril EKG
signal.
Značilnosti EKG signala so QRS kompleksi ali tako imenovani vrhovi.
Značilnice QRS kompleksov so oblika, število pojavitev ter razdalja od preǰsnjega
QRS kompleksa. Vse te značilnice nam lahko povedo, za kakšno vrsto bole-
zni srca gre. Največja težava je v tem, da so si QRS kompleksi zelo podobni
med seboj, kar lahko privede do napačne diagnoze in zdravljenja bolnika.
Cilj te diplomske naloge pa je, da bi s pomočjo strojnega učenja lažje,
hitreje in bolj natančno določili za kakšno vrsto aritmije gre, kar bi lahko
zdravnikom olaǰsalo delo. Za dosego cilja smo uporabili podatkovno zbirko,
ki je vsebovala označen enodimenzionalni EKG signal 24 pacientov. Podatke
smo razdelili na tri medsebojno izklučujoče množice (učno, validacijsko in
testno), kot je v skladu s standardi. Globoka nevronska mreža je nato na
testnih primerih poskušala napovedati, za kakšno vrsto bolezni gre. Ker je
za nekatere bolezni premalo podatkov, je bil naš cilj kar se da pravilno kla-
sificirati bolezni, za katere smo imeli dovolj podatkov.
Globoka nevronska mreža je tako poskušala napovedati deset različnih
vrst aritmij, pri čemer jih je pravilno klasificirala v 91,5 % primerov.
Ključne besede: globoko učenje, nevronske mreže, QRS kompleks.
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Every fourth death in America is a consequence of some sort of heart
disease [7]. These diseases are mostly caused by unhealthy eating habits,
lack of moving and old age. Some people can be born with heart diseases
already formed.
Doctors have to analyze ECK signal that the heart emits in order to
correctly determine the kind of heart disease. ECK signals differ from each
other by the number of leads they have. Number of leads determine where
on the patient’s body ECK signal was recorded.
Main feature of ECK signal are QRS complexes, sometimes in this docu-
ment referred to as peaks. QRS complexes have a number of features. Most
important are shape, frequency and length from previous peak. All of this
features can tell us what kind of heart disease does the patient have. The
biggest problem with analyzing QRS complexes is that most of them are very
much alike, which could lead to the wrong diagnosis and treatment.
The goal of this seminar was to use machine learning with deep neural
network to better analyze QRS complexes, to the point where the machine
could predict what kind of heart disease it is. This kind of AI could help doc-
tors identify heart diseases faster and more accurately. To achieve this goal
we used dataset that contained two-dimensional marked ECK singal from 24
patients. Dataset was split into three separate datasets (learning, validation
and testing dataset) according to the practices in the industry. Neural net-
work used a part of this dataset to predict what kind of heart arrhythmia
does the signal contain. Since some of the diseases only had a few cases, we
decided to only train and test our neural network on diseases that occurred
more frequently.
Our neural network tried classifying QRS complexes into 10 classes. It
was successful in 91,5 % of cases.




Namen te diplomske naloge je bil izdelati model s pomočjo strojnega učenja
in globokih nevronskih mrež, ki bi iz EKG signala znal razbrati, ali ima
pacient kakšno vrsto srčne bolezni. Izdelani model bi lahko služil kot pomoč
aplikaciji, ki bi v realnem času merila srčni utrip uporabnika.
Prvi korak naloge je bil razviti postopek, pri katerem bi kar se da dobro
prefiltrirali signal in se znebili šuma ter minimalno pokvarili originalni signal.
Očǐsčeni signal nam bi v kasneǰsih korakih omogočil pridobiti bolǰse rezultate
z aplikacijo strojnega učenja.
Izdelana nevronska mreža bi iz podanega signala izluščila QRS komplekse
ter na podlagi pridobljenih značilk iz signala razbrala, ali ima pacient kakšno
vrsto srčne bolezni ali ne.
1.2 Motivacija
Z modelom, ki bi hitreje in bolj zanesljivo prepoznaval različne vrste aritmij,
bi lahko pomagali številnim ljudem, ki trpijo za boleznimi srca. Prav tako
bi s takšnim sistemom razbremenili zdravnike, saj jim ne bi bilo treba pre-




Končni aplikativni cilj te naloge bi bila naprava, ki bi v realnem času
analizirala EKG signal in prepoznala, če ima nosilec naprave kakšno vrsto
aritmije ter opozorila v primeru, če bi šlo kaj narobe. Tak sistem ne bi po-
magal le ljudem, ki trpijo za boleznimi srca, vendar tudi stareǰsim ljudem in
športnikom.
Za dosego cilja smo uporabili globoke nevronske mreže in strojno učenje.
Glavna prednost strojnega učenja je odkrivanje vzorcev v podatkih in avto-
matizacija procesov prepoznavanja ali napovedovanja. Pri tem pa se pojavi




Za prepoznavanje bolezni srca oziroma različnih aritmij, zdravniki upora-
bljajo elektrokardiogram. To je slika ojačanih električnih impulzov, ki jih
oddaja srce. Tako sliko srca zdravniki pridobijo s postopkom elektrokardio-
grafije, pri kateri zdravniki na pacienta postavijo elektrode na različne dele
njegovega telesa in merijo električne spremembe na koži bolnika, ki so posle-
dica srčnega utripa. Število elektrod na telesu določa, koliko sledi bo imel
EKG signal. Nekatere sledi si lahko delijo elektrode, zato ima standardni 12
sledni EKG signal deset elektrod. Na tekoči list papirja se med merjenjem
zapisuje električni signal, ki ga merijo elektrode.
Elektrokardiografija se uporablja z namenom pridobivanja podatkov o
strukturi in delovanju srca bolnika. Pravilna interpretacija signala pa je
ključnega pomena za postavljanje pravilne diagnoze in potrebnega zdravlje-
nja. EKG signal ima zelo značilno obliko, saj vsebuje tako imenovane vrhove,
ki se dvigajo nad in pod vodoravno črto. Valovi so sestavljeni iz delov P, Q,
R, S, T in U, pri čemer rečemo osrednjemu delu vrha QRS kompleks, saj
vsebuje dele Q, R in S. QRS kompleks odraža depolarizacijo prekatne mu-
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Slika 1.1: Primer normalnega QRS kompleksa. Vir: [14]
skulature, ki ji sledi kontrakcija le-te. Širina QRS kompleksa je odvisna od
bitja srca, zato je ferkvenca QRS kompleksov med intenzivno fizično dejav-
nostjo kraǰsa. Zgradba QRS kompleksa je podrobneje prikazana na sliki 1.1
Nekateri vrhovi nimajo normalnega QRS kompleksa in jim lahko manjka
kakšen del. To lahko pomeni, da bitje srca ni normalno in da ima lahko paci-
ent kakšno vrsto srčne bolezni. Zato nam oblika, število pojavitev in razdalja
od preǰsnjega QRS kompleksa najbolje opǐsejo delovanje srca in zdravniku
omogočijo diagnozo. Največji problem pri analiziranju QRS kompleksov je
podoben izgled, ki ga ima veliko srčnih bolezni, kar nam oteži postavljanje
pravilne diagnoze. Če se QRS kompleksi ne pojavljajo v nekem predvidljivem
valovanju ali pa so abnormalne oblike, vemo, da gre za nekakšno vrsto arit-
mije oziroma nepravilnega bitja srca. Pri tej diplomski nalogi sem poskušal
klasificirati med desetimi aritmijami, čeprav je podatkovna zbirka vsebovala
več kot 20 aritmij. Veliko aritmij ni imelo dovolj podatkov, da bi lahko arit-
mijo uspešno klasificirali, zato jih nisem uporabil. Poleg normalnega QRS
kompleksa, ki je prikazan na sliki 1.1 in zašumljenega signala sem klasifical
tudi:
• Atrijski prezgodnji utrip (PAC) se zgodi, ko se del srčnega predd-
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vora prezgodaj skrči, vendar točni vzrok, zakaj do tega pride, še ni
znan. Ponavadi se ta aritmija pojavi pri zdravih mladih ali pa pri sta-
reǰsih ljudeh. Taka aritmija ponavadi nima nobenega slabega učinka na
pacienta in ne zahteva zdravljenja. Razliko med atrijskim prezgodnjim
utripom ter normalnim utripom lahko vidimo na sliki 1.2.
Slika 1.2: Primerjava normalnega utripa in PAC-a. Vir: [19]
• Prezgodnja ventrikularna kontrakcija (PVC) je relativno pogost
pojav, ki bolniku ne povzroča problemov in se obravnava kakor pre-
skočen utrip. Ta aritmija se pojavi, če utrip sprožijo Purkinjejeva vla-
kna v prekatih namesto sinoatrialnega vozla, ki je sicer glavni ritmov-
nik. Glavna naloga Purkinjejevih vlaken je ohranjevanje enakomernega
ritma bitja srca. Primer prezgodnje ventrikularne kontrakcije pa lahko
vidimo na sliki 1.3.
Slika 1.3: Primer prezgodnje ventrikularne kontrakcije. Vir: [15]
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• Ventrikularno plahutanje (VF) ima zelo značilno obliko, saj nima
nobene definicije QRS vrha in se pojavi kot sinusno valovanje, kot lahko
vidimo na sliki 1.4. Ta aritmija je zelo nevarna saj lahko povzroči srčni
zastoj in posledično smrt. Pojavi se lahko v vseh obdobjih človekovega
življenja [24].
Slika 1.4: Primer ventrikularnega plahutanja. Vir: [16]
• Desnokračni blok (RBBB) - pri tej aritmiji se desna ventrikulacija
sproži prepozno, kar povzroči sekundarni R val (R’). Pri večini ljudi ta
aritmija ne povzroča nobenih simptomov, nekateri ljudje pa so lahko
zaradi te aritmije bolj nagnjeni k omedlevanju. Ta artimija je lahko
prisotna že od rojstva, lahko pa se pojavi kot posledica srčnega napada,
bakterijske ali virusne infekcije srca ali pa krvnega strdka v pljučih [23].
Na sliki 1.5, lahko vidimo desnokračni blok.
• Levokračni blok (LBBB) je podoben desnokračnemu bloku, s to raz-
liko, da se leva ventrikulacija sproži kasneje kot desna, kar povzroči
širše QRS komplekse in dominanten S del QRS kompleksa. Na sliki 1.6
lahko vidimo primer levokračnega bloka.
• Fuzija ventrikularnega in normalnega utripa (VT) - do fuzije
pride, kadar električni impulzi iz različnih regij vplivajo na isto regijo
ob istem času. To aritmijo lahko povzorči neustrezna prekrvavitev srca
zaradi pretočnih ovir (ishemija). Taka aritmija lahko vodi do srčnega
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Slika 1.5: Primer desnokračnega bloka. Vir: [12]
napada ali pa ventrikularne fibrilacije [3]. Primer te fuzije lahko vidimo
na sliki 1.7.
• Fuzija normalnega in pospešenega utripa se pojavi, kadar se nor-
malni utrip in utrip srčnega spodbujevalnika deloma depolizirata. Na
sliki 1.8 je prikzana razlika med normalnim utripom, spodbujenim utri-
pom in fuzijo obeh utripov.
• Pospešeni utrip je posledica delovanja srčnega spodbujevalnika, nje-
gov izgled pa je ravno tako prikazan na sliki 1.8.
1.3.2 Strojno učenje
Ideja strojnega učenja se je razvila iz metod za prepoznavanje vzorcev in
ideje, da lahko računalniki opravljajo različne naloge, za katere niso bili
sprogramirani. Glavni korak strojnega učenja je analiziranje podatkov in
sposobnost spomina računalnika. S pomočjo spomina lahko nato računalnik
nove podatke primerja s podatki, na katerih se je učil in pridobil znanje, kar
omogoča računalniku klasifikacijo podobnih podatkov v enake razrede ali pa
napovedovanje novih podatkov, kar daje iluzijo, da računalnik razume po-
men podatkov.
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Slika 1.6: Primer levokračnega bloka. Vir: [13]
Slika 1.7: Primer zlitja ventrikularnega in normalnega utripa. Vir: [18]
Strojno učenje se danes uporablja povsod v računalnǐski industriji, prav tako
pa se je razširilo tudi na druga področja. Eno najbolj pomembnih področij
je področje medicine in zdravstva. Tu se strojno učenje uporablja za dosego
hitreǰse in bolǰse diagnoze bolezni. Za prepoznavanje rakavega tkiva [2] so
raziskovalci iz univerze Stanford razvili konvolucijsko nevronsko mrežo, ki se
je učila na 130000 slikah, na katerih je bilo več kot 2000 bolezni. Nevronsko
mrežo so nato primerjali z 21 dermatologi in ugotovili, da je bila mreža spo-
sobna tekmovati s strokovnjaki [8]. Prav tako se strojno učenje uporablja
na področju patologije, kjer se uporablja za klasifikacijo in segmentacijo slik
tkiva, mikrobov ali virusov.
Nevronske mreže so zelo uspešne pri prepoznavanju različnih vzorcev, zato se
veliko uporabljajo na področju biosignalov, kot so EEG (merjenje možganske
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Slika 1.8: Primer zlitja normalnega in pospešenega utripa. Vir: [17]
aktivnosti), EKG (merjenje srčne aktivnosti) in EMG (merjenje mǐsične ak-
tivnosti).
Pri EEG signalu se nevronske mreže uporabljajo za odkrivanje epilepsije in
epileptičnih napadov [31] in za prepoznavanje različnih emocij [32]. Pri za-
znavanju epilepsije so raziskovalci uporabili tri algoritme strojnega učenja, da
so analizirali podatke zdravih pacientov, pacientov, ki so doživeli epileptični
napad ter podatke pacientov med epileptičnim napadom. Nevronska mreža
je uspešno zaznala epileptični napad v 92,5 % primerov.
Pri EKG signalih se nevronske mreže uporabljajo za zaznavanje različnih
vrst aritmij ter drugih bolezni srca, ki so lahko razvidne iz EKG signala.
Raziskovalci so na tem področju poskušali napovedovati obstoj obstruktivne
apneje v spanju [11] in klasificirati kratke posnetke EKG signala v normalni
sinusni ritem, atrijsko fibrilacijo, alternativni ritem ali pa v šum [1]. Veliko
raziskovalnega dela pa je bilo narejenga za problem zaznavanja srčnih bole-
zni in aritmij. Ta problem bom podrobneje opisal v tej diplomski nalogi in
podal svoje rešitve ter uporabljene metode. Številna dela na tem področju
bom podrobneje opisal v poglavju 3.1.
Na področju EMG pa se globoke nevronske mreže uporabljajo za prepozna-
vanje vzorcev mioelektričnih signalov premikanja rok [26] in izdelovanje bolj
učinkovitih protez ter hitreǰse rehabilitacije.
Strojno učenje pa se je razširilo tudi na druga, širša področja. Taka po-




Pri izdelavi diplomske naloge sem uporabljal programski jezik Python, ki se
ga zelo pogosto uporablja za postopke strojnega učenja [10]. V najnoveǰsi
različici Pythona (3.7) je bila spremenjena sintaksa za določene ukaze, spre-
membe in optimizacija za določene knjižnice [20].
Glavna prednost Pythona pred drugimi jeziki je preprosto in hitro proto-
tipiranje, kar je posledica preproste sintakse in tega, da je programski jezik
skripten. Python je objektno orientiran, prav tako pa podpira dinamične
podatkovne tipe ter samodejno upravljanje s pomnilnikom [21].
Programski jezik sem uporabljal v razvojenm okolju PyCharm, ki je del
programskih okolij, ki jih nudi podjetje JetBrains. Podobna okolja nudijo
tudi za jezike PHP (PhpStorm), SQL(DataGrip) ter Javo (IntelliJ IDEA).
Razvojna okolja so študentom na voljo brez plačila v času študija, nudijo pa
tudi 30-dnevno preizkusno obdobje.
Pri izdelavi diplomske naloge pa mi je najbolj pomagala knjižnica Keras
[5]. Keras je knjižnica, ki je bila napisana v programskem jeziku Python
ter je sposobna poganjati nevronske mreže na podlagi drugih orodij, kot so
TensorFlow, CNTK in Theano. Njen osrednji namen pa je hitro izvajanje
prototipnih aplikacij. Pri svojem delu sem uporabljal različico Kerasa, ki se
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poganja nad knjižnico TensorFlow, ki jo je razvilo podjetje Google leta 2015
za namene globokega učenja.
Keras mi je omogočil, da sem enostavno in hitro opredelil več različnih
vrst arhitektur nevronskih mrež, nad katerimi sem lahko poganjal ukaze:
• complie - je ukaz, ki inicializira nevronsko mrežo in je nujno potreben za
izgradnjo nevronske mreže. Kot argumente ukazu podamo aktivacijsko
funkcijo ter cenovno funkcijo.
• fit - ki je najbolj pomemben ukaz, saj je namenjen učenju mreže. Ukazu
podamo učno množico podatkov, pravilne rezultate, čas učenja ter
število primerov, nad katerimi se bo nevronska mreža učila (batch size).
Prav tako pa mu lahko podamo validacijsko množico oziroma odstotek,
po katerem naj razdeli učno množico na učno ter validacijsko množico.
Po izvedbi ukaza se nevronska mreža začne učiti nad podanimi podatki.
• evaluate - je ukaz, ki oceni nevronsko mrežo, nad katero pokličemo
ukaz. Kot oceno nam poda klasifikacijsko točnost naše mreže nad po-
dano množico podatkov. Ukazu moramo podati kot argument testno
množico ter pravilne rezultate testne množice, prav tako pa mu lahko
podamo število primerov, nad katerimi poteka evaluacija (batch size).
• predict - je zelo podoben ukazu evaluate, s to razliko, da mu moramo
podati samo testno množico, brez pravilnih rezultatov. Izhod tega
ukaza pa je seznam, pri katerem je pri vsakem primeru za vsak razred
podana verjetnost za določen razred. V nadaljevanju moramo tako iti
skozi celoten večdimenzionalen seznam ter pogledati, kateri stolpec ima
v določeni vrstici največjo vrednost, to pa nato primerjati s pravilnim
rezultatom. Prednost takega postopka je to, da točno vidimo, pri kate-
rem primeru je prǐslo do napake in s kakšno verjetnostjo je nevronska
mreža napačno ali pravilno klasificirala podatke.
Zgoraj našteti ukazi pokrivajo najpomembneǰse funkcije strojnega učenja -
inicializacijo modela, učenje modela ter testiranje modela. Za lažjo optimi-
zacijo pa sem uporabljal tudi ukaze:
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• plot model - ukaz, izrǐse arhitekturo mreže.
• save - z ukazom shranimo trenutno arhitekturo nevronske mreže, kot
tudi uteži posameznih nevronov. Knjižnica Keras nam omogoča tudi,
da shranimo samo uteži nevronov (save weights), kar je primerno, če
imamo eno arhitekturo ampak shranjujemo več različnih uteži, da vi-
dimo, katera različica se najbolǰse izkaže nad testnimi podatki. Shra-
njeni model lahko prikličemo z ukazom model load, za priklic shranjenih
uteži pa load weights.
• summary - je ukaz, ki nam v konzolo okolja izpǐse arhitekturo nevron-
ske mreže ter število parametrov, ki jih ima mreža. Število parametrov
neposredno vpliva na hitrost učenja nevronske mreže ter hitrost prila-
gajanja mreže na učne podatke (overfitting).
2.2 Zbirka podatkov
Pri izdelavi te diplomske naloge sem uporabljal podatkovno množico MIT-
BIH Arrhythmia Database, ki je prosto dostopna na spletni strani https://
www.physionet.org/physiobank/database/mitdb/. Ta podatkovna zbirka
je bila dokončana in dostopna leta 1980, bila pa je tudi prva takšna zbirka,
ki je bila prosto dostopna. Podatkovna zbirka vsebuje 48-urne posnetke dvo-
kanalnega EKG signala, ki je bil merjen na 47 pacientih med letoma 1975 in
1979. Med 4000 posnetki so naključno izbrali 23 posnetkov, ostalih 25 po-
snetkov pa so izbrali namerno, saj so ti posnetki bili posneti na pacientih, ki
so imeli klinično pomembne aritmije. Posnetke so nato digitalizirali s 60Hz
na kanal z 11-bitno resolucijo. Nato sta 2 (ali več) kardiologa ločeno označila
vsak posnetek. Nastali konflikti so bili razrešeni tako, da je nastala enotno
označena datoteka.
Direktorij podatkovne zbirke vsebuje tri vrste datotek: .atr, .dat in .hea.
Prva vrsta datotek (.atr) vsebuje časovno znamko (timestamp) ter oznako,
kombinacija obeh pa nam pove, kakšne vrste je bil QRS vrh v določenem
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času. Druga vrsta datotek (.dat) prav tako vsebuje časovno znamko (time-
stamp) ter oba kanala EKG signala. Pri digitalizaciji EKG signala se je slika
EKG signala spremenila v zaporedje številčnih vrednosti, ki pri izrisu tvorijo
sliko EKG signala. EKG signali so bili digitalizirani s frekvenco vzorčenja
360 vzorcev na sekundo. Tretja vrsta datotek (.hea) pa vsebuje metapodatke
za določeno datoteko.
Vsaka datoteka predstavlja enega bolnika. Tako je ime datoteke prvega bol-
nika 100, v direktoriju pa so datoteke 100.atr, 100.dat, 100.hea, kar velja za
vseh 48 bolnikov [9].
Na sliki 2.1 lahko vidimo, kako je videti izris signala, ki je v .dat datotekah,
poleg tega pa so na sliki označene lokacije vrhov in njihova vrsta, kar sem
zgeneriral s pomočjo .atr datoteke. Vsebina .dat datotek pa je prikazana na
sliki 2.2, na kateri prvi stolpec prestavlja časovno komponento, drugi in tretji
stolpec pa predstavljata prvo ter drugo sled EKG signala.
Slika 2.1: Primer signala izpisanega iz .dat datoteke
Pri reševanju problema sem večinoma uporabljal datoteke tipa .atr in
.dat, saj so vsebovale najbolj relevantne podatke. Pred samo uporabo pa
smo morali podatke iz obeh datotek združiti, kar smo naredili v koraku pred-
procesiranja, ki ga bom opisal v naslednjem poglavju.
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Slika 2.2: Primer vsebine .dat datoteke
2.3 Predobdelava EKG signalov
V koraku predobdelave EKG signalov, pridobljene podatke pripravimo in ob-
delamo tako, da so primerni za prihodnjo uporabo. Najpogosteǰsi koraki v
postopku predprocesiranja so npr. izvajanje funkcij za zmanǰsevanje šuma,
odstranitev odvečnih in nepomembnih podatkov, reformatiranje podatkov v
obliko, ki bo najbolj primerna za strojno učenje in augmentacija podatkov.
Na kakovost podatkov vpliva veliko stvari. Da lahko rečemo, da imamo
kakovostne podatke, morajo ti podatki dobro predstavljati realno stanje po-
dročja, s katerim se ukvarjamo, podatki morajo biti konsistenti v njihovi
obliki, pravilnosti in točnosti prav tako pa morajo biti pridobljeni na enak
način. Nekatere od naštetih lastnosti lahko popravimo in se tako znebimo ne-
pravilnosti v koraku predprocesiranja, pri tem pa moramo biti vedno pozorni,
da se s popravljanjem nepravilnosti podatkov ne znebimo tudi pomembnih
14 Nejc Mlakar
lastnosti in s tem pokvarimo kakovostne podatke.
Pri podatkovni zbirki, ki smo jo uporabljali pri tem problemu, so bili
vsi podatki že označeni, zato smo se pri koraku predprocesiranja večinoma
ukvarjali z zmanǰsevanjem šuma ter reformatiranjem podatkov.
Na začetku sem podatke reformatiral tako, da sem vzel premikajoče se okno,
širine 50 podatkov s korakom 25 podatkov. Testiral sem tudi druge širine kot
so 100 s korakom 50 in 150 s korakom 75, vendar so bili rezultati pri oknih
širine 50 najbolǰsi.
Datoteke so vsebovale 1. ter 2. sled elektrokardiograma. Eksperimentiral
sem tako s prvo sledjo, drugo sledjo ter obema, vendar se je izkazalo, da do-
datni podatki 2. sledi niso pripomogli k bolǰsemu rezultatu modela. Prva sled
se je izkazala za bolǰso, glede razpoznavanja aritmij. Zaradi teh ugotovitev
so vsi nadaljnji testi uporabljali podatke le iz prve sledi elektrokardiograma.
Če je bil katerikoli odtipek signala znotraj okna označen kot QRS kompleks,
sem vsem podatkom podal enako označbo. Da bi sploh zaznali, kje se po-
javi QRS kompleks, smo problem spremenili v binarni problem klasificiranja.
Tako sem vsa okna, ki so bila označena z različnimi vrstami QRS kompleksov,
označil z 1, v nasprotnem primeru pa z 0. Vse podatke, ki so bili klasificirani
kot 1, se pravi QRS kompleks, sem uporabil za učenje in testiranje druge
mreže, ki pa je razlikovala med različnimi vrstami QRS kompleksov. Na ta
način sem dobil arhitekturo dveh nevronskih mrež, ki sta v tandemu iz EKG
signala zaznali, kje se QRS kompleksi pojavijo in pod katero vrsto aritmije
sodijo. Poleg omenjenih mrež sem uporabil tudi druge metode in pristope,
ki jih bom podrobneje predstavil v kasneǰsih poglavjih, celotna arhitektura
modela pa je vidna na sliki 2.15.
Tu se je pojavilo veliko težav - če prva mreža ni zaznala, da gre za QRS
kompleks, je to negativno vplivalo na drugo nevronsko mrežo, saj ta ni mo-
rala pravilno klasificirati QRS kompleksa in je bil rezultat posledično veliko
slabši. Strojno učenje se je slabo izkazalo pri prepoznavanju, ali je podatek
del QRS kompleksa ali ne, zato smo se odločili, da bomo za zaznavo, ali gre
za QRS kompleks ali ne, uporabili različne filtre oziroma značilke. Najbolǰse
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rezultate smo dobili s kombinacijo low pass filtra in drift correction metode.
QRS kompleksi so zaznani s pomočjo različnih pragov, ki so določeni na pod-
lagi povprečja, mediane in ovojnice, ki je bila izračunana skozi odvod signala.
Uporabljeni filtri so prikazani na sliki 2.3.
Slika 2.3: Primer filtrov za zaznavanje QRS kompleksov
Najprej smo za vsako vrsto aritmije naredili svojo datoteko, v katero smo
zapisali vsa okna, ki so vsebovala QRS kompleks, označen s to vrsto aritmije.
Kmalu smo opazili, da se nekatere aritmije tako redko pojavljajo, da število
vzorcev ni bilo zadostno, da bi se nevronska mreža iz njih karkoli naučila.
Poizkusili smo tudi z oteževanjem takih aritmij, vendar so bili rezultati kljub
temu slabi. V nadaljevanu smo zato učili in prepoznavali le tiste bolezni, za
katere smo imeli dovolj podatkov (več kot 500 primerov vrhov).
Na koncu smo iz teh datotek vzeli prvih 50 % oken in iz njih tvorili učno
mnžico za vsako aritmijo, drugih 25 % je tvorilo validacijsko množico, zadnjih
25 % pa je tvorilo testno množico. Te množice so bile med seboj disjunktne,
vsaka pa je imela svojo vlogo pri strojnem učenju. Na testnih podatkih se je
izkazalo, da je bolǰse, če ne vzamemo zaporednih podatkov, vendar podatke
v določeni množici naključno premešamo, kar nam omogoči, da se nevronska
mreža ne prilagodi preveč določenemu vzorcu aritmije.
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2.4 Konstrukcija nevronske mreže
Nevronska mreža je sestavljena in vhodnega, izhodnega ter vmesnih slojev,
vsak sloj pa vsebuje najmanj en nevron.
Nevron je sestavljen iz vhodnih povezav, ki prihajajo iz nevronov na vǐsjih
slojih in imajo pred začetkom učenja naključno inicializirane uteži, aktivacij-
ske funkcije ter izhodne povezave, ki ima prav tako naključno inicializirano
utež. Med samim učenjem se uteži na povezavah spreminjajo, s tem pa se
spreminjajo tudi rezultati, ki jih nevroni izračunajo s pomočjo aktivacijskih
funkcij. Na ta način se nevronska mreža uči.
Globina mreže (število vmesnih slojev), vrsta slojev, aktivacijska funckija,
hiperparametri in vrsta problema vplivajo na uspešnost mreže. Za nekatere
probleme so najbolj primerne enostavne mreže, medtem ko za druge potre-
bujemo globoke in kompleksne mreže. Pri izdelavi te diplomske naloge sem
preizkušal različne kombinacije strukture mrež, ki so imele različne vrste slo-
jev in različne hiperparametre.
Vhodnemu sloju nevronske mreže moramo podati obliko podatkov, na
katerih se bo nevronska mreža učila. Tako obliko morajo imeti podatki v
učni, validacijski ter testni množici. Podatki v našem primeru so bili v obliki
oken, dolžine 50 odtipkov, ki so vsebovali vrh QRS kompleksov na sredini.
Izhodnemu sloju pa moramo povedati, kakšno vrsto podatkov naj vrača.
Pri našem primeru je šlo za klasifikacijski problem, pri katerem je bilo možno
razlikovati med desetimi razredi, kar v praksi pomeni, da mora izhodni sloj
imeti deset izhodnih nevronov. Vsak nevron pa poda verjetnost, da gre za
določen razred. Izhodni sloj je tako za vsak primer vrnil seznam dolžine de-
set, v katerem nam je indeks števila povedal zaporedni razred, sama vrednost
števila pa nam je povedala, s kakšno verjetnostjo nevronska mreža klasificira
dani primer v določen razred. Npr. če je imelo število na 5. mestu vrednost
0.70, smo vedeli, da mreža s 70 % verjetnostjo dani primer klasificira v 5.
razred.
Vhodnemu, izhodnemu ter vmesnim slojem moramo podati vrsto sloja,
ki pa jih je v knjižnici Keras veliko, vsaka vrsta pa ima svoj namen. Vrste
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slojev so:
• Dense layer - je tesno oziroma polno povezan sloj, ki vsebuje določeno
število nevronov. Na sliki 2.4 je prikazana konstrukcija nevronske
mreže, ki je sestavljena iz polno povezanih slojev. Vhod vsakega ne-
vrona je sestavljen iz izhodov vseh nevronov na preǰsnjem sloju. Izhod
nevrona je določen s formulo:
activation(dot(input, kernel) + bias)
Pri kateri je activation - aktivacijska funkcija, ki jo določimo ob ustvar-
janju modela. V nadaljevanju bom razložil, katere vse obstajajo v
knjižnici Keras. Funckija dot() vzame istoležečo točko iz matrike vho-
dov (input) in jedra nevrona, ki ga določi nevron sam (kernel). Bias pa
je vektor, ki ga določi nevron sam, ki ga lahko tudi deaktiviramo. Pri
ustvarjanju Dense sloja lahko določimo, koliko nevronov bo sloj imel,
katero aktivacijsko funkcijo bo uporabljal, ali bo uporabljal pristran-
skost (bias), matriko jedra (kernel)...
• Dropout layer - je sloj, katerega namen je, da ignorira oziroma izpusti
določen del izhodov nevronov preǰsnega sloja. Dropout sloju podamo
število med 0 in 1, ki sloju pove, koliko odstotkov izhodov preǰsnjega
sloja naj ignorira oziroma uniči. Ti izhodi so izbrani naključno. Taki
sloji se uporabljajo z namenom preprečevanja problema overfittinga.
Ta problem se pojavi, ko se nevronska mreža med učenjem preveč pri-
lagodi učnim podatkom in nam tako vrača na pogled zelo dobre rezul-
tate, ki pa morda niso realni v primerjavi s podatki iz testne množice.
Sloju lahko prav tako podamo seme, ki nam zagotovi, da se bodo ob
večkratni izvršitvi kode vedno izbrali enaki nevroni. To je uporabno,
kadar želimo reproducirati rezultate mreže.
• Flatten layer - je sloj, ki splošči večdimenzionalne vektorje v enodimen-
zionalni vektor. To je zelo uporabno, kadar imajo nevroni določenega
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Slika 2.4: Primer nevronske mreže, ki za vmesne sloje uporablja polno pove-
zan sloj (Dense layer)
sloja večdimenzionalni izhod, vhod naslednje nivoja pa je enodimen-
zionalni vektor. V takih primerih med omenjenima slojema dodamo
sploščevalni sloj.
• Conv1D layer - enodimenzionalni konvolucijski sloj. Sloj ima določeno
enodimenzionalno konvolucijsko jedro, s katerim opravi konvolucijo nad
vektorjem na vhodu nevrona. Konvolucija je matematična operacija
dveh funkcij, pri keteri nastane tretja funkcija, ki opisuje, kako se spre-
minja prva funkcija v odvisnosti od druge. Najbolj preprost primer
konvolucije predstavlja množenje seznama z jedrom. Jedro premikamo
po orginalnem seznamu in pri tem množimo elemente seznama z ele-
menti jedra. Vsota vseh zmnožkov nam predstavlja novi element, ki ga
postavimo na mesto v seznamu, na katerega kaže jedro.
Sloju lahko ob inicializaciji določimo tudi velikost konvolucijskega jedra
in aktivacijsko funkcijo, s pomočjo katere opravimo konvolucijo.
• Conv2D layer - je dvodimenzionalni konvolucijski sloj, ki ima podobno
funkcijo ter lastnosti kot enodimenzionalni konvolucijski sloj, le da ima
ta sloj dvodimenzionalno jedro, ki izračuna izhod s pomočjo aktiva-
cijske funkcije nad dvodimenzionalnim vhodom nevrona. Tak sloj se
ponavadi uporablja pri obdelavi slik, saj so črno-bele slike ponavadi
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Slika 2.5: Primer nevronske mreže, ki ima za vhod dvodimenzionalno sliko
in uporablja konvolucijske sloje kot sosednje sloje.
podane v dveh dimenzijah, kar je tudi prikazano na sliki 2.5. Dvodi-
menzionalno jedro konvolucijskega sloja se z določenim korakom pre-
mika po sliki. Slika je predstavljena z dvodimenzionalnim seznamom, ki
vsebuje števila od 0 do 255. Jedro izvede aktivacijsko funkcijo med ele-
menti jedra ter istoležečimi elementi slike, rezultat pa zapǐse na mesto
slike, kamor kaže center jedra. V Kerasu obstaja tudi trodimenzionalni
konvolucijski sloj.
• Merge layer - je sloj, ki je namenjen združevanju izhodov preǰsnjega
sloja. Sloji v konvolucijski mreži si tipično sledijo zaporedno, v bolj
kompleksnih mrežah pa so si ti sloji lahko tudi sosednji. V takem pri-
meru se nevronska mreža razveji na več vej, v vsaki veji pa si sloji
spet sledijo zaporedno. Ko hočemo izhode različnih vej združiti na-
zaj v eno samo vejo, to ponavadi naredimo z združevalnimi sloji. Ti
sloji lahko izhode združijo na več načinov, kot so aditivni, odštevalni,
multiplikativni, povprečni in maksimalni.
– Aditivni način - za vhod imamo seznam izhodnih vektorjev preǰsnjih
slojev, ki so vsi enakih oblik. Izhod pa je le en vektor, ki vsebuje
vse preǰsnje vektorje.
– Odštevalni način - na vhod prejmemo 2 vektorja enake oblike,
izhod pa je prvi vhodni vektor odštet od drugega.
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– Multiplikativni način - na vhod prejmemo več izhodnih vektor-
jev preǰsnjega sloja, ki jih med seboj elementarno (element-wise)
množimo in tako dobimo en vektor, ki je enake oblike kot vhodni
vektorji.
– Povprečni - na vhod dobimo več izhodnih vektorjev preǰsnjega
sloja, na izhodu pa imamo en vektor, ki vsebuje povprečne vre-
dnosti vhodnih vektorjev.
– Maksimalni - na vhod dobimo več izhodnih vektorjev preǰsnjega
sloja, na izhodu pa imamo en vektor, ki vsebuje maksimalne vre-
dnosti vhodnih vektorjev.
Z različnimi možnostmi združevanja izhodnih vektorjev lahko določimo,
kakšne podatke bomo posredovali naslednjim slojem. V naši mreži
imamo lahko dve veji konvolucijskih slojev, ki poizkušata iz danih po-
datkov pridobiti pomembne značilke na drugačen način. Z združevalnim
slojem lahko izhoda vej odštejemo med seboj in rezultat posredujemo
polno povezanim slojem. V tem primeru bo naša mreža iz danih po-
datkov poizkušala določiti dve različni vrsti značilk in iz njunih razlik
poizkušala klasificirati problem.
• Batch normalization layer - je sloj, ki normalizira izhode preǰsnjega
sloja, da se izhodna števila centrirajo okoli števila 0. Ta sloj uprabljamo
zato, da se znebimo nepomembnih značilk, kar pospeši učenje, prav
tako pa zmanǰsamo vpliv vǐsjih slojev na manǰse, kar povzorči, da so
sloji bolj samostojni.
• MaxPooling1D layer - je sloj, ki s pomočjo enodimenzionalnega okna
aplicira maks filter nad vhodnim vektorjem nevrona. Izhod takega sloja
pa je vektor, ki je enake oblike kot vhodni vektor, le manǰsi. Sloju lahko
določimo velikost okna ter premik okna. Večje, kot je okno, večji bo
dejavnik zmanǰsevanja. Ta sloj se ponavadi uporablja za pohitritev
učenja.
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Slika 2.6: Primer dvodimenzionalnega max poolinga (Dense layer)
• MaxPooling2D layer - ta sloj je podoben MaxPooling1D sloju, le da
ima ta sloj dvodimenzionalno jedro, ki aplicira dvodimenzionalen maks
filter nad dvodimenzionalnim vhodnim vektorjem. Pri bolj zašumljenih
podatkih je smiselno uporabiti AveragePooling sloj. Pooling sloje upo-
rabljamo z namenom, da zmanǰsamo količino podatkov, ampak pri tem
ohranimo vse pomembne podatke, prav tako pa zagotovimo prostorsko
stalnost (spatial invariance), ter zmanǰsamo možnost prevelikega prila-
gajanja modela učni množici. Delovanje dvodimenzionalnega MaxPoo-
linga je prikazano na sliki 2.6.
• RNN layer - značilnost RNN sloja je to, da za vhod ne vzame le tre-
nutnega izhoda preǰsnjega sloja, vendar tudi vse preǰsnje vhode, zato
se za take sloje reče, da imajo spomin.
• LSTM (Long short-term memory) layer - je sloj, ki je bil prvič omenjen
leta 1997 in je različica RNN sloja, nastal pa je kot rešitev na problem
izginjajočega gradienta. LSTM sloj rešuje ta problem s tako imenova-
nim kratkim spominom, ki preprečuje, da bi se gradient skozi veliko
ponovitev eksponentno večal ali manǰsal. Takšni sloji so zelo uporabni
pri določanju novih dogodkov na podlagi zgodovine.
Več o tem, kateri sloji so na voljo, kakšni so njihovi parametri in za kaj se
uporabljajo, je na voljo v dokumentaciji knjižnice Keras [6].
Tekom učenja mreža izračuna napako, ki jo poskuša z učenjem zmanǰsati.
Poznamo več načinov izračuna napake, kateri način uporabimo, pa je odvi-
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sno od tipa podatkov oziroma problema, s katerim se ukvarjamo. Nekatere
vrste izračuna napak so bolj primerne za regresijske probleme, druge pa za
klasifikacijske probleme. Načinu izračuna napake pravimo tudi loss function.
Danes so najbolj popularne loss funkcije za regresijske probleme:
• MSE (Mean Square Error) - povprečna kvadratna napaka, ki izračuna
napako na podlagi vsote kvadratov razlik med napovedanimi vrednostmi
ter dejanskimi vrednostmi, dobljeni rezultat se nato deli s številom vseh





Pri čemer je y dejanska vrednost, x napovedana vrednost, n pa število
primerov.
• MAE (Mean Absolute Error) - povprečna absolutna napaka izračuna
napako na podlagi povprečne vsote absolutnih razlik med napoveda-
nimi vrednostmi ter dejanskimi vrednostmi.
MAE =
∑n
n=1 |yi − xi|
n
Pri čemer je y dejanska vrednost, x napovedana vrednost, n pa število
primerov.
Za klasifikacijske probleme pa:
• Cross Entropy - je najbolj razǐsrjena oblika izračuna napake za klasi-
fikacijske probleme. Vrednost napake je odvisna od tega, za koliko se
verjetnost napovedanega razreda razlikuje od dejanskega razreda. Z
manǰso verjetnostjo, kot napovemo dejanski razred, večja bo napaka.
Entropy = −(yi ∗ log(xi) + (1− yi)log(1− xi))
Pri čemer je y dejanska vrednost, x pa napovedana vrednost. Pri for-
muli lahko opazimo, da se deli formule izničijo, če je napovedana vre-
dnost 1 in s tem dobimo napako 0.
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Da pa bi mreža kar se da dobro na podlagi rezultatov loss funkcije prila-
godila uteži, na nevronih uporabljamo optimizatorje. Vloga optimizatorjev
je spreminjanje parametrov modela na podlagi rezultatov, ki jih vrača loss
funkcija. Najbolj pomembna funkcija optimizacije je metoda gradientnega
spusta.
Gradientni spust v prvem koraku izračuna, kako bi majhna sprememba v
vsaki uteži spremenila loss funkcijo in v drugem koraku spremeni vrednosti
uteži na podlagi izračunanega gradienta. Ta dva koraka ponavlja, dokler se
funkcija ne ustavi v minimumu. Problem tu pa je, da se algoritem ustavi v
lokalnem minimumu, ki pa ni nujno globalen. Tak problem rešujemo s spre-
minjanjem stopnje učenja (learning rate). Stopnja učenja je manǰsa vrednost
(ponavadi 0.0001), ki jo pomnožimo z dobljenimi gradienti z namenom, da
zmanǰsamo gradiente, saj bomo na ta način lažje konvergirali k minimumu.
Če bodo gradienti veliki, bomo lažje prǐsli iz lokalnega minimuma, če se v
njem ujamemo, vendar bomo tako tudi hitreje zgrešili potencialne globalne
minimume. Kako stopnja učenja vpliva na loss funkcijo tekom učenja je pi-
kazano na sliki 2.7.
Gradient lahko izračunamo na več načinov. Eden od načinov je batch gra-
dient descent, pri katerem se izračuna gradient po končani iteraciji, iteracija
pa vsebuje vse podatke iz učne množice. Pri tem načinu se gradient izračuna
samo enkrat. Prednost takega računanja je hitrost, saj nam ni potrebno za
vsak vzorec računati gradientov, vendar to naredimo samo po končani ite-
raciji, prav tako pa je tako računanje stabilno v svojem konvergiranju, saj
je izračunani gradient povprečna vsota vseh izračunanih gradientov. Edina
slabost takega načina je konvergiranje k lokalnemu minimumu in ne nujno
globalnemu.
Poznamo še metodo učenja stohastic gradient descent, ki izračuna gradient za
vsak vzorec med samim učenjem. Prednost takega pristopa je bolj natančna
sled izbolǰsave. Za vsak vzorec lahko vidimo, kako vpliva na izračun gradi-
enta. Tak pristop je izjemno potraten in potrebuje več delovnega spomina,
saj moramo za vsak primer izračunati gradient.
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V knjižnici Keras se uporablja mini batch gradient descent, ki je kombinacija
zgoraj omenjenih pristopov. Gradient se izračuna po končanem ciklu učenja.
Pri učenju se vsi vzorci združijo v skupke. Če je v skupku samo en vzorec
dobimo stohastic gradient descent, če pa so v skupku vsi vzorci, dobimo batch
gradient descent. Ponavadi je število vzorcev v skupku nekje vmes, odvisno
od velikosti podatkov, velikosti delovnega spomina ter želene hitrosti in na-
tančnosti učenja. Število vzorcev v skupku je ponavadi 64-512, zadnji skupek
pa vsebuje vse preostale vzorce. Številu vzorcev v skupku rečemo tudi batch
size. Za vsak vzorec v skupku se izračuna gradient, končni gradient pa je pov-
prečje vseh dobljenih gradientov. Ta pristop nam omogoča precej natančno
sled izbolǰsave, saj lahko za vsak skupek primerov vidimo, kako so vplivali na
gradient, pri tem pa ne porabimo toliko delovnega spomina. Z računanjem
gradienta nad skupkom primerov tudi zmanǰsamo njegovo zašumljenost.
Slika 2.7: Prikaz, kako stopnja učenja vpliva na rezultate loss funkcije
Poleg gradientnega spusta pa poznamo tudi optimizerje, kot so:
• Adagard: prilagodi LR za vsako utež posebej, kar pomeni, da bodo
nekatere uteži v modelu imele drugačen LR kot ostale. Ta način zelo
dobro deluje za razpršene podatke, kjer je veliko manjkajočih vrednosti.
Posebna različica Adagarda je optimizator RMSprop.
• Adam: izračuna nove gradiente na podlagi starih gradientov s pomočjo
momentov. Moment nam pove, kakšen delež preǰsnjih gradientov bomo
dodali novemu gradientu.
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Pomemben hiperparameter pa so tudi aktivacijske funkcije, ki jih uporabljajo
nevroni za izračun izhodov. Izhod nevrona je tipično vsota uteži in vhodnih
vrednosti.
Vsak nevron vsebuje seznam uteži, ki ima ob iniciaciji naključne vrednosti.
Med učenjem nevronske mreže pa se uteži nevronov spreminjajo. Na končen
rezultat vplivajo tudi prvotne uteži, kar pa nam predstavlja velik problem,
saj so uteži naključno določene. Seznam vsebuje toliko uteži, kot ima nevron
vhodov. Nevron svoj izhod izračuna na podlagi formule:
f(x1, x2, ..., xn) = w1 ∗ x1 + w2 ∗ x2 + ... + wn ∗ xn
Pri čemer w predstavlja utež iz seznama uteži nevrona x pa predstavlja vhod
iz seznama vhodov.
Rezultat se nato preslika v nelinearno aktivacijsko funkcijo. Aktivacijske
funkcije določajo, ali se bo dani nevron aktiviral ali ne oziroma, ali je izhod
nevrona pomemben za nadaljnjo uporabo v drugih nevronih ali ne. Poznamo
več vrst aktivacijskih funckij, katero aktivacijsko funkcijo uporabimo, pa je
odvisno od namena, s katerim jo uporabljamo. Tako poznamo funkcije, kot
so:
• Sigmoidna aktivacijska funkcija: vrača števila na intervalu od [0, 1],
kar je prikazano tudi na sliki 2.8. To značilnost lahko kar, najbolje
izkoristimo, če nad podatki izvedemo min max normalizacijo. Sigmoid
funkcijo lahko tudi zelo hitro izračunamo, zaradi česar je zelo razširjena
v strojnem učenju.
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Slika 2.8: Prikaz Sigmoid funkcije
• Hiperbolična tangus funkcija (tanh): vrača rezultate, ki so na inter-
valu od [−1, 1] in je prikazana na sliki 2.9. Prednost te funkcije je to,
da se bodo negativni vhodi preslikali v negativne vrednosti, ničte vre-
dnosti pa v vrednosti blizu ničle. Ta funkcija se uporablja pri binarni
klasifikaciji.
Slika 2.9: Prikaz hiperbolične tangus aktivacijske funkcije
• Softmax aktivacijska funkcija je bolj generalizirana različica Sigmoid
aktivacijske funkcije in se uporablja za večrazredno klasifikacijo.
• ReLu (Rectified Linear Unit) aktivacijska funkcija je najbolj razširjena
aktivacijska funkcija in se uporablja praktično v vseh nevronskih mrežah.
Njena glavna lastnost je, da ne pripomore k problemu izginjajočega gra-
dienta. Njeni izhodi so na intervalu [1,∞). Glavna pomanjkljivost te
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funkcije pa je ta, da vse vrednosti, ki so manǰse od 0, postanejo 0 takoj,
kar modelu zmanǰsa sposobnost učenja. Da bi se znebili te pomanjklji-
vosti, se uporablja t.i. Leaky ReLu, ki negativne vrednosti preslika
v negativne vrednosti tako, da jih pomnoži z zelo majhno konstanto
(ponavadi 0.01). S tem dobimo rezultate na intervalu od (−∞,∞).
Primerjava obeh funkcij je prikazana na sliki 2.10.
Slika 2.10: Prikaz ReLu (levo) ter Leaky ReLu (desno) aktivacijske funkcije
Pri določanju aktivacijskih funkcij pa moramo biti pozorni tudi na problem
izginjajočega gradienta, ki sem ga omenil pri opisu ReLu aktivacijske funk-
cije.
Nevronske mreže se učijo tako, da izračunajo, kako lahko majhna spre-
memba parametrov vpliva na izhod nevronske mreže. Če sprememba ne
vpliva ali pa ima minimalen vpliv na izhode nevronske mreže, nam to oteži
ali pa celo onemogoči nadaljnje učenje. Ta problem se imenuje problem iz-
ginjajočega gradienta. Do njega pride zaradi aktivacijskih funkcij, ki imajo
zelo omejen interval, v katerega lahko preslikajo vhodne vrednosti. Zaradi te
lastnosti se tudi velike spremembe preslikajo v majhno območje. Ta lastnost
pa še posebej pride do izraza, ko imamo zelo globoke nevronske mreže in se
take funkcije kopičijo ena na drugo.
Takemu problemu se lahko izognemo, če uporabljamo ReLu aktivacijske
funkcije, katerih lastnost je to, da so omejene samo navzdol, navzgor pa grejo
v neskončnost in imamo tako večje območje, v katerega lahko preslikajo vho-
dne vrednosti. Ta problem na nek način rašuje tudi sloj Batch normalization,
ki normalizira vse uteži po inicializaciji na enoten interval [0, 1] in nam tako
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pospeši učenje ter s tem zmanǰsa možnost, da bo prǐslo do problema izgi-
njajočega gradienta.
2.4.1 Uporabljena struktura
Po dolgotrajnem testiranju in eksperimentiranju sem prǐsel do strukture
mreže, ki je bila za klasifikacijo nad desetimi razredi najbolj uspešna. Kot
Slika 2.11: Shema uporabljene mreže
je iz slike 2.11 razvidno, ima uporabljena nevronska mreža kot vse mreže
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vhodni sloj, v katerega prihajajo podatki v obliki seznamov dolžine 50. Temu
sloju sledita dva konvolucijska sloja, katerih glavna naloga je iskanje različnih
značilnic iz danih podatkov. Prvi konvolucijski sloj ima 256 izhodnih nevro-
nov in uporablja konvolucijsko jedro velikosti 5. Drugi konvolucijski sloj pa
ima 128 izhodnih nevronov in konvolucijsko jedro velikosti 3. Obe konvolu-
cijski jedri se po prejetih podatkih premikata po 1 podatek na enkrat. Če bi
bilo podatkov preveč in bi učenje teklo prepočasi, bi lahko med ta dva sloja
vnesli tudi t.i. pooling sloj, povečali konvolucijski jedri ali povečali korak, s
katerim se konvolucijski jedri premikata po podatkih. Vprašanje pa je, kako
bi to vplivalo na dobljene rezultate.
Konvolucijskima slojema sledi sloj flatten, ki poskrbi, da so izhodni podatki
konvolucijskega sloja primerne oblike za polno povezan sloj. Polno pove-
zani sloji so uporabljeni kot odločitveni sloji, medtem ko so konvolucijski
sloji uporabljeni za določitev pomembnih značilnic iz danih podatkov. Med
polno povezane sloje sem vstavil še Dropout sloj, ki poskrbi, da se mreža
ne prilagodi preveč učnim podatkom. Uporabil pa sem tudi sloj Batch nor-
malization za bolǰse rezultate ter hitreǰse učenje. Prvi, polno povezan sloj
ima 64 izhodnih nevronov, drugi pa 32. Zadnji polno povezan sloj ima 10
izhodnih nevronov, toliko, kolikor razredov napoveduje. Vsi sloji uporabljajo
aktivacijsko funkcijo ReLu, razen zadnjega, ki uporablja funkcijo softmax, ki
je namenjena klasifikaciji.
Model uporablja optimizacijski algoritem Adam, za izračun izgube pa cate-
gorical crossentropy.
Shema mreže je zelo preprosta, porabi malo pomnilnika in daje dobre re-
zultate. Pri testiranju smo testirali tudi bolj kompleksne mreže, vendar se
je izkazalo, da kompleksnost mreže ni dobro vplivala na pridobljene rezul-
tate in na čas učenja. Testiral sem tudi, kako se obnašajo rekurenčni sloji,
ki so namenjeni prav takšnim problemom. Pri testiranju sem konvolucijske
sloje zamenjal z rekurenčnimi sloji, prav tako sem poizkušal rekurenčne sloje
vstaviti med konvolucijske sloje ter polno povezane sloje. Ker rekurenčni
sloji niso proizvedli bolǰsih rezultatov, sem poizkušal tudi z različnimi opti-
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mizatorji modelov, različnimi vrstami aktivacijskih funkcij v konvolucijskih
slojih ter različnimi vrstami pooling slojev. Prav tako sem beležil, kako se je
uspešnost mreže spreminjala v odvisnosti od globine mreže, števila parame-
trov mreže ter števila vzorcev, nad katerimi se je mreža učila (batch size).
Mrežo sem učil 100 iteracij, pri tem pa sem uporabljal funkcijo, ki zazna, kdaj
se je mreža nehala učiti in takrat ustavi učenje. Na enkrat sem skozi mrežo
pošiljal 64 primerov QRS kompleksov. Pri tem številu primerov je mreža
bolǰse konvergirala in porabila manj delovnega spomina, je pa zaradi tega
učenje trajalo dlje. Eksperimentiral sem tudi z večjim in manǰsim številom
primerov, vendar se je to število primerov obneslo najbolǰse.
2.5 Postopek učenja in testiranja nevronske
mreže
Pri postopku učenja nevronske mreže sem mreži podal celotno učno množico
z labelami, katero je mreža naključno pomešala, kar je prineslo bolǰse re-
zultate. Če učna množica ni bila pomešana, se je mreža preveč prilagodila
danemu QRS kompleksu, zaradi česa so bili posledično tudi slabši končni
rezultati.
Na začetku učenja imajo nevroni v nevronski mreži naključno določene
uteži, katere se med učenjem spreminjajo na podlagi vhodnih podatkov, tre-
nutnih vrednosti uteži ter aktivacijskih funkcij in tako skozi številne iteracije
klasifikacijska točnost mreže konvergira proti 1. Eni iteraciji učenja nevronske
mreže pravimo tudi epoch. Pri vsaki iteraciji mreži postopoma podamo vse
primere iz učne množice skupaj z njihovimi labelami. Podatke učni množici
podajamo v t.i. batchih oziroma skupkih. Velikost takih skupkov določa
število primerov, ki se bodo širili po nevronski mreži. Večji, kot so ti paketi,
hitreje se bo izvajalo učenje nevronske mreže, vendar pa smo tu omejeni z
velikostjo delovnega spomina, tako da je velikost paketov odvisna tudi od
velikosti in oblike podatkov ter količine delovnega spomina, ki je na voljo. Iz
slike 2.12 lahko razberemo, koliko iteracij je mreža že izvedla in koliko jih bo
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še morala. Prav tako lahko vidimo, koliko je vseh podatkov v učni množici
ter kakšna je trenutna klasifikacijska točnost na učni in validacijski množici.
V teku strojnega učenja se uteži nevronov in njihovi izhodi spreminjajo,
mreža pa na koncu vsake iteracije javi klasifikacijsko točnost ter izgubo (loss)
nad podatki v trenutnem paketu. Pri postopku učenja poizkuša mreža mi-
nimizirati svojo izgubo.
Če učenje izvajamo predolgo, se bodo izhodi nevronov preveč prilagodili
učnim podatkov (problem overfittinga). Ta problem lahko rešujemo z drugačno
strukturo mreže (dodamo Dropout sloje), dodamo validacijsko množico po-
stopku strojnega učenja ali pa ustavimo strojno učenje, ko vidimo, da se
mreža ne uči nič novega.
Validacijska množica pri strojnem učenju služi kot testna množica, za katero
vemo pravilne rezultate. Nevronsko mrežo med učenjem (po vsaki iteraciji)
testiramo z validacijsko množico. Če je klasifikacijska točnost nad validacij-
sko množico slabša, kot jo mreža med učenjem doseže na učni množici, vemo,
da prihaja do overfittinga. Problem overfittinga sem reševal na vse naštete
načine.
Slika 2.12: Primer izpisa nevronske mreže med učenjem, v katerem lahko
vidimo število vseh vzorcev, vrednost loss funkcije ter klasifikacijsko točnost
na učnih in validacijskih podatkih.
2.5.1 Verifikacija
Pri postopku verifikacije sem zgradil deset mrež za vsako aritmijo. Mreže
so imele enako arhitekturo, kot je prikazana na sliki 2.11. Vsaki mreži sem
podal binarno označene podatke, prva označba je predstavljala določeno arit-
mijo, druga pa je označevala vse ostale aritmije. Na ta način je vsaka mreža
znala iz podatkov prepoznati ali gre za določeno aritmijo ali ne.
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Pri določevanju učne, testne in validacijske množice, sem pazil na to, da je
bila vsaka aritmija številčno podobno zastopana. Aritmije, ki so vsebovale
več podatkov kot ostale, sem omejil in iz originalnih množic, ki sem jih upo-
rabil pri klasifikacijskih problemih, vzel le manši del podatkov te aritmije.
Od aritmij, ki so imele manj podatkov pa sem iz originalnih množic vzel
več oziroma vse podatke. Na ta način so bile v učni testni in validacijski
množici vse aritmije podobno zastopane. To sem naredil zato, da se ne bi
mreža preveč prilagodila bolj številčnim podatkov in bi tako posledično slabo
prepoznavala aritmije z manǰstevilčnimi podatki.
Testiranje mrež je potekalo tako, da sem vsak podatek iz testne množice po-
dal vsem 10 mrežam. Vsaka je za dan podatek napovedala ali gre za isto
aritmijo, kot je bila aritmija, ki se jo je mreža v postopku učenja naučila pre-
poznavati. Napovedano verjetnost, da gre za določeno aritmijo, vsake mreže
sem za vsak vzorec shranil v seznam, na podlagi katerega sem nato lahko iz-
risal ROC krivulje in izmeril površino pod krivuljo. S pomočjo površine pod
ROC krivuljo, sem lahko primerjal katere mreže dobro prepoznavajo aritmije
in katere ne.
Celoten model verifikacije je prikazan na sliki 2.13.
2.5.2 Klasifikacija
Pri postopku klasifikacije sem zgradil eno mrežo, ki sem ji določil podatke,
ki so bili označeni z desetimi labelami. Labele so predstavljale posamezno
aritmijo. Postopek testiranja sem izvedel tako, da sem mreži podal celotno
testno množico, katero je mreža po paketih testirala ter za vsak primer shra-
nila svojo napoved. Seznam vseh napovedanih razredov, ki jih mreža vrne,
sem primerjal z dejanskimi razredi in na podlagi teh dveh seznamov zgradil
matriko napak in izračunal klasifikacijsko točnost mreže. Celoten model kla-
sifikacije je prikazan na sliki 2.14.
Pridobljene rezultate sem v postopku postprocesiranja uspel z bolj komple-
ksno metodo izbolǰsati. Postopek pa je bolj podrobno opisan v poglavju
Postprocesiranje rezultatov. Slika izbolǰsanega modela pa je prikazana na
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sliki 2.15.
Za pridobitev teh rezultatov so se uporabila okna, ki jih je metoda za detek-
cijo vrhov označila kot vrh. Če je metoda napačno klasificirala vrh ali pa je
bil vrh znotraj okna zamaknjen, je to negativno vplivalo na končni rezultat.
Da pa bi primerjali, kako dobro se mreži dejansko obneseta ob idealnih pogo-
jih, sem v mreže podajal okna, ki so bila v datoteki .atr označena. Ta okna
so bila centrirana in pravilno označena. Modela sta se pričakovano bolǰse
obnesla nad idealnimi podatki. Prvi model je imel klasifikacijsko točnost
94,37 %, drugi pa 92,68 %. Tu pa je še vedno do največ napak prihajalo med
napovedovanjem normalnega in atrijskega prezgodnjega utripa.
2.6 Postprocesiranje rezultatov
Po postopku učenja in testiranja smo pridobili kar dobro oceno, kakšne rezul-
tate lahko naša mreža doseže. Rezultate pa lahko z določenimi postopki še
izbolǰsamo. Naša mreža je namreč za vsako okno podala svoje napovedi in to
naredila za vseh deset razredov. Verjetnosti za posamezno okno sem zapisal
v posebno datoteko. V datoteko se je zapisalo trinajst stolpcev. Prvi stolpec
je bil indeks okna, drugi stolpec je bila dejanska oznaka okna, tretji stolpec
napovedana oznaka okna, naslednjih deset stolpcev pa so bile verjetnosti za
določen razred. Po hitri analizi datoteke sem opazil, da mreža določene pare
aritmij pogosto zamenja. Zato smo s sodelavci prǐsli do ideje, da bi naredili
več modelov, ki bi napovedovali med tremi razredi in te modele uporabili za
dodatno klasifikacijo QRS kompleksov, ki jih je originalna mreža klasificirala
z manj kor 80 % verjetnostjo. Ta meja je bila določena eksperimentalno,
če je bila meja večja, se je končna klasifikacijska točnost model zmanǰsala.
Ti dodatni modeli bi bili sestavljeni tako, da bi podatki pripadali dvema
realnima razredoma, tretji razred pa bi označeval vse ostale razrede. Na ta
način lahko mreža za določeno okno klasificira, ali okno pripada določenima
razredoma ali pa nobenemu od teh razredov.
Na ta način smo naredili model za vsak par aritmij, na katerih se je učila in
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testirala originalna mreža. Tako smo dobili 45 različnih modelov.
modelov = (10 ∗ 9)/2
Število 10 ponazarja število različnih aritmij, število 9 pa ponazarja število
različnih aritmij minus 1, ker je 1 aritmija že uporabljena na prvem mestu in
želimo napovedovati različne aritmije. Produkt nato delimo z 2, saj model,
ki uporablja aritmiji 1 in 2 deluje enako kot model, ki uporablja aritmiji 2 in
1. Drugi model tako ni potreben.
Da smo modele lahko pravilno naučili in stestirali, smo mogli podatke pred
vnosom v mrežo predelati. Podatkom smo v postopku predprocesiranja siste-
matično spremenili oznake, da so ustrezali razredom, za katere je bil določen
model ustvarjen. Vsak model je imel ime sestavljeno iz razredov, nad kate-
rimi se je učil. Modeli so imeli enako strukturo mreže kot originalna mreža,
ki sem jo opisal v preǰsnjem poglavju.
Te modele smo v koraku postprocesiranja uporabili tako, da če je bila verje-
tnost napovedanega razreda originalne mreže manǰsa kot 80 %, sem uporabil
glasovanje modelov. Pogledal sem, kateri trije razredi imajo največjo klasi-
fikacijsko verjetnost. Nato sem uporabil tri modele, ki so klasificirali med
določenimi razredi.
Npr. če je originalna mreža prikazana na sliki 2.14 napovedala QRS kompleks
z manj kot 80 % verjetnostjo, smo izbrali tri razrede, ki jih je ta mreža na-
povedala z največjo verjetnostjo in dani QRS kompleks dodatno klasificirali
z prej omenjenimi razredi. Npr. če so bili trije najbolj verjetni razredi A, B
in C smo QRS kompleks dodatno klasificirali z modeli, ki so razlikovali med
razredoma A, B in vsi ostali razredi, A, C in vsi ostali razredi ter B, C in
vsi ostali razredi. Na ta način smo pri vsakem modelu dobili verjetnost, da
gre za določen razred, te verjetnosti smo nato za vsak razred sešteli in tako
dobili najbolj verjeten razred. Shema glasovanja najbolj verjetnega razreda
je prikazana na sliki 2.16. Najbolj verjeten razred smo nato uporabili kot
končno napoved. Shema modela skupaj s tem glasovanjem pa je prikazana
na sliki 2.15.
Interpretacija rezultatov teh modelov pa je bila ključnega pomena za nji-
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hov uspeh. En način interpretacije je večinsko glasovanje, če večina razredov
določi določen razred, potem lahko z veliko verjetnostjo rečemo, kateri razred
je pravi. Drugi način bi bil, da bi analizirali verjetnosti, s katerimi modeli
podajo rezultate in se na podlagi teh odločili, kateri razred je pravi. Npr.
model ena lahko z 90 % verjetnostjo napove razred 1, drugi model lahko
napove z 80 %, da gre za razred 1 in tretji model z 99 % verjetnostjo, da ne
gre za razred 2 ali 3. Na ta način lahko zagotovo ugotovimo, kateri razred je
najbolj verjeten, zato sem pri koraku postprocesiranja uporabljal ta način.
Verjetnost za posamezen razred sem izračunal tako, da sem seštel verjetno-
sti, ki so jih vrnili modeli za vsak razred. Tretjo verjetnost modela pa sem
prǐstel verjetnosti tistega razreda, ki ga model ni napovedoval. Nato sem iz
izračunanih verjetnosti izbral razred, ki je imel največjo verjetnost. Omenjeni
postopek lahko vidite na sliki 2.16 tudi na grafični način.
Slika 2.13: Konča arhitektura modela z uporabo verifikacije
Slika 2.14: Originalna mreža
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Slika 2.15: Konča arhitektura celotnega modela.
Slika 2.16: Shema glasovanja
Problem pa je še vedno predstavljal razred A (atrijski prezgodnji utrip),
saj ga konvolucijska mreža ni mogla dobro zaznati in ga je velikokrat klasi-
ficirala kot normalni utrip. Do tega je prǐslo zato, ker konvolucijski sloji ne
delujejo dobro za časovne probleme.
Diplomska naloga 37
Končni model z vsemi uporabljenimi metodami in modeli je podrobneje pri-
kazan na sliki 2.15.
Poleg omenjene strukture pa sem uporabil tudi metodo verifikacije, ki je
prikazana na sliki 2.13. Postopek verifikacije je bil enak prej omenjenemu
postopku, razlikoval pa se je le v končnem delu. Tu namreč nisem upora-
bil modelov, ki znajo napovedovati med tremi razredi, ampak sem uporabil
modele, ki so se naučili razlikovati med določeno aritmijo ter vsemi ostali
aritmijami. Določena artimija je imela oznako 1, vse ostale artimije pa so
imele oznako 0.
2.7 Analiza rezultatov
Za bolj natančno analizo rezultatov se uporablja matrika napak, ki jasno
pokaže, kateri razredi so dobro klasificirani in pri katerih razredih pride do
največjega števila napak. V našem primeru je matrika napak vsebovala 10
vrstic ter stolpcev, na sliki 2.17 pa je prikazana matrika napak za binarni
problem za lažjo razlago. S pomočjo matrike napak lahko izračunamo po-
membne podatke, kot so klasifikacijska točnost modela ali razreda, priklic
posameznega razreda ter natančnost posameznega razreda. Poleg navede-
nih mer lahko izračunamo tudi F mero, ki predstavlja harmonično povprečje
preciznosti in priklica za posamezen razred.
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Slika 2.17: Primer matrike napak za binarni problem.
Matrika napak po diagonali vsebuje vse primere, ki so bili pravilno klasifi-
cirani (vrednosti TP in TN). Vsi ostali primeri pa so bili klasificirani napačno
(vrednosti FP in FN). Iz teh vrednosti lahko izračunamo preciznost, priklic,













F (1) = 2 ∗ n(1) ∗ priklic(1)
p(1) + prilic(1)
Kjer n predstavlja natančnost, p preciznost, sens senzitivnost, spec spe-
cifičnost in F F mero.
Iz matrike napak lahko vidimo vse napake in izračunamo omenjene mere.
Niso pa si vse napake med seboj enake. Vse je odvisno, s kakšnimi razredi
imamo opravka. V našem primeru, če model narobe klasificira aritmijo, ki
Diplomska naloga 39
ni škodljiva in ne potrebuje posebnega zdravljenja kot podobno aritmijo, ki
prav tako ne potrebuje zdravljenja, je ta napaka v resnici nepomembna. V
nasprotnem primeru, če model klasificira aritmijo, ki ni škodljiva in ne po-
trebuje zdravljenja kot aritmijo, ki je lahko smrtno nevarna, pacient poǐsče
zdravljenje. Ta napaka je bolj pomembna kot tista iz prvega primera, vendar
pa to še ni največja napaka. Največja napaka bi bila, če bi model aritmijo,
ki je smrtno nevarna klasificiral kot aritmijo, ki ne potrebuje zdravljenja. V
tem primeru bi pacient mislil, da z njim ni nič narobe, čeprav bi potreboval
zdravnǐsko pomoč. Take napake nosijo največjo težo.
Uspešnost modela pa lahko merimo tudi z ROC krivuljo. ROC krivulja nam
na grafičen način prikaže razmerje med senzitivnostjo in 1 - specifičnostjo
oziroma razmerjem med pozitivno klasificiranimi pozitivnimi primeri ter ne-
gativno klasificiranimi negativnimi primeri. ROC krivulja ima na navpični
osi senzitivnost na vodoravni osi pa 1- specifičnost. ROC krivuljo generi-
ramo tako, da za vsak možen klasifikacijski prag, izračunamo razmerje med
pozitivno klasificiranimi pozitivnimi primeri in negativno klasificiranimi po-
zitivnimi primeri. Klasifikacijski prag nam pove pri kakšni verjetnosti bomo
dani primer klasificirali kot pozitiven. Pri klasičnih klasifikacijskih modelih,
ta prag znaša 0,5 oziroma 50 %, kar pomeni da so vsi primeri, ki imajo ver-
jetnost več kot 0,5 klasificirani pozitivno vsi ostali pa negativno.
Za bolj natančno primerjavo med modeli pa uporabimo površino pod ROC
krivuljo. Večja, kot je površina pod krivuljo, bolj uspešen je model. Na sliki
2.18 lahko vidimo model, ki je napovedoval, ali je dani QRS kompleks posle-
dica srčnega spodbujevalnika ali ne. Kot vidimo, se je pri klasificiranju zelo
dobro izkazal. Na sliki 2.19 pa lahko vidimo manj uspešen model, ki je napo-
vedoval ali je dani podatek atrijski prezgodnji utrip. Rezultat je pričakovano
zelo slab, saj se je izkazalo, da je atrijski prezgodnji utrip zelo težko zaznati
s konvolucijskimi mrežami.
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Slika 2.18: Primer zelo uspešnega modela.





Pri metodi verifikacije, kjer je vsaka mreža prepoznavala ali gre za določeno
aritmijo ali ne, sem tako dobil deset mrež, ki sem jih ovrednotil s pomočjo
ROC krivulj. Kot je bilo omenjeno v poglavju Analiza rezultatov, nam
površina pod ROC krivuljo (AUC) pove, kako uspešen je bil model pri prepo-
znavanju aritmije. Spodnja tabela prikazuje rezultate verifikacijskih modelov
za vse aritmije. Prvi stolpec vsebuje oznako aritmije, drugi stolpec število
podatkov v učni množici, tretji stolpec število podatkov v testni množici, za-
dnji stolpec pa površino pod ROC krivuljo (AUC). Kot je bilo že omenjeno
v poglavju Analiza rezultatov, bližje, kot je AUC številu 1 bolǰsi je model.
Nekatere aritmije so v originalni zbirki podatkov bile bolj številčno zastopane
kot druge, zaradi česar lahko vidimo, velike razlike med številom primerov
v učnih in testnih množicah med posameznimi aritmijami. Kako so bile se-
stavljene testne, validacijske ter učne množice je podrobneje predstavljeno v
poglavju Postopek učenja in testiranja nevronskih mrež.
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Oznaka arimtije Učna množica Testna množica AUC
+ 7472 939 0.97
N 139857 17489 0.82
A 13052 1638 0.87
V 30603 3832 0.90
f 5995 754 0.93
F 5009 634 0.92
/ 30264 3791 0.98
L 32712 4096 0.95
R 30948 3876 0.94
! 1565 201 0.81
Razlaga kratic:
• + - šum v signalu,
• N - normalen utrip,
• A - prezgodnji atrijski utrip,
• V - PVC ali prezgodnja ventrikularna kontrakcija,
• / - spodbujen utrip,
• f - fuzija spodbujenega in normalnega utripa,
• F - fuzija ventrikularnega in normalnega utripa,
• L - LBBB ali levokračni blok,
• R - RBBB ali desnokračni blok,
• ! - ventrikularno plapolanje.
Na uspešnost verifikacijskih modelov, je vplivalo razmerje med številom
primerov v učni množici ter številom primerov v testni množici. Če je bilo v
učni množici premalo število primerov je to negativno vplivalo na uspešnost
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modela. Poleg tega pa so si nekatere aritmije medseboj zelo podobne. Model
je tako določen vzorec verificiral z manǰso verjetnostjo, če je vzorec pripadal
aritmiji, ki je bila zelo podobna aritmiji, ki se jo je model naučil prepozna-
vati, kar negativno vpliva na področje pod ROC krivuljo.
V nasprotnem primeru pa je problem binarnega klasificiranja lažji kot pro-
blem klasificiranja v deset različnih razredov, zato sem nekatere aritmije s
pomočjo verifikacije bolǰse prepoznaval kot s postopkom klasifikacije.
3.1.2 Klasifikacija
V našem primeru smo klasificirali 10 razredov, zato je imela tudi matrika
napak 10 stolpcev in 10 vrstic, kot lahko razberemo iz spodnje slike. Vsak
kvadratek vsebuje število primerov, ki so bili klasificirani v dano vrstico in
stolpec. Odtenek celice nam poda hitro informacijo, v katere celice je bilo
klasificirano največ primerov. Tako lahko že pri hitrem pregledu vidimo, da
imajo celice, ki potekajo po diagonali matrike, klasificirano največje število
primerov, kot je bilo tudi pričakovano. Iz slike lahko vidimo, da ima vsaka
vrstica in vsak stolpec kratico ene izmed aritmij, med katerimi smo klasifici-
rali.
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Slika 3.1: Dejanska matrika napak za osnovno klasifikacijo.
Na sliki 3.1 lahko vidimo matriko napak za model, prikazan na sliki 2.14.
Tu vidimo, da ima osnovni klasifikacijski model klasifikacijsko točnost 88,73
%. F mere za to matriko pa prikazuje slika 3.2.
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Slika 3.2: Slika F mere za vsak razred.
Slika 3.3: Dejanska matrika napak.
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Slika 3.3 je pridobljena iz arhitekture 2.15. Iz matrike napak lahko vidimo,
da je do največ napak prihajalo med razredoma normalni utrip ter prezgodnji
atrijski utrip. Da je tu prǐslo do največ napak ni nobeno presenečenje, saj
oba utripa izgledata skoraj identično. Edina razlika pri njima je iregularna
frekvenca pojavljanja prezgodnjega atrijskega utripa, ki pa je konvolucijske
nevronske mreže ne morejo dobro zaznati.
Slika 3.4: Slika F mere za vsak razred.
Slika 3.4 prikazuje F mero za vse razrede navedene v matriki napak 3.3.
Iz omenjene matrike napak sem razbral natančnost in priklic za vsak razred
in tako izračunal F mero po formuli prikazani v poglavju Analiza rezultatov.
Bližje, kot je F mera številu 1 za določen razred, bolǰse je bil ta razred kla-
sificiran. Iz slike lahko tako razberemo, da je bil najbolǰse klasificiran razred
\, ki označuje vrhove, ki so nastali kot posledica srčnega spodbujevalnika.
Najslabše klasificiran razred pa je razred !, ki označuje šum v podatkih.
S pomočjo analiziranja matrike zmot in F mer za posamezen razred lahko
ugotovimo, kje prihaja do največ napak in kje bi lahko rezultate izbolǰsali na
način, ki izbolǰsa klasifikacijsko točnost celotnega modela. V postopku te-
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stiranja različnih arhitektur in nevronskih mrež sem analiziral matrike zmot
vsake nevronske mreže in sem na ta način našel tisto nevronsko mrežo, katere
arhitektura je bila najbolj uspešna. Prav tako pa sem lahko na enak način
odkril najbolǰso konfiguracijo hiperparametrov ter načina učenja.
Iz dane matrike zmot lahko izračunamo končno klasifikacijsko točnost mo-
dela, ki znaša 91,05 %. Dobljene rezultate je dobro primerjati tudi s točnostjo
večinskega razreda. Večinski razred je tisti razred, ki se v podatkih pojavi
največkrat, točnost večinskega razreda pa dobimo tako, da število pojavi-
tev večinskega razreda delimo s številom vseh razredov. Če je klasifikacijska
točnost nevronske mreže slabša od točnosti večinskega razreda, pomeni, da je
naša mreža neuporabna, saj bi bili bolj točni, če bi vedno napovedali večinski
razred. V našem primeru ni bilo tako, saj je bila točnost večinskega razreda
okoli 20 %, kar pa smo z našo nevronsko mrežo zelo izbolǰsali.
Rezultat je bil pridobljen na QRS kompleksih, ki smo jih z nevronsko mrežo
zaznali iz originalnega EKG signala. To je pomenilo, da nekateri QRS kom-
pleksi niso bili označeni ali pa so bili znotraj okna zamaknjeni. Vrh samega
QRS kompleksa ni bil nujno na sredini okna, ki sem ga podajal nevronski
mreži za klasifikacijo aritmij. To je nedvomno slabo vplivalo na končno kla-
sifikacijsko točnost. Zanimalo pa me je, kako se nevronska mreža obnese, če
ji podamo optimalne podatke. Zato sem s pomočje datotek s končnico .atr
pridobil indexse vrhov vseh QRS kompleksov. Te komplekse sem nato podal
celotnemu modelu klasifikacije, prikazanem na sliki 2.15, končna klasifikacij-






Pri modelu verifikacije, sem pri prepoznavanju vsake aritmije ocenil uspešnost
modela na podlagi izračunanega področja pod ROC krivuljo. Doseženi re-
zultati so se gibali med 0,81 in 0,98.
Nekatere aritmije so imele zelo dober rezultat, druge malo manj. Aritmije,
ki sem jih bolǰse zaznaval, so imele precej zančilno obliko, aritmije, pri kate-
rih sem pa dosegel slabše rezultate, pa so imele obliko zelo podobno drugim
aritmijam. To se lahko vidi pri rezultatih za normalen utrip ter atrijski pre-
zgodnji utrip, ki sta si zelo podobna. Področje pod ROC krivuljo za normalen
utrip je znašalo 0,82, za atrijski prezgodnji utrip pa 0,87.
Zelo dober rezultat pa sem dosegel pri verificiranju spodbujenega utripa, ki
ima zelo značilno obliko, zato je bil rezultat tukaj tudi najbolǰsi in sicer 0,98.
4.1.2 Klasifikacija
Pri osnovnem modelu klasifikacije, prikazanem na sliki 2.14, sem dosegel
klasifikacijsko točnost 88,73 %, kar je najslabše od vseh izdelanih modelov.
Slabši rezultat pripisujem težkemu problemu - klasificiranje desetih različnih
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aritmij, med katerimi so si mnoge zelo podobne. Iz matrike napak na sliki3.1,
lahko vidimo, da določene aritmije mreža pogostokrat zamenja, kar sem z
naprednim modelom klasifikacije 2.15 deloma popravil. Rezultat osnovnega
modela klasifikacije je v primerjavi z rezultati drugih raziskovalcev slabši.
Velika prednost tega modela pa se mi zdi preposta struktura mreže, ki pri
velikem številu klasifikacijskih razredov, še vedno doseže konkurenčne rezu-
late.
Napredni model klasifikacije 2.15 pa vsebuje dodaten korak klasifikacije
za primere, katere osnovni klasifikacijski model klasificira z manj kot 80 %
verjetnostjo. Namen tega koraka je izbolǰsanje klasifikacije primerov arit-
mij, ki so si podobne, kar napredni klasifikacijski model v določeni meri tudi
doseže. Rezultati modela so pričakovani najbolǰsi od vseh izdelanih modelov.
Končni rezultat tega modela je primerljiv in v večini primerov celo bolǰsi od
rezultatov, ki so jih pridobili drugi avtorji na podobnem problemu.
Napredni model klasifikacije 2.15, je z idealnimi podatki dosegel klasifikacij-
sko točnost 94,17 %, kar je zelo dober rezultat. To je tudi pričakovano, saj z
zaznavanjem QRS kompleksov, zgrešimo, ali pa zamaknemo QRS komplekse
znotraj okna, kar negativno vpliva na klasifikacijo oken. Ta diplomska naloga
je bila izdelana z namenom uporabe v realnih svetu, kjer pa nikoli ne bomo
imeli idealno označenih vrhov QRS kompleksov. Zato se tekom te diplomske
naloge nisem toliko posvečal tej metodi pridobivanja rezultatov.
4.1.3 Sorodna dela
Čeprav so rezultati na prvi pogled precej dobri, moramo te rezultate pri-
merjati z drugimi, ki so izvajali podobne eksperimente, da zares ugotovimo,
kako dobri so. Pri tem pa se moramo tudi zavedati, da se rezultati med
seboj ralikujejo po uporabljenih metodah in zaželenih ciljih eksperimentov.
K problemu zaznavanja aritmij iz EKG signala lahko pristopimo na veliko
različnih načinov. Nekateri raziskovalci za dosego cilja niso uporabljali glo-
bokih nevronskih mrež, vendar so uporabili druge metode strojnega učenja.
Pri raziskovanju sorodnih del sem iskal takšne članke, ki so bili po cilju in
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uporabljenih metodah kar se da podobni našemu delu.
V članku Arrhythmia classification using the RR-interval duration signal [29]
so avtorji na isti podatkovni zbirki napovedovali med petimi vrstami srčnih
utripov. Problem so tako poenostavili in iz 23 vrst utripov zgradili 5 disjunk-
tivnih množic, ki so vsebovale utripe, ki imajo skupne značilnice. V koraku
predprocesiranja pa so prav tako kot mi uporabili razične matematične in
statistične metode za zaznavanje QRS kompleksov iz EKG signala. Zaznane
QRS komplekse so nato s pomočjo algoritma in različnih pravil klasificirali v
eno izmed petih kategorij. Pri klasificiranju tako niso uporabljali nobenih me-
tod strojnega učenja ampak le matematično odločanje na podlagi značilnic.
Pri tem pa so dosegli klasifikacijsko točnost 95,85 %, kar je zelo podobno
našemu rezultatu, le da mi nismo grupirali aritmije v kategorije in smo na ta
način klasificirali večje število aritmij.
Tudi pri naslednjem članku Cardiac arrhythmia classification using auto-
regressive modeling [25] avtorji niso uporabljali globokih nevronskih mrež,
vendar so se zatekli k odločitvenim drevesom. Pri postopku so prav tako za
vsak QRS kompleks izračunali različne značilnice, ki so po njihovem mne-
nju najbolje določile, za kakšno vrste aritmije gre. Pri tem so omejili število
različnih aritmij, med katerimi izvajajo klasifikacijo, na šest različnih aritmij.
V koraku predprocesiranja so odstranili šum in s pomočjo Pan-Tompkins al-
goritma [30] zaznali vse R vrhove v EKG signalu. Klasifikacijske točnosti
za posamezno aritmijo so bile malenkost bolǰse kot tiste, ki sem jih dosegel
jaz. Vendar pa so avtorji članka klasificirali le šest aritmij, medtem ko sem
jih jaz deset. Prav tako niso klasificirali aritmij, ki so se izkazale za najbolj
problematične.
Avtorji članka Prediction of Cardiac Arrhythmia using Artificial Neural Ne-
twork [27] pa so pri svojem delu uporabljali nevronske mreže. Podobno
kot pri našem delu sta raziskovalca v koraku predprocesiranja iz signala od-
stranila šum ter nad prečǐsčenim signalom poiskala QRS komplekse. Najdene
QRS komplekse sta nato združila v manǰse zbrike, ki so vsebovale po šestnajst
QRS kompleksov. Iz omenjenih zbirk sta avtorja nato izluščila značilnice s
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pomočjo linearnih in nelinearanih metod. Dobljene značilnice so predsta-
vljale vhod nevronski mreži, ki je imela le dva skrita sloja in je napovedovala
med petimi vrstami aritmij. Ta pristop se je izakazal kot zelo učinkovit saj
sta avtorja dosegla kar 97 % klasifikacijsko točnost. Tri aritmije sta pravilno
klasificirala v 100 %, najslabše pa sta klasificirala arimitjo PCV, z 80 % kla-
sifikacijsko točnostjo. Ta aritmija se je izkazala za težavno tudi pri mojem
eksperimentu, vendar ne v taki meri, saj sem jo uspešno klasificiral v 87 %
primerov.
Iz omenjenih člankov lahko opazimo, da je bil naš pristop k reševanju tega
problema podoben, če ne celo enak ostalim raziskovalcem. Glavne razlike
med deli so seveda pri uporabljenih metodah. Odločitvena drevesa so se zelo
dobro izkazala pri malem številu različnih razredov. Čeprav je člankov, ki so
se ukvarjali z istim problem kar veliko, je naša prednost ta, da smo klasifi-
kacijo izvajali nad večjim številom razredov kot ostali in vseeno dobili dobre
rezultate. Po analizi sorodnih del, ki uporabljajo enak vir podatkov kot jaz
(MIT-BIH Arrhythmia Database) lahko vidimo, da so pridobljeni rezultati
v tej nalogi primerljivi ali celo bolǰsi od nekaterih. Naš cilj pred začetkom
izdelave naloge je bil, da nevronska mreža doseže klasifikacijsko točnost 90
%, kar smo z malo domǐslije in kombiniranja metod dosegli in celo presegli.
4.2 Nadaljnje delo
Celoten model bi se lahko kasneje uporabljal kot del aplikacije Savvy aparata.
Savvy aparat so razvili raziskovalci na Inštitutu Jožef Štefan z namenom ne-
prestanega merjenja uporabnikovega EKG signala. Aparat se namesti na
uporabnikovo oprsje, kjer meri uporabnikov EKG sigal, ki ga lahko upo-
rabnik nato spremlja na mobilni aplikaciji. Uporabnik lahko preko mobilne
aplikacije tudi označuje EKG signal. Izmerjeni EKG signal bi lahko predsta-
vljal vhoden podatek našemu modelu, ki bi iz njega lahko detektiral ali ima
uporabnik kakšno vrsto aritmije ali ne. Obstoječa aplikacija že podpira tisk
EKG signala, ki ga uporabnik lahko preda svojemu zdravniku. Tu bi lahko
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naš model označil QRS komplekse zaradi katerih misli, da ima uporabnik
določeno aritmijo, kar bi zdravniku omogočilo lažjo diagnozo.
Da bi naš model lahko uporabljali kot del take aplikacije, bi bilo potrebno
celoten model bolje optimizirati, da bi se lahko izvajal v realnem času. Po-
trebno bi bilo tudi analizirati kakšne podatke pošilja Savvy aparat in naš
model prilagoditi tem podatkom.
Poleg tega bi lahko z več testiranja in eksperimentiranja prǐsel do bolj uspešne
strukture nevronske mreže. Tu bi bilo smiselno eksperimentirati z bolj kom-
pleksnimi nevronskimi mrežami, ki bi se sicer učile več dni, ampak bi morda
lahko prinesle bolǰse rezultate. Za testiranje tako kompleksnih nevronskih
mrež med izdelavo te diplomske naloge na žalost ni bilo časa.
Prav tako sem se med izdelavo te naloge veliko naučil o nevronskih mrežah,
njihovi strukturi ter konfiguraciji hiperparametrov. Pridobljeno znanje bi
lahko v nadaljevanju uporabil za zasnovo bolǰsih struktur in pametneǰsega
ter hitreǰsega testiranja nevronskih mrež, s čimer bi hitreje prǐsel do bolǰse
rešitve.
Prav tako bi bilo smiselno posvetiti več časa predprocesiranju in ugotoviti,
katere značilke oziroma kakšna oblika signala poda najbolǰse rezultate. Za
zaznavanje QRS kompleksov se v številnih člankih omenja algoritem Tomp-
kins oziroma PanTomkins, ki pa ga jaz nisem uporabljal. Med samo izdelavo
naloge sem poizkušal nevronski mreži podati odvod od dejanskega signala,
vendar to ni dalo bolǰsih rezultatov. Iz analize sorodnih del sem odkril, da
se je ekstrakcija značilnic pokazala kot zelo učinkovit način doseganja bolǰsih
rezultatov.
Namen same naloge je bil raziskovati, česa so zmožne nevronske mreže.
Narava nevronskih mrež je taka, da ne moremo vedeti, kakšne strukture in
kakšna konfiguracija nam bo prinesla najbolǰse rezultate, zato pa je zelo po-
membno, da veliko testiramo in poizkušamo odkriti nove načine, kako bi
lahko združili več različnih postopkov tako, da pridobimo najbolǰse možne
rešitve.
Pri tako množičnem testiranju nam pomagajo tudi pristopi optimizacije hi-
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perparametrov. Hiperparametri so parametri, ki vplivajo na konfiguracijo
nevronske mreže in posledično na njeno učinkovitost. Pod hiperparame-
tre štejemo hitrost učenja (learning rate), optimizer, število slojev v mreži,
število nevronov v posameznem sloju itn. Tipičen pristop optimizacije hiper-
parametrov je mrežno iskanje (grid search). S pristopom mrežnega iskanja
lahko hitreje in bolj učinkovito izbolǰsamo delovanje našega modela. Mrežno
iskanje [4] je eden od načinov za iskanje konfiguracije hiperparametrov, po-
znamo pa še naključno iskanje [22] ter Bayesovo optimizacijo [28].
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