Abstract-The problem of convergence properties of space mapping optimization algorithms is addressed. A new weighting scheme in the parameter extraction procedure is introduced that allows us to control the behavior of the space mapping algorithm and force it to converge after a reasonable number of fine model evaluations. An application example is provided.
I. INTRODUCTION
Space mapping (SM) [1] - [5] is a methodology that allows efficient optimization of expensive or "fine" models by means of the iterative optimization and updating of so-called "coarse" models, less accurate but cheaper to evaluate. Provided that the misalignment between the fine and coarse models is not significant, space-mapping-based algorithms typically provide satisfactory results after only a few evaluations of the fine model. In microwave area (e.g., [6] - [9] ), fine models are often based on full-wave electromagnetic simulations, whereas coarse models may be physically-based circuit models.
There are two features of space mapping that may cause convergence problems and affect the performance of the SM algorithm. First, consistency conditions between the fine and coarse models are not necessarily satisfied. In particular, although it is desirable, we do not require that the surrogate model matches the fine model with respect to value and first order derivative at any of the iteration points. Second, subsequent iterations are accepted regardless of the objective function improvement. As a consequence, convergence of SM algorithms is not guaranteed in general and the choice of an optimal SM approach for a given problem is not obvious.
In this paper we propose a modification of the parameter extraction procedure one of the two fundamental components of any SM algorithm that allows us to control convergence of the space mapping algorithm through a proper choice of weight coefficients used in the parameter extraction procedure. The (4) . By looking closer into the two steps of the SM algorithm, i.e., the surrogate model optimization (2) and the parameter extraction (4), one can observe that the convergence of the SM algorithm, i.e., the relation between x(i+2) _x(i+)II and llx(i+'1)_x 1 1 is mainly determined by the relation between the subsequent surrogate models, Rj('), R,(i'+) and Rj' 2) In particular, by choosing wi.k+l < WUk for all k, one can expect that the influence of subsequent iteration points on the values of the SM parameters will decrease. An extreme example is the situation, in which one puts wi.0 1, and WUk= 0 for k= 1, 2, ... . In this case one have p(k) p(O) for k = 1, 2, ..., which means that all the surrogate models R,(k), k= 0, 1, ..., are the same and the SM algorithm converges in one iteration. This, of course, is not a good option, because by forcing the algorithm to stop after the first iteration we prevent it from finding a satisfactory solution.
In this paper we propose the following practical scheme:
where a is a constant smaller than 1. Parameter a should be small enough to ensure convergence of the SM algorithm but large enough to allow the algorithm to find an acceptable solution. Obviously, for some coarse models and some space mapping types, it is not possible to satisfy the above two conditions at the same time. Hence, there are two situations, in which convergence control using the weighting scheme can be successfully employed: (i) the SM algorithm converges and finds a satisfactory solution but one wants to obtain a better convergence rate, or (ii) the SM algorithm does not converge but seems to be able to find a satisfactory solution (e.g., there is an oscillatory behavior, i.e., llx(")-x(')ll is roughly constant and U(Rj(')(x('+1))) satisfies the design specifications at least for some i). In other cases, the only choice is to employ a better coarse model or to try a different space mapping type. The above weighting scheme can be justified by mathematical considerations founded on rigorous convergence results, which will be given in a separate paper.
IV. APPLICATION EXAMPLE Consider the six-section H-plane waveguide filter [11] shown in Fig. 1 . The fine model is simulated using MEFiSTo [12] . The Matlab coarse model (Fig. 2) IS11l < 0.16 for 5.4GHz < c < 9.0GHz, ISIII > 0.85 for 5.OGHz < c <5.2GHz, and IS, > 0.5 for 9.5GHz<c< 10.0GHz.
The starting point is a coarse model optimal solution.
We will use the following surrogate model:
R,(x,p)= R(x,A,c)=A AR(x+c), where A is an output space mapping diagonal matrix and c is the input space mapping vector. We perform SM optimization using parameter extraction with five different weighting schemes: a standard one (wi.j= 1, Wi,k= 0.01 for k= 0,..., i-1), and a scheme (5) Table I shows the value of the specification error for all the considered weighting schemes as well as the number of fine model evaluations necessary to obtain the algorithm convergence assuming 10-3 tolerance for lx(+1) -x()l Fig. 3 shows the convergence properties of the considered SM algorithms.
The algorithm using the standard weighting scheme is not convergent and the average specification error is positive. It is seen that employing the weighting scheme (5) makes the algorithm convergent and the convergence rate improves with decreasing value of a. However, too small values of a deteriorate the quality of the solution. It seems that a around 0.6 is a good choice for this example. The optimal value of a can be estimated using the assessment method derived from the convergence results for SM algorithms. This problem will be dealt with in a separate paper.
V. CONCLUSION
A simple and efficient technique for controlling the convergence properties of space mapping optimization algorithms is presented. The performance of the method is demonstrated using a microwave design example. Fig. 3 . Six-section H-plane waveguide filter: convergence properties for the SM algorithm using the standard weighting scheme (*), and the weighting scheme (5) with a= 0.8 (x), a= 0.6 (+), a= 0.4 (o), and a= 0.2 (i).
