This study explores the use of photometric techniques (shape-from-shading and uncalibrated photometric stereo) for upsampling the low-resolution depth map from an RGB-D sensor to the higher resolution of the companion RGB image. A single-shot variational approach is first put forward, which is effective as long as the target's reflectance is piecewise-constant. It is then shown that this dependency upon a specific reflectance model can be relaxed by focusing on a specific class of objects (e.g., faces), and delegate reflectance estimation to a deep neural network. A multi-shots strategy based on randomly varying lighting conditions is eventually discussed. It requires no training or prior on the reflectance, yet this comes at the price of a dedicated acquisition setup. Both quantitative and qualitative evaluations illustrate the effectiveness of the proposed methods on synthetic and real-world scenarios.
INTRODUCTION
R GB-D sensors have become very popular for 3Dreconstruction, in view of their low cost and ease of use. They deliver a colored point cloud in a single shot, but the resulting shape often misses thin geometric structures. This is due to noise, quantisation and, more importantly, the coarse resolution of the depth map. In comparison, the quality and resolution of the companion RGB image are substantially better. For instance, the Asus Xtion Pro Live device delivers 1280 × 1024 px 2 RGB images, but only up to 640 × 480 px 2 depth maps. The depth map thus needs to be up-sampled to the same resolution of the RGB image, and the latter could be analysed photometrically to reveal finescale details. However, super-resolution of a solitary depth map without additional constraint is an ill-posed problem, and retrieving geometry from either a single color image (shape-from-shading) or from a sequence of color images acquired under unknown, varying lighting (uncalibrated photometric stereo) is another ill-posed problem.
This study explores the resolution of both ill-posedness issues by jointly performing depth super-resolution and photometric 3D-reconstruction. We call this combined approach photometric depth super-resolution. It is motivated by the observation that ill-posedness in depth super-resolution and in photometric 3D-reconstruction have different origins. In depth super-resolution, constraints on high-frequency shape variations are missing, while low-frequency (e.g., concave-convex or bas-relief) ambiguities arise in photometric 3D-reconstruction. Therefore, the low-frequency geometric information necessary to disambiguate photometric 3D-reconstruction should be extracted from the lowresolution depth measurements and, symmetrically, the z z 0 n z (p)
p Ω LR Ω HR z(p) Fig. 1 : Schematic representation of the geometric setup. Depth measurements z 0 : Ω LR → R are available over a low-resolution set Ω LR , and color measurements I : Ω LR → R 3 over a high-resolution set Ω HR . Photometric depth super-resolution consists in combining these measurements into a high-resolution depth map z : Ω HR → R over the high-resolution set Ω HR . The red (RGB sensor) frame is the reference coordinates system for 3D-measurements, the blue one is the reference coordinates system for pixel coordinates, and n z,∇z (p) ∈ S 2 ⊂ R 3 is the unit-length normal to the surface at the 3D-point conjugate to pixel p ∈ Ω HR . This normal vector implicitly depends upon the unknown depth z(p) and its gradient ∇z(p), see Eq. (2) .
high-resolution photometric clues in the RGB image(s) should provide the high-frequency information required to disambiguate depth super-resolution. One hand thus washes the other: ill-posedness in depth super-resolution is fought using photometric 3D-reconstruction, and vice-versa.
A generic RGB-D sensor is considered, which consists of a depth sensor and an RGB camera facing a surface, aligned in such a way that both of their optical axes are parallel and both of their optical centers lie on a plane orthogonal to these axes (see Figure 1 ).
The images of the surface on the focal planes of the depth and the color cameras are denoted respectively by Ω LR ⊂ R 2 and Ω HR ⊂ R 2 . In a single shot, the RGB-D sensor provides two 2D-representations of the surface:
• A geometric one, taking the form of a mapping z 0 : Ω LR → R between pixels in Ω LR and the depth of their conjugate 3D-points on the surface; • A photometric one, taking the form of a mapping I : Ω HR → R 3 between pixels in Ω HR and the radiance (relatively to the red, green and blue channels of the color camera) of their conjugate 3D-point.
In real-world scenarios, the sets Ω LR and Ω HR are discrete, and the cardinality |Ω LR | of Ω LR is lower than that |Ω HR | of Ω HR , since the color camera typically has a higher resolution than the depth sensor. To obtain the richest surface representation, one should thus project the depth measurements z 0 from Ω LR to Ω HR , i.e. estimate a new, high resolution depth map z : Ω HR → R. This requires a few assumptions on the relationships between these maps, which are stated in the next paragraphs.
Assumptions and Problem Statement
Given the assumptions above on the alignment of the depth sensors, and neglecting occlusions, the low-resolution depth map z 0 can be considered as a downsampled version of the sought high-resolution one z, after warping and averaging:
with η z the realisation of a stochastic process representing measurement errors and quantisation, and K : R |Ω HR | → R |Ω LR | a linear operator combining warping, blurring and downsampling [1] , which can be calibrated beforehand [2] . Solving (1) in terms of the high-resolution depth map z constitutes the depth super-resolution problem. Since K is not invertible, further assumptions on the smoothness of the unknown depth map z are required. In this work, we require z to be smooth, in the sense that the normal to the surface exists in every visible point. Denoting by f > 0 the focal length of the color camera, and by p : Ω HR → R 2 the field of pixel coordinates with respect to its principal point, the normals to the surface can be parameterised in the image domain as a field n z,∇z : Ω HR → S 2 ⊂ R 3 of unit-length vectors, which is defined as (see, e.g., [3] ) n z,∇z = 1 |f ∇z| 2 + (−z − p · ∇z) 2 f ∇z −z − p · ∇z (2) We further assume that the surface is Lambertian and lit by a collection of infinitely distant point light sources. The irradiance in channel ∈ {R, G, B} then writes I = λ ω c (λ)ρ(λ)φ(λ, ω) max{0, s(ω) · n z,∇z } dω dλ, (3) where integration is carried out over all wavelengths λ (ρ is the spectral reflectance of the surface and c is the transmission spectrum of the camera in channel ) and all incident lighting directions ω (s(ω) is the unit-length vector pointing towards the light source located in direction ω, and φ(·, ω) is the spectrum of this source), and where n z,∇z is the unitlength surface normal defined in (2) . Assuming achromatic lighting i.e., φ(·, ω) := φ(ω), using a first-order 1 spherical harmonics approximation [5] , [6] of the inner integral, and assuming (3) is satisfied up to additive noise, we obtain
with η I : Ω HR → R 3 the realisation of a stochastic process standing for noise, quantisation and outliers, l ∈ R 4 the achromatic "light vector", ρ : Ω HR → R 3 the albedo (Lambertian reflectance) map, relatively to the camera transmission spectra {c } ∈{R,G,B} , and m z,∇z : Ω HR → R 4 a vector field depending upon the surface normals. Solving (4) in terms of the high-resolution depth map z constitutes the photometric 3D-reconstruction problem. Remark that both the reflectance ρ and the lighting l are unknown and represent hidden variables to estimate. The aim of photometric depth super-resolution is then to infer the high-resolution depth map z : Ω HR → R out of the low-resolution one z 0 : Ω LR → R and of the highresolution photometric measurements I : Ω HR → R 3 , while ensuring consistency with the super-resolution constraint in (1) and with the photometric one in (4).
Contributions and Paper Organisation
As being discussed in Section 2, the literature is remarkably dense in both the fields of depth super-resolution and photometric 3D-reconstruction. However, their joint solving has not been explored so far, apart from our previous conference papers [7] and [8] . The present study subsumes both these contributions into a thorough discussion on photometric depth super-resolution. Besides extending the model-based approach from [7] and the data-based one from [8] with new experiments and discussions, a novel intermediate approach will be presented, which combines the benefits of modeland data-based strategies.
Our conference paper [7] has highlighted that the key issue in photometric depth super-resolution lies within the estimation of the target's reflectance. Using a single RGB-D pair, it can be carried out in the same time as photometric depth super-resolution using a variational approach to shape-from-shading, as discussed in Section 3. This approach however relies on a strong assumption on the piecewise-constantness of the reflectance map.
It is then shown in Section 4 how to relax this assumption by delegating reflectance estimation to a deep neural network trained offline using photometric stereo. The learnt reflectance can be plugged into the former variational framework, which considerably simplifies the numerics and bypasses the need for an explicit reflectance model.
Still, this approach remains effective only as long as the reflectance of the target is similar to those of the training objects. To get rid of any implicit or explicit reflectance model, a sequence of RGB-D data can be captured under varying, unknown lighting [8] . We discuss this uncalibrated photometric stereo-based strategy in Section 5, before drawing our conclusions and suggesting future research directions in Section 6.
RELATED WORKS
Single depth image super-resolution requires solving Equation (1) in terms of the high-resolution depth map z. Since K is not invertible, this is an ill-posed problem: there exist infinitely many choices for interpolating between observations (see Figure 1 in the supplementary material). Disambiguation can be carried out by adding observations obtained from different viewing angles [9] , [10] , [11] . In the more challenging case of a single viewing angle, a smoothness prior on the high-resolution depth map can be added and a variational approach can be followed [1] . One may also resort to machine learning techniques relying on a dictionary of low-and high-resolution depth or edge patches [12] , [13] . Such a dictionary can even be constructed from a single depth image by looking for self-similarities [14] , [15] . Nevertheless, learning-based depth super-resolution methods remain prone to over-fitting [16] , which can also be avoided by combining the respective merits of machine learning and variational approaches [17] , [18] .
Shape-from-shading [19] , [20] , [21] , [22] is another classical inverse problem which aims at inferring shape from a single image of a scene, by inverting an image formation model such as (4) . Common numerical strategies for this task include variational [23] , [24] and PDE methods [25] , [26] , [27] , [28] . However, even when reflectance and lighting are known, shape-from-shading is ill-posed. For instance, if assuming for simplicity a graylevel image, frontal lighting, uniform Lambertian reflectance and orthographic projection, shape-from-shading comes down to solving the eikonal [29] . This equation only provides the magnitude of the depth gradient, and not its direction. The local shape is thus unambiguous in singular points (the tangent vectors in Figure 2 in the supplementary material), but two singular points may either be connected by "going up" or by "going down" (concave / convex ambiguity). Obviously, even more ambiguities arise under more realistic lighting and reflectance assumptions. This is nicely visualised in the "workshop metaphor" of Adelson and Pentland [30] : any image can be explained by a flat shape illuminated uniformly but painted in a complex manner, by a white and frontally-lit surface with a complex geometry, or by a white planar surface illuminated in a complex manner. Shape-from-shading under uniform reflectance but natural lighting has been studied [31] , [32] , [33] , [34] , but the case with unknown reflectance requires the introduction of additional priors [35] . This can be avoided by actively controlling the lighting, a variant of shape-from-shading known as photometric stereo which allows to unambiguously estimate shape and reflectance [36] . The problem with uncalibrated lighting is however ill-posed: it can be solved only up to a linear ambiguity [37] which, assuming integrability of the normals, reduces to a generalised bas-relief (GBR) one under directional lighting [38] , and to a Lorentz one under spherical harmonics lighting [39] . Resolution of such ambiguities by resorting to additional priors [40] , [41] , [42] , and extensions to non-Lambertian reflectances [43] , remain active research topics. It has also been shown recently in [44] that PDE-based approaches may be worthwhile for uncalibrated photometric stereo, because they implicitly enforce integrability and thus naturally reduce ambiguities.
Shape-from-shading has recently gained new life with the emergence of RGB-D sensors. Indeed, the rough depth map can be used as prior to "guide" shape-from-shading and thus circumvent its ambiguities. This has been achieved in both the multi-view [45] , [46] , [47] and the singleshot [48] , [49] , [50] , [51] , [52] , [53] cases. Still, the resolutions of the input image and depth map are assumed equal, and the same holds for approaches resorting to photometric stereo instead of shape-from-shading [54] , [55] , [56] , [57] . In fact, depth super-resolution and photometric 3D-reconstruction have been widely studied, but rarely together. Several methods were proposed to coalign the depth edges in the super-resolved map with edges in the highresolution color image [2] , [58] , [59] , [60] , [61] , but such approaches only consider sparse color features and may thus miss thin geometric structures. Some authors superresolve the photometric stereo results [62] , and others generate high-resolution images using photometric stereo [63] , but none employ low-resolution depth clues except those of [64] , who combine calibrated photometric stereo with structured light sensing. However, this involves a nonstandard setup and careful lighting calibration, and reflectance is assumed to be uniform. Such issues are circumvented in the building blocks [7] and [8] of this study, which deal with photometric depth super-resolution based on, respectively, shape-from-shading and photometric stereo. Let us start by presenting the former approach, which is a single-shot solution to photometric depth super-resolution based on a variational approach to shape-from-shading.
SINGLE SHOT DEPTH SUPER-RESOLUTION US-ING SHAPE-FROM-SHADING
In this section, we assume that the only available data is the input image I as well as the low-resolution depth map z 0 , and we aim at jointly solving the ill-posed problems of depth super-resolution and shape-from-shading. To obtain a high-resolution depth map z as described in (1) as well as encoded in the normals in (4), we opt for a Bayesian-tovariational strategy [65] .
Bayesian-to-Variational Rationale
Besides the high-resolution depth map z, neither the reflectance ρ nor the lighting vector l is known. We treat the joint recovery of these three quantities as a maximum a posteriori (MAP) estimation problem. To this end we aim at maximising the posterior distribution of I and z 0 which, according to Bayes rule, writes P(z, ρ, l|z 0 , I) = P(z 0 , I|z, ρ, l)P(z, ρ, l) P(z 0 , I) .
In (5) , the denominator is the marginal likelihood, which is a constant wrt. the variables z, ρ and l and can thus be neglected during optimisation. The numerator is the product of the likelihood P(z 0 , I|z, ρ, l) and the prior distribution P(z, ρ, l), which both need to be further discussed.
The measurements of depth and image observations being done using separate sensors, z 0 and I are statistically independent and thus the likelihood factors out as P(z 0 , I|z, ρ, l) = P(z 0 |z, ρ, l) P(I|z, ρ, l). Furthermore, we assume that the process of how the depth map z 0 is acquired is depending neither on lighting l nor on reflectance ρ. Given this, the marginal likelihood for the depth map z 0 can be written as P(z 0 |z, ρ, l) = P(z 0 |z). Assuming that noise η z in Eq. (1) is homoskedastic, zero-mean and Gaussiandistributed with variance σ 2 z , we further have P(z 0 |z) ∝ exp −
Concerning the marginal likelihood of I, we assume the random variable η I in (4) follows a homoskedastic Gaussian distribution with zero mean and covariance matrix diag(σ 2
the standard scalar product in R 4 . Given the above derivation, the likelihood in (5) is given by
The prior distribution P(z, ρ, l) in (5) can be derived in a similar manner. We assume that geometry (z), reflectance (ρ) and lighting (l) are statistically independent 2 , thus the prior distribution factors out as P(z, ρ, l) = P(z)P(ρ)P(l).
Lighting is modeled as a low-frequency quantity over the whole image domain, 4-dimensional (1st order harmonics) in our case, cf. (4) . This allows us to use an improper prior for the lighting:
The prior on z is slightly more evolved. As we want to prevent oversmoothing ( 2 regularisation) and/or staircasing artefacts ( 1 regularisation), we make use of a minimal surface prior [66] . To this end, a parametrisation dA z,∇z : Ω HR → R mapping each pixel to the corresponding area of the surface element is required. This writes dA z,∇z = z f 2 |f ∇z| 2 + (−z − p · ∇z) 2 , and the total surface area is then given by dA z dz 1 (Ω HR ) . Introducing a free parameter α > 0 to control the surface smoothness, the minimal surface prior can then be stated as
Following the Retinex theory [67] , reflectance ρ can be assumed piecewise-constant, resulting in a Potts prior
with β > 0 controlling the degree of discontinuities in the reflectance ρ. Note that ρ is a vector field, thus for each pixel p, ∇ρ(p) = [∇ρ R (p), ∇ρ G (p), ∇ρ B (p)] ∈ R 3×2 , and 2. The non-dependency of reflectance upon geometry and lighting follows immediately from the Lambertian assumption, as the surface is reflecting light equally in all directions. Independence of geometry and lighting follows from the distant-light assumption and neglection of self-reflections.
we use the following definition of the · 0 (Ω HR ) "norm":
The MAP estimate (z * , ρ * , l * ) for depth, reflectance and lighting is eventually attained by maximising the posterior distribution (5) or, equivalently, minimising its negative logarithm. Plugging Eqs. (6) to (10) into (5) , and discarding all (additive) constants, the joint estimation of depth, reflectance and lighting comes down to solving the following variational problem:
where the trade-off parameters (µ, ν, λ) are given by
Numerical Solving of (11)
The variational problem in (11) is not only nonconvex, but also inherits a nonlinear dependency upon the gradient of z, see (4) along with (2) . Compared to other methods, which overcome this issue by either following a two-step approach via optimising over the normals and then fitting an integrable surface to it [48] (a strategy which may fail if the estimated normals are non-integrable), or by freezing the nonlinearity [51] (which may yield convergence issues, in view of the nonconvexity of the optimisation problem), we solve for the depth directly and without any approximation. To this end we introduce an auxiliary vector field θ : Ω HR → R 3 with θ := (z, ∇z), which separates the nonlinearities induced by the shape-from-shading and minimal surface terms from the dependency upon the gradient induced by the normal calculation, see [34] . This splitting approach can formally be written as a constrained optimisation problem of the form
To solve the nonconvex, nonsmooth and constrained optimisation problem (13) we make use of a multi-block ADMM scheme [68] , [69] , [70] . This comes down to iterating a sequence consisting of minimisations of the augmented Lagrangian
over the primal variables z, ρ, l and θ, and one gradient ascent step over the dual variable u : Ω HR → R 3 (κ > 0 can be viewed as a step size).
At iteration (k), one sweep of this scheme writes as:
,
The albedo subproblem (15) is solved using the primal-dual algorithm [71] . The lighting update step in (16) is done using the pseudo-inverse. The θ-update (17) is a nonlinear optimisation subproblem, yet free of neighboring pixel dependency thanks to the proposed splitting. It can be solved independently in each pixel using the implementation [72] of the L-BFGS method [73] . Eventually, the conjugate gradient method is applied on the normal equations of (18), which is a sparse linear least squares problem.
Our initial values for (k) = (0) are chosen to be ρ (0) = I, l (0) = [0, 0, −1, 0] , z (0) a smoothed version of z 0 using the guided filter [74] followed by bicubic interpolation to upsample to the image domain Ω HR , θ (0) = (z, ∇z) (0) , u (0) = 0 and κ = 10 −4 . Due to the problem being nonsmooth and nonconvex, to date no convergence results have been provided and we leave this as future work. Nevertheless, in our experiments we have never encountered any problem reaching convergence, which we consider as reached if the relative residual falls below some threshold:
and if the constraint θ = (z, ∇z) is numerically satisfied, i.e.
To ensure the latter, the step size κ is multiplied by a factor of 1.5 after each iteration. The scheme is implemented in Matlab, except the albedo update (15) which is implemented in CUDA. Depending on the datasets, convergence is reached between 10s and 90s.
Experiments
We used publicly available datasets ( Figure 3 in the supplementary material) in order to determine appropriate values for the hyper-parameters (µ, ν, λ) involved in Problem (11), and for comparing against the state-of-the-art. To this end, 3D-meshes were rendered into high-resolution ground-truth depth maps of size [480 × 640 px 2 ], then into low-resolution depth maps with scale factors of 8, 4 and 2. Additive zeromean Gaussian noise with standard deviation 10 −3 times the squared original depth value (consistently with realworld measurements from [75] ) is then added to the lowresolution depth maps, before quantisation. High-resolution RGB images were rendered from the ground-truth depth map using the first-order spherical harmonics model (4), with l = [0, 0, −1, 0.2] , four different high-resolution reflectance maps and an additive zero-mean Gaussian noise with standard deviation 1% the maximum intensity. For quantitative evaluation, we consider the root mean squared error (RMSE) on the estimated depth and reflectance maps, and the mean angular error (MAE) on surface normals.
Although the optimal value of each parameter can be deduced using (12) , it can be difficult to estimate the statistics in practice, thus we consider (µ, ν, λ) as tunable hyperparameters. To select an appropriate set of values for them, we initially set µ = 0.5, ν = 0.01 and λ = 1. We then evaluate the impact of each parameter by varying it while keeping the remaining two fixed. The results of this experiment (see Figure 4 in the supplementary material) are as follows. Large values of µ force the depth map to keep close to the noisy input, while small values make the depth prior less important so not capable of disambiguating shape-from-shading. Inbetween, the range µ ∈ [10 −1 , 10] seems to provide appropriate results. As for ν, large values produce over-smoothed results and small ones result in slightly noisier depth estimates, although the albedo estimate seems unaffected by this choice. Overall, the range ν ∈ [1, 10 2 ] seems appropriate, although depth regularisation really matters only if color cannot be exploited, e.g. due to shadows, black reflectance, saturation or strong noise in the RGB image (see real-world experiments). The parameter λ strongly impacts both the resulting albedo and depth: too small (resp., high) values for λ result in over (resp., under)segmentation problems, and in both cases shading information gets propagated to the albedo. We found λ ∈ [10 −1 , 10] to be a reasonable choice. Overall, we opted for the set of parameters (µ, ν, λ) = (0.1, 0.7, 1) for our experiments.
Using this set of parameters, we then conducted qualitative and quantitative comparison of our method against two other single-shot approaches, i.e. a learning-based approach [13] 3 and an image-based approach [60] . To emphasise the interest of joint shape-from-shading and depth super-resolution over shading-based depth refinement using downsampled images, we also consider [51] . Table 1 and Figure 5 , both in the supplementary material, show comparisons of our results with those of these methods. As can be clearly seen, our method systematically overcomes the competitors in terms of MAE values, which indicates that fine-scale (high-frequency) geometric details are better recovered. The RMSE on depth rather evaluates the overall (low-frequency) adequation with ground-truth, and for this metric our results are comparable with [13] , which achieves the best results. Overall, the proposed method provides the best compromise between the recovery of high-and lowfrequency geometric information.
Real-world experiments were then carried on publicly available datasets [46] , [47] , [76] , [77] , as well as data we captured ourselves with an Intel RealSense D415 and an Asus Xtion Pro Live camera. We acquired RGB images of size [1280 × 720 px 2 ] and [1280 × 1024 px 2 ], respectively, and depth images of resolution [640 × 480 px 2 ] and [320×240 px 2 ], both at 30fps. Data was captured indoor with an LED attached to the camera in order to reinforce shading in the RGB images. The objects of interest were manually segmented from background before processing.
Results on real-world datasets "Android", "Basecap", "Minion" and "Rucksack" we captured with an Intel Realsense D415 camera. All datasets shown here have a scaling factor of 2 between the low-resolution depth z 0 and the high-resolution image I. Figure 2 shows the resulting estimates of ρ and z on real-world data. More qualitative results can be found in the supplementary material. The "Android" dataset shows that our approach nicely separates albedo and depth estimation. All shading information is explained with geometry as our Potts prior prevents shading information being propagated into reflectance. Whenever color gets saturated or too low (cf. "Basecap" dataset), the minimal surface drives superresolution, which adds robustness. Additionally fine details, such as the stitches on the peak or the rivet of the bottle opener of the cap are nicely recovered. The geometry of the 3-dimensional stitching "GUINNES" is not explained as albedo information, thus it is correclty explained in z. Oversegmentation of reflectance can be seen in the "minion" dataset (the eyes, the "Gru" logo central of the dungarees and the left foot). Thanks to the minimal surface prior the depth estimate does not seem to deteriorate greatly. For the "Rucksack" dataset even fine details, such as the wrinkles can be recovered and although the material is not purely lambertian, our algorithm seems to cope well with it. Our method only fails when reflectance does not fit the Potts prior, e.g. on faces. For such objects with smoothly varying reflectance the piecewise-constant albedo assumption induces bias in the estimated depth. Indeed, the prior forbids to explain thin brightness variations in terms of reflectance, and thus the depth is forced to account for them. This results in noisy high-resolution depth maps (second row in Figure 3 ). Of course, one could relax the piecewiseconstant reflectance assumption by appropriately tuning the weight of the Potts prior, i.e. by reducing the value of λ. However, this causes the albedo map to entirely explain the input image. Consequently, shading is assumed to be negligible, and there is no hope to properly refine the input depth map through shape-from-shading, cf. columns three and four in Figure 3 .
This failure case illustrates the difficulty of designing a Bayesian prior which would properly split geometry and albedo information. The rest of this manuscript discusses two different strategies to circumvent this issue: by replacing the albedo estimation brick of the proposed variational framework with a deep neural network, or by acquiring additional data. The former approach is described in the next section.
The need for a strong prior on the target's reflectance is a serious bottleneck in single-shot depth super-resolution using shape-from-shading. To circumvent this issue, we investigate in this section the combination of a deep learning strategy (to estimate reflectance) with a simplified version of the proposed variational framework (to carry out depth super-resolution, with known reflectance).
Motivations and Construction of our Method
If we replace the assumption of piecewise-constant albedo by the much stronger assumption of known albedo, the variational problem from the previous section comes down to jointly achieving depth super-resolution and low-order lighting estimation, and is thus simplified substantially. Yet, the task of designing a reflectance prior which is both realistic and numerically tractable is replaced with that of designing an efficient method for estimating a reflectance map out of a high-resolution RGB image. Luckily, this problem has long been investigated in the computer vision community: it is an intrinsic image decomposition problem. Some variational solutions exist [35] , [78] , yet they rely on explicit reflectance priors and thus suffer from the same limitations as the previously proposed approach. One recent alternative is to rather resort to convolutional neural networks (CNNs), see for instance [79] .
However, one important issue pertaining to learningbased approaches is the lack of inter-class generalisation (see Figure 9 in the supplementary material). Nevertheless, as long as the object to analyse resembles those used during the training stage, the albedo estimates are satisfactory. Therefore, our proposal is to replace our man-made reflectance prior (piecewise constantness) by a less explicit prior on the class of objects the target belongs to. In this section, we focus on the human faces class, as e.g. in [80] , in view both of the richness of geometric details to recover and of the complexity of the reflectance.
Let us emphasise that we resort to CNNs only for reflectance estimation and not for geometry refinement, although several deep learning strategies are able to provide shape clues along with reflectance information [81] , [82] , [83] , [84] . Indeed, such methods have shown commendable results yet they are fraught with good-to-the-eye but possibly physically-incorrect geometry estimates, probably because during testing time they are unfettered by any concrete physics-based model and prior. See, for instance, Figure 10 in the supplementary material. Given that we do already have a physics-based depth refinement framework at hand, which furthermore makes use of the available low-resolution geometric clues from the depth sensor, we believe it is more sound to pick the best from both worlds -deep learning and variational methods. The solution we advocate thus contains two building blocks: a deep neural network prior-lessly learns the mapping from the input RGB image to reflectance for a particular class of objects (here, human faces), and then our variational framework based on shape-from-shading provides a physically-sound numerical framework for depth super-resolution.
Reflectance Learning
To train a CNN for the estimation of the human face's reflectance, one needs at his disposal hundreds of facial images in vivid lighting and viewing conditions, along with the corresponding albedo maps. This could be achieved using, e.g., photometric stereo, yet the process would be very tedious. Training a neural network using synthetic images is a common and much simpler alternative: for instance, the approach from [85] resorts to the ShapeNet 3Dmodel library for estimating the albedo of inanimate objects. We follow a similar approach, but dedicated to human faces.
We consider for this purpose the ICT-3DRFE database [76] , [77] , which comprise of 3D meshes of human faces, reflectance maps and normal maps. These databases were captured using a Light Stage, which provides fine-detailed shape and reflectance. Using a rendering software like Blender, one can then relight the faces and change viewing angles in order to obtain hundreds of shaded RGB images along with ground-truth albedo maps. Our training dataset consists of 21 faces, each enacting 15 different expressions. For each face and each expression, several images are acquired under varying lighting conditions induced by combining ten extended light sources (see Figure 11 in supplementary material). In practice, eight different lighting conditions are simulated by modulating the intensity of each light source, in accordance to the usual lighting in homes and offices, e.g. light sources on the ceiling, walls, windows etc. Furthermore, rendering of the faces is done from three different viewing angles, i.e. center, slight left and slight right. Eventually, the images are generated using both a diffuse and a specular reflectance model. These choices are expected to make the CNN robust to viewpoint and lighting variations. In total, after pruning the dataset and augmenting the faces for lighting, viewpoint and specularity, the training set comprises of 5175 images. Figure 4 shows some rendering examples, along with the corresponding groundtruth albedo maps. A CNN is then trained to learn the mapping from the rendered face images to the corresponding groundtruth reflectance. Our network architecture is based on U-Net [86] . Generally, U-Net comprises of convolution and nonlinear layers which downsample the input to a 1D array and then upsample to the same input size using transpose convolution and nonlinear layers. Apart from these layers, an important architectural nuance of U-Net is the skip connections between downsampling and upsampling layers. This allows U-Net to produce sharp results, which is crucial for albedo estimation. For a detailed description of the U-Net architecture used here we refer readers to the supplementary material. Let us emphasise that the architecture of this network is remarkably simple. Once reflectance estimation is dropped out, the variational problem (11) for joint depth super-resolution and lighting estimation also becomes rather simple. Still, the appropriate combination of such simple frameworks does provide state-of-the-art results, as we shall see in the following.
Experiments
For quantitative evaluation we used two subjects with a total of 30 faces, from the ICT-3DRFE Database [77] . These faces, the applied lighting and camera viewpoint were not used during training. High resolution RGB images were rendered at [512×512 px 2 ] resolution from the ground truth albedo and ground truth depth under first order spherical harmonics lighting l = [0, 0, −1, 0.2] . The low-resolution depth maps were achieved by downsampling the ground truth depth by a factor of 2 and 4. Zero-mean Gaussian noise of 1% was added to the RGB images and zero-mean Gaussian noise with standard deviation of 3.10 −3 times the squared original depth value is added to the low-resolution depth maps, before quantisation.
Thorough parameter evaluation in this section is not carried and this can be nicely explained with (10) and (12): The scaling parameter β for the prior described in (10) does not affect the parameters ν and µ, thus dropping the reflectance prior does not change the results of the parameter evaluation described in Section 3.3.
We compared the results with two other state-of-the-art methods: SIRFS [35] and SfSNet [84] (both do not perform super-resolution). The former is a prior based Shape-from-Shading optimisation approach which can estimate depth, produce albedo and lighting. The latter is a complete deep learning based approach which only relies on an RGB image and results in an [128 × 128 px 2 ] normal map, albedo and shading. The quantitative results ( Figure 13 and Table 2 in the supplementary material) depict that we systematically outperform other state-of-the-art methods in terms of the MAE value and for larger scaling factors than 2 also for the RMSE. For a scaling factor of 2 our method is on-par with [35] and thus results in the best trade-off between good MAE and RMSE values.
For real-world experiments we captured faces under natural lighting using the Intel RealSense D415 sensor. The RGB image resolution we use is [1280 × 720 px 2 ] and the depth resolution is [640 × 360 px 2 ], resulting in a scaling factor of 2. The results are illustrated in Figure 5 . They demonstrate the ability to produce detail-preserving depth maps with subtle wrinkles out of a low-quality input depth. Thanks to our variational model, even geometric details of the teeth can be captured in geometry, where most other pure deep learning approaches fail or do not model this behavior at all. Thanks to the deep net albedo prior we are able to handle complex albedo of faces and thus result in high detail geometric estimates, capturing wrinkles and thin facial structures. Figure 6 shows the case where the underlying geometry (using "Augustus" of [87] ) represents a face, but different color and appearance in I lead to a wrong estimate of ρ of the deep net, resulting in artefacts on the depth estimate z during optimisation. Circumventing those issues can be done by acquiring more data in a photometric stereo manner, as we will discuss in the next section. Performing photometric depth super-resolution from a single RGB-D frame requires some prior knowledge of the surface reflectance, either in terms of a piecewise-constantness prior or of adequation to the learning database. The only way to entirely get rid of such priors consists in acquiring multiple observations of the surface under varying lighting, i.e., performing uncalibrated photometric stereo to resolve depth super-resolution. Let us thus consider from now on a sequence of images {I i } i∈I , with I := {1, . . . , n} and n ≥ 4, captured under varying lighting conditions denoted by {l i } i∈I . The image formation model (4) is then turned into the following system of n equations:
In Eq. (22), neither the depth z nor the reflectance map ρ depend on i. Hence, their estimation is much more constrained in comparison with shape-from-shading. Nevertheless, nescience of the lighting vectors {l i } i∈I makes the joint estimation of shape, reflectance and lighting i.e., uncalibrated photometric stereo, an ill-posed problem. As discussed in Section 2, the arising ambiguities cannot be resolved without the introduction of additional priors. As we shall see, in the context of RGB-D sensing the need for such priors can be circumvented and a purely datadriven approach can be followed. In other words, the lowresolution depth information act as a natural disambiguation prior for uncalibrated photometric stereo and, equally, the tailored photometric based-prior implicitly ensures surface regularity for depth map super-resolution.
Maximum Likelihood-Based Solution
Let us recall that the single-shot approach discussed in Section 3 required priors on the regularity of both the depth and the reflectance maps. By considering multiple RGB-D frames {I i , z 0 i } i∈I of a static scene obtained under varying, yet unknown, lighting, we hope to end up with a variational framework free of such man-made priors. To this end, we consider a maximum likelihood framework instead of a Bayesian one.
Considering again the independence of depth and image observations as well as the independence of shape from reflectance and lighting, the joint likelihood of the observations {I i , z 0 i } i∈I can be factored out as follows: 
Assuming that the n low-resolution depth maps {z 0 i } i∈I are consistent with the super-resolution model (1) , and that the n corresponding random variables follow a zero-mean Gaussian distribution with same variance σ 2 z , the marginal likelihood for {z 0 i } i∈I writes as
Maximum likelihood estimation of depth, reflectance and lighting consists in maximising the joint likelihood (23) or, equivalently, minimising its negative logarithm. Neglecting all additive constants and plugging (24) and (25) into (23) , this writes as the following variational problem: (26) with the trade-off parameter γ given by the ratio γ = Let us emphasise the simplicity of the photometric stereobased variational model (26) , in comparison with the one obtained using shape-from-shading, cf. (11) . Although one may think that more data introduces more complexity to such problems, we can clearly see here that in fact Problem (26) is naturally easier by itself as it does not include nonsmooth prior terms on the albedo and the depth, but only two data terms. As discussed next, this allows a much simpler numerical strategy to be followed. (26) Contrarily to the shape-from-shading problem (11) , in (26) the nonlinearity arises only from the unit-length constraint on the normals. Therefore, we opt for a simpler numerical solution based on fixed point iterations. Considering Eqs (2) and (4), (26) can be rewritten as
Numerical Solving of
where d z,∇z is a scalar field ensuring the unit-length constraint for the normals:
andm z,∇z is a vector field encoding the normal direction:
In (27), only d z,∇z depends in a nonlinear way on the unknown depth z. Therefore, it seems natural to solve (27) iteratively, while freezing the nonlinearity 4 . At iteration (k) 4 . Contrarily to the shape-from-shading case, in photometric stereo we found this fixed point strategy to be convergent. We however leave the convergence proof for future work. and with the current estimates (ρ (k) , {l (k) i } i∈I , z (k) ), one sweep of this scheme reads:
.
All three problems (30) , (31) and (32) are linear least-squares problems which we solve using the conjugate gradient method on the normal equations.
Our initial values for (k) = (0) are chosen to be
using the guided filter [74] followed by the bicubic interpolation to upsample to the image domain Ω HR , θ (0) = (z, ∇z) (0) , u (0) = 0. Here mean denotes the averaging operator. As in Section 3.2, to verify convergence we check if the relative residual r rel falls below some threshold. The overall scheme is implemented in Matlab. The whole process lasts, depending on the dataset and number of images between 30s and 360s, see the experiments in Figure 16 in supplementary material.
Experiments
This section is dedicated to the experiments on the joint approach of depth super-resolution and photometric stereo described above. We use synthetic and real-world data to support the claim of being able to do detail-preserving depth super-resolution under no albedo constraint.
Synthetic Data
Synthetic data is generated in a similar manner as described in Section 3.3. To this end we use the datasets of [88] , [89] and render the meshes to depth maps of resolutions of
The highest resolution depth map is then used to generate RGB images with complex Lambertian reflectance under the spherical harmonics model. The light vectors {l i } i∈I are generated randomly. Finally zero-mean Gaussian noise of is added to the high resolution RGB and low-resolution depth image. For fair comparison σ {I,z} are chosen in the same manner as in Section 3.3. Figure 15 in the supplementary material summarises the resulting RGB images.
Number of Images
We first evaluate the impact of the number of input images on the RMSE and MAE, as well as the runtime. Figure 16 in supplementary material shows clearly that more images result in better depth reconstruction, yet with linear increasing runtime. Thus, we can say that n ∈ [10, 30] seems to be resulting in good reconstructions without increasing the runtime extraordinarily. All experiments were run on a machine with a CPU with 3.5GHz and 16GB of RAM. Convergence was reached within at most 15 iterations in all our experiments.
Parameter Tuning The parameter γ in (26) is the only tuning parameter for the joint approach of depth map superresolution and uncalibrated photometric stereo. Although it can be deduced from the statitics, we consider it a hyper parameter, similarly to Section 3.3. From (26) we can nicely deduce that for γ → 0 yields a pure regularisation-free depth super-resolution scheme which can be solved pointwise, thus the resulting depth map is as noisy as the input, cf. Figure 17 in the supplementary material. On the other hand if γ → ∞ the resulting variational problem is a regularisation-free uncalibrated photometric stereo scheme, i.e. the loss of low-frequency information from the depth prior introduces a high RMSE value, due to the Lorentz ambiguity. Combining both ill-posed problems, namely depth super-resolution and uncalibrated photometric stereo, by incorporating them in a variational scheme with a trade-off parameter ξ ∈ 10 −2 , 10 1 appears to result in low RMSE and MAE values.
Quantitative Comparison Table 3 and Figure 18 in the supplementary material show the quantitative results of other methods and our approach on our synthetic dataset. Our approach outperforms state-of-the-art methods such as pure uncalibrated photometric stereo [41] , shadingbased depth refinement using a low-resolution RGB image [51] and image-driven depth super-resoution using an anisotropic Huber-loss as regularisation term [1] , [90] . Latter assumes large gradients in the RGB image imply larger gradients in the depth image. The method of [41] estimates albedo along with the geometry and lighting, but it uses no low-resolution depth clues in order to resolve the general bas-relief ambiguity. RGB-D fusion [51] makes refines a noisy depth map using shape-from-shading, but at low-resolution and using a single image. As we saw in Section 3 and 4, shape-from-shading methods need a regularisation term on the albedo, which introduces manmade assumptions and if these are not met the resulting depth shows artefacts of propagated reflectance information. Only a photometric stereo setup can avoid resorting to a reflectance prior, and in combination with low-resolution depth clues it provides the best results with no photometric ambiguity.
Real-World Data
RGB-D photometric stereo real-world datasets are captured using either the Asus Xtion Pro Live or Intel Realsense D415 camera. To acquire data under various resolutions, we consider RGB images of resolution [1280 × 1024 px 2 ] and depth images of resolution QVGA ([320 × 240 px 2 ]) or VGA ([640 × 480 px 2 ]) for the former camera, while [1280×720 px 2 ] is the RGB resolution and VGA is depth resolution for the latter. The setup is the same as in Section 3.3, just multiple images of the same static scene with static camera under varying lighting conditions are captured. Varying lighting conditions can be realised using a handheld LED light source, moving it freely around to illuminate the scene from different directions during the capturing process. As we consider an uncalibrated setup, these images can be easily captured. From each image sequence we extract n = 20 random high-resolution RGB images I i and lowresolution depth images z 0 i .
Oven Mitt
Tablet Case
Hat Vase Fig. 7 : Qualitative results on real-world datasets using our uncalibrated photometric stereo method. "Hat" was captured using the RealSense D415. The remaining datasets were captured with an Asus Xtion Pro Live RGB-D camera.
The results can be seen in Figure 7 . We consider seven different objects: "Shirt", "Bag", "Backpack", "Oven Mitt", "Tablet Case", "Hat" and "Vase". Each dataset consists of challenging reflectance maps as well as fine-scale geometric details. For the "Shirt" dataset the fine wrinkles are nicely recovered and even the geometry of the buttons is visible in the estimated depth z. The "Bag" dataset comprises of difficult geometry and a purely reflectance-based text printing, our method is able to separate the geometric information from the reflectance information and thus none of the printed text is propagated to geometry. The "Backpack" has very thin geometric structures which are nicely recovered and although the reflectance is partially very low, it does not seem to deteriorate the depth estimate. This is probably due to having a rough prior on shape. The "Oven Mitt" consists of fine stichting structures which are nicely recovered and separated from the estimated reflectance. The "Tablet Case" consists of a very complex smoothly varying albedo with a fine groove and it can be seen that almost no reflectance properties are propagated to the geometry, but the groove is still visible. Nevertheless, it is also still visible in the reflectance estimate, yet this does not seem to affect the depth estimate strongly. The "Hat" consists of a simpler albedo, but with very fine geometric details which are nicely recovered in the depth estimate, although it seems that shading information is visible in the reflectance estimate. Albeit part of the reflectance is low, we may note that this does not seem to affect the resulting depth in a negative way, thanks to the low-resolution depth prior. Interestingly, although our method is based on the Lambertian reflectance assumption embedded in the spherical harmonics approximation, the high-quality shape of the reflective "Vase" can still be reconstructed and even where color is saturated at the specular regions, fine scale geometric details are nicely visible. This may be due to the reason that we use multiple images under varying light conditions and the specularities in a certain image may not exist in others. Thus, the reflections will not affect the shape estimation much.
Clearly, the advantage of having no albedo regularisation can be noticed as the estimation of even very difficult reflectance combined with fine geometric structures is no problem. More qualitative comparisons against other stateof-the-art methods can be found in the supplementary material.
CONCLUSION
We put forward several photomeric approaches for solving the depth super-resolution problem in RGB-D sensing. All of them can be used out-of-the-box with any commodity RGB-D camera without the need of tedious calibration.
First a single-shot approach based on shape-fromshading was proposed. The low-resolution depth cues resolve the ambiguities arising in shape-from-shading and symmetrically, high-resolution photometric cues resolve those of depth super-resolution. Albeit the results were promising, they remained limited by piecewise-constant albedo assumption.
To overcome this issue we suggested to loosen this assumption by introducing a deep neural network to estimate the albedo. This allowed us to handle arbitrarily complex albedo, as long as the object of interest falls into the training set of the deep network, e.g. faces.
To completely bypass the need for any kind of prior on the albedo, we moved from a single-shot setup to a multishot setup. The latter allowed us to simultaneously solve uncalibrated photometric stereo and depth super-resolution. This purely data-driven approach requires no man-made regularisation term or learning database, at the cost of acquiring more data.
As future work, we will explore the theoretical properties of the proposed approaches and prove uniqueness of the solutions by resorting to a continuous analysis of the problem. Figure 3 illustrates the synthetic datasets used for evaluation, which were generated using four different 3D-shapes ("Lucy", "Thai Statue", "Armadillo" and "Joyful Yell"), each of them rendered using three different albedo maps ("voronoi", "rectcircle" and "bar") and three different scaling factors (2, 4 and 8) for the low-resolution depth image. Figure 4 illustrates the effect of each hyper-parameter on shape and reflectance estimation (these experiments were conducted on the "Joyful Yell" dataset, with the three proposed albedo maps and three different scaling factors). Table 1 presents the quantitative results on all synthetic datasets, in comparison with other state-of-the-art methods. Figure 5 presents insightful qualitative comparisons on four synthetic datasets. Note that in this visualisation we only show super-resolution using a scaling factor of 4 to make comparisons fair, as [4] only provides code to perform super-resolution at such an upsampling rate. Figure 6 shows the qualitative comparison on real-world data captured with a RealSense D415 Camera. The input images I are shown in the main paper in Figure 2 . Note that [3] seems to give good depth estimates whereever the underlying assumption (an edge in the RGB image coincides with an edge in the depth ime) is met, cf. "Rucksack" dataset, but fails to result in detail preserving depth maps where reflectance is uniform or changes only slightly, as it only uses a sparse set of information from the RGB data to improve geometry, cf. "Android" and "Minion" dataset. [4] can not hallucinate surface details since it does not use the color image. [5] does a much better job at improving geometry, but it is largely overcome by shading-based superresolution, as it uses information from a high-resolution RGB image. Figure 7 shows four qualitative comparisons with stateof-the-art multi-view approaches on the publicly available datasets [6] , [7] . "Augustus", "Lucy" and "Relief" in column four are the results of [8] , where data is captured using a PrimeSense RGB-D camera. "Gate" in the fourth column is the result of [9] , where data is acquired using a Structure Sensor for an iPad. "Augustus", "Relief" and "Gate" use an upsampling factor of 2, whereas "Lucy" provides RGB-D of [640 × 480 px 2 ] for both I and z 0 . Although our approach needs significantly less data compared to multiview approaches, we are still able to recover fine geometry close to the degree of detail of [6] , [7] . Even with more complex lighting, cf. "Gate", our approach can result in high-resolution depth maps with fine scale details and the depth does not seem to deteriorate. Figure 8 shows additional qualitative comparison on data we captured with an Asus Xtion Pro Live camera and a scaling factor of 4, i.e. depth maps were acquired in [320 × 240 px 2 ] resolution.
Lucy "voronoi"
Thai Statue "voronoi" Armadillo "'rectcircle" Joyful Yell "bar" [3] [4]
[5]
Ours Fig. 5 : Qualitative comparison of our results against stateof-the-art methods on four synthetic datasets using a scaling factor of 4. Figure 9 illustrates the lack of inter-class generalisation in learning-based methods: the approach of [11] (trained on Sintel [12] and MIT [13] datasets) performs poorly on the car image, because such an object was not present in the learning database. For the same reason, the alternative approach of [14] (trained on ShapeNet objects [15] ) fails on the MIT object, and both approaches fail on the face image.
Input Image [11] [14] Fig. 9 : CNN-based albedo estimation applied to an object from the MIT database (first row), a car from the ShapeNet dataset (second row), and two images of human faces we generated with a renderer using ICT-3DRFE [16] database Figure 10 shows an example of a failure case for endto-end learning approaches which simultaneously estimate reflectance and geometry. As soon as the scene to analyse contains unexpected deviation from the learned model, artifacts appear.
Input Image
Estimated Normal from [17] Fig. 10: Reconstruction results from SfSNet [17] , which is an end-to-end deep learning based approach. It fails to account for small departures from usual face images, here fingers for example, and provides an erroneous normal estimation. Figure 11 illustrates the rendering of synthetic human faces with extended non-directional light sources, emulating usual indoor light conditions. Geometry and reflectance are obtained from ICT-3DRFE database [16] . Figure 12 , illustrates the U-Net architecture used for albedo estimation. It essentially comprises of an initial convolution layer of kernel size 4, stride 2 and padding 1; after which there are repeated blocks of 8 ReLU-Conv-BatchNorm layers. This results in downsampling of a 512x512 resolution image to a 1x512 vector at the bottleneck of the "U". Further, the 1D array is upsampled to input resolution with multiple ReLU-Transpose Convolution-BatchNorm layers. Dropout is also used in a few layers to allow for randomness while learning the mapping from input images to albedo maps. Finally, for the loss function we use the L1 loss, which favors sharper output compared to the L2 loss. Figure 13 and Table 2 show several results of our approach on synthetic datasets, in comparison with two other state-of-the-art methods. We choose to compare against SIRFS [18] and Pix2Vertex [19] , because the former is a completely prior-based approach with minimal learning while the latter is a deep neural networks-based approach. Our approach, which stands inbetween, inherits the strengths of both approaches. It reconstructs fine-scale details without extensive smoothing, and it can also easily reconstruct new geometries which were not present in the training database. Figure 14 presents the qualitative comparison on realworld results with [18] and [17] . [18] attempts to provides reflectance which has minimal shading effects, but due to large number of priors on smoothness, parsimony and absolute color, the reflectance estimate is deceiving. [17] performs better than the pure prior-based approach, but is limited by the resolution [128 × 128 px 2 ] and thus misses small-scale details. Our method provides high-resolution realistic albedo and depth maps directly out of the box.
I
z 0 [18] [17] Ours Ground Truth [16] S11E02 S11E03 S04E07 S4E14 Fig. 13 : Reconstruction results of the state-of-the-art and our combined variational and machine learning approach. SIRFS [18] (third column) provides smoothed out faces. Results of SfSNet [17] (fourth column) are shown as depth maps here, after integrating the output normals. Our method directly provides depth and is reliably able to do super-resolution and reconstruction of fine wrinkles of the face without any false enhancements.
Input SIRFS [18] SfSNet [17] Ours Figure 15 illustrates the synthetic datasets used for evaluation. Same as the the experiments for shape-from-shading, four objects ("Lucy", "Thai Statue", "Armadillo" and "Joyful Yell") are used to render with three different albedo maps ("ebsd" 1 , "mandala" 2 and "rectcircle") and three different scaling factors (2,4 and 8) . Figure 16 shows the impact of the number of images n on the accuracy of the albedo and depth estimates, as well as the runtime using our multi-shot photometric approach (γ = 0.01). These experiments were conducted on the Joyful Yell dataset, with three different scaling factors and three different albedos. Figure 17 illustrates the effect of the hyper-parameter γ on shape and reflectance estimation (n = 10). Same as Figure 16 , these experiments were conducted on the Joyful Yell dataset, with three different scaling factors and three different albedos. Table 3 quantitatively compares various methods including ours (n = 20). For [5] , we randomly select one image out of 20. γ = 0.01 is used for ours in all experiments. Figure 18 presents qualitative comparisons against three other methods on synthetic datasets shown in Figure 15 . Figure 19 shows four qualitative comparisons on realworld data captured with an Asus Xtion Pro Live camera against three other state-of-the-art methods. It can be seen that image-based depth super-resolution approach hallucinates reflectance information as geometric information, since the underlying concept assumes to allow for larger depth variations where strong image gradients are present. Clearly, [21] suffers from the GBR problem, as geometry deteriorates in the uncalibrated photometric stereo setup with a data-free depth prior, cf. "Tablet Case" and "Vase". [5] provides better depth estimates, as it takes into account depth images from a depth sensor, but it mistakenly hallucinates albedo information, as it uses only a single image. This clearly shows the advantages of acquiring multiple images under different illumination to separate reflectance and geometry in a regularisation free-manner.
Lucy [1] Thai Statue [1] Armadillo [1] Joyful Yell [2] "ebsd" albedo "ebsd" albedo "mandala" albedo "rectcircle" albedo n n Fig. 16 : Impact of the number of images n on the accuracy of the albedo and depth estimates using our multi-shot photometric approach (γ = 0.01).
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10 -5 10 0 10 5 γ γ γ Fig. 17 : Impact of the parameter γ on the accuracy of the albedo and depth estimates using our multi-shot photometric approach (n = 10).
Lucy
Thai Statue Armadillo Joyful Yell "ebsd" "esbd" "mandala" "rectcircle"
Image Based depth SR [21] [5]
Ours Fig. 18 : Qualitative comparison of our UPS results against state-of-the-art methods on four synthetic datasets using a scaling factor of 4.
One of I i z 0 Image-based depth SR [21] [5] Ours Tablet Case Vase Shirt Backpack Fig. 19 : Comparison between the proposed multi-shot method and 3 state-of-the-art methods, on real-world datasets. These results confirm the conclusion of the synthetic experiments in Figure 19 .
