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based on higher-order cumulant
Yi Zhong*, Zheng Zhou and Ting JiangAbstract
Current researches define the perfect signal by the inner product of sequence itself and its delay sequence.
However, these traditional sequences based on second-order statistics cannot handle colored Gaussian
measurement noise automatically. Because higher-order cumulant (HOC) is insensitive to the adding Gaussian noise
and symmetrical non-Gaussian noise, a new kind of perfect binary signal with good periodic correlation function
based on HOC is presented. This paper proposes a new concept of perfect binary-third-order cyclic autocorrelation
sequences (PBTOCAS) and defines the quasi-perfect binary-third-order cyclic autocorrelation sequences (QPBTOCAS)
and the almost perfect binary-third-order cyclic autocorrelation sequences (APBTOCAS). Then the properties of
these binary sequences are studied, and we theoretically prove that binary-third-order cyclic autocorrelation
sequences can effectively suppress colored Gaussian noise. Finally, some QPBTOCAS and APBTOCAS with short
lengths by computer searching are listed. From the observation of the PBTOCAS, we can see that it can well suit
engineering applications, remedying the defect of the conventional pseudo-noise code used in very low signal-
noise-ratio environments.
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Higher-order statistics (HOS) is a mathematical tool to
describe the higher-order statistical properties of the
random process, including higher-order cumulants and
moments. Of course, the second-order cumulant is just
the autocorrelation. A logical question to ask is “Why do
we need higher-order cumulants; i.e., are not second-
order cumulants good enough?” Cumulants, therefore,
not only display the amount of higher-order correlation,
but also provide a measure of the distance of the ran-
dom process from Gaussianity [1]. In fact, it has been
shown that the estimation methods that exploit the non-
Gaussian signals have some inherent advantages over
second-order method, such as (1) the ability to recon-
struct the phase of non-minimum phase systems, (2) the
array aperture is spread in space domain, and (3) the
ability to separate non-Gaussian signals form Gaussian
additive noise [2]. Based on the above characteristics,
higher-order cumulant recently has been becoming a* Correspondence: zhongyim2m@gmail.com
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and widely used in many diverse fields; e.g., radar [3],
sonar [4], telecommunication [1], oceanography [5],
electromagnetism [6], geophysics [7], biomedical [8], and
fault diagnosis [9]. The typical signal processing applica-
tions based on higher-order cumulant (HOC) mainly in-
clude the system identification and modeling of time
series analysis [10], adaptive estimation and filtering
[11], signal reconstruction [12], signal detection [13],
harmonic retrieval [14], image processing [15], blind de-
convolution and equalization [16], and array signal pro-
cessing [17].
The main advantage of using high-order cumulant is
that HOC is constantly zero for Gaussian process even
in the colored Gaussian process. Harmonic retrieval, for
example, uses the strong ability of HOC to suppress the
Gaussian noise and harmonic signal, for flexible problem
solving with signal parameter estimation in colored noise
environments. Due to its great ability to overcome the
noise interference, in this research, we suggest an at-
tractive idea to expand the definition of perfect signal
based on HOS.n Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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among many modern communication fields. The sig-
nals with good correlation properties have been
widely applied to modem communication, such as
radar, sonar, navigation, space ranging and control-
ling, and electronic antagonism systems. A perfect
binary correlation signal is the best one whose peri-
odic autocorrelation function is a single peak. How-
ever, the perfect binary sequence has been known
only for a length of N = 4 within sequence length
12,100 [18,19].
Other kinds of perfect sequence are studied, such as
perfect ternary sequences [20], perfect three-level and
three-phase sequences [21], almost-perfect binary se-
quence [22], odd-periodic-perfect binary sequences [23],
and Alexis sequences [24]. Current researches define the
perfect signal by the inner product of sequence itself
and its delay sequence. However, these traditional se-
quences based on second-order statistics cannot handle
colored Gaussian measurement noise automatically, thus
affecting the accuracy of their properties in engineering
application. Since high-order cumulants are blind to
any kind of Gaussian process, this paper introduces
HOC into the field of perfect binary sequence, which
breaks through the limitations of the perfect signal
defined by second-order statistics, to fill out the blank of
perfect signal in the area of research on Gaussian noise
suppression.
In this paper, we propose a new concept of perfect
binary sequence based on higher-order cumulant, which
is the perfect binary-third-order cyclic autocorrelation
sequence. The detailed analysis proves that the proposed
sequences improve the performance of anti-noise for
perfect signal significantly, and more perfect signals
could be obtained in engineering application with this
method. The rest of this paper is organized as follows:
In Section 2, we present the definition of the proposed
sequences. In Section 3, we study the properties of the
sequences. In Section 4, we apply the above properties
to search out some quasi-perfect binary-third-order
cyclic autocorrelation sequences (QPBTOCAS) and
almost perfect binary-third-order cyclic autocorrelation
sequences (APBTOCAS) with short lengths by com-
puter, and the periodic correlation performances of the
sequences are analyzed by MATLAB (MathWorks,
Natick, MA, USA). In Section 5, we conclude our work
and discuss future research.
2. Definitions
Definition 1 Suppose a sequence x(n) = (x0, x1,⋯, xN - 1)
with length N, x(n) is defined as the binary sequence, if
x(n) ∊ {−1,1} holds.
Definition 2 The imbalance of sequence x(n) with
length N is defined to beI ¼
XN−1
n¼0
x nð Þ ¼ np−nq ð1Þ
where np and nq respectively denote the numbers of 1
and −1 in the binary sequence x(n).
Definition 3 Suppose a sequence x(n) = (x0, x1,⋯, xN -
1) with length N and its imbalance satisfies I ∈ {−1, 0, 1},
x(n) is considered as a zero-mean or a closely approxi-
mate zero-mean stationary random process, then the
third-order cumulant of cyclic autocorrelation binary se-
quence x(n) is defined as
c3x τ1; τ2ð Þ ¼ 1N
XN
n¼1
x nð Þx nþ τ1ð Þx nþ τ2ð Þ ð2Þ
where 0 ≤ τ1 ≤ N − 1, 0 ≤ τ2 ≤ N − 1, and E denotes the
maximum value.
Definition 4 Suppose a binary sequence x(n) = (x0, x1,
⋅ ⋅⋅, xN − 1) with length N and its imbalance satisfies I ∈
{−1, 0, 1}, then x(n) is defined as the perfect binary-third
-order cyclic autocorrelation sequences (PBTOCAS) if
there exists a value τ1 = u(0 ≤ u ≤ N − 1) and satisfies
the following equation:
c3x u; τ2ð Þ ¼ E τ2 ¼ m0 τ2≠m

ð3Þ
where 0 ≤ m ≤ N − 1, and E denotes the maximum
value.
Definition 5 Suppose a random binary sequence x(n)
= (x0, x1, ⋅ ⋅⋅, xN − 1) with length N and its imbalance satis-
fies I ∈ {−1, 0, 1}, then x(n) is defined as the QPBTOCAS,
if there exists a value τ1 = u(0 ≤ u ≤N − 1) and satisfies
the following equation:
c^3x u; τ2ð Þ ¼ E τ2 ¼ ma τ2≠m ;

ð4Þ
where 0 ≤ m ≤ N − 1, a → 0, a ≪ E, and E denotes the
maximum value.
Definition 6 Suppose a binary sequence x(n) = (x0, x1,
⋅ ⋅⋅, xN − 1) with length N and its imbalance satisfies I ∈
{−1, 0, 1}, then x(n) is defined as the APBTOCAS if there
exists a value τ1 = u(0 ≤ u ≤N − 1) and satisfies the fol-
lowing equation:
c3x u; τ2ð Þ ¼
E τ2 ¼ m






where 0 ≤ m ≤ N − 1, 0 ≤ n ≤ N − 1, and E denotes the
maximum value.
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third-order cyclic autocorrelation sequence with length
N is given by
I ¼ 0 ð6Þ
The sequence is defined to be a constant-weight
PBTOCAS, otherwise defined as a non-constant-weight
PBTOCAS.
On the other hand, we have similar definition to the
QPBTOCAS and APBTOCAS.
3. Transformation features
It will take a huge amount of time to do an exhaustive
search for the PBTOCAS, QPBTOCAS, and APBTO
CAS in length N. According to the definition in Section 2
and the important properties of higher-order cumulant ,
we can get some features as follows to reduce the search
domain significantly. Since these sequences all belong to
the class of binary-third-order sequence, we take
PBTOCAS as example to prove the common transform-
ation feature.
If sequence x(n) = (x0, x1, ⋅ ⋅⋅, xN − 1) is PBTOCAS with
length N, we can get the following four important
properties.
Proposition 1 Reverse transformation. If PBTOCAS x
(n) after the transformation x1(n) = − x(n), then sequence
x1(n) is PBTOCAS.
Proof It is easy to verify the propositions mentioned
above by using the definition of PBTOCAS in (3), so we
leave them out here.
Proposition 2 Mapping transformation. If PBTOCAS
x(n) after the transformation x1(n) = x(−n), then sequence
x1(n) is PBTOCAS.
Proof Consider the sequence x(n) = (x0, x1, ⋅ ⋅⋅, xN − 1)
with length N, where c3x(τ1, τ2) is the third-order
cumulant defined in (3). We have





x1 nð Þx1 nþ τ1ð Þx1 nþ τ2ð Þ
¼ 1
N
fx1 0ð Þx1 τ1ð Þx1 τ2ð Þ þ⋯þ x1 N−1ð Þx1
N−1þ τ1ð Þx1 N−1þ τ2ð Þg
¼ 1
N
fx 0ð Þx τ1ð Þx τ2ð Þ þ x −1ð Þx −1þ τ1ð Þx −1þ τ2ð Þ
þ⋯þ x −N þ 1ð Þx −N þ 1þ τ1ð Þx −N þ 1þ τ2ð Þg
¼ 1
N
fx Nð Þx Ν þ τ1ð Þx Ν þ τ2ð Þ þ x N−1ð Þx
N−1þ τ1ð Þx N−1þ τ2ð Þ þ⋯þ x 1ð Þx 1þ τ1ð Þx 1þ τ2ð Þg
¼ 1
N
x 0ð Þx τ1ð Þx τ2ð Þ þ⋯þ x N−1ð Þx N−1þ τ1ð Þx N−1þ τ2ð Þf g
¼ c3x τ1; τ2ð Þ
ð7Þ
According to the definition in (3), we prove that
sequence x1(n) is PBTOCAS. This completes the
proof.Proposition 3 Reverse order transformation. If PBTO
CAS x(n) after the transformation x1(n) = x(N − n), then
sequence x1(n) is PBTOCAS.
Proof Consider the sequence x(n) = (x0, x1, ⋅ ⋅⋅, xN − 1)
with length N, where c3x(τ1, τ2) is the third-order
cumulant defined in (3). We have










x N−nð Þx N−n−τ1ð Þx N−n−τ2ð Þ
¼ 1
N
fx Nð Þx1 N−τ1ð Þx1 N−τ2ð Þ þ x1 N−1ð Þx1
N−1þ τ1ð Þx1 N−1þ τ2ð Þ þ⋯þ x 1ð Þx1 1−τ1ð Þx1 1−τ2ð Þg
¼ 1
N
fx 0ð Þx 0−τ1ð Þx 0−τ2ð Þ þ⋯þ x N−1ð Þx N−1−τ1ð Þx
N−1−τ2ð Þg
¼ c3x Ν−τ1;N−τ2ð Þ
ð8Þ
According to the definition in (3), we prove that se-
quence x1(n) is a PBTOCAS. This completes the proof.
Proposition 4 Cyclic shifting transformation. If PBTO
CAS x(n) after the transformation x1(n) = x(n + u),u ≤ N,
then sequence x1(n) is PBTOCAS.
Proof Consider the sequence x1(n) = (x0, x1, ⋅ ⋅⋅, xN − 1)
with length N, where c3x(τ1, τ2) is the third-order
cumulant defined in (3). We have















x nð Þx nþ τ1ð Þx nþ τ2ð Þ :
ð9Þ
Since n + τ1 = (n + τ1)modN, n + τ2 = (n + τ2)modN,
hence,





x nð Þx nþ τ1ð Þx nþ τ2ð Þ
¼ c^3x τ1; τ2ð Þ: ð10Þ
According to the definition in (3), we prove that
sequence x1(n) is PBTOCAS. This completes the
proof.
The proof of the propositions mentioned of QPBTO
CAS and APBTOCAS is similar to the PBTOCAS, so
we leave it out here.
4. Searching results
We use the propositions 1 to 4 in Section 3 to re-
duce the searching range effectively, since all the
QPBTOCAS and the APBTOCAS seem only one if
Table 1 Some searching results of QPBTOCAS within
length 25
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ositions 1 to 4. Therefore, by means of an exhaust-
ive computer search for the possible class of
PBTOCAS, we get some QPBTOCAS within length
25 in Table 1 and APBTOCAS within length 26
listed in Table 2.
4.1. Some searching results of QPBTOCAS
For example, a sequence 116 (octal) with length 7 de-
notes the sequence x(n) = {−1, − 1, − 1, − 1, − 1, + 1, + 1, −
1, + 1, + 1, − 1, + 1, + 1, + 1}, then sequence x(n) is
QPBTOCAS.
From the output of the third-order cumulant c3x
(τ1, τ2) of the 4657 (octal) sequence, we can find that
there are 14 peak values and we can see below the
contour and the mesh plotting for the sequence, and
it is clear that it has peak points with value = −1,
and any other value will be = ±1/15 → 0. The re-
sults are shown in Figures 1 and 2, represented in
mesh and contour plots. At the (τ1, τ2) pair, the fork
indicates that there is a peak value.
Among the 14 peaks, we choose 14 sets of peaks
in Table 3. In each set, we can see that only one
peak will be produced in the same value with
the change of shift count τ2, and any other value
will be 0 when the another shift count τ1 =
1,2,3,4,5,6,7⋯14, which are the same as the theoret-
ical results.
As a result, when we fix one shift count τ1 in
Table 1 and move another shift count τ2 of the
sequence, we can get one set of the peak location
(τ1, τ2) in Table 3 while the value at any other point
will be equal to nearly 0, which indicates that the
4657 (octal) QPBTOCAS has a good periodic correl-
ation performance.
4.2. Some searching results of APBTOCAS
For example, a sequence 667 (octal) with length 14
denotes the sequence x(n) = {−1, − 1, − 1, − 1, − 1, + 1, +Table 2 Some searching results of APBTOCAS within
length 26
Length Sequence (octal) Position of τ1 = u
14 667 2,4,5,6,8,9,10,12
The sequence is denoted as octal, where ‘1’ means ‘+1’ and ‘0’ means ‘−1’.1, − 1, + 1, + 1, − 1, + 1, + 1, + 1} the sequence x(n) is an
APBTOCAS.
From the output of the third-order cumulant c3x
(τ1, τ2) of the 667 (octal)sequence, we can find that
there are 36 peak values and we can see below the
contour and the mesh plotting for the sequence,
and it is clear that it has peak points with value =
±8/15 ≈ 0.5333, and any other value will be equal
to 0. The results are shown in Figures 3 and 4, rep-
resented in mesh and contour plots. At the (τ1, τ2)
pair, the circle indicates that there is a positive
peak, and the fork indicates that there is a negative
peak.
Among the 36 peaks, we choose eight sets of




Figure 2 Contour plot of QPBTOCAS. X mark indicates
peak values.
Table 3 Peaks locations for sequence 667 (octal)
Set
1 2 3 4 5 6 7 8 9 10 11 12 13 14
τ1 1 2 3 4 5 6 7 8 9 10 11 12 13 14
τ2 12 9 4 3 10 8 13 6 2 5 14 1 7 11











Figure 4 Contour plot of APBTOCAS. The circle mark indicates
positive peaks, and the x mark indicates negative peaks.
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with the change of shift count τ2 and any other
value will be 0, when another shift count is τ1 =
2,4,5,6,8,9,10,12, which are the same as the theoret-
ical results. As a result, when we fix one shift count
τ1 in Table 2 and move another shift count τ2 of the
sequence, we can get one set of the peak location
(τ1, τ2) in Table 4 while the value at any other point
will be equal to 0, which indicates that the 667
(octal) APBTOCAS has a good periodic correlation
performance.
5. Conclusions
A new concept of PBTOCAS is proposed in the
paper. Since the higher-order cumulant is more ro-
bust to additive measurement noise than correlation,
even if that noise is colored, this article introduces
higher-order cumulants into the research of perfect
binary sequence, which can enrich the research field
of perfect signal theory. According to the properties
of HOC, the PBTOCAS can draw itself out of Gauss-
ian noise, thereby boosting their signal-to-noise ratios
in engineering application.
Because of the limit of program algorithm and the
computer operating speed, only some QPBTOCAS
and APBTOCAS have been found. Although we
have not found the PBTOCAS of the definition in
























Figure 3 Mesh plot of APBTOCAS.APBTOCAS could be further constructed according
to the conjecture. On the other hand, the existence
of the PBTOCAS also requires further study. For
the binary sequence within length 25 whose imbal-
ance holds, searching result shows that these se-
quences are all QPBTOCAS. Then for the binary
sequence within length 26 whose imbalance holds,
searching result shows that these sequences are all
almost PBTOCAS. Based on the above results, we
can draw a conclusion that there exist the non-
constant-weight QPBTOCAS and the constant-
weight APBTOCAS, and the number of QPBTOCAS
is larger than that of APBTOCAS. At present,
although all QPBTOCAS are displayed as M se-
quences by computer searching, it is essential to
prove whether all M sequences conform to the def-
inition in (4) in further research. Furthermore, other
possibility of the existence of the QPBTOCAS needs
to be verified in the further computer search. Mean-
while, the APBTOCAS with good cyclic autocorrel-
ation function shown in Table 2 can be widely used
in the engineering application with a strict require-
ment on bit error rate.Table 4 Peaks locations for sequence 667 (octal)
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8
τ1 τ2 τ1 τ2 τ1 τ2 τ1 τ2 τ1 τ2 τ1 τ2 τ1 τ2 τ1 τ2
2 1 4 1 5 2 6 9 8 3 9 6 10 7 12 3
2 5 4 11 5 11 6 13 8 7 9 11 10 11 12 13
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