Study on the electronic transport of a large scale two dimensional system by the transfer matrix method (TMM) based on the Schördinger equation suffers from the numerical instability. To address this problem, we propose a renormalized transfer matrix method (RTMM) by setting up a set of linear equations from U times of multiplication of traditional transfer matrix (U = N S with N and S being the atom number of length and the transfer step), and smaller S is required for wider systems. Then we solve the above linear equations by Gauss elimination method and further optimize to reduce the computational complexity from O(
I. INTRODUCTION
Transfer matrix method (TMM) based on the Schördinger equation is a widely used numerical approach to investigate electronic transport, such as in disordered systems [1] [2] [3] or in the presence of electron-phonon interaction 4, 5 . However, when the spacial dimension is higher than 1, the size of a system investigated by TMM is very limited due to numerical instability 1 . This numerical instability originates from such an issue that the smallest eigen-mode in a considered system will be lost in computation when its ratio to the largest is less than the accuracy of our computer, represented by floating point numbers. Thus it more readily occurs for a wider twodimensional system that has more eigen-modes and then larger difference between the smallest and largest eigenmodes 6, 7 , especially their ratio dramatically decreasing exponentially with n after n times recursive multiplication of the matrix transfer. To deal with such a numerical instability and realize a large scale calculation, a number of schemes have been proposed, for example, by introducing extra auxiliary parameters that are determined together with reflection coefficients 8 , or by diagonalizing the transfer matrix of a conductor using eigenstates of leads 9 . So far these schemes only made certain improvement and cannot handle inhomogenous systems yet.
In this article, we propose a renormalized transfer matrix method (RTMM) to calculate the conductance of a large system, meanwhile readily incorporating disorders and/or impurities. We sketch it as follows. Conventionally one recursively multiplies the transfer matrix in a scattering region from one lead side into the other lead side to directly resolve the reflection and transmission coefficients. Here we first divide the scattering region into U subregions, similar to the idea proposed in Ref. 10 . In all the subregions, we respectively take the recursive multiplications of the corresponding transfer matrixes without the numerical instability, and then lump them into a set of linear equations containing the wavefunction values at all the interfaces between the subregions as the unknowns, among which the reflection and transmission coefficients are related to wavefunction values at the left and right lead-scattering interfaces respectively. We then solve this set of linear equations by using a modified Gaussian elimination method, which has been elaborately optimized by us to reduce the computational complexity from O(U 3 M 3 ) (M being the site number of the width) to O(U M 3 ) loop executions so that a system with a million of lattice sites can be calculated on a standard desktop computer. For a wider system, clearly a larger U is required to avoid the numerical instability. We will illustrate the method by using it to study the electronic transport of graphene in this article.
The discovery of graphene in 2004
11 , a single atomic layer of graphite with carbon atoms sitting at a honeycomb lattice, has aroused widespread interest both theoretically and experimentally, due to its distinctive electronic structure, whose low energy excitations can be interpreted in analogy to massless Dirac relativistic fermion model, and its great potential on practical applications [12] [13] [14] . Among various graphene-based materials, armchair graphene nanoribbon (AGR) attracts intensive attention since there is an energy gap opened 15 . Here we choose AGR as a model system to study.
In most theoretical and numerical studies on the electronic transport of AGR, the leads were made of doped graphene 16, 17 , however, experimentally the leads were usually made of normal metals such as gold 11, 12, 18, 19 . Similar to Ref. 20 , here we employ two semi-infinite square lattice quantum wires as leads to simulate normal metal leads, as shown in Fig. 1 . Actually we had previously calculated the transport properties of graphene nanoribbons between such quantum wire leads by the conventional transfer matrix method [21] [22] [23] [24] , which however would be better to be further examined by large scale graphene calculations, especially considering the effect of long-range correlated disorder and/or impurities that has an important impact on the formation of electronhole puddles observed in graphene 25 , as discussed in Ref. 24 . In addition, large scale system calculations are also required to determine whether or not the existence of Anderson localization 26 in low dimensional disordered system. Meanwhile, the renormalized transfer matrix method can be readily extended to investigate transport in a large scale graphene system with irregular structure.
In this article we mainly present the renormalized transfer matrix method. We organize the paper as follows. In Section II, we present the renormalized transfer matrix method in conjugation with a tight binding model to describe graphene; in Section III, we introduce optimized Gaussian elimination algorithm; in Section IV, we apply the renormalized transfer matrix scheme to investigate the transport properties of pure armchair graphene nanoribbons and long-range correlated disordered armchair graphene nanoribbons, respectively; and in Section V, we make a summary. 
II. TIGHT-BINDING MODEL AND RENORMALIZED TRANSFER MATRIX METHOD
Graphene takes a honeycomb lattice with two sites per unit cell, namely consisting of two sublattices A and B. The tight-binding Hamiltonian considering that π electrons hop between the nearest-neighbor atoms in graphene reads as follows,
whereas C † ij (C ij ) is the operator of creating (annihilating) one electron at a lattice site with site coordinates being x i and y j respectively, , denotes the nearestneighbors, t ij,i ′ j ′ is the nearest-neighbor hopping integral, and µ is the chemical potential, i.e. the Fermi level, which can be adjusted by an effective gate voltage directly applied on the graphene ribbon. Figure 1 schematically shows an armchair-shaped graphene ribbon (AGR), connected with two semiinfinite square-lattice quantum wires described also by a tight binding Hamiltonian with only the nearest-neighbor hopping. There are N (length)×M (width) lattice sites in the AGR. For simplicity, the nearest-neighbor hopping integral t ij,i ′ j ′ in the AGR sets to t 0 , adopted as an energy unit in this article. We further assume the hopping integrals in both the left and right leads and the interface hopping integrals between the leads and AGR all being t 0 . We use the natural open boundary condition in the calculations, which means that there are no longer dangling bonds along the boundaries, equivalent to the saturation by hydrogens in experiments.
For the Shrödinger equationĤψ(E) = Eψ(E) of the considered system ( Fig. 1 ), any wavefunction ψ(E) at a given energy E can be expressed by a linear combination of localized Wannier bases |ij = C † ij |vaccum , that is, ψ(E) = ij α ij |ij with the complex coefficients α ij to be determined. In other words, a set of {α ij } is the site representation of the wave function. In the left or right lead, α ij is further denoted as α
In the AGR, by applying the Hamiltonian (1) on ψ(E) = ij α ij |ij we obtain the following equation regarding the wavefunction in the scattering region for a given energy E,
where ρ and δ denote the nearest neighbors along x and y directions respectively. We now define a column vectorα i which consists of all the M α-coefficients with the same x-axis index i,
. . .
After rearranging, we can then rewrite Eq. (2) in a more compact form as
Hereχ i is the so-called i-th transfer matrix which elements consist of E, t 0 , and µ. As its name means,χ i connects M α-coefficients of any slice i with M α-coefficients of its two neighbor slices i − 1 and i + 1. There are totally N transfer matrices in the AGR (Fig. 1 ).
In each lead, there are M right-traveling waves (channels) and M left-traveling waves (channels) for a given energy E, respectively. Each channel is defined by the corresponding transverse wave vector k n y determined by the open boundary condition, namely forming standing waves, k n y = nπ M+1 with n being an integer from 1 to M and the lattice constant a being assumed as a length unity. Physically when an unity-amplitude righttraveling wave in the n-th channel is scattered into the n ′ -th channel, the wavefunction in the left and right semiinfinite leads can be expressed respectively 27 as
where r n ′ ,n and t n ′ ,n are the reflection and transmission coefficients from the n-th to the n ′ -th channel respectively, and the continuous longitudinal wave vector k x and the discrete transverse wave vector k n y of the n-th channel satisfy the following dispersion relation of the square lattice tight-binding model,
which uniquely determines k x in the n-th channel for a given energy E, thus denoted as k n x from now. As shown in Fig. 1 , at the interfaces between the AGR and the leads the lead wavefunction represented by Eq. (5) naturally extend to the site columns indexed with 0 and 1 from the left side and the site columns indexed with N + 1 and N from the right side respectively. Then by using the column vector notation (Eq. (3)), we can rewrite the n-th channel wavefunction at the interface more compactly as,
For convenience to represent matricesR andT with dimensions 2M ×M , we further define two M ×M matrices as follows,ξ
With the above definition, matricesR andT can be represented by the products ofξ andζ as follows,
where * means the complex conjugation. According to Eq. (4) conventionally one multiplies all N transfer matricesχ i (i = 1, . . . , N ) to establish a direct connection between the left interface and right interface across the scattering region for the wavefunction,
which determines the reflection and transmission coefficients in combination with Eqs. (7). However, the Nfold multiplication of the transfer matrix will bring out the aforementioned numerical instability for a large N , which has been found for N ≥ 10 with M ≥ 50 in our calculations.
(Color online) Transfer matrix renormalization scheme. The whole system is divided into U subunits which contains S columns. Here U = N/S. Notice that the last subunit may have less columns than S, when N is not integral multiple of S.
In order to solve the numerical instability, we propose the transfer matrix renormalization scheme in which we first divide the scattering region into U subregions, each of which contains S columns, as shown in Fig. 2 . For all the subregions, we successively take S-fold multiplication of the transfer matrix according to Eq. (4) to establish direct connections between the interfaces across the subregions for the wavefunction, represented by
Then in combination with Eqs. (7), we lump all the equations represented by Eq. (15) into a following set of linear equations containing the reflection and transmission coefficients from a fixed (the n-th) channel respectively to all the M channels plus the wavefunction values at the interfaces between the subregions as the unknowns,
In Eq. (17), the other elements not listed in matrixÂ are all zero. Clearly we will first make such a division in practice that the numerical instability will not take place in matrixĈ i , which can be easily realized once the subregions are short enough. On the other hand, we would also like to make the subregions as long as possible to reduce the size of matrixÂ as small as possible. So it needs to take a balance in making division. Eq. (16) now becomes the core of the whole problem. As long as we solve Eq. (16), we can obtain the reflection and transmission coefficients of the n-th channel to all the M channels respectively. Then we use the Landauer formula to calculate conductance,
and
The renormalized transfer matrix method proposed here can be easily generalized to the case of an irregular graphene nanoribbon composed by a series of nanoribbons with different width 28 . Similar to Eqs. (16) and (17), a set of the linear equations can be constructed as well, in which however the dimensions of the matricesĈ i are variant and depend on the width of the local graphene nanoribbon.
III. OPTIMIZED GUASS ELIMINATION SCHEME
The efficiency of calculating the whole problem depends on how to solve the set of linear equations represented by Eqs. (16), (17) , and (18), in whichÂ is a 2U M × 2U M block matrix. In general, there are two standard algorithms to solve a set of linear equations, i.e. Gaussian elimination and LU decomposition 29 . Both of them consist of
3 loop executions (each loop containing one subtraction and one multiplication), where 2U M is the dimension of the coefficient matrix in a set of linear equations, and can be operated in place to save memory. If the coefficient matrix is a sparse matrix, these two methods can be modified based on the characteristics of its sparseness to greatly improve the performance.
In the case of matrixÂ, clearly the Gaussian elimination method exploits the sparse structure more easily than the LU decomposition. However the conventional full pivoting, designed in the Gaussian elimination method to reduce computing roundoff errors, has to be given up since it picks up a pivoting element among all the matrix elements so as to mess up the structure of matrixÂ. On the other hand, it is well-known that the Gaussian elimination method without proper pivoting is unreliable. For matrixÂ we notice that the nonzero elements are uniformly distributed except in sub-matricesR andT which describe the two interfaces. This indicates that the full pivoting is unnecessary for matrixÂ.
Targeting matrixÂ, we develop a local maximum pivoting Gaussian elimination method (LMPG), in which a pivoting can be well undertaken in a local area to realize the same reduction of computing roundoff errors as the full pivoting. Figure 3 schematically shows the areas for such a local pivoting and the ranges for subsequent normalization and elimination respectively. The corresponding algorithm is formulated in Alg. 1, in which two important functions f (k, p) and g(k, q) are introduced to specify the areas and ranges for pivoting, elimination and normalization respectively. We now describe these two functions. Firstly matrixÂ represented by Eq. (17) can be divided into 2U × 2U sub-blocks, each of which contains M × M elements. We then denote the positions of these sub-blocks in matrixÂ by a pair of integers (p, q), where p, q = 1, · · · , 2U . If k stands for the row index of matrixÂ, each k will correspond to a pair of (p, q). Thus the two functions f (k, p) and g(k, q) are defined as follows,
where [ (17) , and (18), we further notice that even though the constant column vectorsB n in the right side of the equations are different with each other, the coefficient matricesÂ are identical for all the M incident channels. Therefore all the M channels can be simultaneously dealt with at one time rather than successive M times, by reformulating Eqs. (16), (17) , and (18) into the following composite set of equations,
The comparison on efficiency between the local maximum pivoting Gaussian elimination method and the standard Gaussian elimination method is summarized in Table I . Here the computational complexity and memory requirement are quantitatively analyzed by the times of loop executions (TL) (each loop containing one subtraction and one multiplication) and the numbers of matrix elements to store (NE), respectively. It turns out that TL and NE are greatly reduced from O(
, respectively. For example, in the case of S = 10, TL and NE by LMPG for a system with lattice sites as large as 1000×1000 is 6-order and 3-order less than those by CCPG, respectively.
As we see, by utilizing the sparse structure of matrix A, we can drastically reduce the computational memory Algorithm 1 Local maximum Gaussian elimination method
Local pivoting
suppose max |aij| = auv
5:
Two rows exchange 6:
Two columns exchange 8:
Normalization 10:
12:
aij − a ik a kj ⇒ aij 14:
bij − a ik b kj ⇒ bij
Back substitution 22:
Recover λij, i = (p − 1)M + 1, · · · , pM, j = 1, · · · , M 25: end if 26: end for TABLE I: A efficiency contrast between conventional column pivoting Gaussian elimination (CCPG) and local maximum pivoting Gaussian elimination method (LMPG). Computational complexity and memory requirement are analyzed by the times of loop executions (TL) (each loop containing one subtraction and one multiplication) and the numbers of matrix elements to store (NE), respectively. Assuming S = 10, we show the difference of two algorithms for different size systems. If the matrix elements are declared as double precision complex numbers, the memory used in solving the equations are listed in the as well as the numbers of loop executions, which is vital for us to being capable of calculating a large system.
IV. ARMCHAIR GRAPHENE NANORIBBONS
Previously, we applied conventional transfer matrix to investigate the transport in small-scale graphene-based system not exceeding O(10 4 ) lattice sites [21] [22] [23] . For small graphene-based system, it is difficult to extract basic transport properties as shown in Fig. 3 23 , therefore transport in large-scale graphene-based system is highly desired. Meanwhile, the transport in a large-scale graphene up to O(10 6 ) lattice sites was investigated by diagonalizing transfer matrix 9 , which is powerful to deal with uniform and pure system while difficult to solve disordered system and/or system with impurities. Here we study the transport properties of AGR connected to normal leads, with a variety of widths and lengths at different chemical potential (i.e. different gate voltages) and the results are summarized in Fig. 4 . Physically, there is a small energy gap for a finite and semiconducting graphene ribbon, while at a finite µ over the energy gap, the ballistic transport is thus expected in pure system since there are always a number of channels for electrons to propagate through. Therefore, for a fixed width with different lengths the curves of the conductance G versus µ coincides exactly except the oscillation due to quantum interference as shown in Fig. 4(b) , in which G is independent of L. On the other hand, for a fixed length with different widths, the conductance G is proportional to the width W as shown in Fig. 4(a) . It turns out that the conductivity of AGR σ being GL/W merge together for a fixed length with different widths as shown in Fig. 4(c) and σ is proportional linearly to the length L, for ribbons with the same W as shown in Fig. 4(d) , respectively. Furthermore, σ is superlinearly to the chemical potential µ, but with the different slopes between the positive and negative chemical potential in AGR, as shown in Fig. 4 . This also means that the AGR conductivity increases with the carrier density, and the asymmetrical behavior between electrons and holes, due to the occurrence of odd-numbered rings formed at the interface of AGR and normal metal contacts 23 , is consistent with the experimental observation 11, 12 . Finally we compare the transport in small and large graphene-based materials and find that the transport in large system is close to experimental observations, since the sizes of samples in experiments usually reach microns. However, the breaking of electron-hole symmetry in transport exists in both small and large armchair-shaped graphene system. In graphene samples, disorder and impurities are usually inevitable. Here we study the effect of Anderson disorder with long-range correlation on the transport in large graphene at charge neutral point. It was commonly believed that Anderson localization 26 in one-and twodimensional systems is induced by even a weak disorder from the scaling theory 30 . However metal-insulator transition occurs in low-dimensional disordered system with long-range correlation 2,24,31-33 . The metallic phase occurs since the relative disorder between any two lattice sites decreases for strongly correlated disorder 2 . The long-range correlated disordered onsite energies are shown in Ref. 24 , which change from random to smooth and striped when the correlation parameter α increases from 1.0 to 2.5. α = 0 corresponds to uncorrelated disorder, i.e., Anderson disorder. For narrow AGRs (e.g., M = 10) with increasing lengths, the conductance either approaches to 2e 2 /h as α ≥ 1.86 or G ∝ exp(−aN ) as α = 0.1 (at δ = 0.1) 24 , implying that metal-insulator transition is induced by long-range correlated disorder.
Since the localization length in graphene increases with the width as a result of more channels in wider graphene, the length of AGR should increase till comparable to the localization length in order to study metal-insulator transition. Therefore the application of RTMM to large-scale graphene system is necessary in this case. It is expected that for fixed strength of disorder, metal-insulator transition induced by the strength of correlation, denoting by two different scaling behaviors as above, takes place when the length of AGRs increases. In Fig. 5 , the conductance depends on the length N (varying from 400 to 12800) when α changes from 1.5 to 2.0, δ = 0.1 and M = 52. For clear comparison, the conductances of AGR without any amount of disorder and with Anderson disorder are also shown as two extremes. It is found that the conductance in pure AGR equals to 2e 2 /h as N is larger than 400. On the other hand, the conductance in AGR with Anderson disorder decreases monotonically as N increases and finally decays exponentially in even longer AGR. In the presence of long-range correlated disorder, the conductances in AGRs (averaged between 500 samples) are between above two extremes and the conductance increases with the strength of correlation. As N =400 and α ≥ 1.5, the average conductance is a little higher than that in pure graphene due to the deviation of the conductance. The conductance curves eventually collapse and approach that in pure AGR as α is larger than 1.8, and the conductance decreases as the length increases otherwise. Therefore the long-range correlation of disorder induces the localization-delocalization transition in AGR.
V. CONCLUSION
Renormalized transfer matrix method (RTMM) is proposed and the computational speed and memory usage have been greatly improved by optimization. RTMM is used to study the electronic transport in large scale pure and long-range correlated disordered armchair graphene nanoribbon (with carbon atoms up to 10 6 for pure case) between quantum wire contacts. As for pure AGR, the conductance is superlinear with the Fermi energy and the conductance of ballistic transport is linear with the width while independent of the length. As for disordered AGR with long-range correlation, there is metal-insulator transition induced by the correlation strength of disorder. It is straightforward to extend RTMM to investigate transport in large scale system with irregular structure.
