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1Chapter 1
Introduction
This thesis studies the problems of probabilistic inference and pa-
rameter learning in symmetric causal independence models and
demonstrates that symmetric causal independence models can be
successfully applied in medical and genomic domains. In this chap-
ter, we present relevant basic concepts and general knowledge about
the application domains.
1.1 Bayesian networks
A Bayesian network [85] provides a graphical representation of a proba-
bility distribution over a set of random variables; it consists of nodes that
represent the variables and arcs that encode conditional independencies
between the variables.
To motivate the use of directed graphs to describe probability distributions,
we need to define the conditional independence between two sets of random
variables. Let X, Y and Z denote sets of random variables. The variables
in X are said to be conditionally independent of Y given Z, if the following
condition holds:
Pr(X | Y,Z) = Pr(X | Z).
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Figure 1.1: A Bayesian network representing the joint probability distri-
bution over the variables A, B, C and D.
Exploiting conditional independencies allows us to express the joint prob-
ability in terms of the local distribution and reduce the number of param-
eters to be estimated:
Pr(X1, . . . , Xn) =
n∏
i=1
Pr(Xi | pi(Xi)),
where pi(Xi) denotes the set of parents of Xi. Variable Xj is a parent of
variable Xi if there is an arc going from variable Xj to variable Xi.
As an illustration, consider the example Bayesian network shown in Fig-
ure 1.1. By using the chain rule of probability, the joint probability distri-
bution over the variables in this Bayesian network can be written as
Pr(A,B,C,D) = Pr(A) Pr(B | A) Pr(C | A,B) Pr(D | A,B,C).
By using conditional independencies, the joint probability distribution be-
comes
Pr(A,B,C,D) = Pr(A) Pr(B | A) Pr(C) Pr(D | B,C).
Thus, we can see that conditional independencies allow us to represent the
joint probability more compactly. The savings are much more pronounced
in larger Bayesian networks.
Next to providing a framework for deriving efficient probabilistic inference
and learning algorithms, Bayesian networks have a number of other use-
ful properties. Firstly, they provide an intuitive representation of domain
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knowledge. Secondly, Bayesian networks allow combining expert knowl-
edge and statistical data. Finally, Bayesian networks are well suited to
deal with incomplete data.
1.2 Probabilistic inference
Probabilistic inference in Bayesian networks is the task of computing condi-
tional probabilities of the values of some of the nodes (hidden or unobserved
nodes) given the values of other nodes (evidence or observed nodes). The
problem of probabilistic inference was shown to be NP-hard [20]. To make
the problem more tractable, researchers proposed a number of exact and
approximate inference algorithms.
Exact inference algorithms exploit conditional independencies in the joint
probability distribution. The most widely-used exact inference methods
are clique tree propagation [54, 68, 101] and variable elimination [25, 127].
Clique tree propagation (CTP) is based on a secondary structure called a
clique tree (also known as a junction tree or join tree) which is built in
three steps. Firstly, the moral graph of a Bayesian network is constructed
by connecting non-connected parent variables that share a common child
variable and removing the directionality of the arcs. Secondly, a triangu-
lated graph is formed by adding arcs selectively to the moral graph so that
any two non-adjacent vertices on a cycle would have an edge connecting
them. Finally, the triangulated graph is turned into a clique tree by finding
the maximal cliques, where a clique is a set of nodes in which every pair
of nodes is connected by an edge, and it is maximal if it is not properly
contained within any other clique. In the clique tree, there is one node for
each maximal clique of the triangulated graph and the edges connect nodes
having variables in common. CTP works by passing messages around in
the clique tree where the basic operation of the message passing from one
clique to another is to sum out the variable that appears in one clique and
does not appear in the other. The efficiency of the algorithm depends on
the clique tree size, which strongly depends on the largest clique in the
tree.
Variable elimination (VE) acts on a set of factors, functions which map
each instantiation of variables to a non-negative number. The algorithm
is based on the fact that variables can be summed out without having to
construct the joint probability distribution explicitly. Thus, VE eliminates
4 Chapter 1: Introduction
the non-observed non-query variables one by one by summing them out.
The elimination order, the ordering by which the variables are summed
out, determines the number of numerical multiplications and numerical
summations the algorithm performs, which determine the complexity of
the algorithm.
The cost, in terms of the number of summations and multiplications, of
answering a single query with no observations using CTP is of the same
order of magnitude as using VE [128]. Therefore, in Chapter 2, to evaluate
the efficiency of standard inference techniques in symmetric causal inde-
pendence models when no observations have been received, we use only
one of these algorithms. Due to its simplicity, we use the VE algorithm.
For complicated real-world problems, especially for problems involving a
large number of variables and dependencies or variables taking values in a
huge set of states, exact inference becomes intractable and approximation
inference methods must be used. There has been much research devoted
to finding efficient approximate inference algorithms, which resulted in
many approximate inference algorithms relying on different key ideas. Two
popular approaches include sampling and variational methods. The key
idea of sampling techniques [80, 100] is that the joint distribution can
be approximated by generating independent samples from it; whereas the
basic idea of variational methods [56] is to formulate the computation of a
marginal or conditional probability in terms of an optimization problem.
1.3 Parameter learning
Learning a Bayesian network from data includes two tasks: learning the
structure and learning the parameters. If the structure is known or fixed,
the problem of learning a Bayesian network reduces to learning the param-
eters. In this thesis, we deal with models whose structure is fixed; thus,
in order to learn symmetric causal independence models, we only need to
learn their parameters.
The task of learning parameters is not straightforward in situations where
data is incomplete or the model has hidden variables. The common strat-
egy to learn the parameters is to find the parameter set θ that maximizes
the likelihood that the observed data D = {x1, . . . ,xN} came from the
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model:
L(θ) = Pr(D | θ) =
N∏
i=1
Pr(xi | θ).
A classical approach to find a maximum likelihood estimate for θ, the value
of θ which maximizes the likelihood, is the expectation-maximization (EM)
algorithm [26]. The EM algorithm estimates the parameters by iteratively
finding the expected values of the hidden variables and then finding the
maximum likelihood estimate using the parameters from the expectation
step. Each iteration of the algorithm increases the maximum likelihood
estimate until a stable fixed point is reached.
Expectation-maximization is not one specific algorithm, it is a description
of a class of related algorithms which make use of specific properties of the
models. One of the first applications of the EM algorithm to learning the
parameters in Bayesian networks was presented by Lauritzen [67].
1.4 Causal independence
The definition of a Bayesian network does not constrain how a variable de-
pends on its parents. However, the number of conditional probabilities for
a variable grows exponentially with the number of its parents, making the
tasks of specifying the conditional probabilities and probabilistic inference
in richly-connected Bayesian networks difficult or even intractable. There-
fore, researchers proposed a number of ways of economically specifying the
conditional probability of a variable with many parents.
Causal independence is a popular way to constrain the conditional prob-
ability tables for binary variables. The global structure of a causal inde-
pendence model is shown in Figure 1.2; it expresses the idea that causes
C1, . . . , Cn influence a given common effect E through hidden variables
H1, . . . ,Hn and a deterministic function f , called the interaction func-
tion. The hidden variable Hi is the contribution of cause variable Ci to
the common effect E; most papers on causal independence models assume
that absent causes do not contribute to this effect [43, 85]. The function
f defines the way in which the hidden effects H1, . . . ,Hn - and, indirectly,
the causes C1, . . . , Cn - interact to yield the final effect E. The number
of parameters in causal independence models is linear with the number of
causes.
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Figure 1.2: Causal independence model.
In practical applications of Bayesian networks, the function f is usually
the logical OR function or the logical AND function. The resulting prob-
abilistic models are called noisy OR and noisy AND ; their underlying
assumptions, respectively, are that the presence of at least one cause or
the presence of all causes at the same time gives rise to the effect.
1.5 Carcinoid heart disease
In this thesis, we apply symmetric causal independence models to predict
the development of carcinoid heart disease. In this section, we provide
some information about this medical problem.
The body is composed of microscopic cells that are constantly degenerat-
ing, wearing out and being replaced by identical cells. Sometimes the cell
replication process goes out of control, and a tumorous growth is formed.
If the tumor is somewhat limited and does not spread to other areas or
threaten to squeeze out or replace surrounding tissues, it is considered to
be benign. However, if the growth is aggressive and threatens adjacent
tissues or spreads to other locations in the body via lymph or blood, then
the tumor is considered to be malignant. There are a few types of growths
that are midway between the benign and malignant tumors. Carcinoid
tumors, which start in the hormone-producing cells of various organs, are
the most often occurring of these midway growths. These tumors have
malignant potential but they usually grow slowly and most of them are
asymptomatic through the natural lifetime and are discovered only upon
surgery for unrelated reasons.
A small percent of carcinoid tumors, mostly faster-growing carcinoid tu-
mors, secrete chemicals and hormones into the bloodstream causing the
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carcinoid syndrome. In many cases, complications of carcinoid syndrome,
namely, carcinoid crisis, bowel obstruction and carcinoid heart disease, are
worse than the symptoms from the growth of the tumor. Carcinoid heart
disease causes a thickening of the heart valves, making it difficult for them
to function properly, which can eventually lead to heart failure. Carcinoid
heart disease is the most dangerous complication of carcinoid syndrome as
it occurs in over 65 percent of patients with carcinoid syndrome [79] and
is a major source of morbidity and mortality for patients with carcinoid
syndrome [19]. Given that so many carcinoid patients die of carcinoid
heart disease, it is important to distinguish patients that are admitted to
the clinic into patients who are likely to develop a severe form of carcinoid
heart disease and those who are unlikely to develop this severe form. In
this way, patients that are at risk can be given a more aggressive treatment
in order to reduce the probability of the development of carcinoid heart
disease.
1.6 Malaria
The other problem we try to learn more about by modelling it using sym-
metric causal independence models is gene regulation in malaria parasite.
Malaria is an infectious disease caused by a single-celled eukaryotic par-
asite, Plasmodium, which invades red blood cells and is transmitted by
the bite of infected Anopheles mosquitoes. Malaria infects between 300
and 500 million people every year and accounts for more than one million
deaths annually, with the vast majority of victims being young children in
Africa [11, 93]. Survivors of severe malaria may be left with neurological
effects including weakness in the limbs, speech disorders, behavioral dis-
orders, blindness, hearing impairment and epilepsy. Death and secondary
diseases are not the only impacts of malaria. The disease also creates a
huge economic burden in malaria-endemic countries as the costs associated
with malaria (expenditures on prevention, diagnosis, treatment and care
of the disease as well as lost wages) are enormous [35]. Malaria also im-
pedes economic development by limiting tourism, foreign investment and
internal movement of labor and commerce.
Presently, there is no effective vaccine against malaria [109]. Methods used
to control malaria include mosquito eradication and prophylactic drugs
(most of which are also used for treatment of malaria). However, after
prolonged exposure to an insecticide over several generations, it is com-
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mon for mosquitoes to develop resistance, a capacity to survive contact
with an insecticide [44]. Similarly, there is the alarming increase in Plas-
modium resistance to commonly used anti-malarial drugs [38]. Because
of the problems of resistance, new methods to control malaria are needed,
and a vaccine holds the promise of controlling and perhaps eventually erad-
icating the disease.
Malaria has a complex life cycle, which consists of two main phases: a
sexual phase in the mosquito and an asexual phase in the human host.
Mosquitos become infected only if they take a blood meal from a person
whose blood contains mature male and female stages of the parasite. Dur-
ing the sexual phase of the biological cycle of the parasite, the male and
female gametocytes fuse in the mosquito’s guts producing sporozoites, cells
that infect new hosts, which migrate to mosquito’s salivary glands. The
asexual phase of the biological cycle of the parasite occurs as the mosquito
injects her saliva into the human when it feeds. Within 30 minutes, the
sporozoites are carried to the liver where they rapidly infect liver cells.
Without causing symptoms, these sporozoites undergo a radical change
and multiply furiously for the next 5-7 days. Tens of thousands of asexual
stage merozoites are released from each infected liver cell, each of which
rapidly target and invade a red blood cell. In the red blood cells, the par-
asites multiply to form new merozoites until the cells burst releasing large
numbers of merozoites into the blood plasma, causing the characteristic
fever associated with the disease. This phase of the disease occurs in cy-
cles of approximately 48 hours. Some merozoites develop into gametocytes,
the sexual stages of the parasite. If a mosquito bites this infected person
and ingests the gametocytes, the malaria transmission cycle continues.
Basic knowledge of one of the processes fundamental to Plasmodium biol-
ogy, i.e. gene regulation including transcriptional control, is still lacking.
A thorough understanding of gene regulation in this organism is important
for developing a better vaccine and identifying novel drug targets to fight
this lethal disease.
1.7 Regulation of gene expression
The functions and properties of all cells are controlled by gene expression,
the process by which the inheritable information in a gene is made into a
functional gene product, mostly a protein (see Figure 1.3). Regulation of
gene expression (also called gene regulation), which refers to the cellular
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Figure 1.3: In the typical process of eukaryotic gene expression, a gene is
first transcribed from DNA to the precursor mRNA (pre-mRNA). Then,
the pre-mRNA undergoes major modifications, including the removal of
introns, noncoding sequences, to become the messenger RNA (mRNA).
The mRNA is sent out of the nucleus where the message is translated into
proteins.
control of the amount and timing of changes to the appearance of the func-
tional product of a gene, plays a vital role in single-celled microorganisms
like Plasmodium, as it allows cells to adjust to their changing nutritional
and physical environment.
Even though gene expression in eukaryotic cells is a chain of regulated
events that together determine whether an active protein product is pro-
duced from a particular gene, gene expression is mostly controlled at the
level of transcription - the first step in the production of proteins. In this
way, cells can produce a particular mRNA only when the encoded protein
is needed, thus minimizing wasted energy. Transcription of a gene is con-
trolled by regulatory proteins - such as transcription factors - that bind to
the regulatory sequences, short segments of DNA, which are usually posi-
tioned a short distance ‘upstream’ of the gene being regulated. Binding of
activators to regulatory sequences called enhancers turns on transcription,
and binding of repressors to other regulatory sequences called silencers
turns off transcription. This protein-DNA interaction requires a binding
site whose sequence pattern is more or less specific to each transcription
factor. A concise representation, or a model, of the binding sites for a
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transcription factor is referred to as a transcription factor binding motif.
1.8 Thesis outline
Many real-world Bayesian networks incorporate causal independence as-
sumptions; however, only the noisy OR and noisy AND, two examples of
causal independence models, are used in practice. Several authors pro-
posed to expand the space of interaction functions in causal independence
models by other symmetric Boolean functions. In this thesis, we study in
detail causal independence models based on the symmetric Boolean func-
tions, further referred to as symmetric causal independence models. The
thesis is organized as follows.
In Chapter 2, we investigate the problem of probabilistic inference in sym-
metric causal independence models, with a special focus on causal indepen-
dence models based on the Boolean threshold functions, further referred
to as noisy threshold models. We establish a connection between the con-
ditional probability distribution of the effect variable in these models and
the Poisson binomial distribution. We investigate how the properties of
the Poisson binomial distribution can be used for exact and approximate
inference in symmetric causal independence models. We also compare the
efficiency of the computational schemes developed with the efficiency of
standard inference techniques.
The problem of learning the parameters in symmetric causal independence
models is studied in Chapter 3. We present a computationally efficient EM
algorithm to learn parameters in symmetric causal independence models,
where the computational scheme of the Poisson binomial distribution is
used to compute the conditional probabilities in the E-step. We study
computational complexity and convergence of the developed algorithm.
The presented EM algorithm allows us to assess the practical usefulness
of symmetric causal independence models. The models are applied to a
classification task and are shown to perform competitively with state-of-
the-art classifiers.
Chapter 4 presents the application of the noisy threshold model to predict
whether a patient with carcinoid syndrome will develop a carcinoid heart
disease. We use data of fifty-four patients who suffered from a low-grade
midgut carcinoid tumor, of which twenty-two patients developed carcinoid
heart disease. The noisy threshold model performed favorably to other
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state-of-the-art classification algorithms, and equally well as a decision-
rule that was formulated by the physician.
In Chapter 5, we use noisy threshold models to identify regulatory sequence
elements explaining membership to a gene expression cluster. Differently
from other bioinformatics approaches, our method is able to model the logic
behind gene regulation and to incorporate uncertainty about the function-
ality of putative regulatory sequence elements. We apply our approach to
Plasmodium falciparum, the most virulant species of the four species of
Plasmodia affecting humans. We have obtained several interesting results
that deserve further (biological) investigation.
Chapter 6 concludes this thesis with a summary of main contributions and
possible directions for further research.
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Chapter 2
Probabilistic Inference
Causal independence modelling is a well-known method for re-
ducing the size of probability tables, explaining the underlying
mechanisms and enabling efficient inference in Bayesian networks.
Many real-world Bayesian networks incorporate causal indepen-
dence assumptions; however, only the noisy OR and noisy AND,
two examples of causal independence models, are used in practice.
Several authors proposed to expand the space of interaction func-
tions in causal independence models by other symmetric Boolean
functions. However, no research on the inference in the proposed
models has yet been conducted. In this chapter, we investigate the
problem of inference in causal independence models based on the
Boolean threshold functions. We establish a connection between the
conditional probability distribution of the effect variable in these
models and the Poisson binomial distribution. We investigate how
the properties of the Poisson binomial distribution can be used for
computationally efficient exact and approximate inference in causal
independence models based on the Boolean threshold functions.
We also compare the efficiency of the computational schemes
developed with the efficiency of standard inference techniques.
Parts of this chapter appeared in: R. Jurgelenaite, P.J.F. Lucas and T. Heskes.
Exploring the noisy threshold function in designing Bayesian networks. In
Proceedings of AI-2005, the Twenty-fifth SGAI International Conference on
Innovative Techniques and Applications of Artificial Intelligence, 2005.
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2.1 Introduction
Bayesian networks [85] offer an appealing language for building models
of domains with inherent uncertainty. However, because the number of
conditional probabilities for each node grows exponentially with the num-
ber of its parents, it is usually unreliable if not infeasible to specify the
conditional probabilities for nodes that have a large number of parents.
Furthermore, for large, richly-connected Bayesian networks, probabilistic
inference is difficult or even intractable. Causal independence modelling
[27, 43, 105, 113, 126, 128] can greatly reduce the number of conditional
probabilities to be assessed or elicited from experts and simplify the proba-
bilistic inference. Another desirable property of causal independence mod-
els is their ability to explain the underlying relationships among the cause
and effect variables.
Causal independence assumptions are often used in practical Bayesian net-
work models [57, 103]. However, only the logical OR and AND operators
are used in practice in defining the interaction among causes; their under-
lying assumption is that the presence of either at least one cause or all
causes at the same time give rise to the effect. The resulting probabilistic
submodels are called noisy OR and noisy AND, respectively. Some authors
proposed to expand the space of possible interaction functions in causal
independence models by considering other symmetric Boolean functions:
the idea was mentioned but not developed further in [76]; an analysis of
the qualitative patterns of these new models was presented in [71]. The
generalization preserves efficiency and understandability of the noisy-OR
and noisy-AND models, while at the same time allowing more flexibility
in modelling the interaction among causes.
In this chapter, we explore the inference problem in causal independence
models with a symmetric Boolean function. It is known that any sym-
metric Boolean function can be decomposed into threshold functions, i.e.
Boolean functions that return truth if the number of their true arguments
is greater than or equal to a given positive integer [120]. Thus, thresh-
old functions offer a natural basis for the analysis of causal independence
models. Likewise, the study of probabilistic inference in causal indepen-
dence models with threshold functions acts as a basis for the analysis of
inference in any causal independence models based on symmetric Boolean
functions. Inference in causal independence models with the threshold in-
teraction function is the main topic of this chapter. These models will
further be referred to as noisy threshold models. We establish a connection
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between conditional probability distributions in the noisy threshold model
and Poisson binomial distribution. This connection enables us to explore
the properties of noisy threshold models given the properties of this well-
studied probability distribution. We also investigate how the standard
inference techniques can be applied for the probabilistic inference in the
noisy threshold models.
The structure of this chapter is as follows. In the following section, Bayesian
networks, causal independence models and Boolean functions are reviewed.
Section 2.3 presents a basis for inference in the noisy threshold models. In
Section 2.4, we establish a connection between the conditional probability
distribution of the effect variable in the noisy threshold models and the
Poisson binomial distribution. In section 2.5, we study the exact meth-
ods to compute the conditional probability distribution of the effect in the
noisy threshold models, while Section 2.6 presents and investigates approx-
imation and bounding techniques. Finally, in Section 2.7, we summarize
what has been achieved by this research.
2.2 Preliminaries
2.2.1 Bayesian networks
A Bayesian network B = (G,Pr) represents a factorized joint probabil-
ity distribution on a set of random variables V. It consists of two parts:
(1) a qualitative part, represented as an acyclic directed graph (ADG)
G = (V(G),A(G)), where there is a one-to-one correspondence between
the vertices V(G) and the random variables in V, and the arcs A(G) repre-
sent the conditional dependencies between the variables; (2) a quantitative
part Pr consisting of local probability distributions Pr(V | pi(V )), for each
variable V ∈ V given the parents pi(V ) of the corresponding vertex (in-
terpreted as variables). The joint probability distribution Pr is factorized
according to the structure of the graph as
Pr(V) =
∏
V ∈V
Pr(V | pi(V )).
Each variable V ∈ V has a finite set of mutually exclusive states. In this
chapter, we assume all variables to be binary; we will use v to denote the
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realization of the random variable V , v+ to denote V = > (true) and v−
to denote V = ⊥ (false).
2.2.2 Causal modelling and Boolean functions
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Figure 2.1: Causal independence model.
Causal independence (also known as independence of causal influence) is
a popular way to specify interactions among cause variables. The global
structure of a causal independence model is shown in Figure 2.1; it ex-
presses the idea that causes C1, . . . , Cn influence a given common effect
E through hidden variables H1, . . . ,Hn and a deterministic function f ,
called the interaction function. The hidden variable Hi is considered to
be the contribution of the cause variable Ci to the common effect E. The
function f represents the way in which the hidden effects Hi and indi-
rectly also the causes Ci interact to yield the final effect E. The function
f is defined in such a way that when a relationship, as modelled by the
function f , between Hi, i = 1, . . . , n, and E = > is satisfied, then it holds
that f(h1, . . . , hn) = >. It is assumed that Pr(e+ | h1, . . . , hn) = 1 if
f(h1, . . . , hn) = >, and Pr(e+ | h1, . . . , hn) = 0 if f(h1, . . . , hn) = ⊥.
A causal independence model is defined in terms of the causal parameters
Pr(Hi | Ci), i = 1, . . . , n and the function f(h1, . . . , hn). Most papers on
causal independence models assume that absent causes do not contribute
to the effect [43, 85]. In terms of probability theory, this implies that it
holds that Pr(h+i | c−i ) = 0; as a consequence, it holds that Pr(h−i | c−i ) = 1.
We make the same assumption in this chapter.
In situations in which a model does not capture all possible causes, it is
useful to introduce a leaky cause which captures the unidentified causes
contributing to the effect and is assumed to be always present [45]. In an
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arithmetic context, the leaky cause is handled in the same way as other
causes. In Chapter 3, we model the leak term by adding an additional
input Cn+1 = 1 to the data; in an arithmetic context the leaky cause is
treated in the same way as identified causes.
The conditional probability of the effect E given the causes C1, . . . , Cn is
obtained from the causal parameters Pr(Hi | Ci) [71, 128]:
Pr(e | c1, . . . , cn) =
∑
f(h1,...,hn)=e
n∏
i=1
Pr(hi | ci). (2.1)
In this thesis, we assume that the function f in Equation (2.1) is a Boolean
function. Systematic analyses of the global probabilistic patterns in causal
independence models based on some of the Boolean functions were pre-
sented in [71]. However, there are 22
n
different n-ary Boolean functions
[31, 120]; thus, the potential number of causal interaction models is huge.
However, if we assume that the order of the cause variables does not mat-
ter, the Boolean functions become symmetric [120] and the number of
functions reduces to 2n+1.
An important symmetric Boolean function is the exact Boolean function
l, which has function value true, i.e. l(h1, . . . , hn) = >, if
∑n
i=1 ν(hi) = l
with ν(hi) equal to 1 if hi is equal to true and 0 otherwise. A symmetric
Boolean function can be decomposed in terms of the exact functions l as
follows [120]:
f(h1, . . . , hn) =
n∨
i=0
i(h1, . . . , hn) ∧ γi, (2.2)
where γi are Boolean constants that depend on the function f . For ex-
ample, for the Boolean function defined in terms of the OR operator, we
have: γ0 = ⊥ and γ1 = . . . = γn = >.
Another useful symmetric Boolean function is the threshold function τk,
which simply checks whether there are at least k trues among the argu-
ments, i.e. τk(h1, . . . , hn) = >, if
∑n
i=1 ν(hi) ≥ k with ν(hi) equal to 1 if hi
is equal to true and 0 otherwise. To express it in the Boolean constants,
we have: γ0 = · · · = γk−1 = ⊥ and γk = · · · = γn = >. Note that the OR
function corresponds to the threshold function τ1, and the AND function
corresponds to the threshold function τn. Hence, these two commonly used
Boolean functions are the extremes of a spectrum of the Boolean threshold
functions. Any exact Boolean function can be written as the subtraction
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of two threshold functions; therefore, any symmetric Boolean function can
be decomposed into threshold functions. To simplify the further discus-
sion, causal independence models based on the Boolean threshold function
and the symmetric Boolean function will be referred to as noisy threshold
models and symmetric causal independence models, respectively.
Figure 2.2 shows a noisy threshold model that represents a real-world med-
ical problem of the response to the treatment of patients with gastric non-
Hodgkin’s lymphoma. Gastric non-Hodgkin lymphoma is a type of cancer
of the lymphatic system, the disease-fighting network spread throughout
the body, which originates in the stomach. The early outcome of the
treatment, which is the effect in the model, denotes the endoscopically
verified result of the treatment, six to eight weeks after treatment; the
positive state of this variable, complete remission, defines a situation in
which all clinical signs of disease disappear with the treatment. The fol-
lowing pretreatment prognostic factors are available: (1) age; (2) general
health status; (3) bulky disease; (4) histological classification; (5) stage of
the cancer; (6) clinical signs (hemorrhage, perforation or obstruction due
to the disease); (7) leaky cause that summarizes the prognostic factors that
are not included into the model. The prognostic factors correspond to the
cause variables in the model. A more elaborate description of the model
will be presented in Chapter 3.
In the following, we explore the inference problem in the noisy threshold
models.
2.3 Inference in the noisy threshold models
Inference refers to the process of computing conditional and marginal prob-
abilities in graphical models. The inference problem in causal indepen-
dence models can be subdivided into two groups of queries: (1) computing
probabilities of the effect variable, and (2) computing probabilities of a
subset of the cause variables.
Let Q and E be disjoint subsets of the cause variable indices of a causal
independence model such that CQ and CE are disjoint subsets of the
query and evidence cause variables, respectively. Then, the conditional
probability of the effect variable and the query cause variables can be
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Figure 2.2: Noisy threshold model modelling the complete remission follow-
ing the treatment of gastric Non-Hodgkin lymphoma. Prk is a shorthand
for Pr(h+k | c+k ), and τ2 denotes a Boolean threshold function with k = 2.
The leaky cause C7 is assumed to be always active.
written as
Pr(e, cQ | cE) = Pr(e | cQ, cE)Pr(cQ | cE). (2.3)
Given the assumption that the cause variables of a causal independence
model are independent when the effect is not observed, Equation (2.3)
becomes
Pr(e, cQ | cE) = Pr(e | cQ, cE)
∏
i∈Q
Pr(ci). (2.4)
Using Bayes’ rule, we can write the conditional probability of the query
cause variables of a causal independence model as
Pr(cQ | e, cE) = Pr(e | cQ, cE)Pr(cQ | cE)Pr(e | cE) . (2.5)
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Following the assumption of independence of causes when the effect is not
observed, we obtain
Pr(cQ | e, cE) =
Pr(e | cQ, cE)
∏
i∈Q Pr(ci)
Pr(e | cE) . (2.6)
As we can see from Equations (2.4) and (2.6), inference in causal inde-
pendence models boils down to the computation of the probability Pr(e |
cQ, cE). Note that computing the conditional probability of the query
cause variables cQ requires computing it for every realization of cQ, which
amounts to instantiating the query causes. Therefore, from now on, we
view the query causes as evidence causes and investigate the conditional
probability Prτk(e | cE). To compute this conditional probability, the cause
variables indexed by R = {1, . . . , n} \ E are variables that have to be
marginalized out. Using the assumption of independence of causes, we
have
Pr(e | cE) =
∑
cR
Pr(e, cR | cE)
=
∑
cR
Pr(cR)
∑
f(h1,...,hn)=e
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl | cl)
=
∑
f(h1,...,hn)=e
∏
j∈E
Pr(hj | cj)
∏
l∈R
∑
cl
Pr(hl | cl)Pr(cl)
=
∑
f(h1,...,hn)=e
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl). (2.7)
Combining (2.2) and (2.7), we obtain
Pr(e+ | cE) =
∑
0 ≤ i ≤ n
γi
∑
i(h1,...,hn)=>
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl). (2.8)
Hence, Equation (2.8) yields a general formula to compute the probability
of the effect in terms of the Boolean exact functions in any symmetric
causal independence model.
Let us denote a conditional probability of the effect given the evidence
cause variables in a noisy threshold model with interaction function τk as
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Prτk(e | cQ, cE). Then, from Equation (2.8), it follows that
Prτk(e
+ | cE) =
∑
k≤i≤n
∑
i(h1,...,hn)=>
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl). (2.9)
Since the effect variable is binary, we will further consider only the com-
putation of the probability Prτk(e
+ | cE).
2.4 The Poisson binomial distribution and noisy thresh-
old models
It turns out that the conditional probability distribution of the effect vari-
able in the noisy threshold models is closely connected to the Poisson
binomial distribution.
Let l denote the number of successes in n independent trials, where pi is
a probability of success in the i-th trial, i = 1, . . . , n; let p = (p1, . . . , pn).
The trials are then called Poisson trials [32], and B(l; p) denotes the Pois-
son binomial distribution (also known as the distribution of the number of
successes of independent trials) [30, 69]:
B(l; p) =
{
n∏
i=1
(1− pi)
} ∑
1≤j1<...<jl≤n
l∏
z=1
pjz
1− pjz
. (2.10)
The Poisson trials are characterized by the mean µ = 1n
∑n
i=1 pi and the
variance σ2 = 1n
∑n
i=1(pi−µ)2. When the variance σ2 = 0, i.e. the success
probability pi is a constant p, the trials are called Bernoulli trials and
B(l; p) reduces to the binomial distribution: B(l; p) =
(
n
l
)
pl(1− p)n−l.
Let us define a vector of probabilistic parameters p(cE) = (p1, . . . , pn) with
pi =
{
Pr(h+i | ci) if i ∈ E,
Pr(h+i ) otherwise.
The connection between the Poisson binomial probabilities and the con-
ditional probabilities of the effect with the Boolean exact function as an
interaction function is as stated in the following proposition.
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Proposition 1 It holds that∑
i(h1,...,hn)=>
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl) = B(i; p(cE)). (2.11)
Proof: Note that in Equation (2.8), the sum
∑
i(h1,...,hn)=>
∏
j∈E
Pr(hj | cj)
∏
l∈R
Pr(hl)
was defined as the probability that exactly i hidden variables H1, . . . ,Hn
are true. A hidden variable Hm can be seen as an independent trial which
has a probability of success that equals Pr(h+m | cm) when Cm is fixed at
some value and Pr(h+m) otherwise. Combining the definition of the vector
p(cE) and the definition of the Poisson binomial distribution, the result in
the premise of this proposition is obtained.
Now, we can establish the connection between the conditional probabil-
ity of the effect in the noisy threshold model and the Poisson binomial
distribution.
Proposition 2 It holds that
Prτk(e
+ | cE) =
∑
k≤i≤n
B(i; p(cE)). (2.12)
Proof: The proof follows from Equation (2.8) and Proposition 1.
Let ρ(cE) denote the number of probabilistic parameters p ∈ p(cE), p 6= 0.
If this number of possibly ‘active’ hidden variables ρ(cE) is smaller than
the threshold k, the conditional probability of the effect equals zero as is
shown in the following corollary.
Corollary 3 Let ρ(cE) < k, 1 ≤ k ≤ n, then Prτk(e+ | cE) = 0.
Proof: From the definition of the Poisson binomial distribution it follows
that B(l; p(cE)) = 0 for all l > ρ(cE). The required result, therefore,
follows directly from Proposition 2.
In the next two sections, we will review the exact, approximation and
bounding methods to compute the conditional probability Prτk(e
+ | cE).
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2.5 Exact methods to compute the probability
Prτk(e
+ |cE)
This section investigates how standard inference techniques and recursive
methods to compute the Poisson binomial distribution can be used to
calculate the probability Prτk(e
+ | cE). We also assess the computational
cost of these methods in terms of number of multiplications and additions.
We consider the most expensive case in terms of computational cost, we
assume that E = ∅.
2.5.1 Standard inference techniques
The most common exact inference methods are clique tree propagation
[54, 68, 101], which performs belief propagation on a modified graph called
a junction tree, and variable elimination [127], which eliminates the non-
observed non-query variables one by one summing them out. To perform
exact inference in causal independence models using one of these standard
approaches, the interaction function has to be converted into a conditional
distribution. A trivial conversion for a symmetric Boolean function is
Pr(e+ | h1, . . . , hn) =
{
1 if γl = > where l =
∑n
i=1 ν(hi),
0 otherwise.
However, both above mentioned inference methods have a computational
complexity that is exponential in the so-called treewidth, which is one less
than the cardinality of the largest elimination clique. The triangulated
graph of the Bayesian network obtained using trivial conversion contains
a clique with cardinality n + 1. Luckily, it is possible to decompose the
interaction function in order to obtain a smaller treewidth. The two well
known approaches to the decomposition, parent divorcing [83] and temporal
transformation [42], construct Bayesian networks such that the cardinality
of their maximal cliques equals 3. The Bayesian networks constructed by
these two approaches are shown in Figures 2.3 and 2.4.
Following the same kind of reasoning as in [128], we investigate the effi-
ciency of inference in symmetric causal independence models using stan-
dard inference techniques. To do so, we convert the models to Bayesian
networks using parent divorcing and temporal transformation and, then,
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Figure 2.3: Parent divorcing transformation of a symmetric causal inde-
pendence model.
use variable elimination for inference. Table 2.1 shows the number of multi-
plications and additions to compute the probability Pr(e+) in a symmetric
causal independence model. We consider two cases: in the general case,
we do not use knowledge of the properties of causal independence models;
in the adjusted case, we take these properties into account. The specific
properties of symmetric causal independence models include the assump-
tion that an absent cause does not contribute to the effect and the structure
of the conditional probability table Pr(Yi | Yi−1, Hi), which contains many
zeros. To evaluate the efficiency of parent divorcing, we derived formulas
for the models with a number of cause variables n = 2m,m ∈ Z+. This
corresponds to the ‘best case’ for the parent divorcing approach, as the
computational complexity for n which is not a power of two is slightly
higher. The formulas presented in Table 2.1 show that parent divorcing is
somewhat more efficient than the temporal transformation. However, the
differences are pretty small, the methods differ from each other by at most
a factor of 2.
When a symmetric Boolean function is the threshold function, the num-
ber of probabilities in Bayesian networks obtained using the two trans-
formations can be reduced. Firstly, the number of states for the variables
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Figure 2.4: Temporal transformation of a symmetric causal independence
model.
Y2, . . . , Yn or Y1,1, . . . , Ym,1 can be reduced by introducing the states > and
⊥ which represent k or more hidden variables among ancestors that are
equal to true and n−k+ 1 or more hidden variables among ancestors that
are equal to false, respectively. Secondly, the variable E can be removed,
as the variable Yn has only two states, > and ⊥, and effectively models the
effect in this updated model. Table 2.2 shows the cost of computing the
probability Pr(e+) in the noisy threshold model; for the parent divorcing
approach, the formulas are derived assuming that the threshold k is a power
of 2. Since the expressions presented in Table 2.2 are rather complicated,
we computed the number of required operations to calculate Prτk(e
+) for
specific values of k. The leading terms of the derived expressions are given
in Table 2.3. The differences in efficiency between the parent divorcing and
the temporal transformation approaches are even smaller than in causal
independence models with any symmetric Boolean function.
An alternative way to perform inference in the noisy threshold model is to
represent it as a combination of a noisy adder model and a threshold func-
tion. Heterogeneous factorization of the resulting model enables efficient
inference using the VE1 algorithm [128]. The VE1 algorithm combines the
heterogeneous factors pairwise, eliminating one at a time. Therefore, given
the same knowledge about the model, the VE1 algorithm requires the same
number of multiplications and additions to compute the probability Pr(e+)
as the adjusted temporal transformation method.
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Table 2.1: The cost of computing the probability Pr(e+) in a symmetric
causal independence model decomposed using parent divorcing (PD) and
temporal transformation (TT).
Method Multiplications Additions
PD (general) 2
3
n3 + 5n2 + ( 4
3
+ 4 log2 n)n− 1 13n3 + 52n2 + ( 16 + log2 n)n
TT (general) 4
3
n3 + 4n2 + 23
3
n− 7 2
3
n3 + 3
2
n2 + 17
6
n− 2
PD (adjusted) 1
2
n2 + ( 5
2
+ log2 n)n
1
2
n2 + 3
2
n
TT (adjusted) n2 + 3n− 1 1
2
n2 + 3
2
n
Table 2.2: The cost of computing the probability Prτk(e
+) where k ≤ n2 .
The formulas for the probability Prτk(e
+) with k > n2 can be obtained by
replacing k with n− k + 1.
Method Multiplications Additions
PD (general)
(
8
3
(k+1)2+ 17
3
k+4 log2 k+
11
3
)
n
(
4
3
(k+1)2+ 17
6
k+log2 k− 16
)
n
−4k(k+1)2 −2k2(k+2)
TT (general) 4(k2+2k+2)n
−4 ( 4
3
k3+k2− 4
3
k+3
)
(2k2+3k+3)n−( 8
3
k3+k2− 5
3
k+4
)
PD (adjusted)
(
3
2
k+log2 k+
3
2
)
n−(k2+1) ( 3
2
k− 1
2
+ 2
k
)n−(k2−2k+3)
TT (adjusted) (2k+1)n−2(k2−k+1) (k+1)n−(k2−k+1)
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Table 2.3: The leading terms of the cost of computing the probability
Prτk(e
+) for specific values of k.
Method Multiplicatio ns Additions
k = 1 k = n
4
k = n
2
k = 1 k = n
4
k = n
2
PD (general) 20n 5
48
n3 1
6
n3 8n 5
96
n3 1
12
n3
TT (general) 20n 1
6
n3 1
3
n3 8n 1
12
n3 1
6
n3
PD (adjusted) 3n 5
16
n2 1
2
n2 3n 5
16
n2 1
2
n2
TT (adjusted) 3n 3
8
n2 1
2
n2 2n 3
16
n2 1
4
n2
2.5.2 Recursive methods to compute the Poisson binomial dis-
tribution
So far, we have considered the use of standard Bayesian networks inference
techniques. An alternative is to use the properties of the Poisson binomial
distribution.
Computing the probability B(l; p) naively, e.g. through (3.2), one needs to
sum n!l!(n−l)! terms, which is impractical even when l and n are of moderate
sizes. Recursive formulas require a smaller number of operations for com-
puting this sum. At least two recursive methods to compute the Poisson
binomial probabilities have been reported.
The first recursive method to calculate the Poisson binomial distribution
was presented by Howard [49]. The Poisson binomial probability B(l; p) is
computed recursively by
B(l; (p1, . . . , pn)) = B(l; (p1, . . . , pn−1))(1− pn) + B(l − 1; (p1, . . . , pn−1))pn.
The computational cost of this method is identical to the cost of the ad-
justed temporal transformation and the heterogeneous factorization of the
noisy adder model with a threshold function.
The second recursive method to compute the Poisson binomial distribution
was presented by Chen et al. [15]. This method is slightly less efficient than
the previously discussed methods; therefore, we do not explain it here.
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2.5.3 Noisy threshold models for classification
Note that all methods for exact inference in the noisy threshold models
are quadratic in the number of cause variables n. However, if the effect
variable is the only query variable, a method linear in n often suffices as
we will show.
Classification is one of the possible applications of the noisy threshold
models. The causes can be interpreted as feature variables, the effect
as the class variable, and the conditional probability Prτk(e | cE) as the
class probability. For binary classifiers, the default classification threshold
(not to be confused with the threshold function) is typically set to 12 . To
classify a data instance using a noisy threshold classifier as defined, we do
not need to compute the exact probability Prτk(e
+ | cE), it is enough to
know whether Prτk(e
+ | cE) ≤ 12 or Prτk(e+ | cE) ≥ 12 . We will show
that in most cases there is a simple way to determine which state of the
effect/class variable is more likely to occur.
We start by introducing some properties of the Poisson binomial distribu-
tion that are needed to derive this result.
The mean m(p) of the distribution B(i; p) is by definition equal to
m(p) =
n∑
i=0
i B(i; p).
By means of some algebraic manipulation, it can be shown that the mean
m(p) of the Poisson binomial distribution B(l; p) is equal to the sum of
the probabilities of success [32]
m(p) =
n∑
i=1
pi.
The median M(p) of the distribution B(l; p) is the integer number such
that
(1)
M(p)∑
i=0
B(i; p) ≥ 1
2
,
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(2)
n∑
i=M(p)
B(i; p) ≥ 1
2
.
Jogdeo and Samuels [55] established a connection between the mean m(p)
and the median M(p) of the Poisson binomial distribution:
M(p) =
{
l if m(p) = l
l or l + 1 if l < m(p) < l + 1
(2.13)
where 0 ≤ l ≤ n is an integer.
Knowing this connection between the median and the mean, we can dis-
tinguish between the conditional probabilities where the effect E is more
likely to be present and the conditional probabilities where the effect E is
more likely to be absent.
Proposition 4 Let m(p(cE)) and M(p(cE)) be the mean and the median
of the probability distribution B(i; p(cE)), respectively. Let ρ(cE) ≥ k, 1 ≤
k ≤ n, then
• Prτk(e+ | cE) ≥ 12 if m(p(cE)) ≥ k,
• Prτk(e+ | cE) ≤ 12 if m(p(cE)) ≤ k − 1.
Proof: Equation (2.12) can be written in the form
Prτk(e
+ | cE) =
M(p(cE))−1∑
i=k
B(i; p(cE)) +
ρ(cE)∑
i=M(p(cE))
B(i; p(cE))
if M(p(cE)) ≥ k,
Prτk(e
+ | cE) = 1−
M(p(cE))∑
i=0
B(i; p(cE))−
k−1∑
i=M(p(cE))+1
B(i; p(cE))
if M(p(cE)) ≤ k − 1.
Then from the definition of the median M(p(cE)) we get the following
inequalities:
Prτk(e
+ | cE) ≥ 12 if M(p(cE)) ≥ k,
Prτk(e
+ | cE) ≤ 12 if M(p(cE)) ≤ k − 1
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From Equation (2.13) it follows that M(p(cE)) equals bm(p(cE))c or
dm(p(cE))e, hence the inequalities above can be written as
Prτk(e
+ | cE) ≥ 12 if m(p(cE)) ≥ k,
Prτk(e
+ | cE) ≤ 12 if m(p(cE)) ≤ k − 1.
Let us return to the model of gastric non-Hodgkin lymphoma from Sec-
tion 2.2.2. Assuming there is no missing data, i.e. E = {1, . . . , 6}, there
are 26 = 64 possible realizations of cE . Applying Proposition 4, we obtain
that 23 of the resulting conditional probabilities Pr(e+ | cE) are equal
or larger than 12 and 9 probabilities are equal or smaller than
1
2 . Unfor-
tunately, the other 32 probabilities cannot be determined as their corre-
sponding m(p(cE)) value falls into the interval (1, 2). However, this result
strongly depends on the size of the model, i.e. in a larger noisy threshold
model where m(p(cE)) values vary more, a larger percentage of the condi-
tional probabilities of the effect can be classified based solely on the mean
m(p(cE)).
2.6 Approximate methods to compute the probabil-
ity Prτk(e
+ | cE)
In Section 2.5, we presented a number of exact methods to compute the
probability Prτk(e
+ | cE) in a quadratic number of operations with respect
to n. However, for some practical applications, the number of cause vari-
ables n is in the hundreds. An example of such a real-wold application
is the noisy threshold model for classification of the documents from the
Reuters data collection, see Chapter 3. Some document classes in this data
collection have hundreds of relevant features, which are modelled as cause
variables. Another example of such a practical application is the QMR-
DT model [103]. Although the interaction among findings and diseases is
modelled by means of logical OR, simulation algorithms are used to per-
form inference in this model. Even for problems with a smaller number
of causes, linear, rather than quadratic, complexity can be the difference
between feasible and infeasible. Consider, for example, the task of learn-
ing the interaction function of the causal independence model. This task
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becomes intractable when n grows; thus, reduction of the computational
complexity by a factor of n can ease the problem.
In this section, we present approximations and bounds for the probability
Prτk(e
+ | cE) that can be computed in a linear number of operations with
respect to the number of cause variables; and, hence, reduce the complexity
by a factor of n. To illustrate the quality of the discussed techniques, we
use the example noisy threshold model shown in Figure 2.2.
2.6.1 Approximations to the Poisson binomial distribution
In this section, we present two approximations to the Poisson binomial dis-
tribution that can be computed in linear time. These approximations are
considered useful for very large noisy threshold models, such as discussed
at the beginning of this section.
Poisson approximation
Let
P(l;m(p)) =
e−m(p)m(p)l
l!
denote the Poisson distribution. The following bound on the total varia-
tion distance between the Poisson binomial distribution and the Poisson
distribution was established in [69]:
∞∑
l=0
|B(l; p)− P(l;m(p))| < 2
∑
p∈p
p2.
Thus, the Poisson approximation is accurate whenever the probabilistic
parameters p ∈ p are small.
As an illustration, let us choose a realization cE from the gastric non-
Hodgkin lymphoma model such that the probabilistic parameters in p(cE)
would be small. The Poisson binomial distribution and its Poisson approx-
imation to compute the probability Pr(e+ | cE),
cE = {c+1 , c−2 , c−3 , c+4 , c+5 , c+6 } are displayed in Figure 2.5.
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Figure 2.5: Example of the Poisson approximation (grey) to the Poisson
binomial distribution (black). The number of successes is denoted by l.
Normal approximation
Another approximation to the Poisson binomial distribution reported in
the literature is the approximation by the standard normal distribution
[88, 111]. Let
φ(x) =
1√
2pi
e−
1
2
x2
denote the normal density function and let
Φ(z) =
∫ z
−∞
φ(x)dx.
Then, for every Poisson binomial distribution B with mean m(p) and vari-
ance σ(p)2, we have that
max
0≤i≤n
∣∣∣∣∣∣
i∑
j=0
B(j; p)− Φ
(
i−m(p)
σ(p)
)∣∣∣∣∣∣ < 0.7975σ(p) .
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The normal approximation is accurate when the standard deviation of the
Poisson binomial distribution
σ(p) =
√
n (µ(1− µ)− σ2)
is large, i.e. when n→∞.
Let
N(i;m(p);σ(p)) = Φ
(
i+ 12 −m(p)
σ(p)
)
− Φ
(
i− 12 −m(p)
σ(p)
)
be a normal approximation to B(i; p). To illustrate the quality of the
normal approximation, let us choose a realization cE from the gastric non-
Hodgkin lymphoma model with all causes being true. The Poisson bino-
mial distribution and its normal approximation to compute the probability
Pr(e+ | cE), cE = {c+1 , c+2 , c+3 , c+4 , c+5 , c+6 } are shown in Figure 2.6.
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Figure 2.6: Example of the normal approximation (grey) to the Poisson
binomial distribution (black). The number of successes is denoted by l.
The Poisson binomial distribution can also be approximated by the bino-
mial distribution [90]. The binomial approximation is accurate whenever
the variance σ2 is small.
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2.6.2 Bounds for the probability Prτk(e
+ | cE)
A number of bounds for the Poisson binomial distribution based on various
characteristics of the probabilistic parameters p ∈ p have been reported
[6, 37, 47, 53, 86]. These bounds offer another way to obtain an approx-
imate probability Prτk(e
+ | cE) in the noisy threshold models where n is
large. All bounds for the Poisson binomial distribution concern bounds
for cumulative probabilities, and hence they are well suited to bound the
conditional probability of the effect in the noisy threshold models. We dis-
cuss Hoeffding’s inequalities and the Percus and Percus bounds as these
bounds seem to be the most suitable for the domain of the noisy threshold
models.
Hoeffding’s inequalities
Let B(l;m(p);n) denote the binomial distribution. Hoeffding [47] pre-
sented the following bounds for the probabilities
∑c
i=0 B(i; p) and∑c
i=b B(i; p) given the mean m(p) of the Poisson binomial distribution:
0 ≤
c∑
i=0
B(i; p) ≤
c∑
i=0
B(i;m(p);n) if 0≤c≤m(p)−1, (2.14)
c∑
i=0
B(i;m(p);n) ≤
c∑
i=0
B(i; p) ≤ 1 if m(p)≤c≤n, (2.15)
c∑
i=b
B(i;m(p);n) ≤
c∑
i=b
B(i; p) ≤ 1 if 0≤b≤m(p)≤c≤n, (2.16)
where b and c are integers.
From Hoeffding’s inequalities we obtain the following bounds for the prob-
ability Prτk(e
+ | cE).
Proposition 5 Let m(p(cE)) be the mean of the probability distribution
B(i; p(cE)) and let ρ(cE) ≥ k, 1 ≤ k ≤ n. Then,
• Prτk(e+ | cE) ≥
∑ρ(cE)
i=k B(i;m(p(cE)); ρ(cE)) if m(p(cE))≥k,
• Prτk(e+ | cE) ≤
∑ρ(cE)
i=k B(i;m(p(cE)); ρ(cE)) if m(p(cE))≤k−1.
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Proof: Let b = k and c = ρ(cE), then Inequality (2.16) becomes
ρ(cE)∑
i=k
B(i;m(p(cE)); ρ(cE)) ≤
ρ(cE)∑
i=k
B(i; p(cE)) ≤ 1 if m(p(cE)) ≥ k.
Let c = k − 1, then Inequality (2.15) becomes
k−1∑
i=0
B(i;m(p(cE)); ρ(cE)) ≤
k−1∑
i=0
B(i; p(cE)) ≤ 1 if m(p(cE))≤k−1.
Using
∑k−1
i=0 B(i; p(cE)) = 1−
∑ρ(cE)
i=k B(i; p(cE)), we obtain
0 ≤
ρ(cE)∑
i=k
B(i; p(cE)) ≤
ρ(cE)∑
i=k
B(i;m(p(cE)); ρ(cE)) if m(p(cE))≤k−1.
Finally, using Proposition 2 we get
Prτk(e
+ | cE) ≥
ρ(cE)∑
i=k
B(i;m(p(cE)); ρ(cE)) if m(p(cE)) ≥ k,
Prτk(e
+ | cE) ≤
ρ(cE)∑
i=k
B(i;m(p(cE)); ρ(cE)) if m(p(cE)) ≤ k − 1.
Since m(p(cE)) can be computed in linear time, the Hoeffding’s bounds
can be computed in linear time as well.
We examined the tightness of the Hoeffding’s bounds for the probability
Prτk(e
+ | cE) in the non-Hodgkin lymphoma model. The results for all
possible realizations of cE , E = {1, . . . , 6} are summarized as the difference
between the bounds and presented in Figure 2.7. The probability for 32
realizations of cE could not be bounded as their m(p(cE)) value falls into
the interval (1, 2). The conditional probability for the other realizations
was bounded by intervals smaller than 0.4.
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Figure 2.7: Hoeffding’s bounds for the conditional probability Prτk(e
+ |
cE) in the non-Hodgkin lymphoma model.
Percus and Percus bounds
Percus and Percus introduced a lower bound for the sum of the Poisson bi-
nomial probabilities
∑c
i=0 B(i; p). To compute the bound, the probability
B(0; p) is used [86]:
c∑
i=0
B(i; p) ≥ B(0; p)
c∑
i=0
(
n
i
)(
(B(0; p))−
1
n − 1
)i
. (2.17)
From Equation (2.17), we derive an upper bound for the sum of the Poisson
binomial probabilities
∑c
i=0 B(i; p). Let q = (1−p1, . . . , 1−pn) denote the
probabilities of failures in the Poisson trials. Then, the relation between
B(i; p) and B(i; q) is
c∑
i=0
B(i; p) =
n∑
i=n−c
B(i; q) = 1−
n−c−1∑
i=0
B(i; q). (2.18)
2.6: Approximate methods to compute the probability Prτk(e
+ | cE) 37
We can rewrite Equation (2.17) as
c∑
i=0
B(i; q) ≥ B(0; q)
c∑
i=0
(
n
i
)(
(B(0; q))−
1
n − 1
)i
= B(n; p)
c∑
i=0
(
n
i
)(
(B(n; p))−
1
n − 1
)i
. (2.19)
Finally, combining (2.18) and (2.19), we obtain an upper bound for the
sum of the Poisson binomial probabilities, given by
c∑
i=0
B(i; p) ≤ 1− B(n; p)
n−c−1∑
i=0
(
n
i
)(
(B(n; p))−
1
n − 1
)i
. (2.20)
Using the Percus and Percus bounds, we find the following upper and lower
bounds for the probability Prτk(e
+ | cE).
Proposition 6 Let ρ(cE) ≥ k, 1 ≤ k ≤ n, then
• Prτk (e+ | cE) ≤ 1− B(0;p(cE))
∑k−1
i=0
(
ρ(cE)
i
) (
(B(0;p(cE)))
− 1
ρ(cE) − 1
)i
,
• Prτk (e+ | cE) ≥ B(ρ(cE);p(cE))
∑ρ(cE)−k
i=0
(
ρ(cE)
i
) (
(B(ρ(cE);p(cE)))
− 1
ρ(cE) − 1
)i
.
Proof: Let c = k − 1. Then, using Proposition 2, inequalities (2.17)
and (2.20) become
Prτk (e
+ | cE) = 1−
k−1∑
i=0
B(i;p(cE))
≤ 1− B(0;p(cE))
k−1∑
i=0
(
ρ(cE)
i
)(
(B(0;p(cE)))
− 1
ρ(cE) − 1
)i
,
Prτk (e
+ | cE) = 1−
k−1∑
i=0
B(i;p(cE))
≥ B(ρ(cE);p(cE))
ρ(cE)−k∑
i=0
(
ρ(cE)
i
)(
(B(ρ(cE);p(cE)))
− 1
ρ(cE) − 1
)i
.
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Figure 2.8: Percus and Percus bounds for the probability Prτk(e
+ | cE) in
the non-Hodgkin lymphoma model.
Since B(0; p(cE)) and B(ρ(cE); p(cE)) can be computed in linear time, the
Percus and Percus bounds can be computed in linear time as well.
We have examined the tightness of the Percus and Percus bounds for the
probability Prτk(e
+ | cE) in the non-Hodgkin lymphoma model. The re-
sults for all possible realizations of cE , E = {1, . . . , 6} are summarized as
the difference between the bounds and presented in Figure 2.8.
The best bounds for the probability Prτk(e
+ | cE) can be achieved by
combining Hoeffding’s and Percus and Percus bounds. In our simulations,
non-trivial Hoeffding’s bounds were always at least as tight as the Percus
and Percus bounds. See Figure 2.9 for the results.
2.7 Discussion
In this chapter, we discussed the inference problem in causal indepen-
dence models based on the Boolean threshold functions. We showed that
the inference problem in causal independence models based on symmetric
Boolean functions boils down to computing the conditional probability of
the effect. We established a connection between the conditional probabil-
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Figure 2.9: Combined Hoeffding’s and Percus and Percus bounds for the
probability Prτk(e
+ | cE) in the non-Hodgkin lymphoma model.
ity of the effect in the noisy threshold models and the Poisson binomial
distribution. We investigated how the properties of the Poisson binomial
distribution can be used to compute both exact and approximate probabil-
ity values for the effect variable. The approximate methods are expected
to be useful in very large noisy threshold models.
Even though this chapter has focused on the inference in the noisy thresh-
old models, most of the presented theory can be used as a basis for the
inference in causal independence models with any symmetric Boolean func-
tion defining interaction among causes.
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Chapter 3
Parameter Learning
In this chapter, we study the problem of learning the parameters
in symmetric causal independence models. We present a com-
putationally efficient expectation-maximization (EM) algorithm
to learn parameters in these models, where the computational
scheme of the Poisson binomial distribution is used to com-
pute the conditional probabilities in the E-step. We study the
computational complexity and convergence of the developed al-
gorithm. The presented EM algorithm allows us to assess the
practical usefulness of symmetric causal independence models.
In the assessment, the models are applied to a classification
task; they perform competitively with state-of-the-art classifiers.
This chapter is based on: R. Jurgelenaite and T. Heskes. Learning symmetric
causal independence models. Machine Learning, 2008.
3.1 Introduction
Even though in some real-world problems the intermediate variables in
causal independence models are observable [116], in many problems these
variables are latent. In such problems, the conditional probability dis-
tribution of the effect given the causes depends on unknown parameters,
which have to be estimated from data using maximum likelihood (ML) or
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maximum a posteriori (MAP) methods. One of the most widespread tech-
niques for finding ML or MAP estimates is the expectation-maximization
(EM) method. A direct application of the EM method to learn parameters
in symmetric causal independence models is not tractable for models with
many causes as the method is exponential in the number of causes. At
least two variants of the EM method that make use of specific properties
of causal independence models can be found in literature. Meek and Heck-
erman [76] provided a general algorithm to use the EM method to compute
the maximum likelihood estimate of the parameters in causal interaction
models, which are a generalization of noisy-max and noisy-additive mod-
els that allows a more flexible model structure. Vomlel [118] described the
application of an EM algorithm to learn the parameters in the noisy OR
model. However, the proposed schemes of the EM algorithms are either
too abstract or too specific to be directly applied to the general case of
parameter learning in causal independence models.
Learning the parameters in causal independence models with a symmetric
Boolean function as an interaction function, further referred to as sym-
metric causal independence models, is the main topic of this chapter. We
develop an EM algorithm to learn the parameters in symmetric causal in-
dependence models, and study computational complexity and convergence
of the algorithm. The EM algorithm enables us to assess the practical
usefulness of these extended models. In the assessment, we use symmetric
causal independence models as classifiers. Experimental results show the
competitive performance of symmetric causal independence models com-
pared to the noisy OR model as well as other widely-used classifiers.
The remainder of this chapter is organised as follows. In the following
section, we establish the relationship between the Poisson binomial proba-
bilities and the conditional probability distribution given the Boolean exact
function. In Section 3.3, we first describe the general scheme of the EM
algorithm and then develop the EM algorithm for parameter learning in
symmetric causal independence models. The maxima of the log-likelihood
function for the symmetric causal independence models are examined in
Section 3.4. Finally, Section 3.5 presents the experimental results, and
conclusions are drawn in Section 3.6. The Appendix contains a number
of properties that enable a reduction of computational complexity of the
E-step of the EM algorithm.
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3.2 The Poisson binomial distribution and symmetric
causal independence models
Using the property that symmetric Boolean functions can be decomposed
in terms of exact Boolean functions (see Equation 2.2), the conditional
probability of the occurrence of the effect E given the causes C1, . . . , Cn
can be decomposed in terms of probabilities that exactly l hidden variables
are true as
Pr(e+ | c1, . . . , cn) =
∑
0 ≤ l ≤ n
γl
∑
l(h1,...,hn)=>
n∏
i=1
Pr(hi | ci). (3.1)
As we will show next, the conditional probability of the occurrence of the
effect E given the causes C1, . . . , Cn in symmetric causal independence
models is closely related to the Poisson binomial distribution.
Let l denote the number of successes in n independent trials, where pi is
the probability of success in the ith trial, i = 1, . . . , n; let p = (p1, . . . , pn),
then B(l; p) denotes the Poisson binomial distribution [30, 69]:
B(l; p) =
{
n∏
i=1
(1− pi)
} ∑
1≤j1<...<jl≤n
l∏
z=1
pjz
1− pjz
. (3.2)
To put it in words, the Poisson binomial distribution is a discrete proba-
bility distribution of the number of successes in a sequence of n indepen-
dent experiments, each of which yields success with a different probability.
When all trials have the same probability of success p, B(l; p) reduces to
the binomial distribution: B(l; p) =
(
n
l
)
pl(1− p)n−l.
Let us define a vector of probabilistic parameters p(c1, . . . , cn) = (p1, . . . ,
pn) with pi = Pr(h+i | ci). The relationship between the Poisson binomial
probabilities and the conditional probability distribution given the Boolean
exact function is as stated in the following proposition.
Proposition 7 It holds that:
∑
l(h1,...,hn)=>
n∏
i=1
Pr(hi | ci) = B(l; p(c1, . . . , cn)). (3.3)
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Proof: Note that in Equation (3.1), the sum
∑
l(h1,...,hn)=>
n∏
i=1
Pr(hi | ci)
was defined as the probability that exactly l hidden variables are true. A
hidden variable Hi can be seen as an independent trial whose probability
of success is Pr(h+i | ci). Combining the definition of the vector of proba-
bilistic parameters p(c1, . . . , cn) and the definition of the Poisson binomial
distribution, the result in the premise of this proposition is obtained.
Now, we can establish the relationship between the conditional probability
of the effect given the causes in a symmetric causal independence model
and the Poisson binomial distribution.
Proposition 8 It holds that:
Pr(e+ | c1, . . . , cn) =
n∑
i=0
B(i; p(c1, . . . , cn))γi.
Proof: The proof follows from Equation (3.1) and Proposition 7.
The relationship described in Proposition 8 allows us to use the theory of
the well-studied Poisson binomial distribution in the context of symmet-
ric causal independence models. The properties of the Poisson binomial
distribution will be of major importance in developing a computationally
efficient EM algorithm for symmetric causal independence models.
3.3 The EM algorithm
For a symmetric causal independence model to be complete, its structure,
interaction function and parameters need to be determined. The struc-
ture of symmetric causal independence models is fixed, and the interaction
function f is assumed to be known. To have a fully specified symmetric
causal independence model, we need to estimate the unknown parameters
in the model, i.e. the parameters of the conditional distributions of hid-
den variables H1, . . . ,Hn. Given the assumption that absent causes do
not contribute to the effect, the unknown parameters in the model are
θ = (θ1, . . . , θn) where θi = Pr(h+i | c+i ).
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3.3.1 Maximum likelihood estimate and basic EM
Let D = {x1, . . . ,xN} be a data set of independent and identically dis-
tributed settings of the observed variables in a symmetric causal indepen-
dence model where
xj = (cj , ej) = (cj1, . . . , c
j
n, e
j).
We focus on the problem of estimating the parameters when no additional
information about the model is available, i.e. we do not have any prior
knowledge about the parameters θ. To learn θ, we maximize the condi-
tional log-likelihood
CLL(θ) =
N∑
j=1
ln Pr(ej | cj ,θ).
The value of θ which maximizes the conditional log-likelihood is known as
the maximum likelihood estimate for θ. Expectation-maximization (EM)
[26] is a general method to find the maximum likelihood estimate of the
parameters in probabilistic models, where the data is incomplete or the
model has hidden variables.
The EM method can be explained and derived in several ways. We derive
an EM algorithm on the basis of the explanation of EM in terms of lower-
bound maximization [81]. We start from the following simple identity:
ln Pr(ej | cj ,θ) = ln Pr(h, ej | cj ,θ)− ln Pr(h | ej , cj ,θ) (3.4)
and take expectations of both sides, treating H as a random variable with
the distribution Pr(h | ej , cj ,θ(old)) where θ(old) is the current (old) es-
timate. The left hand side of Equation (3.4) does not depend on H, so
averaging over H yields
ln Pr(ej | cj ,θ) =
∑
h
Pr(h | ej , cj ,θ(old)) ln Pr(h, ej | cj ,θ)
−
∑
h
Pr(h | ej , cj ,θ(old)) ln Pr(h | ej , cj ,θ). (3.5)
46 Chapter 3: Parameter Learning
The key result for the EM algorithm is that the last term in the above
equation is maximized at θ = θ(old), thus any increase of the first term
on the right side of Equation (3.5) is guaranteed to increase the expected
complete (conditional) log-likelihood.
Let us denote
Q(θ;θ(z)) =
N∑
j=1
∑
h
Pr(h | ej , cj ,θ(z)) ln Pr(h, ej | cj ,θ). (3.6)
The EM algorithm at each iteration maximizes the functional
θ(z+1) = argmax
θ
Q(θ;θ(z)).
3.3.2 Maximization step
To maximize Q(θ;θ(z)), we need to compute the partial derivatives of this
functional with respect to each parameter, set them equal to zero and solve
the system of equations. We start by transforming ln Pr(h, ej | cj ,θ) so
that it becomes a sum of logarithms:
ln Pr(h, ej | cj ,θ) = ln
(
Pr(ej | h)
n∏
i=1
Pr(hi | cji , θi)
)
= ln Pr(ej | h) +
n∑
i=1
ln Pr(hi | cji , θi). (3.7)
The conditional probability Pr(hi | cji , θi) can be written in the form
Pr(hi | cji , θi) = cjihiθi + cji (1− hi)(1− θi) + (1− cji )(1− hi). (3.8)
Combining (3.6), (3.7) and (3.8), we obtain
Q(θ;θ(z)) =
N∑
j=1
∑
h
Pr(h | ej , cj ,θ(z))
(
ln Pr(ej | h) +
n∑
i=1
ln
(
θic
j
i (2hi − 1) + 1− hi
))
.
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Then taking the partial derivatives with respect to each parameter θk and
setting them equal to zero yields
∂Q(θ;θ(z))
∂θk
=
N∑
j=1
∑
h
Pr(h | ej , cj ,θ(z)) c
j
k(2hk − 1)
θkc
j
k(2hk − 1) + 1− hk
= 0. (3.9)
Now let us define h\k = {h1, . . . , hk−1, hk+1, . . . , hn}. Equation (3.9) can
be simplified by writing it as a sum over the states of the hidden variable
Hk:
N∑
j=1
cjk
∑
h\k
(
Pr(h\k, h
+
k |ej , cj ,θ(z))
1
θkc
j
k
−Pr(h\k, h−k |ej , cj ,θ(z))
1
1−θkcjk
)
=0. (3.10)
It can be shown that Equation (3.10) is solved by
θk =
∑N
j=1
∑
h\k
Pr(h\k, h
+
k | ej , cj ,θ(z))∑N
j=1 c
j
k
∑
h\k
(
Pr(h\k, h
+
k | ej , cj ,θ(z)) + Pr(h\k, h−k | ej , cj ,θ(z))
)
=
∑N
j=1 Pr(h
+
k | ej , cj ,θ(z))∑N
j=1 c
j
k
. (3.11)
In the next section, we derive the expectation step, which corresponds to
computing the conditional probabilities
Pr(h+k | ej , cj ,θ(z))
for all k = 1, . . . , n, j = 1, . . . , N where cjk = 1.
3.3.3 Expectation step
Using Bayes’ rule, we can write the conditional probability of H given the
data sample xj and the parameters θ(z) as
Pr(h | ej , cj ,θ(z)) = Pr(e
j | h)∏ni=1 Pr(hi | cji ,θ(z))
Pr(ej | cj ,θ(z)) .
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By marginalizing h\k out we obtain the conditional probability of the hid-
den variable Hk being true:
Pr(h+k | ej , cj ,θ(z)) =
Pr(h+k | cjk, θ(z)k )
Pr(ej | cj ,θ(z))
∑
h\k
Pr(ej | h\k, h+k )
∏
1 ≤ i ≤ n
i 6= k
Pr(hi | cji , θ(z)i ).
(3.12)
Computing the probability Pr(h+k | ej , cj ,θ(z)) from Equation (3.12) in a
straightforward way requires summing over 2n terms, which is computa-
tionally expensive. In [15, 49] it was shown that using recursive methods
the Poisson binomial distribution can be computed in a quadratic number
of operations with respect to n. Therefore, expressing Equation (3.12) in
terms of the Poisson binomial probabilities is an obvious way to reduce the
computational cost of the algorithm.
Let us define θˆ(z)(k=1) = (θˆ
(z)
1 , . . . , θˆ
(z)
n ) where
θˆ
(z)
k = 1 and θˆ
(z)
i = θ
(z)
i , ∀i 6= k.
Using the defined vector θˆ(z)(k=1) and Pr(h
+
k | cjk, θ(z)k ) = cjkθ(z)k , Equation
(3.12) takes the form
Pr(h+k | ej , cj ,θ(z)) =
cjkθ
(z)
k Pr(e
j | cj , θˆ(z)(k=1))
Pr(ej | cj ,θ(z)) . (3.13)
Now, we can express the obtained result in terms of the Poisson binomial
probabilities. First, let us define
p(z,j) = (p(z,j)1 , . . . , p
(z,j)
n ) where p
(z,j)
i = θ
(z)
i c
j
i ,
pˆ(z,j)(k=1) = (pˆ
(z,j)
1 , . . . , pˆ
(z,j)
n ) where pˆk = 1 and pˆ
(z,j)
i = θ
(z)
i c
j
i , ∀i 6=k.
From the property of the Poisson binomial distribution [22]
B(i; p) = B(i; p\k)(1− pk) + B(i− 1; p\k)pk (3.14)
it follows that
B(i; pˆ(z,j)(k=1)) = B(i− 1; p
(z,j)
\k ). (3.15)
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Using the identity (3.15) and Proposition 8, the left hand side of (3.13)
can be expressed in terms of the Poisson binomial probabilities as
Pr(h+k | ej , cj ,θ(z)) =

p
(z,j)
k
∑n−1
i=0 B
(
i;p
(z,j)
\k
)
γi+1∑n
i=0 B (i;p
(z,j)) γi
if ej = 1
p
(z,j)
k
(
1−∑n−1i=0 B(i;p(z,j)\k ) γi+1)
1−∑ni=0 B (i;p(z,j)) γi if ej = 0
(3.16)
Summarizing, the (z+1)-th iteration of the EM algorithm for symmetric
causal independence models is given by:
Expectation step: For every instance xj = (cj , ej) with j = 1, . . . , N ,
we form
p(z,j) = (p(z,j)1 , . . . , p
(z,j)
n ) where p
(z,j)
i = θ
(z)
i c
j
i .
Subsequently, the probability P(h+k | cj , ej ,θ(z)) is computed from (3.16)
for each hidden variable Hk, k = 1, . . . , n.
Maximization step: Update the parameter estimates using Equation
(3.11).
The expectation and maximization steps are repeated until some conver-
gence criterion is satisfied.
3.3.4 Computational complexity of the expectation step
The computation of the conditional probabilities in the E-step is a prob-
abilistic inference task; therefore, it can be performed by an inference
algorithm. One way to perform efficient inference in causal independence
models is first to transform the models using parent divorcing [83] or tem-
poral transformation [42] techniques and then to apply an exact inference
algorithm. Zagorecki et al. [126] used the latter technique to transform
probabilistic causal independence models (models where the combination
function does not need to be deterministic) to make inference efficient and
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applied the standard EM algorithm to learn the parameters. Another way
to perform efficient inference in causal independence models is the VE1
algorithm [128], which factorizes the conditional probabilities into a com-
bination of smaller factors to obtain a finer-grain factorization of the joint
probability distribution and makes use of this factorization. Using one
of the transformation techniques or the VE1 algorithm, the conditional
probability Pr(h+k | ej , cj ,θ(z)) can be computed in a quadratic number
of operations with respect to n; however, there was no investigation how
these methods can be used for parameter learning in causal independence
models.
The Poisson binomial distribution and, consequently, the conditional prob-
ability Pr(h+k | ej , cj ,θ(z)) can be computed in quadratic time with respect
to n using recursive methods, and estimated in linear time with respect
to n using approximation and bounding techniques (see Chapter 2 for a
review of these techniques). A naive computation of the exact probabili-
ties Pr(h+k | ej , cj ,θ(z)) in the expectation step requires O(n3) operations
for every data instance xj = (ej , cj) at every iteration of the algorithm.
For a problem with a large number of causes n, this cubic complexity can
become a computational bottleneck. Using the theory of the Poisson bino-
mial distribution, however, the computational complexity can be reduced
to O
(
n2∗
)
operations, where n∗ is the number of probabilistic parameters
p
(z,j)
i , i = 1, . . . , n such that 0 < p
(z,j)
i < 1. See the Appendix for details.
3.4 Analysis of the maxima of the log-likelihood func-
tion
Generally, there is no guarantee that the EM algorithm will converge to a
global maximum of the conditional log-likelihood. In this section, we inves-
tigate the maxima of the conditional log-likelihood function for symmetric
causal independence models.
3.4.1 Noisy OR and noisy AND models
In this section, we show that the conditional log-likelihood for the noisy OR
and the noisy AND models has only global maxima. Since the conditional
log-likelihood function for these models is not necessarily concave, we use a
monotonic transformation to prove the absence of stationary points other
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than global maxima.
First, we establish a connection between the maxima of the log-likelihood
function and the maxima of the corresponding composite function.
Proposition 9 (Global optimality condition for concave functions
[8])
Suppose h(q) : Q → < is concave and differentiable on Q. Then, q∗ ∈ Q
is a global maximum if and only if
∇h(q∗) =
(
∂h(q∗)
∂q1
, . . . ,
∂h(q∗)
∂qn
)T
= 0.
Further, we consider the function
CLL(θ) = h(q(θ)).
Let CLL(θ) and h(q(θ)) be twice differentiable functions, and let q(θ)
be a differentiable, injective function where θ(q) is its inverse. Then, the
following relationship between the stationary points of the functions CLL
and h holds.
Lemma 10 Suppose θ∗ is a stationary point of CLL(θ). Then, there is
a corresponding point q(θ∗) which is a stationary point of h(q(θ)).
Proof: Since the function q(θ) is differentiable and injective, its Jacobian
matrix ∂(q1,...,qn)∂(θ1,...,θn) is positive definite. Therefore, from the chain rule it
follows that if ∇CLL(θ∗) = 0, then ∇h(q(θ∗)) = 0.
Proposition 11 If h(q(θ)) is concave and θ∗ is a stationary point of
CLL(θ), then θ∗ is a global maximum.
Proof: If θ∗ is a stationary point, then from Lemma 10 it follows that
q(θ∗) is also stationary. From the global optimality condition for concave
functions, the stationary point q(θ∗) is a maximum of h(q(θ)); thus, from
the definition of a global maximum, we get that for all θ
CLL(θ) = h(q(θ)) ≤ h(q(θ∗)) = CLL(θ∗).
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Given Proposition 11, the absence of local optima can be proven by intro-
ducing a monotonic transformation q(θ) such that the composite function
h(q(θ)) would be concave. It is well known that the log-likelihood func-
tion for logistic regression is concave, i.e. has no local optima. We will
use transformations that allow us to write the log-likelihood for the noisy
OR and the noisy AND models in a similar form as that of the logistic
regression model.
The conditional probability of the effect in the noisy OR model can be
written as
Pr(e+ | c,θ) = 1−
n∏
i=1
Pr(h−i | ci) = 1−
n∏
i=1
(1− θi)ci
= 1− exp
(
n∑
i=1
ln(1− θi)ci
)
.
Let us choose a monotonic transformation qi = − ln(1 − θi), i = 1, . . . , n.
Then, the conditional probability of the effect in the noisy OR model equals
Pr(e+ | c,q) = 1− e−qT c.
Let us define zj = qT cj and f(zj) = Pr(e+ | cj ,q), then the function h
reads
h(q) =
N∑
j=1
ej ln f(zj) + (1− ej) ln(1− f(zj)). (3.17)
Since f ′(zj) = 1− f(zj), the first derivative of h is
∂h(q)
∂q
=
N∑
j=1
f ′(zj)(ej − f(zj))
f(zj)(1− f(zj)) c
j =
N∑
j=1
ej − f(zj)
f(zj)
cj .
To prove that the function h is concave, we need to prove that its Hessian
matrix is negative semidefinite. The Hessian matrix of h reads
∂2h(q)
∂q∂qT
= −
N∑
j=1
1− f(zj)
f(zj)2
ejcjcj T ≤ 0.
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As the Hessian matrix of h is negative semidefinite, the function h is con-
cave. Therefore, from Proposition 11 it follows that every stationary point
of the log-likelihood function for the noisy OR model is a global maximum.
The conditional probability of the effect in the noisy AND model can be
written as:
Pr(e+ | c,θ) =
n∏
i=1
Pr(h+i | ci) =
n∏
i=1
θcii = exp
(
n∑
i=1
ln θici
)
Let us choose a monotonic transformation qi = ln θi, i = 1, . . . , n. Then
the conditional probability of the effect in the noisy AND model equals
Pr(e+ | c,q) = eqT c
Let us define zj = qT cj and f(zj) = Pr(e+ | cj ,q). The function h is
the same as for the noisy OR model in Equation (3.17). Combined with
f ′(zj) = f(zj), it yields the first derivative of h
∂h(q)
∂q
=
N∑
j=1
f ′(zj)(ej − f(zj))
f(zj)(1− f(zj)) c
j =
N∑
j=1
ej − f(zj)
1− f(zj) c
j
and Hessian matrix
∂2h(q)
∂q∂qT
= −
N∑
j=1
f(zj)
(1− f(zj))2 (1− e
j)cjcj T ≤ 0.
Hence, the function h is concave, and the log-likelihood for the noisy AND
model has no other stationary points than global maxima.
3.4.2 General case
The EM algorithm is guaranteed to converge to the local maxima or saddle
points. Thus, we can only be sure that the global maximum, i.e. a point
θ∗ such that CLL(θ∗) ≥ CLL(θ) for all θ∗ 6= θ, will be found if the log-
likelihood has neither saddle points nor local maxima. However, the log-
likelihood function for a causal independence model with any symmetric
Boolean function does not always fulfill this requirement as is shown in the
following counterexample.
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Example 1 Let us assume a data set D = {(1, 1, 1, 1), (1, 0, 1, 0)} and the
interaction function 1, i.e. γ1 = 1 and γ0 = γ2 = γ3 = 0. To learn the
unknown parameters in the model describing this interaction, we have to
maximize the conditional log-likelihood function
CLL(θ) = ln[θ1(1−θ2)(1−θ3) + (1−θ1)θ2(1−θ3) + (1−θ1)(1−θ2)θ3]
+ ln[1−θ1(1−θ3)− (1−θ1)θ3].
Depending on the choice for initial parameter settings θ(0), the EM algo-
rithm converges to one of the maxima:
CLL(θ)max =
{
0 at θ = (0, 1, 0),
−1.386 at θ ∈ {(θ1, 0, 12) , (12 , 0, θ3)}.
Obviously, only the point θ = (0, 1, 0) is a global maximum of the log-
likelihood function while the other obtained points are local maxima.
The existence of local maxima can also be shown graphically. Let us take
the two points θ′ = (0, 1, 0) and θ′′ =
(
4
5 , 0,
1
2
)
, then the resulting log-
likelihood given the convex combinations of θ′ and θ′′
CLL(λθ′ + (1− λ)θ′′), λ ∈ [0, 1]
is convex as shown in Figure 3.1. 
The discussed counterexample proves that in the general case the EM
algorithm for symmetric causal independence models does not necessarily
converge to a global maximum.
3.5 Experimental results
The EM algorithm developed in this chapter allows us to assess the prac-
tical significance of symmetric causal independence models. To do so,
we evaluated symmetric causal independence models on the basis of their
classification performance.
For our experiments, we chose to use two data sets that are different in
their causal interpretation and size. The non-Hodgkin lymphoma data set
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Figure 3.1: The log-likelihood CLL(λθ′+ (1− λ)θ′′) from Example 1 as a
function of λ.
consists of the factors that influence the result of the treatment, and, for
this reason, the models learned from this data set can be argued to follow
the causal interpretation. The second data set consisting of Reuters news
stories does not follow the causal interpretation. This data set is important
because of its size; experiments on the Reuters data collection allowed us
to test the EM algorithm on large symmetric causal independence models
where the number of cause variables for some document classes is in the
hundreds.
3.5.1 Evaluation scheme
We modelled the interaction among cause and effect variables by means of
Boolean threshold functions, which seem to be the most probable interac-
tion functions for the given domains. However, the models of document
classes in Reuters data set had tens or even hundreds of causes, making
learning the models with all threshold functions computationally expen-
sive. Therefore, for this data collection, we only learned the models with
the threshold functions τ2, τ3, τ4, the closest threshold functions to the OR
function, which was shown to perform well on this data collection [118].
To give a feeling to what extent classification performance of symmetric
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causal independence models is influenced by the choice of an interaction
function, we report all results obtained.
Given the model parameters θ, the testing data Dtest and the classification
threshold 12 , the classifications and misclassifications for both classes are
computed. Let tp (true positives) stand for the number of data samples
(cj , ej+) ∈ Dtest for which Pr(e+ | cj ,θ) ≥ 12 , and fn (false negatives)
stand for the number of data samples (cj , ej+) ∈ Dtest for which
Pr(e+ | cj ,θ) < 12 . Likewise, tn (true negatives) is the number of data sam-
ples (cj , ej−) ∈ Dtest for which Pr(e+ | cj ,θ) < 12 , and fp (false positives) is
the number of data samples (cj , ej−) ∈ Dtest for which Pr(e+ | cj ,θ) ≥ 12 .
To evaluate the classification performance we used the accuracy
η =
tp+ tn
tp+ tn+ fn+ fp
,
which is a measure of correctly classified cases, the F-measure, which com-
bines precision pi = tptp+fp and recall ρ =
tp
tp+fn as
F =
2piρ
pi + ρ
,
and the area under the ROC curve (AUC), which is estimated by a gener-
alization of the Mann-Whitney U statistic [3]
AUC =
∑
(ci,ei+)∈Dtest
∑
(cj ,ej−)∈Dtest
(
I{Pr(e+|ci)>Pr(e+|cj)} +
1
2
I{Pr(e+|ci)=Pr(e+|cj)}
)
(tp+ fn)(tn+ fp)
,
where I{·} denotes the indicator variable whose value is one if its argument
is true and zero otherwise.
To measure the significance of any difference between the classification per-
formance of symmetric causal independence models and other classifiers,
we used the exact version of McNemar’s test [96]. Let n be the number of
cases for which the two classifiers produce different output, and let s be
the number of cases where the output of the classifier with higher accuracy
was correct, while the output of the other classifier was wrong. Under the
null hypothesis that the two classifiers perform equally well, we computed
the two-sided p-value
p = 2
n∑
i=s
n!
i!(n− i)! (0.5)
n.
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3.5.2 Non-Hodgkin lymphoma data set
This data set contains data from patients with gastric non-Hodgkin lym-
phoma (NHL), collected by clinical experts from the Netherlands Cancer
Institute (see [72] for a thorough description of the disease and collected
data).
Gastric non-Hodgkin lymphoma is a type of cancer of the lymphatic sys-
tem, the disease-fighting network spread throughout the body, which origi-
nates in the stomach. Response to treatment is one of the most important
prognostic indicators of a long-term disease-free survival, particularly in
patients with aggressive NHL [4]. We learned the symmetric causal inde-
pendence model that models the interaction between the early outcome of
the treatment and the pretreatment prognostic factors. The early outcome
of the treatment, i.e. the effect in the model, denotes the endoscopically
verified result of the treatment, six to eight weeks after treatment; the
positive state of this variable, complete remission, defines a situation in
which all clinical signs of the disease disappear with the treatment. The
following pretreatment prognostic factors are available: (1) age; (2) general
health status; (3) bulky disease; (4) histological classification; (5) stage of
the cancer; (6) clinical signs (hemorrhage, perforation, obstruction due to
the disease). The prognostic factors correspond to the cause variables in
the model.
Based on medical literature, we converted the data to binary form and
defined each variable such that a false state corresponds to a risk factor
that accounts for an impaired complete remission rate. The resulting model
is shown in Figure 3.2; the name of the variable indicates a true state
of the cause or effect. To learn the parameters of the model we used
125 patient cases with no missing data. 95 of the patients had complete
remission six to eight weeks after the treatment, the other 30 patients failed
to achieve complete remission. As the data set is small, we could use a
leave-one-out cross-validation scheme both to test the performance of the
model and to avoid data overfitting. Classification performance measures
for symmetric causal independence models with the interaction function
τk, k = 1, . . . , 7 are reported in Table 3.1. The results indicate that the
interaction between the pretreatment variables and the outcome of the
treatment is best modelled by the interaction function τ2. Note that the
symmetric causal independence model with the function τ2 outperforms
the noisy OR model, while the noisy AND model is a poor choice to model
the given problem.
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Figure 3.2: Causal independence model modelling complete remission fol-
lowing the treatment of Non-Hodgkin lymphoma. The variable ‘Young
age’ represents a patient younger than 60 years, the variable ‘Early stage’
stands for the first clinical stage of NHL, and the variable ‘No clinical pre-
sentation’ represents a patient who has no hemorrhage, no perforation and
no obstruction.
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Table 3.1: Classification performance measures for symmetric causal in-
dependence models (SCIMs) with the interaction function τk, k = 1, . . . , 7
for the non-Hodgkin lymphoma data set.
Classifier Accuracy (%) F-measure AUC
SCIM, τ1 (noisy OR) 75.2 0.854 0.785
SCIM, τ2 83.2 0.896 0.832
SCIM, τ3 82.4 0.891 0.834
SCIM, τ4 78.4 0.857 0.775
SCIM, τ5 71.2 0.795 0.733
SCIM, τ6 56.8 0.625 0.661
SCIM, τ7 (noisy AND) 36.8 0.288 0.584
To compare symmetric causal independence models with other classifi-
cation algorithms, we evaluated the classification performance of a few
widely-used classifiers. The experiments were performed using the Weka
system with its default settings [122]. The results reported in Table 3.2
show that the classification performance of the symmetric causal indepen-
dence model with the function τ2 is very similar to that of naive Bayes,
logistic regression and the multilayer perceptron. However, this symmet-
ric causal independence model outperformed the noisy OR model, decision
tree and support vector machine with two-sided p-values of 0.0063, 0.0042
and 0.0923, respectively.
Table 3.2: Classification performance measures for different classifiers for
the non-Hodgkin lymphoma data set.
Classifier Accuracy (%) F-measure AUC
SCIM, τ2 83.2 0.896 0.832
naive Bayes 84.0 0.899 0.821
logistic regression 82.4 0.885 0.823
multilayer perceptron 82.4 0.885 0.780
decision tree (C4.5) 73.6 0.832 0.708
support vector machine 77.6 0.861 0.625
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3.5.3 Reuters data set
For the second part of our experiments, we use the Reuters-21578 text
categorization collection containing the Reuters news stories preprocessed
by Karcˇiauskas [58]. The comparison of the noisy OR model and a few
widely-used classifiers on this data collection was reported in [118], and
the results showed the competitive performance of the noisy OR model.
Therefore, we aim to show that extended symmetric causal independence
models perform competitively with the noisy OR model.
The data set has been split into training (7769 documents) and test (3018
documents) sets. For every one of the ten document classes, the most
informative features were selected using the expected information gain as
a feature selection criteria. Each document class was classified separately
against all other classes. We chose to use the same threshold for the ex-
pected information gain as in [118]. The number of selected features varied
from 23 for the corn document class to 307 for the earn document class.
Classification performance measures for symmetric causal independence
models with the interaction function τk, k = 1, . . . , 4 are given in Tables
3.3, 3.4 and 3.5. Even though the threshold to select the relevant features
was tuned for the noisy OR model, for five document classes a symmetric
causal independence model with another interaction function than the OR
function provides better results. For the documents classes earn and trade
the difference in performance is significant with double-sided p-values of
0.0016 (SCIM, τ2) and 0.0154 (SCIM, τ4), respectively.
3.6 Discussion
In this chapter, we have developed a computationally efficient EM algo-
rithm to learn parameters in symmetric causal independence models, where
the computational scheme of the Poisson binomial distribution was used
for the computation of the conditional probabilities in the expectation
step. We also investigated the maxima of the log-likelihood function for
symmetric causal independence models and showed that the log-likelihood
for the noisy OR and the noisy AND models has only global maxima.
The presented algorithm allowed us to evaluate the utility of the extended
symmetric causal independence models. The reported experimental re-
sults indicate that it is unnecessary to restrict causal independence models
to only two interaction functions, logical OR and logical AND. Competi-
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Table 3.3: Accuracy of symmetric causal independence models (SCIMs)
with the interaction function τk, k = 1, . . . , 4 for the Reuters data set;
NClass is the number of documents in the corresponding class. The highest
accuracy obtained for each document class is shown in bold.
Class NClass noisy OR SCIM, τ2 SCIM, τ3 SCIM, τ4
earn 1087 96.3 97.2 97.2 96.8
acq 719 93.1 93.2 93.2 93.0
crude 189 98.1 98.1 97.6 97.7
money-fx 179 95.8 95.8 95.9 96.0
grain 149 99.2 99.0 98.2 97.9
interest 131 96.5 96.8 96.7 96.7
trade 117 96.6 97.0 97.3 97.3
ship 89 98.9 98.8 98.7 98.6
wheat 71 99.5 99.2 98.8 98.5
corn 56 99.7 99.4 99.1 98.8
tive performance of the extended symmetric causal independence models
present them as a potentially useful additional tool to the set of classifiers.
Even though we described symmetric causal independence models as mod-
els constructed on the basis of different behavioural patterns among causes
and effects, this description should not limit the use of the framework.
When a causal interpretation cannot be applied, symmetric causal inde-
pendence models can be used as merely a technique to reduce the number
of parameters and to simplify the inference problem in Bayesian networks.
The current study has examined the problem of parameter learning in
symmetric causal independence models, but the problem of learning the
optimal interaction function has not been addressed. Efficient search in
the symmetric Boolean function space is a possible direction for further
research.
The EM algorithm presented in this chapter learns parameters in models
where both cause and effect variables are assumed to be binary. However,
causal independence models do not have to be limited to binary variables.
Researchers proposed several schemes to generalize the noisy OR model to
multivalued variables [27, 45, 105]. Extension of the framework of sym-
metric causal independence models to handle multivalued variables and
62 Chapter 3: Parameter Learning
Table 3.4: F-measure of symmetric causal independence models with the
interaction function τk, k = 1, . . . , 4 for the Reuters data set; NClass is the
number of documents in the corresponding class. The highest F-measure
obtained for each document class is shown in bold.
Class NClass noisy OR SCIM, τ2 SCIM, τ3 SCIM, τ4
earn 1087 95.0 96.1 96.1 95.6
acq 719 85.3 84.3 84.5 83.8
crude 189 84.5 85.7 80.7 81.0
money-fx 179 60.9 62.1 62.6 62.7
grain 149 92.7 89.9 80.7 77.2
interest 131 40.2 55.0 53.3 54.0
trade 117 51.0 61.2 63.7 63.7
ship 89 79.5 77.7 74.5 71.5
wheat 71 90.3 81.8 71.4 66.2
corn 56 91.8 83.6 72.5 61.5
adjustment of the proposed EM algorithm to this generalization is another
research problem of interest.
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3.7 Appendix
Even if we use recursive methods to compute the Poisson binomial distribu-
tion, the computation of the probabilities Pr(h+k | ej , cj ,θ(z)), k = 1, . . . , n
for a data sample xj requires O(n3) operations. This appendix explains
how the theory of the Poisson binomial distribution can be applied to fur-
ther reduce the computational complexity of the expectation step of the
EM algorithm for symmetric causal independence models.
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Table 3.5: Area under the ROC curve of symmetric causal independence
models with the interaction function τk, k = 1, . . . , 4 for the Reuters data
set; NClass is the number of documents in the corresponding class. The
highest AUC obtained for each document class is shown in bold.
Class NClass noisy OR SCIM, τ2 SCIM, τ3 SCIM, τ4
earn 1087 0.995 0.996 0.995 0.992
acq 719 0.972 0.972 0.957 0.928
crude 189 0.994 0.995 0.994 0.983
money-fx 179 0.971 0.973 0.957 0.915
grain 149 0.999 0.997 0.985 0.952
interest 131 0.961 0.963 0.949 0.915
trade 117 0.979 0.985 0.982 0.973
ship 89 0.979 0.986 0.938 0.842
wheat 71 0.997 0.995 0.994 0.956
corn 56 0.998 0.996 0.982 0.939
3.7.1 Reducing the size of the input
The obvious way to reduce the size of the input is to remove those prob-
abilistic parameters from p that equal zero or one and adapt the Boolean
constants accordingly. Let us define three new vectors:
p\(0) = (pi; i = 1 . . . n, pi 6= 0),
p\(1) = (pi; i = 1 . . . n, pi 6= 1),
p\(0,1) = (pi; i = 1 . . . n, pi 6= 0, pi 6= 1).
Using Equation (3.14) iteratively, we obtain the relationships B(i; p) =
B(i−n1; p\(1)) and B(i; p) = B(i; p\(0)), where n1 is the number of elements
of p equal to 1. Combining these two results yields:
B(i; p) = B(i− n1; p\(0,1)).
Since B(i−n1; p\(0,1)) = 0 for all i < n1 and i > n−n0 (with n0 being the
number of zero elements of p), we can write the conditional probability of
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the effect as
Pr(e+ |cj ,θ(z))=
n∑
i=0
B(i−n1; p(z,j)\(0,1))γi=
n−n0−n1∑
i=0
B(i; p(z,j)\(0,1))γi+n1 . (3.19)
Equation (3.19) allows the reduction of the size of the input from n to
n− n0 − n1. Note that, given the assumption Pr(h+i | c−i ) = 0, n0 is equal
to or larger than the number of ‘inactive’ causes in a given data sample
xj .
3.7.2 Specific cases
From Equation (3.19) and the Poisson binomial identity (3.14), we derived
a few special cases where we do not need to compute the Poisson binomial
distribution in order to compute the probability Pr(h+k | ej , cj ,θ(z)):
Pr(h+k | ej , cj ,θ(z)) =

p
(z,j)
k if p
(z,j)
k ∈ {0, 1},
p
(z,j)
k
1−p(z,j)
k
if max(u | γu = ej , u = 0, . . . , n− n0) = 0,
1 if min(u | γu = ej , u = 0, . . . , n− n0) = n− n0.
(3.20)
3.7.3 Number of operations
At the expectation step of the (z + 1)-th iteration of the EM algorithm
for a given data sample xj , we need to compute the Poisson binomial
distributions
B(0; p(z,j)), . . . ,B(n; p(z,j)), and
B(0; p(z,j)\k ), . . . ,B(n− 1; p
(z,j)
\k ).
Given (3.20), we need to compute only those distributions B(0; p(z,j)\k ), . . . ,
B(n−1; p(z,j)\k ) for which p
(z,j)
k /∈ {0, 1}. Using the recursive method to com-
pute the Poisson binomial distribution and Equation (3.19), computation
of each Poisson binomial distribution requires (n − n0 − n1)2 operations.
The data sample xj requires at most (n − n0 − n1)3 operations. Thus,
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the computational complexity of the EM algorithm was reduced but it
remained cubic.
The number of operations can be reduced from cubic to quadratic by the
use of Equation (3.14). To do so, we first need to compute the distribution
B(0; p(z,j)), . . . ,B(n; p(z,j)), and then iteratively calculate B(0; p(z,j)\k ), . . . ,
B(n− 1; p(z,j)\k ) either from
B(i; p(z,j)\k ) =
B(i; p(z,j))− B(i− 1; p(z,j)\k )p
(z,j)
k
1− p(z,j)k
(3.21)
starting with B(−1; p(z,j)\k ) = 0, or from
B(i− 1; p(z,j)\k ) =
B(i; p(z,j))− B(i; p(z,j)\k )(1− p
(z,j)
k )
p
(z,j)
k
(3.22)
starting with B(n; p(z,j)\k ) = 0.
This scheme works because Equation (3.14) reduces to B(0; p(z,j)) =
B(0; p(z,j)\k )(1−p
(z,j)
k ) and B(n; p
(z,j)) = B(n−1; p(z,j)\k )p
(z,j)
k when i = 0 and
i = n, respectively. Note that we know p(z,j)k and that we have previously
computed B(0; p(z,j)), . . . ,B(n; p(z,j)). To reduce the effect of roundoff
error, which may occur using the iterative method, we advise to use the
bottom-up approach (3.21) when p(z,j)k <
1
2 and the top-down approach
(3.22) when p(z,j)k >
1
2 .
Using the results presented in this appendix, the probability
Pr(h+k | ej , cj ,θ(z)) can be computed in at most O((n− n0 − n1)2) opera-
tions.
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Chapter 4
Modelling Carcinoid Heart
Disease
Carcinoid heart disease is the most dangerous complication of
carcinoid syndrome as it occurs in over 65% of patients with car-
cinoid syndrome and is a major source of morbidity and mortality
for these patients. We use noisy threshold models to predict the
development of carcinoid heart disease. We use data of fifty-four
patients who suffered from a low-grade midgut carcinoid tumor,
of which twenty-two patients developed carcinoid heart disease.
Eleven attributes that are known at admission have been used to
classify whether the patient develops carcinoid heart disease.
The noisy threshold model performed favorably to other
state-of-the-art classification algorithms and equally well
as a decision rule that was formulated by the physician.
This chapter is based on: M.A.J. van Gerven, R. Jurgelenaite, B.G. Taal, T.
Heskes and P.J.F. Lucas. Predicting carcinoid heart disease with the noisy
threshold classifier. Artificial Intelligence in Medicine, 2007.
4.1 Introduction
Bayesian networks have become a widely accepted formalism for reasoning
under uncertainty by providing a concise representation of a joint proba-
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bility distribution over a set of random variables [85]. This distribution is
factorized according to an associated acyclic directed graph (ADG) that
represents the independence structure between random variables. How-
ever, the construction of a Bayesian network that fully captures this inde-
pendence structure for a realistic domain, has proven to be a difficult task.
It requires either manual specification of the ADG by means of available
expert knowledge, or large amounts of high-quality data when we resort
to structure learning.
An alternative to the construction of an ADG that fully captures the in-
dependence structure that holds between variables within the domain, is
to use a fixed or severely constrained graph topology for classification pur-
poses. In the latter context we call a Bayesian network a Bayesian classifier.
The use of Bayesian methods in medicine was first proposed by Ledley and
Lusted in their classic 1959 paper [70], and one of the first successful im-
plementations of Bayesian classifiers in medicine was De Dombals system
for the diagnosis of acute abdominal pain [23]. The classifier that was used
assumes independence of symptoms given the disease, and is known as the
naive Bayes classifier. Over the years, many different Bayesian classifier
architectures have been proposed [16, 34, 94, 104].
Although, typically, the actual joint probability distribution, and the joint
probability distribution that is represented by the Bayesian classifier, dif-
fer considerably, this approach can still yield good results with respect to
the classification task [108]. However, a weakness of this approach is that
the ad-hoc restrictions that are placed on the underlying graph effectively
reduces the Bayesian network to a black box model, making the relation
between properties of the domain and classification outcome often difficult
to understand. This is an undesirable property; especially in medicine,
where ideally one wants to be able to interpret how the classification out-
come (such as diagnosed disease or patient prognosis) relates to the avail-
able domain knowledge (its causes). The explanation of drawn conclusions
is required to increase the acceptance of machine-learning techniques in
practice [65].
In this chapter, we employ a noisy threshold model for classification tasks.
This noisy threshold classifier is based on a generalization of the well-known
noisy OR model, which has already been used for the purpose of text classi-
fication in [117]. In order to demonstrate the merits of the noisy threshold
classifier in a medical context, we apply the technique to the prediction of
carcinoid heart disease (CHD); a serious condition that arises as a compli-
cation of certain neuroendocrine tumors [130]. We demonstrate that the
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noisy threshold classifier performs competitively with state-of-the-art clas-
sification techniques for this medically relevant problem. Furthermore, an
expert physician at the Netherlands Cancer Institute (NKI) was consulted,
and it is demonstrated how her knowledge concerning CHD relates to the
parameters that were estimated for the noisy threshold classifier.
This chapter proceeds as follows. Section 4.2 describes the medical prob-
lem. The use of the noisy threshold model as a Bayesian classifier is dis-
cussed in Section 4.3. The results on the classification task and the medi-
cal interpretation by the expert physician is presented in Section 4.4. The
chapter is ended by some concluding remarks in Section 4.5.
4.2 Carcinoid heart disease
Carcinoid tumors belong to the group of neuroendocrine tumors, which are
known for the production of vasoactive agents in the presence of metastatic
disease; usually hepatic (liver) metastases. Among these agents, serotonin
is the most important agent, leading to the characteristic carcinoid syn-
drome of flushes and diarrhea. The other main characteristic feature of
neuroendocrine tumors is the slow progression of most tumors if the his-
tology shows a low-grade pattern [129].
Figure 4.1: CHD is characterized by heart valve fibrosis.
Serotonin overproduction may also cause carcinoid heart disease (CHD),
which is characterized by fibrosis of the right sided heart valves as shown
in Figure 4.1. Fibrosis induces thickening and retraction of the tricuspid
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valve, leading to tricuspid insufficiency and ultimately heart failure, which
is the cause of death in as much as half of carcinoid patients [129, 130].
Since so many carcinoid patients die of CHD, it is important to divide
patients that are admitted to the clinic into patients that are prone to
develop a severe form of carcinoid heart disease, and those that are not
expected to develop this severe form. In this way, patients that are at risk
can be given more aggressive treatment in order to reduce the probability
of the development of CHD. Hence, the classification task for this medical
problem will be to classify the patients into these two groups, depending
on the attributes that are known at the time of admission to the clinic.
We use chd+ to denote the development of moderate to extreme tricuspid
valve insufficiency and chd− to denote the absence, or development of mild
tricuspid valve insufficiency during patient follow-up.
Table 4.1: Patient attributes that are measured at admission.
Name Definition Name Definition
HIA 5-HIAA levels GIL General illness
CGA Chromogranin A levels BOB Bowel obstruction
DIA Diarrhea IBL Internal bleeding
WHE Wheezing FEV Fever
FLU Flushing HME Hepatic metastases
APA Abdominal pain
In principle, the physician can make use of the attributes that are measured
at admission (Table 4.1), in order to predict the development of CHD.
However, in practice, in order to determine the probability of developing
moderate to severe tricuspid valve insufficiency, the physician makes use
of the following decision rule:
Pr(chd+ | c) =

0.50 if hia+ ∧ dia+ ∧ hme+
0.25 if hia+ ∧ (dia− ∧ hme+ ∨ dia+ ∧ hme−)
0.10 if hia+ ∧ dia− ∧ hme− ∨ hia− ∧ dia+ ∧ hme+
0.03 otherwise.
The aim of this chapter is to show that a noisy threshold model can be
used as a Bayesian classifier, where performance is compared both with
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the physicians classification performance, as well as with standard classifi-
cation techniques such as the naive Bayes classifier, logistic regression and
decision trees. The patient attributes are used as cause variables in the def-
inition of a noisy threshold model. As required, variables are binary, and
positive states of variables are perceived to be less favorable than negative
states, such that they could be responsible for carcinoid heart disease. To
train and test Bayesian classifiers for this medical problem, we have used a
clinical database consisting of fifty-four patients that suffered from a neu-
roendocrine tumor, and for which the grade of tricuspid valve insufficiency
was known. Twenty-two patients developed moderate or worse tricuspid
valve insufficiency during follow-up.
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Figure 4.2: A noisy threshold model for carcinoid heart disease, where the
dashed region represents the total tumor burden for the patient. Note the
use of the leak cause Cl in order to model possible hidden causes.
We have not yet touched upon the most important assumption of causal
independence models. That is, can the variables be regarded as causes of
carcinoid heart disease? For some attributes this is questionable. Diarrhea
for instance is a symptom of other processes and is therefore not likely
to be a cause of carcinoid heart disease. However, we can interpret the
attributes as risk factors that act as components of the total tumor burden,
as depicted in Figure 4.2. Since the causes are assumed to be completely
observed, we refrain from adding additional dependencies between cause
variables.
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4.3 The noisy threshold classifier
4.3.1 Classifier construction
Construction of a noisy threshold classifier (NTC) is as follows. We first
determine the cause variables C and effect variable E that are used in the
classifier. In the context of a classifier, the cause variables stand for the
attributes and the effect variable stands for the class-variable. Secondly, we
need to determine the positive states of the variables. In the CHD domain,
the positive states are simply defined as the presence of attributes that
affect the presence of the class-variable CHD. Once the cause and effect
variables have been defined, we need to find both the optimal values for the
parameters Pr(h+i | c+i ) using the EM algorithm presented in Chapter 3,
as well as the best suited threshold function τk.
Recall that the (z + 1)-th iteration of the EM algorithm for symmetric
causal independence models is given by:
Expectation step: For every instance xj = (cj , ej) with j = 1, . . . , N ,
we form
p(z,j) = (p(z,j)1 , . . . , p
(z,j)
n ) where p
(z,j)
i = θ
(z)
i c
j
i . (4.1)
Subsequently, the probability P(h+k | cj , ej ,θ(z)) is computed for each hid-
den variable Hk, k = 1, . . . , n from
Pr(h+k | ej , cj ,θ(z)) =

p
(z,j)
k
∑n−1
i=0 B
(
i; p(z,j)\k
)
γi+1∑n
i=0 B
(
i; p(z,j)
)
γi
if ej = 1,
p
(z,j)
k
(
1−∑n−1i=0 B(i; p(z,j)\k ) γi+1)
1−∑ni=0 B (i; p(z,j)) γi if ej = 0.
(4.2)
Maximization step: Update the parameter estimates using
θk =
∑
1≤j≤N
∑
h\k
Pr(h\k, h
+
k | ej , cj ,θ(z))∑
1≤j≤N c
j
k
∑
h\k
(
Pr(h\k, h
+
k | ej , cj ,θ(z)) + Pr(h\k, h−k | ej , cj ,θ(z))
)
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=
∑
1≤j≤N Pr(h
+
k | ej , cj ,θ(z))∑
1≤j≤N c
j
k
. (4.3)
To evaluate the classification performance of the classifiers, we use three
measures, accuracy η, F-measure F and AUC as given in Chapter 3, since
the accuracy is the obvious measure but may convey the wrong intuition
when the classes are not equal in size [115]. Finding the optimal noisy
threshold classifier then proceeds as follows:
1. Divide the data set D into the disjoint sets Dtrain, Dvalidate and
Dtest.
2. For all noisy threshold models k = 1, . . . , n use the training data
Dtrain and the EM algorithm of Chapter 3 to learn the parameters
Pr(h+i | c+i ).
3. Select the noisy threshold model and the number of iterations of the
EM algorithm that maximizes w1η(Dvalidate) + w2F (Dvalidate) with
equal weights w1 = w2, as the optimal noisy threshold classifier.
With regard to the clinical data set D we have used a leave-one-out cross-
validation scheme to implement the above algorithm. D contains too many
missing values to simply remove the instances that contain missing data.
We have used mean substitution [62] as an imputation scheme, and note
that multiple imputation [91] produced similar results. Let Ni be the
number of data samples without missing data for the variable Ci for all
i = 1, . . . , n. If the value for the variable Ci is missing in the sample j,
then we replace cji in Equations (4.1) and (4.3) by the estimate
µi =
1
Ni
Ni∑
k=1
cki
of the prior Pr(c+i ).
4.3.2 Classifier evaluation
In order to evaluate the performance of the noisy threshold classifier, we
compare its classification accuracy with the accuracy of a number of other
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well-known algorithms. For the comparison we use the naive Bayes classi-
fier (NBC), logistic regression (LG) and a decision tree learning algorithm
(C4.5) as implemented by the WEKA machine learning tool [122]. We use
WEKAs default parameter settings; the default imputation method is to
interpret a missing value for a variable as a separate value. Furthermore,
we compare the performance of the optimal noisy threshold classifier with
that of the noisy OR classifier, which is a special case of noisy threshold
classifiers [117].
To measure the significance of any difference between the classification per-
formance of symmetric causal independence models and other classifiers,
we used the exact version of McNemar’s test [96] (see Chapter 3).
4.4 Results
4.4.1 Classification performance
Table 4.2 lists the classification accuracy for noisy threshold classifiers with
threshold k = 1, . . . , n. The noisy threshold classifier k = 6 is selected,
based on the validation set Dvalidate, and shows the best classification ac-
curacy of 0.72 on the test set Dtest. Note that the accuracy is considerably
better than the classification accuracy of 0.54 for the noisy OR classifier.
Table 4.2: Classification accuracy on the test set for noisy threshold clas-
sifiers.
Noisy threshold Accuracy Noisy threshold Accuracy
classifier (%) classifier (%)
τ1 0.54 τ7 0.65
τ2 0.65 τ8 0.57
τ3 0.65 τ9 0.59
τ4 0.70 τ10 0.59
τ5 0.69 τ11 0.59
τ6 0.72 τ12 0.59
In order to test how well the noisy threshold classifier performs compared
with the physician, and with other classification algorithms, we have de-
termined the classification accuracy. Table 4.3 describes the classification
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accuracy on Dtest for the physician, naive Bayes classifier (NBC), logistic
regression (LG), decision tree learning algorithm (C4.5) and noisy OR, and
p-values for the null-hypothesis that the classifier accuracy is comparable
to that of the noisy threshold classifier with threshold k = 6.
Table 4.3: Classification accuracy on the test set and p-values for the null
hypothesis that a classifier is just as good as the noisy threshold classifier
with threshold k = 6.
Classifier Accuracy (%) p-value
physician 0.69 0.70
NBC 0.63 0.23
LG 0.67 0.63
C4.5 0.44 6.2 · 10−5
noisy OR 0.54 6.4 · 10−3
Note that the expert physicians classification accuracy is reasonably high,
outperforming all but the noisy threshold classifier. The noisy threshold
classifier with k = 6 shows the best classification accuracy, although the
difference is significant only for C4.5 and the noisy OR classifier at a con-
fidence level of p = 0.05. For the physicians decision rule, the naive Bayes
classifier, and logistic regression, we cannot reject the null hypothesis that
the algorithms may in fact be equally accurate for this data set.
It is well-known that classifiers that show large bias tend to outperform
classifiers that show high variance for small data sets, since this reduces the
risk of overfitting. For this reason, the naive Bayes classifier tends to per-
form well on many data sets [63]. However, although not always reflected
in its classification accuracy [29], the assumption of independence between
attributes given the class-variable, is a strong assumption which does not
hold in general. In contrast, the noisy threshold classifiers assumptions
are motivated by a cause-effect semantics, and hold for domains where the
presence of a sufficient number of causes is sufficient to induce the effect.
Figure 4.3 presents the ROC curves for the physician, the noisy thresh-
old classifier with k = 6, the naive Bayes classifier and logistic regression,
where the area under the curve equals 0.66, 0.66, 0.60 and 0.59 respec-
tively. Although the performance in terms of AUC is mediocre, both the
physicians decision rule, and the noisy threshold classifier show a consider-
ably better performance than the other standard classification techniques.
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Figure 4.3: ROC curve for the noisy threshold classifier (solid black),
logistic regression (solid grey), the naive Bayes classifier (dashed grey)
and physician (dashed black) where the straight line segment in the noisy
threshold classifier curve is a consequence of the model assumption that
absent causes do not contribute to the effect.
The ROC curve does demonstrate a potential danger of using the noisy
threshold classifier, especially when the causal assumptions are not satis-
fied. Whereas the naive Bayes classifier is able to gradually increase the
true positive rate at the expense of increasing the true negative rate, the
noisy threshold classifier fails to accomplish this for all true positive rates.
This is a consequence of the model assumption that absent causes cannot
contribute to the effect; the probability Pr(e+ | ci) of assigning an instance
to the positive class equals zero whenever the number of present causes is
less than the chosen threshold k.
4.4.2 Medical interpretation
In this section, we look at the noisy threshold classifier for CHD from a
medical point of view. Prior to presenting the resulting classifier, we have
asked the physician to indicate how important the individual attributes
were felt to be with respect to predicting the development of carcinoid
heart disease.
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According to the physician, progressive carcinoid disease is often accompa-
nied by the carcinoid syndrome, which is characterized by diarrhea (DIA)
caused by increased bowel motility due to serotonin overproduction, by pe-
riodical flushing attacks (FLU) due to the synergistic interaction between
various vasoactive agents, and sometimes by wheezing (WHE). As dis-
cussed in Section 4.2, serotonin overproduction is thought to play a key role
in the etiology of CHD and it can be measured indirectly by means of the
urinary 5-HIAA level (HIA) since this is a metabolite of serotonin. Hence,
the variables related to the carcinoid syndrome are indicative of serotonin
overproduction and ultimately CHD. It is therefore assumed that the vari-
ables HIA, DIA, FLU and to a lesser extent WHE have a high predictive
value. Serotonin overproduction is itself caused by the carcinoid tumor
in the presence of particular metastases; hormones released by carcinoid
tumors are often destroyed by the liver before they reach the general cir-
culation to cause symptoms. Therefore, only hepatic metastases (HME),
or metastases that can release hormones directly into the general circula-
tion, can produce the carcinoid syndrome. According to the physician, the
presence of hepatic metastases (HME) during hospitalization is indicative
of CHD development, since this is a requirement for serotonin overproduc-
tion. The plasma chromogranin A (CGA) level is used as a general marker
of neuroendocrine activity and tumor extensiveness [82]. Although not re-
garded as important as the previously discussed attributes, the physician
expected CGA to have a high predictive value since extensive tumors with
high neuroendocrine activity are more likely to cause CHD. In contrast,
the variables IBL, FEV, APA and BOB were not thought to predict CHD
very well. Local progression of hyper-vascular primary tumors into the
lumen of the small bowel is often the cause of internal bleeding (IBL), but
is not thought to be related to metastatic disease. Fever (FEV) can be
caused by hepatic metastases, as captured by the variable HME, but it
is also a non-specific symptom that is not necessarily caused by carcinoid
disease in the first place. Abdominal pain (APA) and bowel obstruction
(BOB) are often caused by complications due to the primary tumor and
were assumed to be unrelated to the development of CHD. According to
the physician, general illness (GIL) could be indicative of the develop-
ment of carcinoid heart disease; a poor condition is often due to extensive
metastases and therefore a high probability of serotonin overproduction.
In general, the physician expected that at least some of the risk factors
should occur together in order to cause CHD.
Figure 4.4 depicts the actual estimates of prior probabilities Pr(c+i ) and
conditional probabilities Pr(h+i | c+i ), for the noisy threshold classifier
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Figure 4.4: Estimates of priors Pr(c+i ), and conditional probabilities
Pr(h+i | c+i ), for the noisy threshold classifier with threshold function k = 6.
that was used for predicting CHD. The predictive value of the variables
HIA, DIA, FLU and WHE is reflected in the reasonably high associated
probabilities Pr(h+i | c+i ) with i ∈ {1, 3, 4, 5}, which range from 0.67 to
0.91, where wheezing is indeed seen to be of less predictive value than
the other attributes. The presence of hepatic metastases (HME) is also
an important predictor of CHD, as is indicated by the high probability
Pr(h+11 | c+11) = 0.92. Notice that most patients that are admitted al-
ready present with such metastases, which is reflected by the high prior
probability Pr(c+11) = 0.78. Contrary to the physicians expectations, CGA
was not a very good predictor of CHD, with Pr(h+i | c+i ) = 0.53. In
hindsight, this may be explained by the fact that CGA overproduction
does not necessarily reflect serotonin overproduction, and if it does, it may
be redundant information given that we have observed HIA, which is a
metabolite of serotonin. Internal bleeding (IBL) and fever (FEV), with
Pr(h+i | c+i ) = 0.12 and Pr(h+i | c+i ) = 0.13 respectively did not contribute
much to the effect. Unexpectedly, both abdominal pain (APA) and bowel
obstruction (BOB) had relatively high probability values Pr(h+i | c+i ) of
0.80 and 0.84 respectively. After some deliberation, the physician gave the
following possible explanation. Since abdominal pain and bowel obstruc-
tion are often caused by complications due to the primary tumor, both
APA and BOB indicate a midgut tumor with possible mesenterial fibrosis.
A midgut localization is a prerequisite for serotonin overproduction, and
mesenterial fibrosis is thought to be related to tricuspid valve fibrosis [78],
and, therefore, the presence of these variables could have been indicative
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of the development of CHD. General illness (GIL) had a high probabil-
ity value of Pr(h+i | c+i ) = 0.93. Five out of seven patients that suffered
from general illness indeed developed CHD. The threshold function k = 6
corresponds to the physicians assessment that the presence of just one
risk factor is generally insufficient to cause CHD, whereas the presence
of all risk factors is much too strict a requirement as a cause for CHD;
demonstrating that the noisy threshold model as a generalization of both
the noisy OR and noisy AND model can be the proper choice for realistic
domains.
4.5 Conclusions
The noisy threshold classifier is a classifier that has a well-defined semantics
in terms of causes and effect. Due to the independence assumptions that
are made by the classifier, parameters can be reliably estimated without
needing to resort to huge amounts of data. This is an important feature
since many domains are characterized by limited amounts of data, as dis-
cussed in [112]. Learning Bayesian classifiers from data is to be contrasted
with the construction of a full Bayesian network that captures available do-
main knowledge, which, although possible, can be very resource intensive
for realistic domains.
We have demonstrated that the noisy threshold classifier performs com-
parably with the decision rule that is used by an expert physician, and
competitively with state-of-the-art classifiers, on an important classifica-
tion task in oncology. Furthermore, it significantly outperforms the noisy
OR classifier, as a special case of the noisy threshold classifier, for this
data set. The semantics of the noisy threshold classifier enables an inter-
pretation in terms of available domain knowledge, as is illustrated by the
physicians interpretation of classifier parameters. Nevertheless, one should
be cautious when defining the positive states of the cause variables since
negative states cannot contribute to the effect, as reflected by the straight
line segment of the ROC curve. The competitive classification performance
and well-defined semantics make the noisy threshold classifier a promising
new machine learning technique, as was demonstrated here in the context
of medical prognosis.
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Chapter 5
Modelling Gene Regulation in
Plasmodium Falciparum
To date, there is little knowledge about one of the processes funda-
mental to the biology of Plasmodium falciparum, gene regulation
including transcriptional control. We use noisy threshold models
to identify regulatory sequence elements explaining membership
to a gene expression cluster, where each cluster consists of genes
active during part of the developmental cycle inside a red blood
cell. Differently from other bioinformatics approaches applied to
P. falciparum, our method is able to model the logic behind gene
regulation and to incorporate uncertainty about the functionality
of putative regulatory sequence elements. Using the classification
accuracy of the noisy threshold models as a measure of their
soundness, we test a number of different models and, consequently,
different hypotheses about gene regulation. We obtain several
interesting results that deserve further (biological) investigation.
Parts of this chapter appeared in: R. Jurgelenaite, T. Heskes, and T. Dijkstra.
Using symmetric causal independence models to predict gene expression
from sequence data. In Proceedings of the ECML-PKDD Workshop ‘Data
Mining in Functional Genomics and Proteomics: Current Trends and Future
Directions’, 2007.
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5.1 Introduction
Malaria is caused by protozoan parasites of which Plasmodium falciparum
causes up to 2 million deaths, mainly children under the age of 5, annually
in sub-Saharan Africa [11, 93]. Malaria is a poverty related disease and
vaccines are not yet available [109]. In addition, resistance to the most
commonly available antimalarials (chloroquine and antifolate drugs) has
spread worldwide. A thorough understanding of the complex biology of the
parasite, with developmental stages in humans and Anopheles mosquitoes,
will help in designing more effective control strategies to combat malaria.
Basic knowledge of one of the processes fundamental to Plasmodium biol-
ogy, gene regulation including transcriptional control, is still lacking. The
published P. falciparum genome sequence has not provided much grip on
transcription control, since not many transcription factors could be iden-
tified and intergenic regions appeared to mainly consist of A+T sequences
[36].
In this chapter, we present a bioinformatics approach which combines RNA
expression data with genome sequence data to identify regulatory sequence
elements and to learn more about gene regulatory mechanisms. A key fea-
ture of transcriptional regulation of gene expression in eukaryotes (organ-
isms whose cells contain a distinct membrane-bound nucleus) is that genes
are often regulated by more than one transcription factor [119]. It has
been suggested that combinatorial gene regulation is the general mode of
transcriptional regulation in P. falciparum [114]. A number of approaches
have been proposed to address the combinatorial nature of transcriptional
regulation. One group of approaches is based on the assumption that
the influence of different transcription factors on gene expression is addi-
tive. The studies based on this assumption use linear regression to relate
regulatory sequence elements to gene expression values [12, 60]. These
approaches, however, cannot identify synergistic regulatory element com-
binations that control gene expression patterns. Algorithms have been
developed to model the synergy between two transcription factors that
bind to sites located anywhere in the upstream region [87] or sites that
are spatially close to each other [39]. Beer and Tavazoie [5] presented an
approach which utilizes AND, OR and NOT logic to capture combinatorial
gene regulation. This method is not only able to infer combinatorial rules
that involve the presence of binding sites for more than two regulators, but
it also includes constraints on motif strength, orientation, relative position
and additional copies of the motifs. Although the methods that model
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combinatorial effects of the motifs have appealing properties, their draw-
back is their inability to cope with uncertainty in the transcription factor
binding sites that are identified. The robustness of the method in the face
of uncertainty is important, as non-functional transcription factor binding
sites can be readily found throughout the genome, including promoters
[121]. We present an approach which is both able to capture the com-
binatorial nature of gene regulation and to incorporate uncertainty about
the functionality of putative regulatory sequence elements. Our probabilis-
tic method, which is based on noisy threshold models, extends the earlier
methods that infer combinatorial rules in two directions. First, we consider
a larger class of Boolean functions, Boolean threshold functions, to capture
combinatorial effects. Second, the regulatory sequence elements contribute
to the regulation of a gene through hidden variables that capture the prob-
ability that a sequence element is functional; thus, the method is able to
cope with non-functional regulator binding sites.
The methods that use both expression and genome sequence data to ex-
plain gene regulation can be divided into three groups depending on the
way in which the two sources of data are combined. The first group in-
cludes the methods that first cluster genes on the basis of their expression
patterns and then search for putative motifs in the upstream regions of the
genes in each cluster [10, 18, 39, 107]. The methods in the second group
work in the opposite direction, first identifying a set of candidate motifs
and then trying to explain RNA expression using these motifs [12, 52, 87].
Finally, the algorithms in the last group use both sources of data together.
These methods use one or more iterations of the following procedure: first,
genes are clustered or grouped according to their expression data, then
the search for motifs in the upstream regions of the coexpressed genes is
performed, and, then, the motifs identified are used to build models that
predict the expression pattern of the gene (see e.g. [5, 99]). While methods
in the third group are potentially more powerful than methods in the other
two groups, they require more information about the gene function than is
available for Plasmodium. Specifically, they require a fine-grained cluster-
ing based on expression data and annotation. For Plasmodium, only 40%
of the genes are annotated [36] and only a few gene expression datasets are
available. In contrast to yeast (the organism on which the approaches in
group 3 are tested), gene expression in P. falciparum is difficult to induce
[95]. The approach we present belongs to the second group of methods.
We do not use RNA expression data while searching for putative regula-
tory motifs; therefore, the accuracy of the models in predicting the gene
expression pattern is an unbiased measure of the soundness of the mod-
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els learned. An unbiased measure to evaluate the soundness of the results
allows us to validate the results even though knowledge about the gene reg-
ulation processes is not available. This property of our method is critical
given how little is known about gene regulation in P. falciparum.
This chapter investigates a number of questions about gene regulation in
P. falciparum in the intraerythrocytic cycle. In section 5.2, we describe
our approach which uses the noisy threshold models to identify regulatory
sequence elements involved in gene regulation, to determine the predictive
power of additional constraints and copies of these regulatory sequence el-
ements and to examine the intriguing gene regulation pattern we find. We
also propose a comparative genome analysis approach to identify potential
transcription factors that bind to the sequence elements that play a regu-
latory role in gene expression. Section 5.3 presents our findings, and the
most important findings are interpreted in Section 5.4.
5.2 Methodology
Our approach to infer regulatory modules from genome sequence and RNA
expression data is shown in Figure 5.1. The underlying assumption in the
approach is that genes within a cluster share common regulatory mecha-
nisms. We start with a preprocessing step, where we use a motif-finding
algorithm to identify putative regulatory sequence elements and we clus-
ter genes according to their expression profiles. Then, for each cluster of
genes that exhibited significant changes in their expression, we learn noisy
threshold models, which model combinatorial effects of gene regulators,
and, given the putative regulatory sequence elements for a gene, classify
the gene as belonging to the cluster or not.
The global structure of a noisy threshold model can be seen in Figure 5.1;
it expresses the idea that causes (regulatory sequence elements) influence
a given common effect (gene membership to a gene expression cluster)
through hidden variables and a Boolean threshold function. All variables
in this model are binary; the positive state of a cause variable corresponds
to either the absence or presence of the motif, and the positive state of
the effect variable represents that the gene belongs to the cluster. Hidden
variables are considered to be a contribution of their parent variables,
regulatory sequence elements, to the gene expression pattern; the absent
causes do not contribute to the effect. The Boolean threshold function τk
returns true when there are at least k trues among the hidden variables.
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Figure 5.1: Overview of the proposed approach. After data preprocess-
ing is completed, we perform 100 runs of two error estimation methods,
cross-validation and bootstrap, for every cluster. Every run starts with mo-
tif ranking, where motifs are ranked based on mutual information scores
computed between the motifs and the class. An iterative greedy proce-
dure used to learn a noisy threshold model adds the next highest ranked
motif (orange color) to the current model. A motif that improves classi-
fication performance (green color) is kept in the model, a motif that does
not improve the classification performance (red color) is removed.
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The commonly used OR and AND functions are the extremes of a spectrum
of threshold functions: the OR function is a threshold function τk with
k = 1 and the AND function is a threshold function τk where k equals the
number of causes in the model.
5.2.1 Finding regulatory motifs
We extracted the DNA sequence 1000 bp upstream from the initiation
codon of all P. falciparum protein coding genes using the latest version of
PlasmoDB [2]. In instances where the upstream regulatory region over-
lapped with another open reading frame, we extracted only the sequence
between the open reading frames. To find over-represented motifs, the
extracted sequences were analyzed using the AlignACE program [51]. We
set the GC background parameter to 0.13 (the fractional GC background
for these regions), the number of columns to align to 10 and the number
of expected sites to 5. Sequence logos of the motifs were generated using
the WebLogo program [21].
5.2.2 Clustering of the RNA expression data
We used a P. falciparum 3D7 strain RNA expression data set [9]. We
downloaded data that were normalized and median-centered and we only
used data for those oligonucleotides that have a corresponding open read-
ing frame assigned from PlasmoDB. We discarded the genes for which
more than 20% of the measurements were missing. A number of open
reading frames had more than one oligonucleotide measured; we averaged
the measurements of these open reading frames. After the data had been
log2 transformed, we imputed missing values using the weighted K-nearest
neighbours method. We chose to use this data imputation method as it
has been shown to provide a more robust and sensitive missing value es-
timation in microarray data than a singular value decomposition based
method or the commonly used row average method [110]. The weighted
K-nearest neighbours method uses a weighted average of values from the
K genes closest to the gene of interest as an estimate for the missing value.
Based on the results reported in [110], we chose the value of K to be 15
and the Euclidean distance as a metric for gene similarity.
We used the K-means algorithm with random initializations to cluster the
genes according to their RNA expression data. Since the K-means al-
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gorithm is known to sometimes get stuck in a local optimum, we ran the
algorithm 10 times for each number of clusters. To select the optimal num-
ber of clusters we used the so-called C-index [50], which has been shown
to outperform 13 other indices for determining the number of clusters in
binary data sets when the data are clustered using the K-means algorithm
[28].
5.2.3 Learning noisy threshold models
We split the data into training, validation and test sets. The training
set was used to rank the motifs and learn a noisy threshold model, the
validation set was used to choose the model parameters, and the test set
was used to evaluate the classification performance of the model.
We used an iterative greedy approach to learn a noisy threshold model
that separates the genes in cluster i from all other genes based on mo-
tif absence/presence. First, we ranked all motifs based on their mutual
information scores, where the mutual information measures the mutual
dependence of the variable M that represents a motif and the class vari-
able C and is defined as
I(M ;C) =
∑
m∈M
∑
c∈C
Pr(m, c) log
Pr(m, c)
Pr(m) Pr(c)
.
Variables M and C are binary, their true values denote the presence of
at least one binding site for a motif in the upstream region of a gene
and the belonging of the gene to the cluster for which a model is learned,
respectively. Then, to learn a noisy threshold model, we started from a
model containing no causes except a default so-called leaky cause [45] and
iteratively added the next highest ranked motif. If the new model did not
have a higher classification accuracy on the validation set than the previous
model, the motif was removed from the model. For each newly added
motif, we evaluated two models, a model with the interaction function τk
and a model with the interaction function τk+1, where τk is the interaction
function from the model with the highest classification accuracy in the
previous iteration. To learn the probabilities of hidden variables in a noisy
threshold model, we ran 10 iterations of the EM algorithm described in
Chapter 3, computed the classification accuracy on the validation set after
each iteration and chose the number of iterations that provided the highest
classification accuracy.
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To solve the problem of unbalanced data (different class size), we added
as many copies of every gene from the smaller class as was needed for this
class to amount for at least half of the genes in both classes.
5.2.4 Evaluation of the models learned
We used two error estimation methods, cross-validation and bootstrap,
to evaluate the models learned. The cross-validation scheme was used to
examine the predictive performance of the models, whereas the bootstrap
approach was used to evaluate the reliability of the model parameters,
the threshold function values and the motifs that were selected as model
features. We performed 100 runs of both error estimation methods.
To compare two models learned under different assumptions as well as to
compare our model to a classifier that assigns all genes to the bigger class,
we used the altered form of the exact version of the McNemar’s test [96].
Let n1 and n2 be the number of genes from the bigger and the smaller class,
respectively, for which the classifiers produce different outputs, and let c
be the number of copies of genes from the smaller class used to solve the
problem of unbalanced data. We have two series of tests, one for the bigger
class and the other for the smaller class, that can be respectively repre-
sented by two independent variables that follow the distributions B(n1, 12)
and cB(n2, 12), where B(n, p) denotes the binomial distribution. The sum
of the two variables can be approximated by a normal distribution with
parameters µ = n1+cn22 and σ
2 = n1+c
2n2
4 . Let Φµ,σ2(x) denote the cumu-
lative distribution function of the normal distribution. Then, under the
null hypothesis that the two classifiers perform equally well, we compute
the p-value
p = 1− Φµ,σ2(s),
where s is the number of cases where the output of the examined classifier
was correct, while the output of the reference classifier was wrong.
Under the assumption that all motifs are equally likely to be chosen as
features of the model, we used the following test to identify the motifs
that are significant for the classification of the genes. From the results of
the bootstrap approach, we estimate pˆ = (pˆ1, . . . , pˆ100), where
pˆi =
number of motifs in the model i
total number of motifs
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is the estimate of the probability that a motif will randomly be chosen
as a feature in the model i. Letting Y denote the number of times a
motif is chosen as a feature in model, our null hypothesis states that Y
follows a Poisson binomial distribution (discrete probability distribution
of the number of successes in a sequence of n independent experiments,
each of which yields success with a different probability) with probabilities
pˆ and number of trials n = 100. Let P(n, pˆ) denote the Poisson binomial
distribution, then a motif is called significant if its p-value p =
∑100
i=t P(i, pˆ)
is less than the significance level of 0.05 corrected for multiple motifs tested,
where t is the number of models the motif appears in.
5.2.5 Examining constraints and copies of the binding sites of
the motifs
To examine constraints on the binding sites of the motifs, we introduced
three binary variables that represent constraints on orientation, location
with respect to ATG and functional depth. We computed mutual infor-
mation scores between each of the variables and the class variable, where
the true values of the variables were these: forward orientation, location
within a given interval and fractional score higher than the given score.
Functional depth is defined as the ratio between a binding site score and
the maximum motif score. The scores are the sums obtained from the
position weight matrix where the element mi,b of the matrix is computed
as
mi,b = ln
Ni,b + Pr(b)
(N + 1) Pr(b)
,
where Ni,b is the number of bases of type b aligned at position i, N is the
number of aligned binding sites, and Pr(b) is the background frequency for
base b.
The mutual information scores of the constraints on the binding sites of a
motif were included in the framework of learning the noisy threshold model
only if the motif has been tested and improved the classification accuracy
of the model. Once the mutual information scores of the constraints for the
newly added motif have been included, all mutual information scores were
sorted in descending order and the highest ranking motif or constraint on
the binding sites of a motif was tested at the next iteration. The procedure
was continued until all motifs and constraints on the binding sites of the
motifs selected as model features were tested.
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The experiments to test whether information about additional binding sites
of a motif improves the classification performance were performed in a very
similar manner as those testing the usefulness of the information about the
constraints on the binding sites of a motif. The mutual information score
of the (l + 1)-th binding site of a motif was included in the framework
only if the l-th binding site of the motif has been tested and improved the
classification accuracy of the noisy threshold model.
5.2.6 Identifying potential transcription factors binding to the
motifs
To identify potential transcription factors binding to the motifs, we used
comparative genome analysis, which is based on the fact that sequence
similarity across species might reflect functional similarity. Identification,
which was done separately for each significant motif, involved three steps.
Firstly, we used STAMP [74], a web tool for exploring DNA-binding motif
similarities, to find a number of the closest matches for a given motif.
Secondly, for each match found, we checked whether the database where
the motif is stored reports a transcription factor that binds to it. Finally,
if the transcription factor is known, we used NCBI BLAST [1, 98] to find
the most similar protein sequences in the P. falciparum protein database.
5.3 Results
5.3.1 Inferred significant motifs
Since the average length of upstream sequences that contribute to regula-
tion is not known, we tested two sets of upstream sequences with different
lengths: 1000 and 1500 bp. The models learned from 1000 bp upstream
sequences showed slightly better classification performance; therefore, we
report and analyze the results obtained using the set of 1000 bp upstream
sequences.
We chose the number of clusters to be 5, as the C-index [50] curve had an
‘elbow’ at this value. The clusters are comparable to the four characteristic
stages of intraerythrocytic parasite morphology discussed by Bozdech et
al. [9], as the vast majority of genes induced in every one of the stages
belongs to one of four clusters. Cluster 5 is a cluster of genes whose
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Table 5.1: Summary of the clusters and classification accuracy of the noisy
threshold models learned to explain them. The p-values are computed for
the null hypothesis that the noisy threshold models are just as good as a
baseline classifier which assigns all genes to the bigger class.
Cluster Number Corresponding Classification Baseline p-value
of genes stage accuracy (%) accuracy (%)
1 144 early ring (ER) 58.5 50.4 3.4 · 10−3
2 1033 ring/early
trophozoite (RET) 60.8 52.5 9.7 · 10−15
3 985 trophozoite/early
schizont (TES) 58.6 50.9 4.1 · 10−11
4 329 schizont (S) 60.5 50.8 2.2 · 10−6
5 1344 - - - -
expression is more or less constant throughout the intraerythrocytic stage.
The correspondence between the characteristic stages and the clusters is
given in Table 5.1. From now on, we refer to the clusters by the names of
the corresponding characteristic stages.
We used 100 motifs that AlignACE found to learn the models for the first
four clusters, i.e. the clusters of genes whose expression changed through-
out the intraerythrocytic stage. The classification accuracy of the noisy
threshold models learned using the cross-validation procedure is reported
in Table 5.1. Table 5.1 shows that we attain an accuracy of around 60%
for each of the stages with little difference in accuracy between the stages.
The predictability of the gene expression from upstream sequence elements
is around the same as the predictability for Saccharomyces cerevisiae re-
ported in [125]. All 39 motifs that were selected as features of the classifier
in a significant number of bootstrap runs are shown in Figure 5.2.
The percentage of significant motifs that are present in upstream regions
gradually increases in genes expressed in different stages throughout the
intraerythrocytic cycle. Not surprisingly, the increase is strongest in the
motifs that were significant for predicting the expression of genes in three
or four clusters. It is interesting to note that the percentage of the motifs
that predict gene expression positively correlates with the erythrocytic
malaria parasites’ total parasite protein content [64] (shown in Figure 5.3)
and mRNA half-lives [102].
Figure 5.4 summarizes the parameters of the noisy threshold models learned
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Figure 5.2: Motifs significant for predicting the expression of genes in
different clusters. The motifs are ordered from top to bottom in terms of
how often they appear as a feature explaining membership to an expression
cluster. Font size indicates relative importance of a motif: large, medium
and small font sizes indicate a motif selected as a feature in at least 75
bootstrap runs, less than in 75 but at least in 50 bootstrap runs and less
than in 50 but in a significant number of bootstrap runs, respectively.
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Figure 5.3: Both the total protein content (cyan) and the percentage of the
motifs that predict gene expression (motifs selected in: 0 classifiers (red), 1
or 2 classifiers (green), and 3 or 4 classifiers (blue)), gradually increase with
parasite maturation. The mean of the percentage of the motifs present in
the genes in a cluster is plotted at the hour when most genes in the cluster
show peak expression. The error bars represent the standard deviation of
the mean.
using the bootstrap procedure. The median of the threshold function val-
ues for the clusters of TES and S genes is approximately four, meaning
that presence of four or more functional regulatory elements predicts ex-
pression of genes in these clusters. These results match the findings of Van
Noort and Huynen [114], who reported that most Plasmodium genes have
between three to seven different regulatory elements in their upstream re-
gions. The median of the standard deviation of the probabilities of hidden
variables provides evidence that noisy threshold models capture the proba-
bility that a sequence element is functional. There is little variation in the
probabilities of the hidden variables in the models where cluster member-
ship is explained by motif absence, which allows us to conclude that motifs
have very similar explanatory power. However, there is much more varia-
tion in the probabilities of the hidden variables in the models where cluster
membership is mostly explained by motif presence; this can be explained
by different rates of functional binding sites for different motifs.
To verify that the models represent gene regulatory mechanisms and could
not be learned from sequence elements found just anywhere in the genome,
94 Chapter 5: Modelling Gene Regulation in Plasmodium Falciparum
we learned models to predict gene expression using putative regulatory
sequence elements found in 1000 bp downstream sequences. The models
for all four clusters were not significantly better than a baseline classifier
which assigns all genes to the bigger class (results not shown).
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Figure 5.4: Summary of the parameters of noisy threshold models learned
in 100 bootstrap runs: box and whisker plots of the threshold functions τk
(a), and of the standard deviation σ of the probabilities of hidden variables
in a model (b). Median (horizontal line), quartiles (box), 5% and 95%
confidence intervals (whiskers) and outliers are indicated.
5.3.2 Pattern of present/absent motifs
Figure 5.2 reveals a distinct pattern in that all motifs for the earlier ER
and RET stages, with the exception of Motif 1, explain membership by
their absence, while many of the motifs for the later TES and S stages
explain membership by their presence. Interestingly, the motifs that break
this pattern, with the exception of Motif 1, are found in a small number of
genes (from 1 to 5% of the genes), in sharp contrast to the other significant
motifs, which are more common. We put this observation to the test by
learning noisy threshold models in which only either the presence or the
absence of the motifs could be selected as causes. As Table 5.2 shows, the
models that follow the pattern were about as good as the original models,
whereas models that break the pattern did not perform better than the
baseline classifier.
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Table 5.2: Classification accuracy of models in which only either the pres-
ence or the absence of the motifs were selected as causes. The p-values are
computed for the null hypothesis that the noisy threshold models are just
as good as a baseline classifier which assigns all genes to the bigger class.
Cluster Accuracy of models p-value Accuracy of models p-value
following the pattern (%) breaking the pattern (%)
ER 59.5 1.1 · 10−3 50.9 0.44
RET 61.3 1.1 · 10−15 52.4 0.56
TES 58.5 5.3 · 10−11 51.1 0.39
S 59.9 6.2 · 10−6 49.3 0.85
5.3.3 Additional information on the regulatory sequence ele-
ments
To test whether additional information about the regulatory sequence el-
ements is useful for predicting gene expression, we performed two sets of
experiments. In the first set of experiments, we learned models where
constraints on motif’s orientation, location with respect to ATG and func-
tional depth were added if they improved classification performance on
the validation set. Likewise, in the second set of experiments, we learned
models where information about additional copies of a motif was included
into the model if it improved the classification performance on a validation
set.
The classification accuracy of the models with constraints on motifs and
p-values for the null hypothesis that the models perform equally well as
the original models are shown in Table 5.3. Even though there is a slight
tendency for a few motifs in the RET cluster to have a positional preference
- e.g. in a number of models, Motif 6 is constrained to 250 - 500 bp
upstream, and Motif 1 is constrained to 500-1000 bp - this seems to be
circumstantial. These constraints are not preserved in the models for the
other clusters and the p-values corrected for multiple testing (corrected
for eight models learned in this section) are not significant. Yuan et al.
[125] reach the same conclusion in their paper, where the authors showed
that the orientation and position information for predicted transcription
factor binding sites in Saccharomyces cerevisiae do not help in predicting
coexpression of genes.
The right side of Table 5.3 lists the classification accuracy of the models
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with additional binding sites and p-values for the null hypothesis that the
models perform equally well as the original models without information
about the number of motif binding sites per gene. The results suggest
that, even if some of the genes have multiple functional copies of motifs in
their upstream regions, additional copies of motifs do not help to predict
gene expression.
Table 5.3: Classification accuracy of models with additional constraints
and models with additional binding sites.
Cluster Accuracy of Accuracy of p-value Accuracy of models p-value
original models with with additional
models (%) constraints (%) binding sites (%)
ER 58.5 56.4 0.90 59.1 0.25
RET 60.8 61.4 0.22 61.6 0.12
TES 58.6 60.2 0.01 58.9 0.31
S 60.5 61.4 0.21 60.3 0.60
5.3.4 Correspondence to functionally tested sequence motifs
In Figure 5.2, we presented a list of 39 motifs that are deemed significant
by our approach. We obtained support for the hypothesis that many of
these motifs are functional by using STAMP [74] to compare functionally
tested Plasmodium sequence motifs [13, 17, 24, 40, 48, 66, 77, 92] with
the putative regulatory sequence motifs we used for learning the models.
The results of this comparison, presented in Figure 5.5, are encouraging
as the vast majority of the best matches were the putative regulatory
sequence motifs found to be significant for predicting gene expression pat-
terns. A few interesting observations that emerge from this comparison
are discussed further.
The TATA box sequence (TATAA) which was shown to be bound by the
TATA box binding protein [92] is a part of two motifs, i.e. Motif 83 and
Motif 44. It is interesting to note that in both motifs the TATAA sequence
is preceded by the GAGAGAA sequence, which has been reported as a
putative enhancer element in P. falciparum [40], and in both cases the
distance between these two elements is three nucleotides.
Even though the TCATA sequence was not found in any of the motifs,
the three closest matches, Motif 11, Motif 21 and Motif 35, had the same
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Figure 5.5: We report up to three best matches for a functionally tested
sequence motif if the E-value of the match is less than 10−2. Dashed arrows
indicate weak matches whose E-values are more than 10−3 for functionally
tested motifs that are up to 5 bp long and more than 10−5 for functionally
tested motifs that are longer than 5 bp; solid arrows indicate the better
matches. The locations of the alignments are underlined by green (forward
alignment) and red (reverse alignment) lines in longer sequences of the
matches. The names of the significant motifs are written in roman, the
names of the motifs that we did not find to be significant are written in
italic.
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TCATA sequence-like sequence, the ACATA sequence.
We did not find close matches to the dual palindromic G-boxes GCCC-
CGCGGAAAGGGGC, which were shown to activate gene expression in
Plasmodium species [77]. Differently from the matches to the other func-
tionally tested sequences, all three closest matches to the dual palindromic
G-boxes, Motif 13, Motif 40 and Motif 52, are motifs that were found to
be not significant for predicting gene expression pattern.
We do not report the results of the comparison with the functionally tested
sequence elements reported in [84, 89] as these long sequence elements
are extremely AT-rich, what makes it difficult to evaluate the matches
obtained.
5.3.5 Potential transcription factors that bind to the motifs
Comparative genome analysis (see Figure 5.6), in which we searched nine
databases of both eukaryotic and prokaryotic transcription factor binding
motifs [7, 41, 46, 59, 73, 75, 97, 106, 123], resulted in the disclosure of ten
potential transcription factors in P. falciparum. Our criterion for labelling
a gene as a potential transcription factor was the gene being found as a
match via more than one transcription factor binding motif from other
organisms. The rationale for this criterion was based on the fact that our
approach ended up with less than sixty genes in P. falciparum whose E-
value (a parameter that represents the number of times this match or a
better one would be expected to occur purely by chance in a search of the
entire database) was less than or equal to 1; therefore, the probability of a
gene being found by chance via different matches is very small. Nine genes
were found repeatedly using the comparative genome analysis approach:
PFL0465c, PF14 0175, PF13 0198, PF13 0072, PF11 0294, MAL3P7.34,
PFB0540w, PF10 0143 and MAL13P1.176. The analysis showed one more
potential transcription factor, PF14 0316, putative DNA topoisomerase II,
which did not meet the criterion above, but was an identical match to the
gene in the fruit fly; furthermore it was found via the closest matches for
two very important motifs in predicting gene expression patterns, Motif 6
and Motif 11. Figure 5.6 shows the alignments which produced the poten-
tial transcription factors; for E-values of the motif and protein sequence
matches, see Supplementary Tables 5.4-5.13.
The natural question to ask is how many of these genes appeared as sig-
nificant matches only because they are paralogs of a true transcription
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Figure 5.6: Comparative genome analysis to identify potential transcrip-
tion factors: approach and results. Most of the ten genes identified as
potential transcription factors show no significant change in their expres-
sion during the intraerythrocytic cycle; eight of them in fact belong to
the silent cluster 5. The expression of the other two potential transcrip-
tion factors, PF13 0198, reticulocyte binding protein 2 homolog a, and of
MAL13P1.176, reticulocyte binding protein 2 homolog b, peaks during the
schizont stage.
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factor. To answer this question, we used NCBI BLAST [1, 98] to examine
how similar the protein sequences of these potential transcription factors
are. Three of the genes, PF14 0316, PFL0465c and PF11 0294, are not
similar to any other gene from the list. Two of the genes, PF13 0198 and
MAL13P1.176, are paralogs of each other, and both of them are similar to
the hypothetical protein PF14 0175 with E-values of 5 · 10−6 and 2 · 10−8,
respectively. Even though the protein sequences of the other genes have
some similarities between themselves and with the two paralogs, none of
the sequences are closely related as there is only one match whose E-value
is less than 10−2: MAL3P7.34 is similar to PFB0540w with an E-value of
6 · 10−5.
5.4 Discussion
Previous bioinformatics approaches have yielded some information on tran-
scription regulatory elements and transcription factors in P. falciparum.
Callebaut et al. [14] predicted general transcription factors associated with
RNA polymerase II. Several approaches searched for regulatory elements
in the upstream sequences of a gene family [77] or clusters of co-expressed
genes [114, 124].
Differently from other bioinformatics approaches applied to P. falciparum,
our method is able to model the logic behind gene regulation and to incor-
porate uncertainty about the functionality of putative regulatory sequence
elements. The classification accuracy of the noisy threshold models, which
is an unbiased measure of the soundness of the models, allowed us to test a
number of different models and, consequently, different hypotheses about
gene regulation. Our main findings are as follows. First, we report a prior-
itized list of thirty nine regulatory motifs relevant for gene regulation and
we show that prevalence of these motifs increases with progression through
the developmental cycle. Second, we show that several factors (other than
DNA sequence of the motif) are unlikely to contribute to gene regulation.
Third, we provide a list of ten potential transcription factors with their
associated binding motifs.
Of the thirty nine significant motifs eleven are implicated in the regula-
tion of genes expressed in the second phase of the asexual development
in the blood cell (motifs that have a “presence” label in column 3 or 4
in Figure 5.2). The second phase consists of the final 18 hours of the in-
traerythrocytic cycle, in which nuclear division is followed by merozoite
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formation and release [33]. Given that hundreds of genes are involved in
nuclear division, it is likely that these motifs contribute to the regulation
of the expression of the genes involved in mitosis. Supporting evidence for
this hypothesis could be our identification of PF14 0316 as a transcription
factor. PF14 0316 is annotated as a putative topoisomerase-II in Plas-
moDB 5.4 and it has been shown by Kelly et al. [61] that treatment of
asexual stage P. falciparum parasites with the topoisomerase-II inhibitor
etoposide results in chromosomal cleavage.
There are two peculiar findings of our approach. First, cluster membership
of genes expressed in the first two stages is predicted solely by the absence
of motifs (with exception of Motif 1, see Figure 5.2). Second, we found that
the relative abundance of motifs upstream of cluster 5 genes, the cluster
of genes that do not significantly change expression during the intraery-
throcytic cycle, was halfway between the abundance of motifs upstream of
the early and late stages genes. One possible explanation is that we found
no evidence of regulation of the genes expressed in the initial phase of the
intraerythrocytic cycle, in which principal modifications of the host cell
occur that allow the parasite to transport molecules in and out of the cell,
to prepare the surface of the red blood cell to mediate cytoadherence and
to digest the cytoplasmic contents in its food vacuole. For this hypothe-
sis, the number of motifs not being the same or less than in genes of the
first stage could be explained by these motifs being relevant in different
combinations in other life cycle stages. A second possible explanation for
these findings could be that the lack of regulatory motifs is a kind of gene
regulation. Motif 4 seems to be strong evidence for this explanation as it
is found in 42% of the genes of the ER cluster as compared to 63% of the
genes in the other four clusters; furthermore, the percentage of Motif 4
almost does not vary throughout these four clusters. For this hypothesis,
the number of motifs in cluster 5 is a baseline number of motifs found in
the genes. We did not find any evidence for a third possible explanation -
that a fraction of the genes in cluster 5 should belong to one of the other
4 clusters.
Our model allowed us to test two sets of upstream sequences with different
lengths. We found that models learned from the set of 1000 bp upstream
sequences showed better classification performance than models learned
from the set of 1500 bp upstream sequences. This result might look sur-
prising, given that a cis-acting sequence element has been found as far away
as 1600 bp upstream [84]. However, genes having regulatory elements that
are far from the translation start site are probably an exception since 43%
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of the genes have another open reading frame starting less than 1500 bp
upstream, and, additionally, 21% of the genes share a region where the
distance between the translation start sites of the two genes is less than
3000 bps.
Our second main finding is the irrelevance of ancillary information for pre-
dicting gene expression. Our model allowed us to test whether extra infor-
mation besides the DNA sequence of the motif, namely, score, orientation,
location and multiplicity of the motif, makes a significant contribution to
explaining cluster membership. In our experiments, this additional infor-
mation about the motifs did not improve the prediction of gene expression.
This does not imply, however, that these motif properties are biologically
irrelevant.
Our third main finding are ten potential transcription factors and their as-
sociated DNA binding motifs. Although it is too optimistic to expect that
all ten are involved in transcriptional regulation, we believe that some of
them can be true transcription factors, given that one of them, PFL0465c,
is a zinc finger transcription factor and another, PF10 0143, is a puta-
tive transcriptional activator. There are three reasons why we think it
is very unlikely that genes PF13 0198 and MAL13P1.176 are transcrip-
tion factors: (1) they are transmembrane proteins localising to the rhop-
try organelles; (2) both of them are similar to the hypothetical protein
PF14 0175, which is similar to a number of transcription factors in other
organisms; (3) their expression pattern is different from that of the other
potential transcription factors. The fact that eight out of the ten potential
transcription factors show no significant change in their expression during
the intraerythrocytic cycle suggests that transcription factors specific to
the intraerythrocytic cycle are likely to be regulated post-transcriptionally.
The analysis to identify potential transcription factors also revealed that
many of the significant motifs were similar to the same motifs in other
organisms, and, thus, similar among themselves. This allows us to hypoth-
esize that at least some of the motifs are bound by transcription factors
that bind a family of similar but distinct motifs.
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Table 5.4: Alignments that identified PF14 0316, putative DNA topoi-
somerase II, as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 11 Top2 3 · 10−14
Motif 25 Top2 3 · 10−11
Motif 6 Top2 10−9
Motif 35 Top2 10−7 Top2 (fruit fly) 0.0
Table 5.5: Alignments that identified PFL0465c, zinc finger transcription
factor (krox1), as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 23 M24 3 · 10−8
Motif 22 M24 2 · 10−5
Motif 55 M24 5 · 10−5 MAZ (human) 10−11
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 6 · 10−8
Motif 4 M01004 8 · 10−8 Helios (mouse) 2 · 10−7
Motif 91 M00141 3 · 10−6 Lyf-1 (mouse) 6 · 10−6
Motif 42 M00721 2 · 10−5 CACCC-binding (human) 6 · 10−6
Motif 55 MSN4 3 · 10−4 MSN4 (yeast) 2 · 10−5
Motif 86 M00257 4 · 10−5
Motif 14 RREB1 7 · 10−5 RREB1 (human) 5 · 10−4
Motif 22 ADR1 5 · 10−5 ADR1 (yeast) 2 · 10−2
Motif 91 M01122 10−6
Motif 96 M01122 4 · 10−5
Motif 55 M01122 3 · 10−7 ZNF (human) 2 · 10−4
Motif 91 M00665 10−7 Sp3 (human) 10−3
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Table 5.6: Alignments that identified hypothetical protein PF14 0175 as
a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 10−8
Motif 7 M01051 3 · 10−9 MCM1 (yeast) 2 · 10−5
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 10−4
Motif 14 M00633 2 · 10−7
Motif 22 M00633 7 · 10−6
Motif 42 M00633 10−4 GBF (slime mold) 3 · 10−3
Motif 80 oneSite 10−8
Motif 4 oneSite 3 · 10−8
Motif 2 oneSite 8 · 10−8 GT-3b (thale cress) 8 · 10−3
Motif 81 bab1 2 · 10−9
Motif 68 bab1 3 · 10−7 bab1 (fruit fly) 6 · 10−2
Motif 95 RGATAOS 8 · 10−7 Rf2a (rice) 9 · 10−2
Table 5.7: Alignments that identified reticulocyte binding protein 2 ho-
molog a PF13 0198 as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 14 M00633 2 · 10−7
Motif 22 M00633 7 · 10−6
Motif 42 M00633 10−4 GBF (slime mold) 4 · 10−8
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 2 · 10−6
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 4 · 10−4
Motif 80 oneSite 10−8
Motif 4 oneSite 3 · 10−8
Motif 2 oneSite 8 · 10−8 GT-3b (thale cress) 10−3
Motif 50 hb 10−7 hb (fruit fly) 5 · 10−2
Motif 7 M01051 3 · 10−9 MCM1 (yeast) 9 · 10−2
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Table 5.8: Alignments that identified hypothetical protein PF13 0072 as
a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 6 · 10−5
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 2 · 10−3
Motif 7 M01051 3 · 10−9 MCM1 (yeast) 3 · 10−2
Table 5.9: Alignments that identified ATP-dependent phosphofructokinase
PF11 0294 as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 10−3
Motif 7 M01051 3 · 10−9 MCM1 (yeast) 5 · 10−3
Table 5.10: Alignments that identified hypothetical protein MAL3P7.34
as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 2 · 10−2
Motif 7 M01051 3 · 10−9 MCM1 (yeast) 3 · 10−2
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 0.3
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Table 5.11: Alignments that identified hypothetical protein PFB0540w
as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 4 · 10−2
Motif 95 RGATAOS 8 · 10−7 Rf2a (rice) 4 · 10−2
Motif 14 M00633 2 · 10−7
Motif 22 M00633 7 · 10−6
Motif 42 M00633 10−4 GBF (slime mold) 1
Table 5.12: Alignments that identified a putative transcriptional activator
ADA2, PF10 0143, as a potential transcription factor in P. falciparum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 81 bab1 2 · 10−9
Motif 68 bab1 3 · 10−7 bab1 (fruit fly) 9 · 10−2
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 0.2
Motif 19 MYB3 2 · 10−8 MYB3 (thale cress) 1
Table 5.13: Alignments that identified reticulocyte binding protein 2 ho-
molog b MAL13P1.176 as a potential transcription factor in P. falci-
parum.
Statistically Similar motif E-value Transcription factor E-value
significant in another of the motif that binds to of the protein
motif organism match this motif match
Motif 80 M00987 4 · 10−9
Motif 2 M00987 2 · 10−8 FOXP1 (mouse) 0.1
Motif 1 M00013 10−12
Motif 21 M00013 6 · 10−8
Motif 6 M00013 9 · 10−8 CF2-II (fruit fly) 0.3
Motif 80 oneSite 10−8
Motif 4 oneSite 3 · 10−8
Motif 2 oneSite 8 · 10−8 GT-3b (thale cress) 0.7
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Conclusions and Further
Research
In this thesis, we have studied symmetric causal independence models, a
way to constrain the conditional probability tables for binary variables
using symmetric Boolean functions.
The established connection between the conditional probabilities of the ef-
fect variable in the model and the Poisson binomial distribution enabled
efficient probabilistic inference and parameter learning in symmetric causal
independence models. We studied both exact and approximate inference
methods using the computational scheme of the Poisson binomial distribu-
tion and compared their efficiency with that of the standard exact inference
techniques. We used the computational scheme of the Poisson binomial dis-
tribution to develop a computationally efficient EM algorithm to learn the
parameters in symmetric causal independence models. The investigation
of the maxima of the log-likelihood function for symmetric causal inde-
pendence models revealed that the log-likelihood for the noisy OR and the
noisy AND models has only global maxima.
The competitive performance of the symmetric causal independence mod-
els present them as a potentially useful additional tool to the set of clas-
sifiers. We showed that the semantics of the models make them especially
suitable for medical and genomic domains. We believe that noisy thresh-
old models can be successfully applied to other eukaryotes for which it is
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expected that genes are regulated by more than one transcription factor.
Modelling transcriptional gene regulation in Saccharomyces cerevisiae, a
widely used and one of the most studied model organism in science, is of
particular interest.
This thesis has examined the problem of parameter learning in symmetric
causal independence models, but the problem of learning an optimal inter-
action function has not been yet addressed. Efficient search in symmetric
Boolean function space is a possible direction for future research.
Symmetric causal independence models studied in this thesis consist of
binary variables. However, causal independence models do not have to be
limited to binary variables. Researchers have proposed several schemes
to generalize the noisy OR model to multivalued variables [27, 45, 105].
Extension of the framework of symmetric causal independence models to
handle multivalued variables is another research challenge that remains to
be addressed.
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Summary
This thesis studies in detail symmetric causal independence models, which
are a type of Bayesian network.
A Bayesian network provides a graphical representation of a probability
distribution over a set of random variables; it consists of nodes that rep-
resent variables and arcs that encode conditional independencies between
the variables. Bayesian networks have a number of attractive properties.
Firstly, they provide a framework for deriving efficient algorithms for prob-
abilistic inference, the task of computing conditional probabilities of the
values of some of the nodes given the values of other nodes. Secondly, the
models provide an intuitive representation of domain knowledge. Thirdly,
Bayesian networks allow combining expert knowledge and statistical data.
Finally, Bayesian networks are well suited to dealing with incomplete data.
The definition of a Bayesian network does not constrain how a variable de-
pends on its parents (variables that have outgoing arcs into the variable).
However, the number of conditional probabilities for a variable grows ex-
ponentially with the number of its parents, making the tasks of specifying
the conditional probabilities and probabilistic inference in richly-connected
Bayesian networks difficult or even intractable. Therefore, researchers pro-
posed a number of ways of economically specifying the conditional proba-
bility of a variable with many parents.
Causal independence is a popular way to constrain the conditional prob-
ability tables for binary variables. The global structure of a causal inde-
pendence model is shown in Figure 1; it expresses the idea that causes
C1, . . . , Cn influence a given common effect E through hidden variables
H1, . . . ,Hn and the interaction function f . The hidden variable Hi is
considered to be a contribution of the cause variable Ci to the common
effect E, and absent causes do not contribute to the effect. The function
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f defines the way in which the hidden effects H1, . . . ,Hn and, indirectly,
also the causes C1, . . . , Cn interact to yield the final effect E. Number
of parameters in causal independence models is linear in the number of
causes.
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Figure 1: Causal independence model.
While many real-world Bayesian networks incorporate causal independence
assumptions, only two interaction functions, the logical OR function and
the logical AND function, are used in practice. The underlying assump-
tion of the resulting models, known as noisy-OR and noisy-AND models,
is that the presence of either at least one cause or all causes at the same
time gives rise to the effect. In this thesis, we study a broader class of
causal independence models, causal independence models based on the
symmetric Boolean functions. We pay special attention to causal indepen-
dence models based on a useful symmetric Boolean function, the Boolean
threshold function τk, which checks whether there are at least k arguments
whose value is true. Causal independence models based on the symmetric
Boolean function and the Boolean threshold function are further referred
to as symmetric causal independence models and noisy threshold models,
respectively.
In Chapter 2, we investigate the problem of probabilistic inference in sym-
metric causal independence models, with a special focus on the noisy
threshold models. We establish a connection between the conditional prob-
ability distribution of the effect variable in these models and the Poisson
binomial distribution. We investigate how the properties of the Poisson
binomial distribution can be used for computationally efficient exact and
approximate inference in symmetric causal independence models. We also
compare the efficiency of the computational schemes developed with the
efficiency of standard inference techniques.
Learning a Bayesian network from data includes two tasks: learning the
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structure and learning the parameters. In case of symmetric causal in-
dependence models, we deal with models whose structure is fixed; there-
fore, in order to learn symmetric causal independence models, we need
to learn only their parameters. The problem of learning the parameters
in symmetric causal independence models is studied in Chapter 3. We
present a computationally efficient expectation-maximization (EM) algo-
rithm to learn parameters in symmetric causal independence models, where
the computational scheme of the Poisson binomial distribution is used to
compute the conditional probabilities in the E-step. We study computa-
tional complexity and convergence of the developed algorithm. To assess
the practical usefulness of symmetric causal independence models, we use
two data sets that are different in their causal interpretation and size. The
non-Hodgkin lymphoma data set consists of factors that influence the re-
sult of the treatment, and, for this reason, the models learned from this
data set can be argued to follow the causal interpretation. The second
data set consisting of Reuters news stories allowed us to test the EM al-
gorithm on large symmetric causal independence models as the number of
cause variables for some document classes is in the hundreds. The models
learned from these data sets were applied to a classification task and shown
to perform competitively with state-of-the-art classifiers.
Chapter 4 presents the application of the noisy threshold model to predict
whether a patient with carcinoid syndrome will develop a carcinoid heart
disease. Carcinoid heart disease is the most dangerous complication of
carcinoid syndrome as it occurs in over 65 percent of patients with carcinoid
syndrome and is a major source of morbidity and mortality for patients
with this syndrome. Given that so many carcinoid patients die of carcinoid
heart disease, it is important to divide patients that are admitted to the
clinic into patients that are likely to develop a severe form of carcinoid
heart disease, and those that do not develop this severe form. In this way,
patients that are at risk can be given more aggressive treatment in order
to reduce the probability of the development of carcinoid heart disease.
We use data of fifty-four carcinoid patients, of which twenty-two patients
developed carcinoid heart disease. The noisy threshold model performed
favorably to four state-of-the-art classification algorithms, and equally well
as a decision-rule that was formulated by the physician.
In Chapter 5, we use noisy threshold models to learn more about one
of the processes fundamental to Plasmodium biology, transcriptional gene
regulation. A parasite Plasmodium causes malaria, an infectious disease,
which infects between 300 and 500 million people every year and accounts
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for more than one million deaths annually. A thorough understanding of
gene regulation in this organism is important for developing a better vac-
cine and identifying novel drug targets to fight this lethal disease. We
use noisy threshold models to identify regulatory sequence elements ex-
plaining gene’s membership to a gene expression cluster. Differently from
other bioinformatics approaches, our method is able to model the logic
behind gene regulation and to incorporate uncertainty about the function-
ality of putative regulatory sequence elements. We apply our technique
to Plasmodium falciparum, the most virulant species of the four species
of Plasmodia affecting humans. Our analysis finds thirty-nine putative
regulatory sequence elements involved in gene regulation during the in-
traerythrocytic developmental cycle. Furthermore, we find no evidence
that additional information about regulatory sequence elements improves
prediction of gene expression. Finally, we provide a list of ten potential
transcription factors.
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Dit proefschrift beschouwt een specifiek type van Bayesiaanse netwerken,
namelijk symmetrische causale onafhankelijkheidsmodellen.
Een Bayesiaans netwerk is een grafische representatie van de kansverde-
ling van een set variabelen met een random verdeling. Het bestaat uit
een aantal knopen die variabelen representeren en pijlen die de voorwaar-
delijke onafhankelijkheid tussen de variabelen weergeven. Bayesiaanse
netwerken hebben een aantal voordelige eigenschappen. Ten eerste bieden
ze een raamwerk dat gebruikt kan worden om efficie¨nte algoritmes te ont-
wikkelen voor de probabilistische inferentie, de berekening van de condi-
tionele waarschijnlijkheid van de waardes van bepaalde knopen gegeven
de waardes van andere knopen. Ten tweede bieden deze netwerken een
intu¨ıtieve representatie van domeinkennis. Ten derde kunnen Bayesiaanse
netwerken gebruikt worden om de kennis van experts te combineren met
statistische data. Als laatste zijn Bayesiaanse netwerken geschikt om met
incomplete data om te gaan.
De definitie van een Bayesiaans netwerk is niet beperkend voor hoe een
variabele afhangt van haar ouders (variabelen met uitgaande pijlen naar
deze variabele). Het aantal conditionele waarschijnlijkheden van een vari-
abele neemt echter exponentieel toe met het aantal ouders, zodat het speci-
ficeren van de conditionele waarschijnlijkheid en de probabilistische infe-
rentie voor Bayesiaanse netwerken met veel connecties moeilijk of zelfs on-
mogelijk is. Daarom zijn er in de literatuur een aantal manieren voorgesteld
om de conditionele waarschijnlijkheid van een variabele met veel ouders op
een meer economische manier te specificeren.
Causale onafhankelijkheid is een handige manier om de conditionele waar-
schijnlijkheidstabellen voor binaire variabelen te beperken. De globale
structuur van een causaal onafhankelijkheidsmodel is weergegeven in Fi-
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guur 1. De achterliggende gedachte is dat de oorzaken C1, . . . , Cn het
gezamenlijke effect E be¨ınvloeden via de verborgen variabelen H1, . . . ,Hn
en de interactiefunctie f . De verborgen variabele Hi wordt beschouwd als
de contributie van de causale variabele Ci op het gezamenlijke effect E.
Niet aanwezige oorzaken dragen ook niet bij aan dit effect. De functie f
definieert de manier waarop de verborgen effecten H1, . . . ,Hn en indirect
ook de oorzaken C1, . . . , Cn met elkaar samenwerken om het uiteindelijke
effect E te bewerkstelligen. Het aantal parameters in causale onafhanke-
lijkheidsmodellen neemt lineair toe met het aantal oorzaken.
i
i
“latex˙fonts˙temp” — 2008/9/21 — 19:41 — page 1 — #1 i
i
i
i
i
i
C1 C2 Cn
H1 H2 Hn
E
f
...
...
Figuur 1: Causaal onafhankelijkheidsmodel.
Ondanks dat veel Bayesiaanse netwerken gebruik maken van causale on-
afhankelijkheidsaannames, worden er slechts twee interactiefuncties, name-
lijk de logische OR en de logische AND functie in de praktijk gebruikt. De
aannames die ten grondslag liggen aan deze modellen, ook wel bekend als
noisy-OR en noisy-AND modellen, is dat de aanwezigheid van o´f ten minste
e´e´n oorzaak, of alle oorzaken tegelijkertijd het gezamenlijke effect veroorza-
ken. In dit proefschrift bestuderen we een grotere klasse van causale onaf-
hankelijkheidsmodellen, namelijk causale onafhankelijkheidsmodellen die
gebaseerd zijn op symmetrische Booleaanse functies. De focus ligt hierbij
voornamelijk op causale onafhankelijkheidsmodellen die gebaseerd zijn op
de Booleaanse drempelfunctie τk, die gebruikt kan worden om te testen
of er tenminste k argumenten de waarde ‘true’ hebben. Causale onaf-
hankelijkheidsmodellen die gebaseerd zijn op de symmetrische Booleaanse
functie en de Booleaanse drempelfunctie worden vanaf nu respectievelijk
symmetrische causale onafhankelijkheidsmodellen en noisy threshold mo-
dellen genoemd.
In hoofdstuk 2 bekijken we het probleem van probabilistische inferentie
in symmetrische causale onafhankelijkheidsmodellen met de nadruk op de
noisy threshold modellen. We leggen een verband tussen de voorwaarde-
lijke kansverdeling van de effectvariabele in deze modellen en de Poisson
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binomiale verdeling. We onderzoeken hoe de eigenschappen van de Poisson
binomiale verdeling gebruikt kunnen worden voor efficie¨nte exacte en be-
naderende inferentie in symmetrische causale onafhankelijkheidsmodellen.
Verder vergelijken we de efficie¨ntie van de ontwikkelde berekeningsmetho-
den met de efficie¨ntie van standaard inferentietechnieken.
Het leren van Bayesiaanse netwerken op basis van data bestaat uit twee
taken: het leren van de structuur en het leren van de parameters. In het
geval van symmetrische causale onafhankelijkheidsmodellen hebben we te
maken met modellen waarvan de structuur vast staat. Daarom hoeven
alleen de parameters geleerd te worden om een symmetrisch causaal on-
afhankelijkheidsmodel te leren. Het probleem van het leren van de pa-
rameters in deze modellen wordt behandeld in hoofdstuk 3. We presen-
teren een rekenkundig efficie¨nt expectation-maximization (EM) algoritme
om de parameters te leren, waarbij het rekenkundige model van de Pois-
son binomiale verdeling gebruikt wordt in de E-stap. Ook bestuderen
we de rekenkundige complexiteit en de convergentie van het ontwikkelde
algoritme. Om de practische waarde van symmetrische causale onafhan-
kelijkheidsmodellen te bepalen gebruiken we twee datasets die verschillen
in de causale interpretatie en in grootte. De dataset horende bij het non-
Hodgkin lymfoom bestaat uit de factoren die het resultaat van de behan-
deling be¨ınvloeden en daarom kan verondersteld worden dat de op basis
van deze set geleerde modellen de causale interpretatie volgen. De tweede
dataset bestaat uit Reuters nieuwsartikelen en stelt ons in staat om het
EM algoritme te testen op grote symmetrische onafhankelijkheidsmodellen
aangezien het aantal causale variabelen voor een aantal documentklassen
in de honderden loopt. De op basis van deze twee sets geleerde modellen
zijn toegepast op een classificeringstaak en hieruit blijkt dat ze competitief
zijn ten opzichte van state-of-the-art classificatie algoritmes.
In hoofdstuk 4 passen we het noisy threshold model toe om te voorspellen
of een patie¨nt met het carcinoid syndroom ook carcinoid hartziekte zal
ontwikkelen. Carcinoid hartziekte is de meest gevaarlijke complicatie van
het carcinoid syndroom omdat het bij 65 procent van de patie¨nten met
het carcinoid syndroom voorkomt en het e´e´n van de hoofdoorzaken is van
de sterfte van patie¨nten met dit syndroom. Aangezien er een groot aantal
hartpatie¨nten sterft aan carcinoid hartziekte is het belangrijk om bij de op-
name van patie¨nten in de kliniek een scheiding te maken tussen patie¨nten
die waarschijnlijk een ernstige vorm van carcinoid hartziekte ontwikkelen
en degenen die dit waarschijnlijk niet zullen ontwikkelen. Op deze manier
kunnen er voor de risicogroep aggresievere behandelmethoden gebruikt
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worden om de kans te verkleinen om carcinoid hartziekte te ontwikke-
len. We gebruiken data van 54 hartpatie¨nten waarvan er 22 carcinoid
hartziekte hebben ontwikkeld. Het noisy threshold model presteert beter
dan vier state-of-the-art classificatie algoritmes en evengoed als het beslis-
singsschema dat is ontwikkeld door de arts.
In hoofdstuk 5 gebruiken we noisy threshold modellen om meer inzicht te
krijgen in e´e´n van de fundamentele processen van de Plasmodium biologie,
namelijk de transcriptionele regulatie van de genexpressie bij de malaria-
parasiet. De Plasmodium parasiet veroorzaakt jaarlijks de infectieziekte
malaria bij 300 tot 500 miljoen personen en is verantwoordelijk voor de
dood van meer dan 1 miljoen mensen per jaar. Een goed begrip van de
regulatie van de genexpressie van dit organisme is van groot belang voor
het ontwikkelen van betere vaccinaties en het bepalen van nieuwe doelen
voor medicijnen om de dodelijke ziekte tegen te gaan. We gebruiken noisy
threshold modellen om de regulatorische elementen te identificeren die kun-
nen verklaren waarom een bepaald gen tot een genexpressiecluster behoort.
In tegenstelling tot andere aanpakken in de bioinformatica kan onze me-
thode gebruikt worden om de logica achter de regulatie van de genexpressie
te modelleren en om onzekerheid over de functionaliteit van de vermoede-
lijke regulatorische elementen mee te nemen. We passen onze aanpak toe
op Plasmodium falciparum, de meest dodelijke variant van de vier soorten
Plasmodia die schadelijk zijn voor de mens. Onze analyse vindt negenen-
dertig regulatorische elementen die een rol spelen bij de regulatie van de
genexpressie tijdens de intraerythrociete ontwikkelcyclus. Verder vinden
we geen bewijs dat extra informatie over regulatorische elementen de voor-
spelling van de genexpressie verbetert. Als laatste presenteren we een lijst
van tien mogelijke transcriptiefactoren.
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Santrauka
ioje disertacijoje detaliai nagrin
ejama viena i² Bajeso tinklu klasiu - simet-
riniai prieºas£iu nepriklausomyb
es modeliai (angl. symmetric causal inde-
pendence models).
Bajeso tinklas - tai graﬁnis atsitiktiniu dydºiu aib
es tikimybinio skirs-
tinio atvaizdavimas. Jis sudarytas i² mazgu, kurie atvaizduoja atsitik-
tinius dydºius, ir rodykliu, kuriu nebuvimas ºenklina s¡lygines nepriklau-
somybes tarp atsitiktiniu dydºiu. Bajeso tinklai yra patraukl	us d
el keleto
savybiu. Pirma, ju strukt	ura suteikia galimyb¦ sukurti efektyvius tikimy-
bin
es i²vados (angl. probabilistic inference) algoritmus, t.y. algoritmus,
randan£ius grup
es mazgu reik²miu s¡lygines tikimybes ºinant kitu mazgu
reik²mes. Antra, ²ie modeliai suteikia galimyb¦ intuityviai atvaizduoti sri-
ties ºinias. Tre£ia, Bajeso tinklai leidºia suderinti specialistu ºinias ir statis-
tinius duomenis. Galiausiai, Bajeso tinklai puikiai tinka tais atvejais, kai
duomenys yra nepilni.
Bajeso tinklo apibr
eºimas neriboja atsitiktinio dydºio priklausomyb
es nuo
jo t
evu (atsitiktiniu dydºiu, kuriuos jungia i²einan£ios rodykl
es su ²iuo at-
sitiktiniu dydºiu). Ta£iau kintamojo s¡lyginiu tikimybiu skai£ius auga ek-
sponenti²kai su kintamojo t
evu skai£iumi. To pasekoje s¡lyginiu tikimybiu
nustatymas ir tikimybin
e i²vada, turint gausiai sujungtus Bajeso tinklus,
tampa sud
etingomis ar netgi neiveikiamomis uºduotimis. Tod
el tyrin
etojai
pasi	ul
e daugyb¦ b	udu ekonomi²kai apibr
eºti atsitiktinio dydºio, turin£io
daugyb¦ t
evu, s¡lygines tikimybes.
Prieºas£iu nepriklausomyb
e - tai populiarus b	udas suvarºyti atsitiktiniu
binariniu dydºiu s¡lyginiu tikimybiu lenteles. Bendra prieºas£iu nepriklau-
somyb
es modelio strukt	ura (Paveikslas 1) parodo modelio esm¦: prieºastys
C1, . . . , Cn paveikia tam tikr¡ bendr¡ rezultat¡ E per pasl
eptuosius atsi-
tiktinius dydºius H1, . . . ,Hn ir s¡veikos funkcij¡ f . Pasl
eptasis atsitiktinis
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dydis Hi yra laikomas prieºastinio atsitiktinio dydºio Ci ind
eliu i ben-
dr¡ rezultat¡ E. Tuo tarpu nesamos prieºastys neitakoja teigiamo rezul-
tato. Funkcija f apibr
eºia kaip pasl
eptieji rezultatai H1, . . . Hn, o taip
pat netiesiogiai ir prieºastys C1, . . . , Cn s¡veikauja ir sukelia galutini rezul-
tat¡ E. Prieºas£iu nepriklausomyb
es modeliu parametru skai£ius tiesi²kai
priklauso nuo prieºas£iu skai£iaus.
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Paveikslas 1: Prieºas£iu nepriklausomyb
es modelis.
Nors ir daugyb
e praktiniu Bajeso tinklu itraukia prieºas£iu nepriklausomy-
b
es prielaidas, praktikoje yra naudojamos tik dvi s¡veikos funkcijos: lo-
gin
e ARBA funkcija ir login
e IR funkcija. Gauti modeliai, ºinomi kaip
triuk²mingas-ARBA ir triuk²mingas-IR modeliai (angl. noisy-OR and noisy-
AND models), pagristi prielaidomis, kad bent vienos arba visu prieºas£iu
vienu metu buvimas s¡lygoja teigiam¡ rezultat¡. ioje disertacijoje mes
tyrin
ejame platesn¦ prieºas£iu nepriklausomyb
es modeliu klas¦ - prieºas£iu
nepriklausomyb
es modelius, pagristus simetrin
emis Bulio funkcijomis. I²-
skirtinis d
emesys skiriamas prieºas£iu nepriklausomyb
es modeliams, pagris-
tiems naudinga simetrine Bulio funkcija - Bulio slenkstine funkcija τk.
i funkcija tikrina ar yra bent k argumentai, kuriu reik²m
e yra teisinga.
Prieºas£iu nepriklausomyb
es modeliai pagristi simetrine Bulio funkcija ir
Bulio slenkstine funkcija toliau bus vadinami atitinkamai simetriniais prie-
ºas£iu nepriklausomyb
es modeliais ir triuk²mingais slenkstiniais modeliais
(angl. noisy threshold models).
Antrame skyriuje tiriame tikimybin
es i²vados simetriniuose prieºas£iu nepri-
klausomyb
es modeliuose problem¡, ypating¡ d
emesi skirdami triuk²min-
giems slenkstiniams modeliams. Mes nustatome ry²i tarp rezultato s¡lygi-
niu tikimybiu skirstinio ²iuose modeliuose ir Puasono binominio skirstinio.
Tiriama, kaip Puasono binominio skirstinio savyb
es gali b	uti panaudotos
efektyviu tiksliu ir apytiksliu tikimybin
es i²vados simetriniuose prieºas£iu
nepriklausomyb
es modeliuose algoritmu suk	urimui. Taip pat mes lyginame
pasi	ulytu skai£iavimo schemu efektyvum¡ su iprastu tikimybin
es i²vados
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metodu efektyvumu.
Norint i²mokti Bajeso tinkl¡ i² duomenu, reikia i²mokti jo strukt	ur¡ ir
parametrus. Simetriniu prieºas£iu nepriklausomyb
es modeliu atveju mes
turime modelius, kuriu strukt	ura nustatyta i² anksto. Tod
el norint i²mokti
simetrinius prieºas£iu nepriklausomyb
es modelius, tereikia i²mokti modeliu
parametrus. Simetriniu prieºas£iu nepriklausomyb
es modeliu parametru
i²mokimo problema nagrin
ejama tre£iame skyriuje. ia pateikiamas efek-
tyvus matematin
es vilties maksimizavimo (angl. expectation-maximization;
toliau - EM) algoritmas, i²mokstantis simetriniu prieºas£iu nepriklausomy-
b
es modeliu parametrus. EM algoritmas naudoja Puasono binominio skirs-
tinio skai£iavimo schem¡, galin£i¡ apskai£iuoti rezultato s¡lygines tikimybes
E-ºingsnyje. Mes tiriame ²io algoritmo sud
etingum¡ ir konvergavim¡. Sime-
triniu prieºas£iu nepriklausomyb
es modeliu praktinei naudai ivertinti nau-
dojame du duomenu rinkinius, vienas nuo kito besiskirian£ius tiek prieºas-
tine interpretacija, tiek dydºiu. Ne-Hodºkino limfomos duomenu rinkinys
sudarytas i² faktoriu, kurie itakoja gydymo rezultat¡, tod
el galima teigti,
kad modeliai i²mokti i² ²io duomenu rinkinio sutinka su prieºastine modelio
interpretacija. Antrasis duomenu rinkinys, sudarytas i² Reuters naujienu,
leido mums patikrinti EM algoritm¡ dideliu simetriniu prieºas£iu nepriklau-
somyb
es modeliu atveju: kai kurios dokumentu klas
es turi ²imtus prieºas-
tiniu atsitiktiniu dydºiu. Modeliai i²mokti i² ²iu duomenu rinkiniu buvo
pritaikyti klasiﬁkavimo uºduo£iai ir parodyta, kad ju veiksmingumas nenu-
sileidºia moderniausiu klasiﬁkatoriu veiksmingumui.
Ketvirtame skyriuje pristatome triuk²mingo slenkstinio modelio pritaikym¡
numatyti ar karcinoidiniu sindromu sergan£iam ligoniui i²sivystys karci-
noidin
e ²irdies liga. Karcinoidin
e ²irdies liga yra pavojingiausia karcinoi-
dinio sindromo komplikacija - nuo ²ios komplikacijos ken£ia daugiau nei
²e²iasde²imt penki procentai ligoniu. Be to, ²i komplikacija yra pagrindin
e
karcinoidiniu sindromu sergan£iu ligoniu sergamumo ir mirties prieºastis.
inant kiek daug karcinoidiniu sindromu sergan£iu ligoniu mir²ta nuo kar-
cinoidin
es ²irdies ligos, svarbu i²skirti hospitalizuotus ligonius i ligonius,
kuriems tikriausiai pasireik² sunki karcinoidin
es ²irdies ligos forma bei i
ligonius, kuriems grei£iausiai ²i komplikacija nepasireik². Taip ligoniams,
priklausantiems rizikos grupei, gali b	uti paskirtas agresyvesnis gydymas
ir sumaºinta tikimyb
e, kad jiems i²sivystys karcinoidin
e ²irdies liga. Mes
naudojame penkiasde²imt keturiu karcinoidiniu sindromu sergan£iu ligoniu
duomenis, i² kuriu dvide²imt dviems i²sivyst
e karcinoidin
e ²irdies liga.
Triuk²mingo slenkstinio modelio tikslumas buvo didesnis negu keturiu mo-
derniausu klasiﬁkatoriu ir beveik toks pats kaip ir gydytojo suformuluotos
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sprendimo taisykl
es.
Penktame skyriuje mes taikome triuk²mingus slenkstinius modelius siekiant
geriau suprasti vien¡ i² esminiu Plasmodium biologiniu procesu - genu
rai²kos reguliavim¡ transkripcijos lygyje. Plasmodium parazitas sukelia
maliarij¡ - infekcin¦ lig¡, kuria kasmet suserga nuo 300 iki 500 milijonu
ºmoniu, o nuo ²ios ligos mir²ta daugiau negu milijonas ºmoniu. io paraz-
ito genu rai²kos reguliavimo nuodugnus supratimas svarbus norint sukurti
vakcin¡ ir nustatyti naujus vaistu taikinius, kurie pad
etu kovoti su ²ia
mirtina liga. Mes taikome triuk²mingus slenkstinius modelius su tikslu
nustatyti reguliuojan£iuosius sekos elementus, paai²kinan£ius geno prik-
lausomyb¦ genu rai²kos klasteriui. Skirtingai nuo kitu bioinformatikos
metodu, m	usu metodas paj
egus tiek sumodeliuoti logik¡, kuria pagristas
genu rai²kos reguliavimas, tiek itraukti netikrum¡ d
el numanomu reguliuo-
jan£iuju sekos elementu funkcionalumo. Metod¡ taikome mirtingiausiai
i² keturiu Plasmodium r	u²iu, uºkre£ian£iu ºmones - Plasmodium falci-
parum. M	usu analiz
e atskleid
e trisde²imt devynis sp
ejamus reguliuojan£iu-
osius sekos elementus, atsakingus uº genu rai²kos reguliavim¡ eritrocitinio
vystymosi ciklo metu. Mes neradome irodymu, kad papildoma informa-
cija apie reguliuojan£iuosius sekos elementus padeda nusp
eti genu rai²k¡.
Galiausiai, mes pateikiame de²imt tik
etinu transkripcijos faktoriu.
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