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Abstract
The connection formula for the Jackson integral of type BCn is obtained in the form of
a Sears–Slater type expansion of a bilateral multiple basic hypergeometric series as a linear
combination of several specific bilateral multiple series. The coefficients of this expansion are
expressed by certain elliptic Lagrange interpolation functions. Analyzing basic properties of
the elliptic Lagrange interpolation functions, an explicit determinant formula is provided for a
fundamental solution matrix of the associated system of q-difference equations.
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1 Introduction
Throughout this paper we fix the base q ∈ C with 0 < |q| < 1, and use the notation of q-shifted
factorials
(u)∞ =
∞∏
l=0
(1− uql), (a1, . . . , ar)∞ = (a1)∞ · · · (ar)∞,
(u)ν = (u)∞/(uqν)∞, (a1, . . . , ar)ν = (a1)ν · · · (ar)ν (ν ∈ Z).
For generic complex parameters a1, . . . , ar and b1, . . . , br, the bilateral basic hypergeometric series
rψr is defined by
rψr
[
a1, . . . , ar
b1, . . . , br
; q, x
]
=
∞∑
ν=−∞
(a1, . . . , ar)ν
(b1, . . . , br)ν
xν (|b1 · · · br/a1 · · · ar| < |x| < 1).
There is a celebrated summation formula for very well-poised balanced 6ψ6 series
6ψ6
[
q
√
a,−q√a, b, c, d, e√
a, −√a,aq
b
,aq
c
,aq
d
,aq
e
; q,
a2q
bcde
]
=
(aq, aq
bc
, aq
bd
, aq
be
, aq
cd
, aq
ce
, aq
de
, q, q
a
)∞
(aq
b
, aq
c
, aq
d
, aq
e
, q
b
, q
c
, q
d
, q
e
, a
2q
bcde
)∞
(1.1)
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for |a2q/bcde| < 1, called Bailey’s sum (see [4, (5.3.1), p. 140]). On the other hand, there are several
transformation formulas for well-poised or very well-poised 2rψ2r series due to Sears [14, 15] and
Slater [16, 17]. A typical example is
2rψ2r
[
q
√
a, −q√a, b3, . . . , b2r√
a, −√a, aq
b3
, . . . , aq
b2r
; q,
ar−1qr−2
b3 . . . b2r
]
=
(a4, . . . , ar,
q
a4
, . . . , q
ar
, a4
a
, . . . , ar
a
, aq
a4
, . . . , aq
ar
, a3q
b3
, . . . , a3q
b2r
, aq
a3b3
, . . . , aq
a3b2r
, aq, q
a
)∞
( q
b3
, . . . , q
b2r
, aq
b3
, . . . , aq
b2r
, a4
a3
, . . . , ar
a3
, a3q
a4
, . . . , a3q
ar
, a3a4
a
, . . . , a3ar
a
, aq
a3a4
, . . . , aq
a3ar
,
a23q
a
, aq
a23
)∞
× 2rψ2r
[ qa3√
a
, − qa3√
a
, a3b3
a
, . . . , a3b2r
a
a3√
a
, − a3√
a
, a3q
b3
, . . . , a3q
b2r
; q,
ar−1qr−2
b3 . . . b2r
]
+ idem(a3; a4, . . . , ar) (1.2)
for |ar−1qr−2/b3 · · · b2r| < 1, which is called Slater’s transformation formula for a very well-poised
balanced 2rψ2r series (see [4, (5.5.2), p. 143]). Here the symbol “idem(a3; a4, . . . , ar)” stands for the
sum of the r − 3 expressions obtained from the preceding one by interchanging a3 with each ak
(k = 4, . . . , r).
The BCn Jackson integrals, which we are going to discuss below, are a multiple sum general-
ization of the very well-poised 2rψ2r series. They provide with a natural framework for summa-
tion/transformation formulas for basic hypergeometric series, from the viewpoint of the Weyl group
symmetry and the q-difference equations. The holonomic system of q-difference equations satisfied
by a BCn Jackson integral has been investigated in [3], from which we recall some terminology.
For a function ϕ = ϕ(z) of z = (z1, . . . , zn) ∈ (C∗)n, we denote by
〈ϕ, z〉 =
∫ z∞
0
ϕ(w)Φ(w)∆(w)
dqw1
w1
∧ · · · ∧ dqwn
wn
= (1− q)n
∑
ν∈Zn
ϕ(zqν)Φ(zqν)∆(zqν),
the Jackson integral associated with the multiplicative lattice zqν = (z1q
ν1 , . . . , znq
νn) ∈ (C∗)n
(ν = (ν1, . . . , νn) ∈ Zn). In this definition, we specify the integrand by the weight function
Φ(z) =
n∏
i=1
2s+2∏
m=1
z
1
2
−αm
i
(qa−1m zi)∞
(amzi)∞
∏
1≤j<k≤n
z1−2τj
(qt−1zj/zk)∞(qt−1zjzk)∞
(tzj/zk)∞(tzjzk)∞
,
where qαm = am and q
τ = t, and the Weyl denominator of type Cn
∆(z) =
n∏
i=1
1− z2i
zi
∏
1≤j<k≤n
(1− zj/zk)(1 − zjzk)
zj
.
We call the sum 〈ϕ, z〉 the Jackson integral of type BCn if it converges. We denote by Wn =
{±1}n⋊Sn the Weyl group of type Cn (hyperoctahedral group of degree n); this group acts on the
field of meromorphic functions on (C∗)n through the permutations and the inversions of variables
z1, . . . , zn. Setting
〈〈ϕ, z〉〉 = 〈ϕ, z〉
Θ(z)
, Θ(z) =
n∏
i=1
zsi θ(z
2
i )∏2s+2
m=1 z
αm
i θ(amzi)
∏
1≤j<k≤n
θ(zj/zk)θ(zjzk)
z2τj θ(tzj/zk)θ(tzjzk)
,
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where θ(u) = (u)∞(qu−1)∞, we call 〈〈ϕ, z〉〉 the regularized Jackson integral of type BCn. We remark
that, for any Wn-invariant holomorphic function ϕ(z) on (C
∗)n, the regularization 〈〈ϕ, z〉〉 is also
holomorphic and Wn-invariant as a function of z ∈ (C∗)n (see [3, Definition 3.8]). This regularized
Jackson integral 〈〈ϕ, z〉〉 is the main object of this paper.
In what follows, we set
B = Bs,n = {λ = (λ1, λ2, . . . , λn) ∈ Zn ; s− 1 ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0},
so that |Bs,n| =
(
s+n−1
n
)
. We also use the symbol  for the lexicographic order of Bs,n. Namely, for
λ, µ ∈ Bs,n, we denote λ ≺ µ if there exists k ∈ {1, 2, . . . , n} such that λ1 = µ1, λ2 = µ2, . . . , λk−1 =
µk−1 and λk < µk. For each λ ∈ Bs,n, we denote by χλ(z) the symplectic Schur function
χλ(z) =
det(z
λj+n−j+1
i − z
−λj−(n−j+1)
i )1≤i,j≤n
det(zn−j+1i − z−(n−j+1)i )1≤i,j≤n
=
det(z
λj+n−j+1
i − z
−λj−(n−j+1)
i )1≤i,j≤n
∆(z)
,
which is a Wn-invariant Laurent polynomial. With the basis {χλ(z) ; λ ∈ Bs,n}, one can construct
a holonomic system of q-difference equations of rank
(
s+n−1
n
)
for the Jackson integral of type BCn.
Proposition 1.1 (q-Difference system [1, 2]) Let v(z) be row vector of functions in a1, . . . , a2s+2
and t specified by
v(z) =
(〈〈χλ, z〉〉)λ∈B ,
where the indices λ ∈ Bs,n are arranged in the increasing order by . If the parameters a1, a2, . . . , a2s+2
and t are generic, there exist invertible
(
s+n−1
n
)× (s+n−1
n
)
matrices Yai(i = 1, 2, . . . , 2s+ 2) and Yt
whose entries are rational functions of a1, a2, . . . , a2s+2 and t, not depending on z, such that
Taiv(z) = v(z)Yai , Tt v(z) = v(z)Yt, (1.3)
where Tu stands for the q-shift operator in u.
To construct independent solutions of the above system, we define
(
s+n−1
n
)
specific points in
(C∗)n as follows. Setting
Z = Zs,n = {µ = (µ1, µ2, . . . , µs) ∈ Ns ; µ1 + µ2 + · · ·+ µs = n}
so that |Zs,n| =
(
s+n−1
n
)
, we denote the lexicographic order of Zs,n by . For an arbitrary x =
(x1, x2, . . . , xs) ∈ (C∗)s, we consider the points xµ (µ ∈ Zs,n) in (C∗)n specified by
xµ = (x1, x1t, . . . , x1t
µ1−1
︸ ︷︷ ︸
µ1
, x2, x2t, . . . , x2t
µ2−1
︸ ︷︷ ︸
µ2
, . . . , xs, xst, . . . , xst
µs−1
︸ ︷︷ ︸
µs
) ∈ (C∗)n. (1.4)
In order to confirm that the solutions v(xµ) (µ ∈ Zs,n) of the system (1.3) are linearly independent,
we need to verify that the determinant of the matrix
(〈〈χλ, xµ〉〉)λ∈B,µ∈Z (“Wronskian” of the
system (1.3)) is nonzero under the genericity condition for parameters. One of our main results is
the following.
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Theorem 1.2 (Determinant formula) The determinant of the matrix
(〈〈χλ, xµ〉〉)λ∈B,µ∈Z is
represented explicitly as
det
(
〈〈χλ, xµ〉〉
)
λ∈B
µ∈Z
=
n∏
k=1
[(
(1− q)(q)∞(qt
−(n−k+1))∞
(qt−1)∞
)s ∏
1≤i<j≤2s+2(qt
−(n−k)a−1i a
−1
j )∞
(qt−(n+k−2)a−11 a
−1
2 · · · a−12s+2)∞
](s+k−2k−1 )
×
n∏
k=1
[ n−k∏
r=0
∏
1≤i<j≤s
θ(t2r−(n−k)xix−1j )θ(t
n−kxixj)
trxi
](s+k−3k−1 )
, (1.5)
where the rows λ ∈ B and the columns µ ∈ Z of the matrix are arranged by , respectively.
Notice that our explicit formula (1.5) of the determinant splits into two parts. The first part
is independent of the choice of cycles of the integral (i.e., independent of x), while the second is a
function of x only. From this fact we immediately see that the determinant does not vanish if x is
generic.
We remark that in the case s = 1 the matrix size of (〈〈χλ, xµ〉〉)λ,µ reduces to 1 and (1.5) in
Theorem 1.2 becomes the following formula first proved by van Diejen [18]:
〈〈1, z〉〉 =
n∏
k=1
(1− q)(q)∞(qt
−k)∞
(qt−1)∞
∏
1≤i<j≤4(qt
−(n−k)a−1i a
−1
j )∞
(qt−(n+k−2)a−11 a
−1
2 a
−1
3 a
−1
4 )∞
, (1.6)
which is equivalent to the q-Macdonald–Morris identity of type (C∨n , Cn) studied by Gustafson [5].
(See [6] for the derivation of (1.6) along the context of this paper. See also [7, 12] for the other
derivations.) In this case the last factor including theta functions in (1.5) disappears. Since (1.6)
coincides with (1.1) if n = 1, we can regard (1.5) as a further extension of Bailey’s 6ψ6 summation
theorem.
Next we consider the connection problem among the independent cycles. From a property of
functions written by integral representation, the holonomic system of q-difference equations satisfied
by 〈〈ϕ, z〉〉 does not depend on the choice of cycles, i.e. the choice of points z ∈ (C∗)n. It also turns
out that 〈〈ϕ, z〉〉 for any z ∈ (C∗)n is expressed as a linear combination of the special solutions
〈〈ϕ, xµ〉〉, µ ∈ Zs,n, of the system, i.e.,
〈〈ϕ, z〉〉 =
∑
µ∈Z
cµ〈〈ϕ, xµ〉〉, (1.7)
where cµ are some connection coefficients. We introduce some terminology before we state the
explicit form of the connection coefficients cµ.
Let O((C∗)n) be the C-vector space of holomorphic functions on (C∗)n. We consider the C-
linear subspace Hm,n ⊂ O((C∗)n consisting of all Wn-invariant holomorphic functions f(z) such
that Tzif(z) = f(z)/(qz
2
i )
m (i = 1, . . . , n), where Tzi stands for the q-shift operator in zi:
Hm,n = {f(z) ∈ O((C∗)n)Wn ; Tzif(z) = (qz2i )−mf(z) (i = 1, . . . , n)}. (1.8)
The dimension of Hm,n as a C-vector space is known to be
(
m+n
n
)
. (See [8, Lemma 3.2].)
Theorem 1.3 For generic x ∈ (C∗)s there exists a unique basis {fλ(z) ; λ ∈ Zs,n} of Hs−1,n such
that
fλ(xµ) = δλµ (λ, µ ∈ Zs,n), (1.9)
where δλµ is the Kronecker delta. We denote the function fλ(z) by the symbol Eλ(x; z).
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We call Eλ(x; z) the elliptic Lagrange interpolation functions of type BCn. An explicit con-
struction of these functions Eλ(x; z) will be given In Section 2. In particular we will prove
Theorem 1.4 The elliptic Lagrange interpolation functions Eλ(x; z) of type BCn are represented
explicitly as
Eλ(x; z) =
∑
K1⊔···⊔Ks
={1,2,...,n}
s∏
i=1
∏
k∈Ki
∏
1≤j≤s
j 6=i
θ(xjt
λ
(k−1)
j zk)θ(xjt
λ
(k−1)
j z−1k )
θ(xjt
λ
(k−1)
j xit
λ
(k−1)
i )θ(xjt
λ
(k−1)
j x−1i t
−λ(k−1)i )
, (1.10)
where λ
(k)
i = |Ki ∩ {1, 2, . . . , k}|, and the summation is taken over all partitions K1 ⊔ · · · ⊔Ks =
{1, 2, . . . , n} such that |Ki| = λi (i = 1, 2, . . . , s).
Here we mention some special cases of Theorem 1.4.
Example 1. The case n = 1. We have Zs,1 = {ǫ1, ǫ2, . . . , ǫs}, where ǫi = (0, . . . , 0,
i
⌣
1, 0, . . . , 0), and
xǫi = xi, i.e., we obtain
Eǫi(x; z) =
∏
1≤j≤s
j 6=i
θ(xjz)θ(xj/z)
θ(xixj)θ(xj/xi)
. (1.11)
Example 2. The case s = 2. We have Z2,n = {(r, n − r) ; r = 0, 1, . . . , n}. Then
E(r,n−r)(x1, x2; z) =
∑
1≤i1<···<ir≤n
1≤j1<···<jn−r≤n
r∏
k=1
θ(x2t
ik−kzik)θ(x2t
ik−kz−1ik )
θ(x2tik−kx1tk−1)θ(x2tik−kx−11 t−(k−1))
×
n−r∏
l=1
θ(x1t
jl−lzjl)θ(x1t
jl−lz−1jl )
θ(x1tjl−lx2tl−1)θ(x1tjl−lx−12 t−(l−1))
,
where the summation is taken over all pairs of sequences 1 ≤ i1 < · · · < ir ≤ n and 1 ≤ j1 <
· · · < jn−r ≤ n such that {i1, . . . , ir} ∪ {j1, . . . , jn−r} = {1, 2, . . . , n}. In our previous works [9, 10],
these functions E(r,n−r)(x1, x2; z) (0 ≤ r ≤ n) are called the BCn fundamental invariants, and are
effectively used in an alternative method of evaluation of the BCn elliptic Selberg integral proposed
by van Diejen and Spiridonov [19].
We now return to the connection problem. Another main result of this paper is that the
connection coefficient cµ in (1.7) exactly coincides with our elliptic Lagrange interpolation function
Eµ(x; z) for each µ ∈ Zs,n.
Theorem 1.5 (Connection formula) Suppose that ϕ(z) ∈ O((C∗)n) is Wn-invariant. Then
〈〈ϕ, z〉〉 =
∑
µ∈Zs,n
〈〈ϕ, xµ〉〉Eµ(x; z), (1.12)
where the connection coefficients Eµ(x; z) are explicitly written as (1.10).
We call this connection formula the generalized Sears–Slater transformation. In fact, the con-
nection formula (1.12) of the case n = 1 is given by
〈〈ϕ, z〉〉 =
s∑
i=1
〈〈ϕ, xi〉〉
∏
1≤j≤s
j 6=i
θ(xjz)θ(xj/z)
θ(xixj)θ(xj/xi)
,
5
which exactly coincides with the transformation formula (1.2) if ϕ(z) ≡ 1 and r = s + 2. See [11]
for details about the correspondence between them.
This paper is organized as follows. We first provide in Section 2 a proof of Theorem 1.3 based
on an explicit construction of the elliptic Lagrange interpolation functions by means of a kernel
function as in [13]. Section 3 is devoted to proving the explicit formula of Theorem 1.4 for our
interpolation functions. In Section 4 we investigate the transition coefficients between two sets of
the interpolation functions. In particular we propose an explicit formula for the determinant of the
transition matrix. Using properties of the elliptic Lagrange interpolation functions, we complete in
Section 5 the proof of the connection formula of Theorem 1.5. The determinant formula of Theorem
1.2 is also obtained as a corollary of Theorem 1.5.
Lastly we remark that another type of BCn Jackson integral is studied in [8]. In that case, the
determinant formula [8, Theorem 1.7] corresponding to Theorem 1.2 is regarded as a generalization
of Gustafson’s Cn sum. The corresponding connection formula [8, Theorem 1.1] is much simpler
than Theorem 1.5 of this paper.
2 Construction of the BCn interpolation functions
In this section we give a proof of Theorem 1.3.
Throughout this paper we use the symbol
e(a; b) = a−1θ(ab)θ(ab−1) (a, b ∈ C∗),
where θ(u) = (u)∞(q/u)∞. Since θ(a) = θ(qa−1) and θ(qa) = −a−1θ(a), this symbol satisfies
e(a−1; b) = e(a; b), e(a; b) = −e(b; a), e(a; a) = 0 and e(qa; b) = (qa2)−1e(a; b).
Fixing a generic parameter t ∈ C∗, we also introduce the notation of t-shifted factorials
e(a; b)r = e(a; b)e(at; b) · · · e(atr−1; b) (r = 0, 1, 2, . . .)
associated with the symbol e(a; b).
For two sets of variables z ∈ (C∗)n and y ∈ (C∗)s−1, we consider the dual Cauchy kernel
Ψ(z; y) =
n∏
i=1
s−1∏
j=1
e(zi; yj).
Note that Ψ(z, y) is a holomorphic function on (C∗)n × (C∗)s−1, and satisfies
Ψ(z; y) ∈ Hzs−1,n and Ψ(z; y) ∈ Hyn,s−1,
with superscripts indicating the variables. For each multi-index µ ∈ Zs,n, we define a function
Fµ(x; y) of y ∈ (C∗)s−1 with parameters x ∈ (C∗)s by
Fµ(x; y) = Ψ(xµ; y) =
s∏
i=1
s−1∏
j=1
e(xi; yj)µi (x ∈ (C∗)s, y ∈ (C∗)s−1), (2.1)
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where xµ ∈ (C∗)n is specified by (1.4). These functions Fµ(x; y) (µ ∈ Zs,n) are Ws−1-invariant with
respect to y, and satisfy TyiFµ(x; y) = (qy
2
i )
−nFµ(x; y) (i = 1, . . . , s−1), namely, Fµ(x; y) ∈ Hyn,s−1.
On the other hand, for each x ∈ (C∗)s and ν = (ν1, ν2, . . . , νs) ∈ Zs,n, we specify the point ην(x) in
(C∗)s−1 by
ην(x) = (x1t
ν1 , x2t
ν2 , . . . , xs−1tνs−1) ∈ (C∗)s−1.
Note that the point ην(x) has no coordinate corresponding to the sth index νs of ν ∈ Zs,n, while
ην(x) is defined injectively from ν ∈ Zs,n if x is generic. In fact, if we set
Ls,n = {(ν1, ν2, . . . , νs−1) ∈ Ns−1 ; ν1 + ν2 + . . .+ νs−1 ≤ n},
then the map (ν1, ν2, . . . , νs−1, νs) 7→ (ν1, ν2, . . . , νs−1) defines a bijection Zs,n → Ls,n.
Lemma 2.1 (Triangularity) For each µ, ν ∈ Zs,n, Fµ(x; ην(x)) = 0 unless µi ≤ νi (i = 1, . . . , s−
1). In particular, Fµ(x; ην(x)) = 0 for µ ≻ ν. Moreover, if x ∈ (C∗)s is generic, then Fµ(x; ηµ(x)) 6=
0 for all µ ∈ Zs,n.
This lemma implies that the matrix F =
(
Fµ(x; ην(x))
)
µ,ν∈Z is upper triangular, and also in-
vertible if x ∈ Cs is generic.
Proof. If there exists j ∈ {1, 2, . . . , s − 1} such that νj < µj, then Fµ(x; ην(x)) = 0. In fact, in the
expression
Fµ(x; ην(x)) =
s∏
i=1
s−1∏
j=1
e(xi;xjt
νj)µi ,
the function e(xj ;xjt
νj)µj has the factor θ(t
−νj)θ(t−νj+1) · · · θ(t−νj+(µj−1)) = 0 if νj < µj. If ν ≺ µ,
then νi < µi for some i ∈ {1, 2, . . . , s − 1} by definition, and hence we obtain Fµ(x; ην(x)) = 0 if
ν ≺ µ. For ν = µ,
Fµ(x; ηµ(x)) =
s∏
i=1
s−1∏
j=1
θ(xixjt
µj )
xi
θ(xixjt
µj+1)
xit
· · · θ(xixjt
µj+(µi−1))
xitµi−1
× θ(xix−1j t−µj )θ(xix−1j t−µj+1) · · · θ(xix−1j t−µj+(µi−1))
does not vanish if we impose an appropriate genericity condition on x ∈ (C∗)s. 
Lemma 2.2 The set {Fµ(x; y) ; µ ∈ Zs,n} is a basis of the C-linear space Hyn,s−1, provided that
x ∈ (C∗)s is generic.
Proof. Since the dimension of Hyn,s−1 is
(
n+s−1
n
)
, it suffices to show {Fµ(x; y) ; µ ∈ Zs,n} is linearly
independent. It is confirmed from the fact
detF = det
(
Fµ(x; ην(x))
)
µ,ν∈Z =
∏
µ∈Zs,n
Fµ(x; ηµ(x)) 6= 0,
which is a consequence of Lemma 2.1. 
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Proof of Theorem 1.3. We fix a generic point x in (C∗)s. Since Ψ(z; y) as a function of y is in
Hyn,s−1 by definition, using Lemma 2.2, it is expressed as a linear combination of Fµ(x; y) (µ ∈ Zs,n),
i.e.
Ψ(z; y) =
n∏
i=1
s−1∏
j=1
e(zi; yj) =
∑
µ∈Zs,n
fµ(z)Fµ(x; y), (2.2)
where fλ(z) are coefficients independent of y. Substituting y = ην(x) in this formula, we have
Ψ(z; ην(x)) =
∑
µ∈Zs,n
fµ(z)Fµ(x; ην(x)) (ν ∈ Zs,n).
In what follows, we denote by G = (Gµ,ν(x))µ,ν∈Z the inverse matrix of F = (Fµ(x; ην(x)))µ,ν∈Z .
Then we obtain
fλ(z) =
∑
ν∈Zs,n
Ψ(z; ην(x))Gνλ(x) (λ ∈ Zs,n), (2.3)
which implies fλ(z) ∈ Hzs−1,n since Ψ(z; ην(x)) ∈ Hzs−1,n. Setting z = xµ for each µ ∈ Zs,n as in
(1.4), we obtain
fλ(xµ) =
∑
ν∈Zs,n
Ψ(xµ, ην(x))Gνλ(x) =
∑
ν∈Zs,n
Fµ(x; ην(x))Gνλ(x) = δλµ (λ, µ ∈ Zs,n). (2.4)
These functions fλ(z) ∈ Hzs−1,n (λ ∈ Zs,n) are exactly what we wanted to construct. 
Denoting the functions fλ(z) by Eλ(x; z), we call them the elliptic Lagrange interpolation func-
tions of type BCn. We restate (2.2) as corollary, which indicates the duality between Eλ(x; z) and
Fλ(x; y).
Corollary 2.3 (Duality)
Ψ(z; y) =
n∏
i=1
s−1∏
j=1
e(zi, yj) =
∑
λ∈Zs,n
Eλ(x; z)Fλ(x; y). (2.5)
We will use this formula again in the succeeding sections.
From (2.3) we have
Eλ(x; z) =
∑
µ∈Zs,n
µλ
Ψ(z; ηµ(x))Gµλ(x), (2.6)
which leads us to another explicit expression of Eλ(x; z) different from (1.10) in Theorem 1.4. Recall
that, for an invertible upper triangular matrix A = (aij)
N
i,j=1 with aij = 0 (i > j), the entries of its
inverse are given by
(A−1)ij =
N−1∑
r=0
(−1)r
∑
i=k0<k1<···<kr=j
ak0k1ak1k2 · · · akr−1kr
ak0k0ak1k1ak2k2 · · · akrkr
(i ≤ j). (2.7)
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In fact, setting D = diag(a11, . . . , aNN ) and B = A−D, from A = D(I +D−1B) we obtain
A−1 = (I +D−1B)−1D−1 =
N−1∑
r=0
(−1)r(D−1B)rD−1
=
N−1∑
r=0
(−1)rD−1BD−1 · · ·D−1BD−1,
whose (i, j)-components are given by (2.7).
Corollary 2.4 The elliptic Lagrange interpolation functions Eλ(x; z) are expressed explicitly as
Eλ(x; z) =
∑
µ∈Zs,n
µλ

∑
r≥0
(−1)r
∑
µ=ν(0)≺···≺ν(r)=λ
∏r
k=1
∏s
i=1
∏s−1
j=1 e(xi;xjt
ν
(k)
j )
ν
(k−1)
i∏r
k=0
∏s
i=1
∏s−1
j=1 e(xi;xjt
ν
(k)
j )
ν
(k)
i

 n∏
i=1
s−1∏
j=1
e(zi;xjt
µj ).
Proof. In (2.6), G =
(
Gµν(x)
)
µ,ν∈Z is the inverse matrix of the upper triangular matrix F =(
Fµ(x; ην(x))
)
µ,ν∈Z . By (2.7) we have the expression
Gµλ(x) =
∑
r≥0
(−1)r
∑
µ=ν(0)≺···≺ν(r)=λ
∏r
k=1 Fν(k−1)(x; ην(k))∏r
k=0 Fν(k)(x; ην(k))
=
∑
r≥0
(−1)r
∑
µ=ν(0)≺···≺ν(r)=λ
∏r
k=1
∏s
i=1
∏s−1
j=1 e(xi;xjt
ν
(k)
j )
ν
(k−1)
i∏r
k=0
∏s
i=1
∏s−1
j=1 e(xi;xjt
ν
(k)
j )
ν
(k)
i
.
(2.8)
By definition we also have
Ψ(z; ηµ(x)) =
n∏
i=1
s−1∏
j=1
e(zi;xjt
µj ). (2.9)
Putting (2.8) and (2.9) on (2.6) we have the expression in Corollary. 
Remark. The expression of Eλ(x; z) in Corollary 2.4 is much more complex than (1.10) in Theorem
1.4. Actually, it often becomes a huge sum even in the case where Eλ(x; z) can be written simply
in the form of product like (3.10).
3 Explicit expression for Eλ(x; z)
In this section we give a proof of Theorem 1.4. The main part of the proof is due to the repeated
use of the recurrence relation for our interpolation functions. We first mention the explicit form of
the interpolation functions of the case n = 1 as the initial step of the recursive process.
Lemma 3.1 For x = (x1, x2, . . . , xs) ∈ (C∗)s and z ∈ C∗ the interpolation functions of the case
n = 1 are expressed explicitly as
Eǫi(x; z) =
∏
1≤j≤s
j 6=i
e(z;xj)
e(xi;xj)
(3.1)
for i = 1, 2, . . . , s, where ǫi = (0, . . . , 0,
i
⌣
1 , 0, . . . , 0) ∈ Zs,1 = {ǫ1, ǫ2, . . . , ǫs}.
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Proof. Since xǫi = xi, it is immediately verified that the functions of the right-hand side of (3.1)
satisfy the conditions Eǫi(x; z) ∈ Hzs−1,1 and Eǫi(x;xǫj ) = δij. Such functions are determined
uniquely by Theorem 1.3. 
Next we state the recursion formula for the interpolation functions.
Lemma 3.2 (Recursion formula) Suppose that n = m+ l. For z = (z1, . . . , zn) ∈ (C∗)n written
as z = (z′, z′′) where z′ = (z1, . . . , zm) ∈ (C∗)m and z′′ = (zm+1, . . . , zn) ∈ (C∗)l, the function
Eλ(x; z) (λ ∈ Zs,n) is expressed as
Eλ(x; z) =
∑
µ∈Zs,m,ν∈Zs,l
µ+ν=λ
Eµ(x; z
′)Eν(xtµ; z′′), (3.2)
where xtµ = (x1t
µ1 , x2t
µ2 , . . . , xst
µs) for x = (x1, x2, . . . , xs) ∈ (C∗)s.
Proof. From the definition (2.1) of Fµ(x; y), it follows that
Fµ(x; y)Fν(xt
µ; y) = Fµ+ν(x; y).
From this fact and (2.5) we have
Ψ(z; y) = Ψ(z′; y)Ψ(z′′; y)
=
∑
µ∈Zs,m
Eµ(x; z
′)Fµ(x; y)Ψ(z′′; y)
=
∑
µ∈Zs,m
Eµ(x; z
′)Fµ(x; y)
( ∑
ν∈Zs,l
Eν(xt
µ; z′′)Fν(xtµ; y)
)
=
∑
µ∈Zs,m
∑
ν∈Zs,l
Eµ(x; z
′)Eν(xtµ; z′′)Fµ(x; y)Fν(xtµ; y)
=
∑
µ∈Zs,m
∑
ν∈Zs,l
Eµ(x; z
′)Eν(xtµ; z′′)Fµ+ν(x; y)
=
∑
λ∈Zs,n
[ ∑
µ∈Zs,m,ν∈Zs,l
µ+ν=λ
Eµ(x; z
′)Eν(xtµ; z′′)
]
Fλ(x; y). (3.3)
Comparing (3.3) with (2.5), we obtain the expression (3.2) in Lemma 3.2. 
Remark. The special cases m = 1 or l = 1 of the recursion formula in Lemma 3.2 indicate that
Eλ(x; z) =
s∑
i=1
Eǫi(x; z1)Eλ−ǫi(xt
ǫi ; z2, . . . , zn) (3.4)
or
Eλ(x; z) =
s∑
i=1
Eλ−ǫi(x; z1, . . . , zn−1)Eǫi(xt
λ−ǫi ; zn), (3.5)
where we regard Eλ−ǫi(x; z1, . . . , zn−1) = 0 if λ− ǫi 6∈ Zs,n−1.
By the repeated use of (3.4) or (3.5) we have the following expression.
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Corollary 3.3
Eλ(x; z) =
∑
(i1,...,in)∈{1,...,s}
n
ǫi1
+···+ǫin=λ
Eǫi1 (x; z1)Eǫi2 (xt
ǫi1 ; z2)Eǫi3 (xt
ǫi1+ǫi2 ; z3) · · ·Eǫin (xtǫi1+···+ǫin−1 ; zn).
Rewriting Corollary 3.3, we obtain the explicit formula (1.10) for Eλ(x; z) as presented in
Theorem 1.4.
Theorem 3.4 The interpolation functions Eλ(x; z) are expressed explicitly as
Eλ(x; z) =
∑
(i1,...,in)∈{1,...,s}
n
ǫi1
+···+ǫin=λ
n∏
k=1
∏
1≤j≤s
j 6=ik
e(zk ;xjt
λ
(k−1)
j )
e(xik t
λ
(k−1)
ik ;xjt
λ
(k−1)
j )
, (3.6)
where λ
(k)
i = |{l ∈ {1, . . . , k} ; il = i}|. Equivalently Eλ(x; z) is also written as (1.10) in Theorem
1.4, i.e.,
Eλ(x; z) =
∑
K1⊔···⊔Ks
={1,2,...,n}
s∏
i=1
∏
k∈Ki
∏
1≤j≤s
j 6=i
e(zk ;xjt
λ
(k−1)
j )
e(xit
λ
(k−1)
i ;xjt
λ
(k−1)
j )
, (3.7)
where λ
(k)
i = |Ki ∩ {1, 2, . . . , k}| and the summation is taken over all index sets Ki (i = 1, 2, . . . , s)
satisfying |Ki| = λi and K1 ⊔ · · · ⊔Ks = {1, 2, . . . , n}.
Proof. For (i1, . . . , in) ∈ {1, . . . , s}n satisfying ǫi1 + · · · + ǫin = λ, we set λ(k) = ǫi1 + · · · + ǫik for
k = 0, 1, . . . , n. Then by definition λ(k) = (λ
(k)
1 , . . . , λ
(k)
s ) ∈ Zs,k is expressed by
λ
(k)
i = |{l ∈ {1, . . . , k} ; il = i}| (i = 1, . . . , s).
From Corollary 3.3, we therefore obtain
Eλ(x; z) =
∑
(i1,...,in)∈{1,...,s}
n
ǫi1
+···+ǫin=λ
n∏
k=1
Eǫik (xt
λ(k−1) ; zk), (3.8)
which coincides with (3.6) using (3.1).
Next we explain the latter part of the theorem. Let Ki be sets of indices specified by Ki = {l ∈
{1, . . . , n} ; il = i}, where (i1, . . . , in) ∈ {1, . . . , s}n and ǫi1 + · · ·+ ǫin = λ. Then λ(k)i is written as
λ
(k)
i = |Ki ∩ {1, 2, . . . , k}|.
In particular, we have λi = λ
(n)
i = |Ki|. ThusKi (i = 1, 2, . . . , s) satisfyK1⊔· · ·⊔Ks = {1, 2, . . . , n}.
Since ik = i if and only if k ∈ Ki, the expression (3.8) is rewritten as
Eλ(x; z) =
∑
K1⊔···⊔Ks
={1,2,...,n}
s∏
i=1
∏
k∈Ki
Eǫi(xt
λ(k−1) ; zk) (3.9)
where the summation is taken over all index sets Ki satisfying |Ki| = λi and K1 ⊔ · · · ⊔ Ks =
{1, 2, . . . , n}. Therefore (3.9) coincides with (3.7) using (3.1). 
We remark that the interpolation functions of the special cases λ = nǫi ∈ Zs,n have simple
factorized forms; this fact will be used in the succeeding section.
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Corollary 3.5 For nǫi ∈ Zs,n (i = 1, . . . , s), one has
Enǫi(x; z) =
∏
1≤j≤s
j 6=i
e(z1;xj) · · · e(zn;xj)
e(xi;xj)n
. (3.10)
Proof. If we put λ = nǫi in the formula of Corollary 3.3, then the right-hand side reduces to a single
term with (i1, i2, . . . , in) = (i, i, . . . , i). Therefore, using (3.1) we obtain
Enǫi(x; z) = Eǫi(x; z1)Eǫi(xt
ǫi ; z2)Eǫi(xt
2ǫi ; z3) · · ·Eǫi(xt(n−1)ǫi ; zn)
=
∏
1≤j≤s
j 6=i
e(z1;xj)
e(xi;xj)
e(z2;xj)
e(xit;xj)
e(z3;xj)
e(xit2;xj)
· · · e(zn;xj)
e(xitn−1;xj)
,
which coincides with (3.10). 
4 Transition coefficients for the interpolation functions
In this section we discuss the transition coefficients between two sets of interpolation functions with
different parameters.
For generic x, y ∈ (C∗)s, the interpolation functions Eµ(x; z) ∈ Hzs−1,n as functions of z ∈ (C∗)n
are expanded in terms of Eν(y; z) (ν ∈ Zs,n), i.e.,
Eµ(x; z) =
∑
ν∈Zs,n
Cµν(x; y)Eν(y; z), (4.1)
where the coefficients Cµν(x; y) are independent of z. From the property (1.9) of the interpolation
functions, we immediately see that Cµν(x; y) is expressed by the special value of Eµ(x; z) as
Cµν(x; y) = Eµ(x; yν) (µ, ν ∈ Zs,n).
For x, y ∈ (C∗)s, we denote the transition matrix from (Eλ(x; z))λ∈Zs,n to (Eλ(y; z))λ∈Zs,n by
E(x; y) =
(
Eµ(x; yν)
)
µ,ν∈Zs,n
,
where the rows and the columns are arranged in the total order ≺ of Zs,n. By definition, for generic
x, y, w ∈ (C∗)s we have
E(x; y) = E(x;w)E(w; y), (4.2)
in particular
E(x;x) = I and E(y;x) = E(x; y)−1. (4.3)
Theorem 4.1 For generic x, y ∈ (C∗)s the determinant of the transition matrix E(x; y) is given
explicitly by
detE(x; y) =
n∏
k=1
[ n−k∏
r=0
∏
1≤i<j≤s
e(yit
r; yjt
(n−k)−r)
e(xitr;xjt(n−k)−r)
](s+k−3k−1 )
, (4.4)
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or equivalently by
detE(x; y) =
n∏
k=1
[ n−k∏
r=0
∏
1≤i<j≤s
xiθ(t
2r−(n−k)yiy−1j )θ(t
n−kyiyj)
yiθ(t2r−(n−k)xix−1j )θ(tn−kxixj)
](s+k−3k−1 )
. (4.5)
The goal of this section is to prove the above theorem. For this purpose we first investigate a
special case.
Lemma 4.2 For x, y ∈ (C∗)s suppose that yi = xi (i = 1, 2, . . . , s − 1), i.e. y = (x1, . . . , xs−1, ys).
For α, β ∈ Zs,n if there exists i ∈ {1, 2, . . . , s − 1} such that αi < βi, then Eα(x; yβ) = 0. In
particular, E(x, y) is a lower triangular matrix with the diagonal entries
Eα(x; yα) =
s−1∏
i=1
e(ys;xit
αi)αs
e(xs;xitαi)αs
.
Moreover the determinant of E(x, y) of the case y = (x1, . . . , xs−1, ys) is expressed as
detE(x, y) =
∏
α∈Zs,n
s−1∏
i=1
e(ys;xit
αi)αs
e(xs;xitαi)αs
=
n∏
k=1
[ n−k∏
r=0
s−1∏
i=1
e(xit
r; yst
(n−k)−r)
e(xitr;xst(n−k)−r)
](s+k−3k−1 )
. (4.6)
Proof. If βs = 0 for β ∈ Zs,n, then Cαβ(x, y) = Eα(x; yβ) = δαβ by the definition (4.1). If βs 6= 0
for β ∈ Zs,n, we apply Lemma 3.2 with m = β1 + · · ·+ βs−1, l = βs to obtain
Cαβ(x; y) = Eα(x; yβ) =
∑
µ∈Zs,m,ν∈Zs,l
µ+ν=α
Eµ(x; yβ′)Eν(xt
µ; yβ′′)
=
∑
µ∈Zs,m,ν∈Zs,l
µ+ν=α
Eµ(x;xβ′)Eν(xt
µ; yβ′′),
(4.7)
where β′ = (β1, . . . , βs−1, 0) ∈ Zs,m, and β′′ = (0, . . . , 0, βs) ∈ Zs,l so that yβ′ = xβ′ . Note that
xβ′ = (x1, x1t, . . . , x1t
β1−1
︸ ︷︷ ︸
β1
, x2, x2t, . . . , x2t
β2−1
︸ ︷︷ ︸
β2
, . . . , xs−1, xs−1t, . . . , xs−1tβs−1−1︸ ︷︷ ︸
βs−1
) ∈ (C∗)m,
yβ′′ = (ys, yst, . . . , yst
βs−1) ∈ (C∗)l.
By the property of the interpolation functions, we have Eµ(x;xβ′) = δµβ′ for µ ∈ Zs,m. From (4.7)
Cαβ(x; y) is written as
Cαβ(x; y) =
∑
µ∈Zs,m,ν∈Zs,l
µ+ν=α
δµβ′Eν(xt
µ; yβ′′) = Eα−β′(xtβ
′
; yβ′′), (4.8)
where α − β′ = (α1 − β1, . . . , αs−1 − βs−1, αs) ∈ Zs,l and xtβ′ = (x1tβ1 , x2tβ2 , . . . , xs−1tβs−1 , xs) ∈
(C∗)s. If there exists i ∈ {1, 2, . . . , s − 1} such that αi < βi, i.e., α− β′ 6∈ Zs,l, then Cαβ(x; y) = 0.
In particular, if α ≺ β, then Cαβ(x; y) = 0, which indicates the matrix E(x, y) of the case y =
(x1, · · · , xs−1, ys) is lower triangular. On the other hand, if α1 ≥ β1, α2 ≥ β2, . . . , αs−1 ≥ βs−1
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(and αs = n − (α1 + · · · + αs−1) ≤ n − (β1 + · · · + βs−1) = βs), Cαβ(x; y) is written as (4.8). In
particular, if α = β, then
Cββ(x; y) = Eβ′′(xt
β′ ; yβ′′). (4.9)
Since β′′ = βsǫs, from (3.10) in Corollary 3.5 we have
Eβ′′(xt
β′ ; zm+1, . . . , zn) =
s−1∏
i=1
e(zm+1;xit
βi) · · · e(zn;xitβi)
e(xs;xitβi)βs
. (4.10)
From (4.9) and (4.10) we therefore obtain
Cββ(x; y) = Eβ(x; yβ) =
s−1∏
i=1
e(ys;xit
βi)βs
e(xs;xitβi)βs
.
Lastly we derive (4.6). Since the matrix E(x; y) is lower triangular, its determinant is calculated
as
det
(
Eα(x; yβ)
)
α,β∈Zs,n
=
∏
α∈Zs,n
s−1∏
i=1
e(ys;xit
αi)αs
e(xs;xitαi)αs
=
s−1∏
i=1
∏
α∈Zs,n
αs∏
l=1
e(yst
l−1;xitαi)
e(xstl−1;xitαi)
=
s−1∏
i=1
n−1∏
r=0
n−r∏
l=1
∏
α∈Zs,n
αi=r, αs≥l
e(yst
l−1;xitr)
e(xstl−1;xitr)
.
(4.11)
Here we count the number of α ∈ Zs,n such that αi = r and αs ≥ l. Note that for 0 ≤ r + k ≤ n,
|{α ∈ Zs,n ; αi = r, αs = k}| = |Zs−2,n−r−k| =
(
n−r−k+s−3
s−3
)
. Hence for r + l ≤ n, we have
|{α ∈ Zs,n ; αi = r, αs ≥ l}| =
∑n−r
k=l
(
n−r−k+s−3
s−3
)
=
∑n−r−l
p=0
(
p+s−3
s−3
)
=
(
n−r−l+s−2
s−2
)
. Finally we
obtain
det
(
Eα(x; yβ)
)
α,β∈Zs,n
=
s−1∏
i=1
n−1∏
r=0
n−r∏
l=1
(
e(yst
l−1;xitr)
e(xstl−1;xitr)
)(n−r−l+s−2s−2 )
=
s−1∏
i=1
n−1∏
r=0
n−r∏
k=1
(
e(yst
n−r−k;xitr)
e(xstn−r−k;xitr)
)(k+s−3s−2 )
=
s−1∏
i=1
n∏
k=1
n−k∏
r=0
(
e(yst
n−r−k;xitr)
e(xstn−r−k;xitr)
)(k+s−3k−1 )
,
(4.12)
which coincides with (4.6). The proof is now complete. 
We now prove Theorem 4.1.
Proof of Theorem 4.1. We set
w(i) = (x1, . . . , xi, yi+1, . . . , ys) ∈ (C∗)s
for i = 0, 1, . . . , s, which satisty w(s) = x and w(0) = y. Since w(s−1) = (x1, . . . , xs−1, ys), Lemma
4.2 indicates that
detE(w(s);w(s−1)) =
∏
α∈Zs,n
s−1∏
i=1
e(ys;xit
αi)αs
e(xs;xitαi)αs
=
n∏
k=1
[ n−k∏
r=0
s−1∏
i=1
e(xit
r; yst
(n−k)−r)
e(xitr;xst(n−k)−r)
](s+k−3k−1 )
.
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In the same way as Lemma 4.2, for l = 1, . . . , s we have
detE(w(l);w(l−1)) =
∏
α∈Zs,n
[( ∏
1≤i<l
e(yl;xit
αi)αl
e(xl;xitαi)αl
)( ∏
l<j≤s
e(yl; yjt
αj)αl
e(xl; yjtαj )αl
)]
=
n∏
k=1
n−k∏
r=0
[( ∏
1≤i<l
e(xit
r; ylt
(n−k)−r)
e(xitr;xlt(n−k)−r)
)( ∏
l<j≤s
e(ylt
r; yjt
(n−k)−r)
e(xltr; yjt(n−k)−r)
)](s+k−3k−1 )
(4.13)
exchanging the roles of indices l and s. From the relation (4.2) of transition matrices, we have the
decomposition of E(x; y) as
E(x; y) = E(w(s);w(0)) = E(w(s);w(s−1))E(w(s−1);w(s−2)) · · ·E(w(1);w(0)). (4.14)
Applying (4.13) to (4.14) we obtain
detE(x; y) =
s∏
l=1
detE(w(l−1);w(l)) =
n∏
k=1
[ n−k∏
r=0
∏
1≤i<j≤s
e(yit
r; yjt
(n−k)−r)
e(xitr;xjt(n−k)−r)
](s+k−3k−1 )
,
which completes the proof of Theorem 4.1. 
Remark. In the decomposition (4.14), each component E(w(l);w(l−1)) (l = 1, . . . , s) is lower
triangular with respect to the partial ordering ⊆l of Zs,n defined by α ⊆l β ⇐⇒ αi ≤ βi (i 6= l).
5 Proofs of the main theorems for BCn Jackson integrals
We conclude this paper by providing with proofs of Theorems 1.2 and 1.5, on the basis of properties
of the BCn elliptic Langrange interpolation functions Eλ(x; z) as we established in the previous
sections.
Proof of Theorem 1.5. If ϕ(z) is a Wn-invariant holomorphic function on (C
∗)n, then 〈ϕ, z〉 is
a meromorphic function on (C∗)n and q-periodic with respect to each variable zi (i = 1, . . . , s).
It is known by [3, Definition 3.8] that the regularization 〈〈ϕ, z〉〉 = 〈ϕ, z〉/Θ(z) is a Wn-invariant
holomorphic function on (C∗)n, and belongs to Hzs−1,n due to the quasi-periodicity of 1/Θ(z). This
implies that 〈〈ϕ, z〉〉 is expressed as a linear combination of our interpolation functions Eµ(x; z)
(µ ∈ Zs,n), i.e.,
〈〈ϕ, z〉〉 =
∑
µ∈Z
dµEµ(x; z).
From (1.9), we obtain dν =
∑
µ∈Z dµEµ(x;xν) = 〈〈ϕ, xν〉〉, which completes the proof of Theorem
1.5. 
Proof of Theorem 1.2. The spacial case x = a = (a1, . . . , as) of Theorem 1.2 was proved in [3,
Theorem 1.3], i.e.,
det
(
〈〈χλ, aµ〉〉
)
λ∈B
µ∈Z
=
n∏
k=1
[(
(1− q)(q)∞(qt
−(n−k+1))∞
(qt−1)∞
)s ∏
1≤i<j≤2s+2(qt
−(n−k)a−1i a
−1
j )∞
(qt−(n+k−2)a−11 a
−1
2 · · · a−12s+2)∞
](s+k−2k−1 )
×
n∏
k=1
[ n−k∏
r=0
∏
1≤i<j≤s
θ(t2r−(n−k)aia−1j )θ(t
n−kaiaj)
trai
](s+k−3k−1 )
. (5.1)
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On the other hand, if we put x = a = (a1, . . . , as) on (1.12) in Theorem 1.5, then we have
〈〈ϕ, z〉〉 =
∑
µ∈Z
〈〈ϕ, aµ〉〉Eµ(a; z).
In particular, setting ϕ(z) = χλ(z) (λ ∈ Bs,n) and z = xν (ν ∈ Zs,n) we obtain(
〈〈χλ, xν〉〉
)
λ∈B
ν∈Z
=
(
〈〈χλ, aµ〉〉
)
λ∈B
µ∈Z
(
Eµ(a;xν)
)
µ∈Z
ν∈Z
,
so that
det
(
〈〈χλ, xν〉〉
)
λ∈B
ν∈Z
= det
(
〈〈χλ, aµ〉〉
)
λ∈B
µ∈Z
detE(a;x).
Combining (5.1) and (4.5), we obtain the determinant formula of (1.5). This completes the proof
of Theorem 1.2. 
Acknowledgements
This work is supported by JSPS Kakenhi Grants (C)25400118 and (B)15H03626.
References
[1] K. Aomoto and M. Ito: On the structure of Jackson integrals of BCn type and holonomic
q-difference equations, Proc. Japan Acad. Ser. A Math. Sci. 81 (2005), 145–150.
[2] K. Aomoto and M. Ito: Structure of Jackson integrals of BCn type, Tokyo J. Math. 31 (2008),
449–477.
[3] K. Aomoto and M. Ito: A determinant formula for a holonomic q-difference system associated
with Jackson integrals of type BCn, Adv. Math. 221 (2009), 1069–1114.
[4] G. Gaspar and M. Rahman: Basic hypergeometric series, 2nd ed., Cambridge University Press,
Cambridge, 2004.
[5] R. A. Gustafson: A generalization of Selberg’s beta integral, Bull. Amer. Math. Soc. (N.S.) 22
(1990), 97–105.
[6] M. Ito: q-difference shift for a BCn-type Jackson integral arising from ‘elementary’ symmetric
polynomials, Adv. Math. 204 (2006), 619–646.
[7] M. Ito: Askey–Wilson type integrals associated with root systems, Ramanujan J. 12 (2006),
131–151.
[8] M. Ito: A multiple generalization of Slater’s transformation formula for a very-well-poised-
balanced 2rψ2r series, Q. J. Math. 59 (2008), 221–235
[9] M. Ito and M. Noumi: Derivation of a BCn elliptic summation formula via the fundamental
invariants, Constr. Approx., to appear.
16
[10] M. Ito and M. Noumi: Evaluation of the BCn elliptic Selberg integral via the fundamental
invariants, Proc. Amer. Math. Soc., to appear.
[11] M. Ito and Y. Sanada: On the Sears–Slater basic hypergeometric transformations, Ramanujan
J. 17 (2008), 245–257.
[12] K. W. J. Kadell: A proof of the q-Macdonald–Morris conjecture for BCn, Mem. Amer. Math.
Soc. 108 (1994), no. 516, vi+80 pp.
[13] Y. Komori, M. Noumi and J. Shiraishi: Kernel functions for difference operators of Ruijsenaars
type and their applications, SIGMA Symmetry Integrability Geom. Methods Appl. 5 (2009),
Paper 054, 40 pp.
[14] D. B. Sears: On the transformation theory of basic hypergeometric functions, Proc. London
Math. Soc. (2) 53, (1951). 158–180.
[15] D. B. Sears: Transformations of basic hypergeometric functions of any order, Proc. London
Math. Soc. (2) 53, (1951). 181–191.
[16] L. J. Slater: General transformations of bilateral series, Quart. J. Math., Oxford Ser. (2) 3,
(1952). 73–80.
[17] L. J. Slater: Generalized hypergeometric functions, Cambridge University Press, Cambridge
1966.
[18] J. F. van Diejen: On certain multiple Bailey, Rogers and Dougall type summation formulas,
Publ. Res. Inst. Math. Sci. 33 (1997), 483–508.
[19] J. F. van Diejen and V. P. Spiridonov: Elliptic Selberg integrals, Internat. Math. Res. Notices
2001. 1083–1110.
17
