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Total Information in Multivariate Data from 
Dual Scaling Perspectives 
It is an established matter that the total information in multivariate data is defined as the sum 
of eigenvalues of the variance-covariance matrix. In this article I challenge this time-honored 
tradition and look at another definition of the total information in data from a dual scaling 
perspective. This proposal is a step toward unifying the concept of information for both 
discrete and continuous variables. 
C o n s i d e r a c o n t i n u o u s v a r i a b l e . T h e i n f o r m a t i o n of the var iab le is d e f i n e d as its 
var iance . S u p p o s e w e a d d another var iab le so that w e can express the l o c a t i o n 
of each r e s p o n d e n t i n a t w o - d i m e n s i o n a l g r a p h w i t h t w o coordinates . A s s u m -
i n g that b o t h v a r i a b l e s are centered, the var iance of data po in ts i n t w o d i m e n -
s ions is the v a r i a n c e of those distances of po in ts f r o m the o r i g i n , a n d it is not 
d i f f i c u l t to see that the v a r i a n c e is the s u m of the var iances of i n d i v i d u a l 
v a r i a b l e s f o l l o w i n g the P y t h a g o r a s theorem. It is not d i f f i c u l t to see ei ther that 
the s a m e is true e v e n w h e n the t w o axes are rotated to the p r i n c i p a l axes, i n 
w h i c h case the s u m of the var iances becomes the s u m of the e igenvalues . T h i s 
d i s c u s s i o n c a n be e x t e n d e d to a n y n u m b e r of var iables , hence the t r a d i t i o n a l 
d e f i n i t i o n of the total i n f o r m a t i o n i n m u l t i v a r i a t e data . 
N i s h i s a t o (2002), h o w e v e r , s h o w e d that the above d e f i n i t i o n is l i m i t e d u s i n g 
the f o l l o w i n g e x a m p l e . C o n s i d e r f ive s t a n d a r d i z e d var iables . T h e n the f ive 
e igenva lues u n d e r t w o extreme cases are: 
1. Perfect c o r r e l a t i o n : A,, - 5 , ^ = Xi-Xi-X5=0 
2. Perfect i n d e p e n d e n c e : A,, = A , = A^ = A,4 = A,5 = 1 
In b o t h cases, the s u m of e igenvalues is f ive , w h i c h is the total i n f o r m a t i o n i n 
the data . T h e objections to this t r a d i t i o n a l d e f i n i t i o n c o m e f r o m the c o m m o n 
sense (a) that if a l l f ive var iab les are perfect ly corre la ted, o n l y one v a r i a b l e is 
n e e d e d to e x p l a i n the data because the other f o u r var iables are tota l ly r e d u n -
dant , a n d (b) that if a l l the var iab les are uncorre la ted , one needs a l l of t h e m to 
e x p l a i n the data . H i s c o n c l u s i o n , therefore, is that the data set of perfect ly 
corre la ted v a r i a b l e s conta ins m u c h less i n f o r m a t i o n t h a n that of to ta l ly u n c o r -
re lated var iab les . 
T h e above v i e w w a s t i ed to research o n d u a l s c a l i n g of d i scre t ized c o n -
t i n u o u s var iab les ( E o u a n z o u i , i n press; N i s h i s a t o , 2000,2002), w h i c h a i m s for a 
u n i f i e d treatment of b o t h discrete a n d c o n t i n u o u s m u l t i v a r i a t e data . 
Shizuhiko Nishisato is a professor emeritus in measurement and evaluation. 
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Dual Scaling 
P r i n c i p a l c o m p o n e n t analys is ( P C A ) is carr ied out w i t h c o n t i n u o u s var iables , 
say Z , u s i n g s i n g u l a r - v a l u e d e c o m p o s i t i o n ( S V D , B e l t r a m i , 1873; Eckar t & 
Y o u n g , 1936; J o r d a n , 1874; S c h m i d t , 1907). 
Z = Y A X , o r z , 7 = i \yikx^ , (1) 
k= 1 
w h e r e yjk a n d xjk are s i n g u l a r w e i g h t s of c o m p o n e n t k of r o w i a n d c o l u m n 
respec t ive ly a n d Xk is the s i n g u l a r v a l u e of c o m p o n e n t k. 
W h e n each c o n t i n u o u s var iab le is ca tegor ized a n d a set of ca tegor ized 
var iab les is subjected to P C A , it is w h a t w e ca l l d u a l s c a l i n g (DS). T h i s s m a l l 
step i n the p r o c e d u r e is a g iant step i n its i m p l i c a t i o n for data ana lys i s . Instead 
of c o n s i d e r i n g c r o s s - p r o d u c t s of var iables , it n o w becomes c o n s i d e r i n g cross-
p r o d u c t s of f u n c t i o n s of var iables , a j u m p f r o m the H i l b e r t space to the Sobolev 
space. 
C o n s i d e r m u l t i p l e - c h o i c e data w i t h several response opt ions per quest ion . 
T h e m a i n object of D S ( N i s h i s a t o , 1980,1994) can be stated i n m a n y w a y s , one 
of w h i c h is to d e t e r m i n e o p t i o n w e i g h t s so as to m a x i m i z e the average inter-
i t e m c o r r e l a t i o n . T h e task is also c a l l e d p r i n c i p a l c o m p o n e n t analys is of catego-
r i c a l v a r i a b l e s (Torgerson , 1958), m u l t i p l e correspondence analys is (Benzécri et 
a l . , 1973; G r e e n a c r e , 1984; Lebart , M o r i n e a u , & T a b a r d , 1977), h o m o g e n e i t y 
ana lys i s ( G i f i , 1990), a n d m a n y other names . 
T o s i m p l i f y o u r d i s c u s s i o n , let us c o n s i d e r three response opt ions per ques-
t i o n . T h e n the poss ib le response patterns to a q u e s t i o n are (1 ,0 ,0) , (0 ,1 ,0) , a n d 
(0, 0 ,1) , w h e r e 1 indicates the choice of the o p t i o n a n d 0 a non-choice . Because 
three c o l u m n s of the response patterns are m u t u a l l y exc lus ive , w e need a 
t h r e e - d i m e n s i o n a l space for each var iab le , a n d responses to a n i t e m f r o m 
subjects f a l l at one of these three p o i n t s a n d n o w h e r e else. W h e n data are 
co l lec ted , therefore , the locat ions of the three coordinates can be d e t e r m i n e d b y 
s p e c i f y i n g the s c a l i n g u n i t . N o matter w h a t s c a l i n g u n i t one m a y choose, it is 
c lear that a n i t e m w i t h three response opt ions y i e l d s o n l y three d is t inc t p o i n t s , 
a n d they c a n be m a p p e d i n t w o - d i m e n s i o n a l space. So l o n g as these p o i n t s are 
dis t inc t , w e n e e d a p l a n e ( two axes) to a c c o m m o d a t e the po in ts of each i t e m . If 
t w o m u l t i p l e - c h o i c e i tems w i t h three response opt ions each are perfect ly corre-
la ted , h o w e v e r , the t w o tr iangles converge i n t o a s ingle t r iangle , a n d the data 
c a n be m a p p e d i n t w o - d i m e n s i o n a l space, n o longer i n f o u r - d i m e n s i o n a l space, 
n o r i n o n e - d i m e n s i o n a l space as one m i g h t expect f r o m t w o perfect ly corre-
la ted c o n t i n u o u s var iab les . T h i s is a k e y dif ference b e t w e e n categorical a n d 
c o n t i n u o u s var iab les . 
Data in Multidimensional Space 
S u p p o s e v a r i a b l e p has coordinates (xpl, xp2,-,xpK) i n K - d i m e n s i o n a l space a n d 
the c o n f i g u r a t i o n is centered. In pract ice , h o w e v e r , w e often express data i n the 
space of d i m e n s i o n a l i t y s m a l l e r t h a n K, say g. T h e n b o t h the s q u a r e d distance 
f r o m the o r i g i n to the coordinates i n g - d i m e n s i o n a l space (g < K) a n d the 
s q u a r e d dis tance b e t w e e n var iables p a n d q genera l ly increase as the d i m e n -
s i o n a l i t y g increases t o w a r d K. F o r e x a m p l e , the distance b e t w e e n p o i n t s p a n d 
q as v i e w e d i n o n e - d i m e n s i o n a l space w o u l d either r e m a i n the same or increase 
if w e l o o k e d at t h e m i n t w o - d i m e n s i o n a l space or t h r e e - d i m e n s i o n a l space. 
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A n y a d d i t i o n a l m o v e of a p o i n t d u e to another d i m e n s i o n can n e v e r reduce the 
dis tance f r o m the other p o i n t or the distance f r o m the o r i g i n . 
T h u s w e c a n n o w state that the tr iangle created b y c o n n e c t i n g the locat ions 
of the three response o p t i o n s of a n i t e m in t w o - d i m e n s i o n a l space increases its 
s ize s t e a d i l y as the d i m e n s i o n a l i t y of the space increases. In the total space, 
therefore, the t r iangle of a three-category var iable becomes the largest, the area 
of w h i c h c a n be r e g a r d e d as p r o p o r t i o n a l to the total i n f o r m a t i o n of the v a r i -
able ( N i s h i s a t o , 2002, 2003). In these papers N i s h i s a t o stated a r e m a r k a b l e 
aspect of its g e o m e t r y as f o l l o w s . 
If the f requencies of the three opt ions are e q u a l , then the var iab le f o r m s a 
r e g u l a r t r iangle i n the total space, that is, a regular s i m p l e x w i t h the center at 
the o r i g i n . T h i s r e g u l a r s i m p l e x has the p r o p e r t y that n o matter h o w one m a y 
rotate the t r iangle , the c o n t r i b u t i o n s of the three vertices to the t w o axes are 
e q u a l , that is, 5 0 % each. F u r t h e r m o r e , he stated that even w h e n the t r iangle is 
not r e g u l a r (i.e., the three o p t i o n frequencies are different) the c o n t r i b u t i o n s of 
the three vert ices to t w o axes r e m a i n the same a n d e q u a l to 50% n o matter h o w 
the axes are rota ted . O n e c a n p r o v e this remarkable p r o p e r t y qui te eas i ly b y the 
s t ructure of a 3-by-3 d i a g o n a l c o n t i n g e n c y table, the e igenvalues of w h i c h are 
A,, = A.2 = 1, i r respect ive of the three frequencies i n the m a i n d i a g o n a l pos i t ions . 
T h i s c o n c l u s i o n is cont ingent o n the fact that w e use the chi - square metr i c 
(Lebart , M o r i n e a u , & W a r w i c k , 1984; N i s h i s a t o & C l a v e l , 2003) i n D S . These 
observat ions lead to the c o n c l u s i o n that a n y var iab le w i t h three response 
o p t i o n s requires t w o d i m e n s i o n s a n d that the contr ibut ions of the three p o i n t s 
o n the t w o d i m e n s i o n s are e q u a l , a n d e q u a l to 50%. W h e n the n u m b e r of 
response o p t i o n s increases to m ; , the var iab le i n the total space f o r m s the (m y -
l ) - d i m e n s i o n a l p o l y h e d r o n , of w h i c h each c o n t r i b u t i o n to the total space is 
exact ly 1 0 0 / ^ - 1 ) % . 
Research o n d i s c r e t i z a t i o n of c o n t i n u o u s var iables for use b y D S ( E o u a n -
z o u i , i n press ; N i s h i s a t o , 2000, 2002, 2003) is m o t i v a t e d b y the idea that the 
i n f o r m a t i o n c o n t a i n e d i n c o n t i n u o u s var iables is m u c h m o r e than w h a t is 
assessed b y the s u m of the e igenvalues of the var iance-covar iance m a t r i x . F o r 
e x a m p l e , p r i n c i p a l c o m p o n e n t analys is of c o n t i n u o u s var iables captures o n l y 
l inear re la t ions a m o n g var iab les , w h i c h is reflected o n the s u m of e igenvalues ; 
b u t the d a t a m u s t c o n t a i n n o n l i n e a r relat ions as w e l l . If w e cons ider c o n t i n u o u s 
var iab les as categor ica l var iab les w i t h as m a n y categories as the n u m b e r of 
d i s t i n c t v a l u e s a n d subject the d a t a to D S , then w e w i l l be able to capture not 
o n l y l i n e a r re la t ions , b u t a lso n o n l i n e a r relat ions. T h e a m o u n t of total i n f o r m a -
t i o n is t h e n the s u m of the e igenvalues of the var iance-covar iance m a t r i x p l u s 
a l p h a , a n d this a l p h a is l i k e l y to be m u c h larger t h a n the s u m of the e igen-
v a l u e s . I n this case w e c a n r e g a r d the v o l u m e of a p o l y h e d r o n created b y the 
n u m b e r of categories (no l o n g e r three, hence n o longer a triangle) as p r o p o r -
t i o n a l to the tota l i n f o r m a t i o n of the var iab le . 
If one is a f r a i d of the p h e n o m e n o n of o v e r q u a n t i f i c a t i o n , rest assured that it 
is a n u n w a r r a n t e d fear. If t w o var iables are d i s t r i b u t e d as b ivar ia te n o r m a l , the 
c o r r e l a t i o n b e t w e e n the var iab le , say p*jk, is a n u p p e r b o u n d of the p r o d u c t - m o -
m e n t c o r r e l a t i o n ca lcula ted f r o m the c o r r e s p o n d i n g d iscre t ized var iables , say 
r*jk, that is , 
p;^r'k. (2) 
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Joint Distribution of Information 
C o n s i d e r the di f ference be tween P C A a n d D S once m o r e . In terms of geometry , 
each c o n t i n u o u s v a r i a b l e c a n be expressed as a n axis a l o n g w h i c h a l l variâtes of 
the v a r i a b l e are d i s t r i b u t e d . T o s i m p l i f y o u r d i s c u s s i o n w e use the p r i n c i p a l 
coordinates for the data space, that is, the p r i n c i p a l hyperspace . W h e n a l l the 
var iab les are per fec t ly corre lated to one another , w e need o n l y the first p r i n -
c i p a l axis to represent the data ; w h e n a l l n var iables are tota l ly u n c o r r e c t e d , w e 
n e e d n axes to represent the data . 
C o n s i d e r the same extremes w i t h categorical data w i t h three categories 
(options) p e r v a r i a b l e . W h e n a l l var iables are perfect ly corre lated to one anoth-
er, w e need t w o axes (d imens ions ) to represent the c o m m o n t r iangle ; w h e n a l l 
n var iab les are to ta l ly u n c o r r e l a t e d , the f irst var iable occupies , for e x a m p l e , the 
first t w o d i m e n s i o n s , the second var iab le d i m e n s i o n s 3 a n d 4, the t h i r d var iab le 
d i m e n s i o n s 5 a n d 6, a n d so o n , so that a l l n t r iangles are dis joint , that is , they 
h a v e n o o v e r l a p p i n g parts , thus r e q u i r i n g In d i m e n s i o n s . A d o p t i n g the d e f i n i -
t i o n of i n f o r m a t i o n b e i n g p r o p o r t i o n a l to the area created b y c o n n e c t i n g a l l 
vert ices of the data p o i n t s , w e c a n state w i t h o u t a m b i g u i t y that the total 
i n f o r m a t i o n i n m u l t i v a r i a t e data d e p e n d s o n the c o v a r i a t i o n (correlation) 
a m o n g the var iab les . 
Contributions of Components to Total Information 
T o c o n s i d e r the a m o u n t of i n f o r m a t i o n i n data , it is c o n v e n i e n t to redef ine the 
c o n t r i b u t i o n of a c o m p o n e n t to the total i n f o r m a t i o n separately for discrete a n d 
c o n t i n u o u s var iab les . 
Discrete Case: Dual Scaling 
D S d e t e r m i n e s o p t i o n w e i g h t s so as to m a x i m i z e the average in ter - i t em corre la -
t i o n . Its object ive f u n c t i o n for o p t i m i z a t i o n is t y p i c a l l y the c o r r e l a t i o n rat io r\2 
w h i c h is e q u a l to the m e a n of the s q u a r e d i tem-total (component) corre la t ion 
coeff ic ients 
n l = t r - f . (3) 
T h e c o r r e l a t i o n rat io is the e igenva lue for D S . A s s u m i n g that the n u m b e r of 
respondents is larger t h a n the total n u m b e r of opt ions (say m) m i n u s the 
n u m b e r of quest ions n, the s u m of a l l the e igenvalues , that is , the t r a d i t i o n a l 
total i n f o r m a t i o n i n the data is g i v e n ( N i s h i s a t o , 1994) b y 
K 
X t t f = m - 1 , (4) 
k= 1 
w h e r e K = m - n a n d m is the average n u m b e r of opt ions . It is a lso k n o w n 
( N i s h i s a t o , 1994) that the s u m of s q u a r e d i tem-tota l correlat ions of var iab le j 
o v e r a l l K c o m p o n e n t s is e q u a l to the n u m b e r of opt ions m i n u s 1, that is, 
K 
»:=i 
w h e r e m ; is the n u m b e r of response opt ions of i t e m ;'. 
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T h e s u m of the e igenvalues d e p e n d s o n w h a t objective f u n c t i o n is u s e d . 
Therefore , w e w o u l d l i k e to p r o p o s e the use of a statistic that is i n d e p e n d e n t of 
the object ive f u n c t i o n . Spec i f i ca l ly , w e def ine the total i n f o r m a t i o n as the s u m 
of s q u a r e d i t e m - t o t a l corre lat ions . I n o u r case, for s o l u t i o n (component) k, 
n 
S ^ = T i % 2 = r W * ) , (6) 
/=1 
a n d for the total space, 
n K 
I 1 ^ ) = n(m-l) = r(infi . (7) 
/ = 1 k=l 
L e t us l o o k at three d i s t r i b u t i o n s of rjt(k) for three m u l t i p l e - c h o i c e i tems w i t h 
three o p t i o n s each: (a) w h e n a l l i tems are perfect ly corre la ted; (b) a genera l 
case; a n d (c) w h e n a l l i t ems are u n c o r r e l a t e d . W e c a n see that the i t e m total 
c o n t r i b u t i o n of 2 is d i s t r i b u t e d d i f fe rent ly i n the three cases, (a) The three 
t r iangles m e r g e c o m p l e t e l y w h e n a l l in ter - i t em corre lat ions are perfect ; (b) 
three t r iangles f loat i n the s i x - d i m e n s i o n a l space w i t h di f ferent or ientat ions ; 
a n d (c) e a c h of the t r iangles occupies t w o d i m e n s i o n s di f ferent f r o m the others 
(Table 1). 
Continuous Case: Principal Component Analysis 
W e t y p i c a l l y use X for the e igenva lue . S u p p o s e w e s t a n d a r d i z e the var iables 
a n d c o n s i d e r p r i n c i p a l c o m p o n e n t analys is of the corre la t ion m a t r i x . T h e n 
M 
n a f . ) • (8) 
/=i 
W h e n w e s u m the s q u a r e d i tem-tota l cor re la t ion of one var iab le o v e r a l l p o s -
s ible c o m p o n e n t s , w e o b t a i n 
K 
l r j m = l , (9) 
it=i 
w h e r e K = n. F o r the total space, w e obta in 
n K n 
I !>/«*> = X h= n= T{inf) . (10) 
/=1 Jt = 1 k = l 
U s i n g three c o n t i n u o u s var iab les , w e c a n c o n s i d e r the d i s t r i b u t i o n of rfm 
u n d e r the same three cases as for the categorical cases d i s c u s s e d above . N o t e 
w h e n these v a r i a b l e s are per fec t ly corre la ted o n l y one d i m e n s i o n is n e e d e d for 
the d a t a (Table 2). 
A New Measure of Total Information 
W e n o w m o v e a h e a d w i t h o u r g o a l of p r o p o s i n g a statistic for total i n f o r m a t i o n 
c o n t a i n e d i n m u l t i v a r i a t e da ta , c o n t i n u o u s or discrete . A l t h o u g h i t is not clear-
l y s tated, w e s h o u l d note that the t r a d i t i o n a l d e f i n i t i o n of tota l i n f o r m a t i o n is 
based o n the case of i n d e p e n d e n t var iab les . F o r e x a m p l e , w h e n w e h a v e f ive 
m u l t i p l e - c h o i c e i tems w i t h three response opt ions per i t e m , w e state that w e 
n e e d 10 d i m e n s i o n s to a c c o m m o d a t e the data . B u t i t is m a d e clear above that 
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Table 1 
Squared I tem-Total Correlat ion: rfm 
Categor ica l Var iab les with Three Opt ions per Item and DS 
Dimension (Component) 2 3 4 5 6 Sum 
Perfect inter-item correlation 
Item 1 1 1 0 0 0 0 2 
Item 2 1 1 0 0 0 0 2 
Item 3 1 1 0 0 0 0 2 
Any values of correlation 
Item 1 a b c d e f 2 
Item 2 g h i i k m 2 
Item 3 n 0 P q r s 2 
Zero inter-item correlation 
Item 1 1 1 0 0 0 0 2 
Item 2 0 0 1 1 0 0 2 
Item 3 0 0 0 0 1 1 2 
this a r g u m e n t is based o n the case that each var iab le occupies t w o - d i m e n s i o n a l 
space i n d e p e n d e n t l y of the other var iab les , hence 2 x 5 = 10 d i m e n s i o n s ; if the 
var iab les are per fec t ly corre lated to one another , w e need o n l y t w o d i m e n s i o n s . 
T h u s w e s h o u l d note that the c l o u d of data po in ts changes its v o l u m e d e p e n d -
i n g o n the i n t e r - i t e m corre lat ions . 
T h e statistic T*(inf) d i s c u s s e d above is i n d e p e n d e n t of corre la t ion a m o n g 
var iab les , a n d as s u c h it contradic ts the p u r p o s e of this article. W e p r o p o s e the 
f o l l o w i n g m e a s u r e of tota l i n f o r m a t i o n for b o t h discrete a n d c o n t i n u o u s v a r i -
ables: 
n n 
T'infl = TVnf) - Jj„ + £ V " ' ' ' + (~D K _ 1 ^ . . . K . ( H ) 
i< j i< j< k 
w h e r e 
Z 1 ; 2 2 , Z3j ... Z i 
' - 1 2 3 - , = 1 (12) 
;= i 
Zjj is the s t a n d a r d i z e d score of subject i o n i t e m /, a n d N is the n u m b e r of 
subjects. 
T h e n e w statistic c a n be in terpreted as a concept c o r r e s p o n d i n g to the u n i o n 
of sets i n set theory a n d the jo int e n t r o p y i n i n f o r m a t i o n theory . A s is c lear f r o m 
set theory , the u n i o n is the s u m of the u n i q u e parts of s ingle sets, u n i q u e parts 
of a p a i r of sets, a n d so o n . I n set theory a n d i n f o r m a t i o n theory, the t r a d i t i o n a l 
total i n f o r m a t i o n c o r r e s p o n d s to the s u m of sets a n d the s u m of entropies of 
i n d i v i d u a l var iab les , respect ive ly . 
T h e n e w m e a s u r e of i n f o r m a t i o n attains its m i n i m u m w h e n a l l var iables are 
perfect ly corre la ted to one another a n d attains its m a x i m u m w h e n a l l var iab les 
are tota l ly u n c o r r e c t e d . If c o n t i n u o u s var iables are subjected to P C A as is 
u s u a l l y d o n e , the ana lys i s captures o n l y l inear relat ions. T h e n , 
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Table 2 
Squared I tem-Total Corre lat ion: r2m 
Cont inuous Var iables and Linear Analysis 
Dimension (Component) Sum 
Perfect inter-item correlation 
Item 1 
Item 2 
Item 3 
Any values of correlation! 
tern 1 
Item 2 
Item 3 
Zero inter-item correlation 
Item 1 
Item 2 
Item 3 
1. C o n t i n u o u s V a r i a b l e s for L i n e a r A n a l y s i s 
1 < Tfjnf) < n (13) 
W h e n D S is c a r r i e d out w i t h categorical data or d i s c r e t i z e d c o n t i n u o u s v a r i -
ables, t h e n 
2. Discre te V a r i a b l e s 
n(M -1) < T(inf) < n( £ mj -1), (14) 
w h e r e M is the smal les t v a l u e of mf j = 1,2, ,n a n d m ; is the n u m b e r of 
categories of v a r i a b l e j. 
Discussion 
It m a y l o o k strange that n c o n t i n u o u s var iables h a v e less i n f o r m a t i o n t h a n n 
categor ica l var iab les . A t the present m o m e n t this is so unless a n o n l i n e a r m o d e l 
is u s e d for ana lys i s of c o n t i n u o u s var iables . T h e above b o u n d s for c o n t i n u o u s 
var iab les a p p l y o n l y to l i n e a r ana lys i s . A s b r i e f l y m e n t i o n e d above, h o w e v e r , 
the a i m of the c u r r e n t research is to assess the total a m o u n t of i n f o r m a t i o n i n 
data , i n c l u d i n g l i n e a r a n d n o n l i n e a r relat ions. T h u s the p r o p o s a l is to treat 
c o n t i n u o u s v a r i a b l e s as categor ica l var iab les w i t h m a n y categories per var iab le 
a n d use the f o r m u l a for categor ica l data for assessment of total i n f o r m a t i o n . 
O n e aspect of the l o w e r b o u n d of the measure for categorical var iables needs to 
be e x p l a i n e d . T h e l o w e r b o u n d is at ta ined w h e n a l l var iables are perfect ly 
corre la ted . T h e n if var iab les j w i t h my categories a n d var iab le k w i t h mk catego-
ries are per fec t ly corre la ted a n d if ms < mk, then there exist at m o s t d is t inc t 
w e i g h t s . O t h e r w i s e , the corre la t ion of 1 cannot be obta ined . H e n c e w e a r r i v e at 
the a b o v e l o w e r b o u n d . 
T h e t r a d i t i o n a l d e f i n i t i o n of total i n f o r m a t i o n i n m u l t i v a r i a t e data is the 
s u m of e i g e n v a l u e s of the var iance-covar iance m a t r i x , w h i c h is k n o w n to be the 
s u m of var iances of i n d i v i d u a l var iables . It is o b v i o u s that this d e f i n i t i o n is 
based o n the e x t r a o r d i n a r y a s s u m p t i o n that a l l var iables are m u t u a l l y i n d e -
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p e n d e n t of one another . In the current s t u d y w e redef ined the i n f o r m a t i o n i n 
terms of the s u m of the s q u a r e d i t e m - c o m p o n e n t corre la t ion coefficients a n d 
t h e n ad jus ted the measure w i t h respect to covariances . T h i s idea c a n be inter-
p r e t e d as d e f i n i n g the tota l i n f o r m a t i o n i n terms of the v o l u m e of a p o l y h e d r o n 
created b y the dataset. 
In a p p l y i n g the n e w measure , it is i m p o r t a n t to c o n s i d e r h o w m a n y c o m -
p o n e n t s w e s h o u l d use a n d h o w h i g h the h i g h e r - o r d e r corre la t ion coefficients 
w e s h o u l d use, for the f o r m u l a w i l l be too d e m a n d i n g w h e n the n u m b e r of 
v a r i a b l e s increases. 
T h e c u r r e n t s t u d y w i l l be c o n t i n u e d to the next stage i n w h i c h the n e w 
m e a s u r e w i l l be r e f o r m u l a t e d i n terms of set theory a n d i n f o r m a t i o n theory , as 
w e l l as b e i n g e x t e n d e d to the case of c o n t i n u o u s var iables w i t h b o t h l inear a n d 
n o n l i n e a r i n t e r - v a r i a b l e re la t ions . F o r this last p r o b l e m w e m u s t d e v e l o p a 
p r a c t i c a l m e t h o d for d i s c r e t i z i n g c o n t i n u o u s var iables . 
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