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INTRODUCTION 
The simultaneous solution of a large number of linear 
equations often presents the mathematician with a very com-
p lex problem. It is a problem which has been before mathe-
maticians for centuries. It is known, for instance, t hat 
t h e ~abylonians studied s ystems of up to 10 e quations. B8) 
p . 9] , The solution of large s ystems arose i n connection 
with t he adjustment of as tronomical and geodetical observa-
tions. 
The invention of matrices, which includes of course 
the inverse matrix, illustrates the power and suggestive-
ness of a well-devised notation. It also exemp lifies the 
fact t hat a trivial notational device has often been the 
germ of a vast theory having innumerable applications. The 
firs t man to use matrices, as we know them today, was w. R. 
Hamilton , but the theory published i n his "Lectures on Qu ar-
terions," is less general than that of Arthur Cayley. In 
1858 Cayley, in working with determinants, developed a con-
venient mode of expressing t he equation: 
Symbolizing 
en t variables by 
e1 .=. ax +by 
e 2 =- ex +· dy. 
this linear transformation in 
the square array [: j of its 
t wo i ndepend-
coeff icients, 
2 
he as led to his algebra of matrices of n2 elements by the 
properties of linear homogeneous trans formations of n inde-
endent variables. 
Vith the invention of matrices came, of course, the 
solution of a system of the equa tions by the method of 
m trix inversion. Many important problems in applied math-
ematics involve finding the inverse of a square, nonsingular 
matrix. It is usually the inversion of this matrix which 
consumes the major portion of t he time spent in solving the 
problem. Several methods have been devised to accomplish 
this. All of these methods entail considerable work if the 
matrix is of order higher t han the third. The object of this 
t hesis is to study and investigate some of the more comrnon 
methods of finding the inverse of a matrix and endeavor to 
illustrate by examples the best method when given a particu-
lar matrix. 
With the development of many powerful modern instru-
ments of calculat ion such as punched-card mach ines , elec-
tronic digital co mputing machines, analouge computers, etc. 
the field of application of mathematical analysis has stl 
i ncreased . Many divers if ied problems in various fi lds ma 
be reduced to one math ematical operation : t hat f th 
tion of sys t ems of linear algebraic equations 
cons i derable attention has been paid to systems f e 
having many members which arise by the ap-p oxima int 
t s 
3 
ferenti a l and integral equations in studies in economics. 
Such systems also arise in the solution of problems in phys -
ics, such as electrical networks, motions, etc. 
Finding the inverse of a mat rix i s analagous to find-
ing the reciprocal of an ordinary number , but the anal ogy 
is not complete. Every nonze~o number has a reciprocal , 
but there are matrices, not the zero mat rix, which have no 
inverses. The preceding statement will be justified i n the 
first chapter of this thesis in the proof of Theorem 2. In 
this paper it is assumed that the reader is f amiliar with 
elementary matrix theory, specifical l y , the understanding 
of matrix multiplication, the multiplication of a matrix by 
a scalar, t he concepts of zero and unit matrices and the 
determinant of a matrix. In ddition, knowledge of the 
theory of determinants, including expansion by minors an d 
cofactors, will be assumed. 
CHAPTER I 
INVERSE MATRICES 
Definition: A matrix is a rectangular array of terms, called 
elements, of t he form: 
all al2 • . aln 
a21 a22 • • • a2n 
A= • • • • • • • 
• • • • . . 
anl • • . ann 
This may be writt en A= Eiij, where aij is the element in the 
ith row and jth colmnn. 
In this thesis only square matri ces , that is matrices 
having an equal number of rows and columns , will be considered 
since only' s uch matrices have i nverses . The n0t'ation A-l is 
introduced to denote the right inv~,rs e of A so that AA- l = I , 
where I is the unit matrix. 
n 
From the theory of determinants , we have A-::: L, aijcij 
n j=l 
or A=~ a 1kcik' which is the expans ion of a determinant as 
i::l 
a linear function of it s cofactors. 
Definition: Let A be an n x n matrix and l et Cij be t he co-
factor of the element aij• f Then the matrix Cji, where the 
5 
element Cji in the jth row and t he ith column e quals Cij of 
t he original matrix, is ea.lled t he a djoi nt of A. Thi s i s 
sometimes written ad j A. 
Th eorem I: A(adj A) = IA j I = (ad j A)A. 
The determinant of A times t he uni t matri x is the matrix 
IAI 0 
0 jAf 












• i • 
The element in t h e kth r ow and ith column of t he prod-
n n 
uct AC j i' is ,L ak f ji' = ,L ak jcij which i s equal to I Al 
j =l j=l 
if k =i. Hence A(adj A) is a diagona l mat rix with diagonal 
element s equal to !Al • Thus A (adj A )= IAI I. Si milarly t he 
element ip the j t h row and kth column of t he product Cj i'A 
n n 
i s ~ - C ji' aik- ,~ Cijaik whi ch e quals !Al if j =k . 
fu 4a" 
If 
however, k/i in the first cas e t hen the summation equa l 
ze r o and likewise if j :,t'k i n t he l att er t he summation e qual 
ze r o. Hence, from the definition of t he inverse of a matrix, 
we have; 
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If the determinant IAf of a square matrix does not vanish, A 
is said to be nonsingular and if IA! equal zero then A is 
singular. 
It is quite natural, now, t o i nquire whether or not the 
inverse of a matrix exists. 
Theorem 2: A square matrix A has an inverse if and only if 
determinant At O. 
l adj A 
Since by Theorem 1 the inverse matrix A- is---, it 
iAI 
is readily seen that if' i Al = o, then t he i nverse of matrix A 
cannot exist. If jAj-j-o then mat r ix A has an invers e which 
can be calculated by any one of several methods. 
An analysis of the definition A..A.-1 =I leads one to the 
realization that a matrix A sh oul d possess a left inverse 
-1 -1 which is equal to the right i nverse s o that AA =A A= I. 
If matrix A is an n x n matrix it is said to have Bas a 
right i nverse if AB=-I and similarly, if there is a matrix 
C such that CA = I, then C is c alled a left inverse of A. 
Theorem 3: If A has both a r ight inverse Band a left in-
verse C, the exist ence of B shows that A is nonsingular and 
In proving thi s theorem we form the product BAG in two 
ways permitted by t he a ssoc iative law: 
CAB -=- (CA ) B = IB = B 
CAB= C ( AB ) = CI = C 
Thus B=c, so that this matrix is both a right and a l eft 
-1 inverse of A and is therefore its unique inverse A • 
The following example illustrates that AA- 1 = A- 1A= I. 
Let: 
ax1d: 









A-l{~8 0 -j 1 2~. 
-3 0 
5] t ~- 0 -5j 0 OJ -6 -18 1 24 = 0 1 0 . = I 
4 -3 0 4 0 0 1 
If we multiply these matrices in the reverse order we also 













For 4 x 4 or smaller matrices, the adjoint method of 
finding the inverse matrix is most o ten used . A majority 
of the publications on linear alg~bra as well as many applied 
mathematics books give at least a brief analy sis of the cal-
cu lation of the inverse matrix by t h i s method. As long as 
the elements of a matrix are integers this method requires 
only elementary operations; however when the elements become 
more complex the calculation of the inverse matrix may become 
a major task. 
One of the most useful properties of the det erminant 
function is that it provides a simple characterization of 
nonsingular matrices. Furthermore, t he cofactors of a non-
singular matrix may be used to calculate the inverse by a 
method which is inefficient for large n, but quite simple 
for n -e:.~-• -
Definition: The ad j oint of an n x n matrix A=. E,1 ~ i s the 
n x n matrix adj A= f j~ , whe re C ji = cofactor of aji n 
determinant A. 
we note in particular two t h ings about the adjoint: 
first, the elements of adj A are determinants formed from A 
each with a suitable sign attaehed; second, t he element in 
the (i,j) position of adj A is the cofactor of t he element 
in the (j,i) position of A. 
9 
Let c11 be the determinant formed from mat rix A by de-
leting row one and column one and multiplyi ng by ( -1 )1+ 1 • 
Let c21 be the determinant forme d from mat rix A by deleting 
2 + ·1 row t wo and column one and multiplying by (-1) • Let Ci j 
be the determinant formed from matrix A by deleting r ow i 
and column j and multiplying by (-l)i + j. Let C be the ma-
trix: 
• . • Cnl 
• • • Cn2 
• • • • • • , 
• • • • . • 
• • • cnn Cln 




C, where is t he det erminant 
of matrix A. For example: 
Then: 
Also: 
C11 = (-1)2 121.=2 
C12=(..;.1)3 f21=-2 
C21-= (-1)3 j3l = -3 
c22 = (-1 it- !Li.( = 4. 
10 
,4 3 
IAI = = 2 . 
2 2 
Therefore: 
A-1 := 1/2 [ 2 
-2 -:J =l: -3/~ -
Application of t he def initions AA- 1 = I to the above calcu-
late d matrix yields: 
-1 [4 AA := 
2 b: -3/J = 2 0 J 1 :::. I , 
and likewise: 
[l -3/j t ~] =~ :J=I. A-lA= -1 
In findi ng the inverse of a 2 x 2 matri x the calcula-
tions are very elementary . For exampl e , t he adjoint is 
found by interchangi ng t he element in the- first row, first 
column with the element in the second r ow, s econd column. 
The element in t he f i rst row, second col umn l ikewise is in-
terchanged with t he element in t he second row, first column. 
In addition t he s i gns of the elements, in the l atter case, 
a re changed. Then it is a simple mat te r of find ing the de -
termi na nt of A and dividing the ad joint by the de terminant. 
When one is calculating t he i nverse of a 3 x 3 mat rix 
the operat ion becomes more involved because one ha s t o find 
11 
the cofactors of the elements which will be cofactors of t he 
second order. For example, if: 
A-=:[: -: • 
-1 1 _J 
Then : 
2 3 2 C21 = (-l )3 
I - 2 4 ' 
C11=(-l) =-S, = 2 , 
1 -1 1 -1 
31
2 2 
c 22 = (-1)4 
2 4 
C12 = (-1) =o, I :::: 2 , 
-1 -1 -1 -1 
C13= (-1)4 
. 2 3 
C23 = (-l) 5 I_: - 2 =.5 , =o, -1 1 1 
C31 = (-1/~ - 2 I ::-16 , -
3 
C32 = (-1)5 
2 4 =L~, 
2 2 
6 2 - 2 
C33 = (-l) =. 1 0 . 
2 3 
Also: 
2 -2 4 
~AJ= 2 3 2 = 10 
-1 1 -i 
Therefore: 
12 
ls 2 -1'.] [1/2 1/s -8/5 ] A-1.= 1/10 : 2 4 = 0 1/5 2/5 • 
0 10 1/2 0 1/10 
As the order of these matrices increas e s the probl em 
of finding the cofactors, which will be of order n-1, will 
not necessarily be more diff icult but much mor e t i me con-
smrt ing. One can note, then, that if a matrix is of order 
larP,er than four the task becomes i ncreasingl y l aboriou s 
and would necessitate t he use of a comput er to keep t he time 
to a mini mum. For example, if: 
·all al2 a13 a14 · 
A-:::. 
a21 a22 a23 a24 . 
a31 a32 a3 3 a34 
a41 a)--1-2 a43 a44 
Then : 
a22 a23 a24 a l2 a13 ai4 
- 2 a34 C21 = (-1)3 ' a32 a33 a34 ' ell - (-1) a32 a.33 , 
a42 a43 a~-4 aL~2 a43 a44 
a.21 a23 a24 
C22 = (-l)4 
all a l 3 ai4 
C12=(-l)3 a31 a33 a34 , a31 a33 a34 , 
aL~l aL~3 a4L~ a~_l a43 a44 
and so on until all sixteen cofactors have been calcul ated. 
As illustrated t h is would require t he evaluat ion of no 
13 
les s than the sixteen t h ird order determinants pl us eval ua-
ting the det erminant of A. This wou ld become quit e t i me 
consuming unless one had at h is dispos a l a calculator t o 
perform the many calculations. 
CHAPTER III 
INVERSIO~ BY ELEMENTARY ROW TRANSFORMAT IONS 
It was shown in the preceding chapter that if one uses 
the adjoint method to c0111pute the inverse of an n-rowed non-
singular matrix A, one must comput e the determinant of A as 
well as all n 2 of its (n-1)-rowed cofactors. A second method 
of finding the inverse of a matrix is by the use of row trans -
formations. Although this method is not new, it is not as 
well publicized as the adjoint method. Nevertheless it is 
noteworthy since it involves very little more than the com-
putation of the determinant of A. Ll 7) p . 192_] 
Row transformations involve multiplying matrix A on the 
left by a matrix that will transform any row of A thus pro-
ducing the desired elements in any one row. This method for 
constructing A-1 depends upon the f act t hat if A is nonsing-
ular it is possible to carry A into the identity matrix by 
performing these elementary row transformations alone. That 
is, if Ei stands for a matrix without regard to classif ica-
tion, we begin with the matrix A, then compute: 
EiA=A1 ; E2E1A=A2; • • •; EkEk-l• • •E2E1A = I. 
Now if we multiply the equation 
on the right by A-1 , we have: 
EicEk-1• • •E2E1I =A-1. 
One interpretation of the above is the following : if a 
successi0n of multiplications on t he left by elementary ma-
trices Peduces the matrix A to I, the same left multiplica-
tions on the left of t he identity matrix will change I to 
A-1. We note in particular that one does not really have to 
write down the E1 ; it is what they do, not what they are, 
that counts. 
We illu strate the preceding by comput i ng the inverse of 
the 2 x 2 matrix of Chapter II. We begin with: 
Now, whatever we do to A (multiply ing on t he left by Ei), we 
must do the same to B. We obtain successively: 
Al = e 3,, B1= [ 1/4 0 :J 
C 3J. [1/4 :]. A2= B -1/2 2 - ,:-1/2 
A3= 1/:] [l B -3 - -1/2 -3/J. 
A4= J B4=[l -1 -3/~ = A-1 
16 
In the calculation of the inverse matrix by this method 
one may perform the elementary row operations on the matrix 
A and the unit matrix I by showing these t wo matrices in the 
block form [r I A] and then perform on this n x 2n matrix a 
sequence of row operations which reduces A to I, yielding 
[ B j I J . Then B = A -l. 
Let us calculate the inverse if: 



















Multipl y i ng row one by two and subtracting the result from 
row two y ields: 

















o , 1 2 
0 0 -1 
1 0 0 -l _)_-!-
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Now multiplying row t wo by negative one and row three by neg-
ative one - fourth we obtain: 
[1;2 
0 0 1 2 
~--1 0 0 1 -1/4 -1/4 0 0 
Taking now ro·N t wo minus six times row three y ields : ll 0 0 1 2 :]. -1 1/2 3/2 0 1 1/2 -1/l+ -1/4 0 0 
And fi nally row one minus t wo times row t wo and row one minus 
t hree times row three produces: 
-1/4 -9/4 1 0 0 
1/2 3/2 0 1 0 • 
1/2 -1/4 -1/4 0 0 1 
Thus: 




~; -1 -:1 .=1/4 2 -1 -1 
The computations may be reduced by combining a number 
of the steps into a single operation. Also , what has been 
18 
done by these left multiplications (manipulation of the rows) 
could be done by right multiplications (manipulation of the 
columns) . 
Let us illustrate by the calculation of the inverse of 
a 4 x 4 matrix, the combining into single operations of a 
number of the steps which is required by this method. Let 
the matrix 
-2 1 0 L 
1 0 2 -1 
A= • -4 l -3 1 
I -1 0 -2 2 
We add the second row to the fourth, subtract t wice the first 
row from the t h ird, add twice the second row t,o the first, 






























We next add the fourth row to each of the other rows , a dding 
also the second row of the result to the third row to obtain: 
1 0 2 0 0 2 0 1 
0 1 4 0 1 3 0 1 
• 
0 0 1 0 -1 L~ 1 2 
0 0 0 1 0 l 0 1 
19 
Then subtracting twice the third row from the first, four 
times the third row from the second to obtain the unit matrix 
I: 
1 0 0 0 2 -6 -2 -3 , 
0 1 0 0 5 -13 -4 -7 
• 
0 0 l 0 -1 4 l 2 
0 0 0 l 0 1 0 1. 
Thus: 
2 -6 -2 -3 
A-1 = 
5 -13 -4 -7 
• 
-1 4 l 2 
0 l 0 l 
CHAPTER IV 
I NVERS ION BY PARTITIONI NG 
The calculation of t he inverse matrix by the method of 
partitioning involves t he formation of a mat rix, which con-
tains t he matrix A to be inverted, and tbree other matrices 
of t he same order. If matrix A is of order n , then t he par-
titioned matrix will be of order 2n. The upper right one-
fourth of this partitioned mat rix will be matrix A, while 
the upper left and the lower right one-fourth will, be i ni-
tially , unit matrices. The lower left one-fourth will be a 
zero matrix. 
This method of calcu l ating the i nverse of a matrix in-
volves calculations of the t ype sh own i n the previous chap-
ter, t hat is, row and column transformations . The basic 
diff erence will be in the presentation of t he array of the 
matrices as mentioned above. Whereas t he met hod of the pre-
Yious chapter involved row t r ans fo rmat ions or column trans -
formations, the method of partitioning considers t he i nte-
gration of the two transformations. 
Th<:;iorem 3: If A is a nonsingular square matr i x , then for a 
P :q.nd Q such that PAQ = I, A-l =QP~ 
If A, p and Q are nonsingular mat rie·es such t hat PAQ = I, 
21 
then QPAQ =QI = Q. By multiplying on the right by Q- 1 , one 
obtains: 
QPA ::- I 
or: 
QP = A-l. 
A simple method of obtaining a P and Q employed i n t h is 
theorem will now be shown. It is easily established that if 
A is carried into I by a series of elementary transformations 
on rows and colUl!lms, and if at the same time one obtains a 
matrix P by appl y ing the same row t ransf'ormations to I and a 
matrix Q by applying t he same column transformat ions to I, 
these matrices will be the desired P and Q. Ll 1 ) p . 87] 
Again, as in the previous method, t h i s method does not 
require one to keep track of the transformations made; a 
much simpler met hod is to construct an L-shap ed array 
I A 
I 
and actually perform the transformations on this array . In 
t h is way no matrix multiplic ation, and indeed no record of 
the transformations need be made to obt a in P and Q. The con-
cept of the L-shaped array brings forth a new t heory, but to 
avoid this we fill the lower lef't with zeros, actually a zero 
matrix, giving the matrix 
22 
It should be kept in mind that all tran sformations mus t 
occur within A, and that t he matrix B is u sed merely to keep 
an a ccount of the results of thes e trans formations. _ 
In any computational proc.e s s it i s es sential t hat a 
method exi st ~or ch eck i ng t he pr ocess at f pequent stages . 
The above p roce ss can be checked at any stage desired . As -
sume ·t hat by success ive s t eps B has been transformed as in-
dicated be l ow : 
A rR A] 
0 I ~ 0 S - . -
To ch eck t he work we need only verify that RAS= A' . Again 









































and multipl ying 
umn t wo by one-half y ields: 
1 -3/2 l 0 
0 1 0 1 
' 0 0 1 o · 
0 0 -1 1/2 
so t hat: 
P=Il -3/J [ 1 l;J. and Q= 0 l -1 
Therefore: 
A-1= Q,P = bl 
-1 l;J~ -3/J=[ 1 1 -1 -3~l 
23 
col-
Si milarly let it be requ ired to calcul ate the inverse 
of t he followi ng 3 x 3 matrix : 




26J 9 • 
1L~ 
24 
l 0 0 17 44 26 
0 1 0 -5 -28 9 
B C ;]= 0 0 l 8 19 14 • 0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
Subtracting t wice the third row from t he first to obtain a 
1 in the a11 position, we have: 
1 0 - 2 1 6 26 
0 1 0 -s 28 9 
0 0 1 8 19 14 
• 0 0 0 1 0 0 
0 0 0 0 l 0 
0 0 0 0 0 1 
Row three minus eight times row one, row t wo plus five t i mes 
row one, column t wo minus six times column one, and collunn 
three minus t wic e column one produces: 
1 0 - 2 l 0 0 
5 l - 10 0 2 -1 
-8 0 17 0 -29 30 
• 
0 0 0 1 -6 2 
0 0 0 0 1 0 
0 0 0 0 0 1 
Adding coluni..n two t o col umn three , subt racting row t wo from 






- 2 1 
-10 0 













By the use of Theorem 3: r -4 
A- l= QP = k : 
[
563/31 








1 -4 - 2 
0 l l 
0 1 2 







ELIMI NATION METHOD 
The method of finding the inverse matrix by the elim-
ination method is quite similar to the method of row trans-
formations . It is called the elimination method because it 
reduces all the elements in the main diagonal to l's by mul-
tiplying the first row by l/a11, the second row by l/a22 , 
t he third row by l/a33 , etc., then eliminating t he remain-
ing elements and inserting zeros in t heir positions, which 
is equivalent to producing the identity matrix by row trans -
formations. As in the method of elementary row oper ations 
the s ame operat ions are perfor med on the identity matrix to 
produce A-1• 
In this method the matrix A and t he identity matrix 
again may be written in the block form [ A I r] to illustrate 
the same operations on the t wo matrices. Let us show t h is 
by referring to the 2 x 2 matrix previously given : 
A=[~ l 
Then we write: 
311 
2 0 






By multiplying row one b~ a negat ive t wo and adding to row 
t wo we have: 
3/L~ 1/4 
1/2 -1/2 
1. ult i pl y i ng row ho by t wo and also multiply i ng t he r esult-
ing row t wo by negative three-fourths and addi ng it to row 






Hence t he inverse of 
r~- 37 is r 1 
L2 2-1 l:1 
which agrees with the inverse found i n chapter II by t he 
adj oint method. 
I f we appl y t he above method to t he calculation of a 
3 x 3 matrix the operations will remai n qu i t e e lementary , 





We t hen have : 
2 3 1 0 
~-3 4 0 1 4 4 0 0 
In t h is case row one already has a 1 i n the a11 position, 
therefor,e it will not be necessary to multiply row one by 
l/a11• We can proceed to operate on the matrix by elimin-
ating the elements in t he first column and having zeros in 
their positions. 
~e multiply row one by negative t wo and add it to row 
t wo, al s o multiplying ro one by negative three and adding 






- 2 - 2 




Next, we multipl y row two by ne at ive one to produce a 1 i n 
the a 22 position to yield: 
[: 
2 3 1 0 
~-1 2 2 -1 -2 -5 -3 0 
By multiplying r ow two by negative t wo and adding to row one, 
mul t i plying row two by t wo and adding to row three we obtain: 
29 
0 -1 -3 2 
~-1 2 2 -1 0 -1 1 -2 
Mult i p l y ing row three by negative one: 
0 -1 -3 2 :J 1 2 2 -1 
0 1 -1 2 -1 
Addi n g row three to row one an d multip l y i ng r ow t hree by 
ne ga tive t wo and addi ng t o row two y ields: 
0 0 -4 4 -li 1 0 4 -5 2 • 
0 1 -1 2 -1 
The solution is then: 
~4 
4 
-~ A-1 = Li- -S 2 • 
-1 2 -1 
CHAPTER VI 
CAYLEY-HAMILTON THEOREM 
Without doubt , one of t h e most i mportant theorems in 
the t heory of matrices is the Cayley- Hamilton Theorem. By 
the use of thi s theorem many properties of matrices may be 
de duced and functions of mat rices may b e simplified. The 
statement of this t heorem is as f ollows : 
Theorem~-: If A is a matrix with charact eristic equation 
(-l )n i\.n + al A..n-1 + • 
t hen the matric polynomial 
(-l)n Ant- al An-1 + • 
is satisfied by A. US ) p . 217] 
• + a I -.:: 0 n 
If we consider t he mat ri B= A - ilI , where I is the 
unit matrix and ;\. i s a const ant an d if we s et t he deter-
minant of B equal to zero, i.e., IBl= o, we see t hat t his is 
nothing more t han a polynomial equation in il of de gree n . 
The values ;\. 1 , i\.. 2 , • • • , An whi ch satisfy this e qua -
tion are called the eigenvalues of the mat rix A and the 
equation itself is called t he char act eristic equation of t h e 
matrix A. For example, if: 
A=[: -: ~l, 
-1 1 _J 
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then: 
B = [ : 
-2 0 
:] 3 1 -1 1 -1 0 0 [:~ - 2 4 - 3 - ~ 2l -
-1 1 -1 - il 
and the characteristic equation is: 
;\..3 -4 i\.2 + 7.i\. - 10 = 0 . 
I,t f ollows from t h e Cayley-Hamilton Theorem t hat: 
which may be verified by per forming t h e indi c a ted op eration s. 
Now, suppose some equation h a s been found which is sat-
isfied by t he matrix, the charact e ristic e quation usu a lly 
sufficing, t hen if the equation is: 
~n n-1 n-2 + a1 ;\: + a2 A + . . . + an_ 1 A + an= 0 , 
and if A is the matrix: 
n n-1 n-2 
A + a 1A t a 2 A +. . . +an-l A+an = o. 
Multip l y ing through by A-1 , we have: 
An-lta1An-2+ a2An-3 f . • . + an-lr+ anA-l = o, 
or: 
-1 / r n-1 n-2 n-3 A = 1 an t A -a1A -a2A - • • • -an -1 r] . 
For example, i f: 
[
2 -2j 
A= 2 3 2 , 
-1 1 -1 
i t has been sh own that A has the character ist ic equat ion : 
;\. 3 -l-1- ~_.2 + 7 il -1 o = o. 
Then : 
and: 
-2 -2 0 
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[: j2 [2 j [1 °] 2 -4 2 -1 3 3 2 + 7 0 1 : -lOA 1 -1 -1 1 -1 0 0 
[: 
0 
l - 0 - 0 o. 
or: 




















Thus A-1 may be calculated as a combination of powers 
of A and the coeff icients of t he characterist ic polynomial 
of A. For large values of n the a 1 may be very hard to com-
pute directly , but an a lternate method y ields t hese coeffi-
cients quite readily . 
Definition: The trace of A, denoted tr A, is the s um of the 
n characteristic values of A: 
We can now prove that tr A is the sum of the diagonal e le-
ments of A. n 
Th eorem 5: tr A= L aii • 
i-=l 
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Let us consider the char act eristic polynomial of A, 
I n [ n n-1 7 I A - ?\I = ( -1) X + a 1 + • • . + a~ 
= (-l)n Eit - il-.1 ) • • • (;l - ;t.n)]. 
It is apparent from the determinant form, t hat the coeffi-
c ient of An-l is: 
n-L n 
(-1 ) a 1 i = (-1) ai , 
i =l 
while from the f actored fo rm , we obtain: 




a1- -tr A 
The other a 1 c an be determined similarly to give t he fol -
lowi ng set of equation: 
At-tr A~ 
A+ a1 tr A 
2+ tr A3J 
• 
a .=-n-1 la 1tr A+ an_ 2tr A 2 + . . n L:n-
If, once more: 
then, 
A=[: -; ~l 
-1 l -J 
a1 = - ( 2 3 - 1) = -4 
a2 = -1/2 [-4(4) + 2] = 7 
a3= -l/3 [7(L~) +- (-4)(2) + 10] = -10. 
Direct substitution then yields : 
A-l= 1/1{: -2 j2 [2 -2 4] [1 3 2 -4 2 3 2 +7 0 
-1 1 -1. -1 l -1 0 




:J 1 0 
One can readily see that the ai a gree with the coeffi-
cients of the char acteristic equa t ion and these can be found 
readily , even if n is quite large. 
CHAPTER VII 
CHOLESKY•S METHOD 
Another very effe ctive meth od for the calcu l ation of 
t he inverse of a mat rix is Ch olesky ts Meth od. It is essen-
tially based on the elimi nation method and in its simplest 
fo rm app lies to a symmetric mat rix only . This met hod is 
sometimes calle for r easons which will become obvious, the 
square method . It is quite simple in t heory and s t raight-
forward in practice. The inve r sion of a matrix A by thi s 
n1eth od entails the representation of the matrix as the p rod-
, 
uct o f an u pper triangular matrix U a n d its transpose U . 
Then t he desired result is g iven by : 
A-l = u- u'-l 
and the problem is solved. 
S i n ce t h is method in its simplest f orm applies to a s ym-
, 
metric matrix, the product UU will involve elements in the 
operat ion which will be squares. Equating thes e squares to 
t h e elements in t h e same row a nd column of mat rix A will i n -
volve t h e c a lculation of t h e square root of t h e elements i n 
A. We will consider on ly the positive root of these eleme nts 
although there exists also t h e negative root. The resulting 
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invers e will be the same regardless of the choice of si gn of 
the root employed. To fix the fundamental ideas involved, 
let us consider the case of a third-order symmetric matrix 




0 b :l 3 d d 4 4 e 0 






;]-ab b2+d2 bc+de = 2 3 
a c bc+de c2+e2+f2 3 4 
By equating the elements of 
f 
uu to those of A, and sol-
ving the resulting equations we find in turn: a 2~1, a -1; ab= 
2, b ::- 2; ac=3, c- 3; b 2+d2-3, d-i ; be de·.:4, e::2i; c 2 e 2 r 2-=4, 
.f=i. It is to be noted that no simultaneous equations have 
to be solved to obtain these values. 
We next observe that: 
A-1 = (u'u)-1 = (u-1 )(u'-1 )= (u-1 )(u- 1 ' ), 
and that u-1 is not too difficult to find, and in fact is 




2 2~[: K ~{: 
0 
:]= I, i M 1 
0 0 0 
From t h is relation then, we obtain : J :.l, K- 2i, L;;..i, M=-i, 
N::-21, P=-i. Hence we have: 
~
l 2i -1~~ 1 O oj [4 h -1] 
0 -i 2~ 2~ -i = 4 -5 2 . 
0 0 -i -J. 2i - J. -1 2 -1 
We observe t hat i n t h is particu lar method we may i ntro-
duc e complex nun1bers in the comput ations but these do not 
appear i n t he final result, t hat is i n A-1 , since invers i on 
is strictly a rational process . 
CONCLUSION 
It has been shown that the calculation of the inverse 
matrix can be accomplished by any one of several methods. 
The methods presented in this thesis represent only the more 
conn.non methods of matrix inversion; however, many other 
methods exist. The majority of these deal with the calcula-
tion of the inverses of particular matrices, namely ; sym-
metric, skew-synnnetric, unitary, Vandermonde, etc. Since 
the many problems encountered in applied mathematics, phys-
ics, economics, etc. involve in the main the calculation of 
t he inverse of matrices of the more general t ype, omission 
of many of these latter methods was justified. 
In making use of the adjoint method for calculating the 
inverse of a matrix one can, of course, ch eck on it's sing-
ularity through the evaluation of it's determinant. One 
should t herefore begin with the calculation of this determi-
nant and then follow with the f inding of the adjoint of A. 
Si nce the other methods do not make use of the det erminant 
of A in calculating t he inverse, it may be of benefit to 
check the singularity of A at the start of the problem. 
This, however , is not a must, since actual calcula t ions in 
many of the other methods show the impossibility of produc-
4o 
ing the identity matrix from the g iven matrix. 
'Jhenever the matrix to be inverted is of the second 
order the adjoin t method wi l l produce the inverse matrix 
with a minimum of calculations . In this c ase one need only 
interchange the elements a 11 and a 22 and t he elements a12 
and a 21 with a change of sign in the latter and then divide 
this matrix by the determinant of A to c a lculate t he inverse. 
However , if the mat rix is of order three or greater, t he 
elimi nation method or a v a riant of it is superior to the 
other methods present e d in this thesis . It was shown t hat 
the diagonal elements c an be transfo rmed to ones and t he ele-
ments other than the diagonal eleme nts c an be elimi nated or 
changed to zeros to pro duce t he inverse matrix. 
Cholesky 1 s Met h od was shown to be eff ective vb.en the 
matrix is symmetric; however , in t he cas e of a more general 
matrix this method would require the solvi ng of quite c om-
plex equations and likewis e t he computation of the square 
roots of very complex numbers. 
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