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Uniform boundedness for weak solutions of quasilinear parabolic equations
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Abstract
In this paper, we study the boundedness of weak solutions to quasilinear parabolic equations of the form
ut − divA(x, t,∇u) = 0,
where the nonlinearity A(x, t,∇u) is modelled after the well studied p-Laplace operator. The question of bound-
edness has received lot of attention over the past several decades with the existing literature showing that weak
solutions in either
2N
N + 2
< p < 2, p = 2 or 2 < p are bounded. The proof is essentially split into three cases mainly
because the estimates that have been obtained in the past always included an exponent of the form
1
p− 2
or
1
2− p
which blows up as p→ 2. In this note, we prove the boundedness of weak solutions in the full range
2N
N + 2
< p <∞
without having to consider the singular and degenerate cases separately. Subsequently, in a slightly smaller regime
of
2N
N + 1
< p <∞, we also prove an improved boundedness estimate.
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1. Introduction
In this paper, we study weak solutions u ∈ Lp(−T, T ;W 1,ploc (Ω)) of
ut − divA(x, t,∇u) = 0 in D
′(ΩT ), (1.1)
where A(x, t,∇u) is modelled after the well known p-Laplace operator. More specifically, we assume that the
nonlinear structure satisfies the following growth and coercivity conditions for some p > 1 and positive constants
0 < Λ0 ≤ Λ1 <∞:
〈A(x, t,∇u),∇u〉 ≥ Λ0|∇u|
p and |A(x, t,∇u)| ≤ Λ1|∇u|
p−1.
Over the past several decades, there has been much progress made regarding the regularity of weak solutions,
but we shall refrain from giving a comprehensive history regarding the development of boundedness estimates for
solutions of (1.1) and refer to [1, Section 18 of Chapter V] and references therein for more about the history of the
problem.
The boundedness in existing literature takes the following form:
Theorem 1.1 (Degenerate case). Here we have p > 2 and let σ ∈ (0, 1) be given and θ, ρ ∈ (0,∞) be any two
positive constants. Then for any ε ∈ (0, 2], any non-negative weak solution u ∈ Lp(−T, T ;W 1,ploc (Ω)) of (1.1) satisfies
sup
Qσρ,σθ
|u| ≤ C(N, p,Λ0,Λ1, ε)
(
θ
ρp
) 1
ε
(1− σ)
N+p
ε
(
−
¨
Qρ,θ
|u|p−2+ε dz
) 1
ε ∧(ρp
θ
) 1
p−2
.
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Theorem 1.2 (Singular case). Here, we take 1 < p < 2 and set λr := N(p − 2) + rp for some r ≥ 1 such that
λr > 0. Then any non-negative weak solution u ∈ L
p(−T, T ;W 1,ploc (Ω)) of (1.1) satisfies
sup
Qσρ,σθ
|u| ≤ C(N, p,Λ0,Λ1, ε)
(
ρp
θ
) N
λr
(1− σ)
p(N+p)
λr
(
−
¨
Qρ,θ
|u|r dz
) p
λr ∧( θ
ρp
) 1
2−p
,
where σ ∈ (0, 1) and ρ, θ ∈ (0,∞) are positive constants.
From Theorem 1.1 and Theorem 1.2, we see that the estimates are unstable as p → 2 and hence the proofs
are different in the singular and degenerate regimes. In this paper we overcome this trichotomy by proving two
boundedness results, both of which are stable with respect to p→ 2. The first boundedness result is the following:
Theorem 1.3. Let
2N
N + 2
< p < ∞ and ε0 :=
4
N + 2
. Let σ ∈ (0, 1) and ρ, θ ∈ (0,∞) be given, then any
non-negative weak solution u ∈ Lp(−T, T ;W 1,ploc (Ω)) of (1.1) satisfies
sup
Qσρ,σθ
u ≤ C(N, p,Λ0,Λ1)
A
p(N+2)
2(p(N+2)−2N)
(1− σ)
p(N+p)(N+2)
2(p(N+2)−2N)
(
−
¨
Qρ,θ
|u|p+ε0 dz
) p(N+2)
2(p(N+2)−2N) ∧
1.
Here we have set
A :=
(
θ
ρp
)
+
(
ρp
θ
)N
p
. (1.2)
From Lemma 2.1, we see that in the range
2N
N + 2
< p < ∞, any weak solution u ∈ Lp(−T, T ;W 1,ploc (Ω)) is
actually in Lp
N+2
N (ΩT ) and the choice of ε0 =
4
N + 2
is taken such that
p+
4
N + 2
< p
N + 2
N
and 2 < p+
4
N + 2
.
Subsequently, using a second iteration, we are able to prove the following ameliorated estimate:
Theorem 1.4. In the range
2N
N + 1
< p <∞, let σ ∈ (0, 1) and ρ, θ ∈ (0,∞) be given, then any non-negative weak
solution u ∈ Lp(−T, T ;W 1,ploc (Ω)) of (1.1) satisfies
sup
Qσρ,σθ
u ≤ C(N, p,Λ0,Λ1)
A
p(N+1)
2N(p−1)
σ
p(N+1)2
2N(p−1) (1 − σ)
p(N+p)(N+1)
2N(p−1)
(
−
¨
Qρ,θ
|u|p dz
) p(N+1)
2N(p−1) ∧
1,
where A is as defined in (1.2).
The main idea of our proof lies in the parabolic Sobolev embedding, which gives an improved integrability
for the weak solution for free. The older proofs of Theorems 1.1 and 1.2 only requires the finiteness of u in
Lp(−T, T ;Lploc(Ω)), whereas we make use of all the available information, i.e., we make use of the finiteness of u
in the function space Lp(−T, T ;W 1,ploc (Ω)). This additional information enables us to estimate the two contrasting
terms, one with p growth and the other with 2 growth uniformly (see (3.7) and (3.8) for how the estimates work).
The exponent ε0 can be viewed as the positive gap between 2 and the Sobolev exponent q = p
N + 2
N
> 2 and it is
this gap that plays a crucial role in our proof.
2. Preliminaries
In this section, we shall collect all the preliminary material needed in subsequent sections. For any 1 < p < ∞
and any m > 1, we define the following Banach spaces:
V m,p(ΩT ) := L
∞(−T, T ;Lm(Ω)) ∩ Lp(−T, T ;W 1,p(Ω)),
V
m,p
0 (ΩT ) := L
∞(−T, T ;Lm(Ω)) ∩ Lp(−T, T ;W 1,p0 (Ω)).
We have the following parabolic Sobolev embedding theorem from [1, Proposition 3.1 from Section I].
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Lemma 2.1. For any u ∈ V 2,p0 (ΩT ), there exists a constant C = C(N, p) such that¨
ΩT
|u(x, t)|q dx dt > C
(
sup
0<t<T
ˆ
Ω
|u(x, t)|2 dx
) p
N
(¨
ΩT
|∇u(x, t)|p dx dt
)
,
where q := p
N + 2
N
.
Let us first define Steklov average as follows: let h ∈ (0, 2T ) be any positive number, then we define
uh(·, t) :=

 −
ˆ t+h
t
u(·, τ) dτ t ∈ (−T, T − h),
0 else.
We shall now define the notion of weak solutions to (1.1).
Definition 2.2 (Weak solution). We say that u ∈ C0(−T, T ;L2loc(Ω)) ∩ L
p(−T, T ;W 1,ploc (Ω)) is a weak solution of
(1.1) if, for any φ ∈ C∞c (Ω) and any t ∈ (−T, T ), the following holds:ˆ
Ω×{t}
{
d[u]h
dt
φ+ 〈[A(x, t,∇u)]h,∇φ〉
}
dx = 0 for any 0 < t < T − h.
Remark 2.3. Since the boundedness result is local in nature, without loss of generality, we shall assume that all
the cylinders are centered at the point (0, 0) after suitable translation of the problem. In what follows, we shall use
the following notation:
Qρ,θ := Bρ × [−θ, θ].
Furthermore, we shall denote ∂pQρ,θ to denote the parabolic boundary of the cylinder and denote z = (x, t) to be a
point in Rn+1.
Let us first recall the standard energy estimate (see for example [1, Proposition 3.1 from Section II] for the
proof):
Lemma 2.4. Let u ∈ C0(−T, T ;L2loc(Ω)) ∩ L
p(−T, T ;W 1,ploc (Ω)) be a nonnegative, weak solution of (1.1) in the
sense of Definition 2.2, then for any k ∈ R, there exists a constant C = C(N, p,Λ0,Λ1) such that
sup
−θ<t<θ
ˆ
Bρ
(u− k)2+ζ
2 dx+
¨
Qρ,θ
|∇(u − k)+|
pζp dz >
¨
Qρ,θ
|(u− k)+|
p|∇ζ|p dz +
¨
Qρ,θ
|(u− k)+|
2ζp−1|∂tζ| dz.
Here ζ ∈ C∞(Qρ,θ) is a cut-off function such that ζ = 0 on ∂pQρ,θ (the parabolic boundary) for all t ∈ (−θ, θ).
We now recall the following well known lemma concerning the geometric convergence of sequence of numbers
(see [1, Lemma 4.1 from Section I] for the details):
Lemma 2.5. Let {Yn}, n = 0, 1, 2, . . ., be a sequence of positive number, satisfying the recursive inequalities
Yn+1 ≤ Cb
nY 1+αn
where C > 1, b > 1, and α > 0 are given numbers. If
Y0 ≤ C
− 1
α b−
1
α2 ,
then {Yn} converges to zero as n→∞.
3. Local iterative estimates
Henceforth, we will fix σ ∈ (0, 1) and ρ, θ ∈ (0,∞). For i ∈ N, we define
ρi := σρ+
(1 − σ)ρ
2i
and θi := σθ +
(1− σ)θ
2i
.
Corresponding to these radii, we have the following nested sequence of cylinders
Qi := Qρi,θi with Q0 = Qρ,θ and Q∞ = Qσρ,σθ .
We shall define the following radii:
ρ˜i :=
ρi + ρi+1
2
and θ˜i :=
θi + θi+1
2
.
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It is then easy to see that the following holds:
Qi+1 ⊂ Q˜i := Qρ˜i,θ˜i ⊂ Qi. (3.1)
Subordinate to the cylinders defined in (3.1), we consider the following sequence of cut-off functions {ζi} for i ∈ N:
ζi ∈ C
∞
c (Qi) with ζi =
{
1 on Q˜i,
0 on ∂pQi.
Moreover, the cut-off functions {ζi} satisfies
|∇ζi| ≤
2i+1
(1 − σ)ρ
and |∂tζi| ≤
2i+2
(1− σ)θ
. (3.2)
Let us make the following choice of exponents: let q := p
N + 2
N
be the Sobolev exponent such that V 2,p0 ⊂ L
q
with q > 2. Denote ε0 to be a positive constant such that
q > p+ ε0 and p+ ε0 > 2. (3.3)
In particular, this would require max{2− ε0, q − ε0} < p < ∞ to hold. In Section 4 and Section 5, we shall make
more precise choices of ε0 and the range of p according to the hypothesis of Theorem 1.3 and Theorem 1.4.
Let k > 0 be a large constant to be eventually chosen and denote for i = N,
ki := k −
k
2i
which gives k0 = 0 and k∞ = k. (3.4)
Let us now denote the superlevel sets of u by
Ai+1 := {z ∈ Qi+1 : u(z) > ki+1}. (3.5)
We will need the following useful estimate (see [1, Equation (7.2) of Section V] for the details):
Lemma 3.1. Let ki be as in (3.4), then for any s ≥ 1, there holds
|Ai+1| ≤
2s(i+1)
ks
¨
Qi
(u− ki)
s
+ dz, (3.6)
where we have used the notation (u − ki)+ := (u− ki)χ{u>ki}
.
Proof. We have the following sequence of estimates¨
Qi
(u− ki)
s
+ dz ≥
¨
Qi
(u − ki)
s
+ χ{u>ki+1}
dz ≥ (ki+1 − ki)
s|Ai+1| =
ks
2s(i+1)
|Ai+1|.
Let us apply Lemma 2.4 over cylinders from (3.1) with ki defined as in (3.4) and estimate each of the terms
appearing on the right hand side of Lemma 2.4 as follows:
First term: We have the following sequence of estimates:
¨
Qi
(u− ki+1)
p
+ dz
(a)
≤
(¨
Qi
(u− ki+1)
p+ε0
+ dz
) p
p+ε0
(¨
Qi
χ
{u>ki+1}
dz
) ε0
p+ε0
(b)
=
(¨
Qi
(u− ki+1)
p+ε0
+ dz
) p
p+ε0
|Ai+1|
ε0
p+ε0
(3.6)
≤
(¨
Qi
(u− ki+1)
p+ε0
+ dz
) p
p+ε0
(
2(p+ε0)(i+1)
kp+ε0
¨
Qi
(u− ki+1)
p+ε0
+ dz
) ε0
p+ε0
=
2ε0(i+1)
kε0
¨
Qi
(u− ki)
p+ε0
+ dz.
(3.7)
To obtain (a), we made us of Ho¨lder’s inequality and to obtain (b), we used the definition of Ai+1 from (3.5).
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Second term: Similarly, we estimate the second term as
¨
Qi
(u− ki+1)
2
+ dz
(a)
≤
(¨
Qi
(u− ki+1)
p+ε0
+ dz
) 2
p+ε0
(¨
Qi
χ
{u>ki+1}
dz
) p+ε0−2
p+ε0
(b)
=
(¨
Qi
(u− ki+1)
p+ε0
+ dz
) 2
p+ε0
|Ai+1|
p+ε0−2
p+ε0
(3.6)
≤
(¨
Qi
(u− ki+1)
2+ε0
+ dz
) 2
p+ε0
(
2(p+ε0)(i+1)
kp+ε0
¨
Qi
(u− ki+1)
p+ε0
+ dz
) p+ε0−2
p+ε0
=
2(p+ε0−2)(i+1)
kp+ε0−2
¨
Qi
(u− ki)
p+ε0
+ dz.
(3.8)
To obtain (a), we note that p + ε0 > 2 due to (3.3) which enables us to apply Ho¨lder’s inequality and to obtain
(b), we used the definition of Ai+1 from (3.5).
Substituting (3.7) and (3.8) into the estimate from Lemma 2.4 and removing derivatives of the cut-off function
using (3.2), we get
sup
−θ˜i<t<θi
ˆ
Bρ˜i
(u − ki+1)
2
+ dx+
¨
Q˜i
|∇(u− ki+1)+|
p dz
≤ C
(
2(i+2)p
(1− σ)pρp
2ε0(i+1)
kε0
+
2i+2
(1− σ)θ
2(p+ε0−2)(i+1)
kp+ε0−2
)¨
Qi
(u− ki)
p+ε0
+ dz
≤ C
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)¨
Qi
(u − ki)
p+ε0
+ dz.
(3.9)
Let us now define
Yi := −
¨
Qi
(u− ki)
p+ε0
+ dz, (3.10)
then we have the following sequence of estimates
Yi+1
(a)
≤ −
¨
Q˜i
(u− ki+1)
p+ε0
+ ζ˜
p+ε0
i dz
(b)
≤ C
(
−
¨
Q˜i
(u− ki+1)
q
+ζ˜
q
i dz
)p+ε0
q
[
|Ai+1|
|Qi|
] q−(p+ε0)
q
(c)
≤ C
(
−
¨
Q˜i
(u− ki+1)
q
+ζ˜
q
i dz
)p+ε0
q
[
2(i+1)(p+ε0)
kp+ε0
Yi
] q−(p+ε0)
q
.
(3.11)
To obtain (a), we used the definition from (3.10) along with the cut-off function ζ˜i ∈ C
∞
c such that
ζ˜i =
{
1 on Qi+1,
0 on the lateral boundary of Q˜i,
satisfying |∇ζ˜i| ≤
2i+2
(1− σ)ρ
. To obtain (b), we apply Ho¨lder’s inequality noting (3.3) along with making use of (3.5)
and finally to obtain (c), we make use of (3.6).
From Sobolev embedding given in Lemma 2.1 and properties of ζ˜i, we recall the estimate
¨
Q˜i
(u − ki+1)
q
+ζ˜
q
i dz ≤
(
sup
−θ˜i<t<θ˜i
ˆ
Bρ˜i
(u− ki+1)
2
+ dx
) p
N
×
(¨
Q˜i
|∇(u − ki+1)+|
p dz +
¨
Q˜i
(u− ki+1)
p
+|∇ζ˜i|
p dz
)
.
(3.12)
Our goal is to estimate each of the terms on the right hand side of (3.12) using (3.9) which we do as follows:
• Estimate for sup
−θ˜i<t<θ˜i
ˆ
Bρ˜i
(u− ki+1)
2
+ dx: we make use of (3.9) to get
sup
−θ˜i<t<θ˜i
ˆ
Bρ˜i
(u − ki+1)
2
+ dx ≤ C
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)¨
Qi
(u− ki)
p+ε0
+ dz. (3.13)
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• Estimate for
¨
Q˜i
|∇(u − ki+1)+|
p dz: this term is also estimated from (3.9) to get
¨
Q˜i
|∇(u− ki+1)+|
p dz ≤ C
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)¨
Qi
(u − ki)
p+ε0
+ dz. (3.14)
• Estimate for
¨
Q˜i
(u− ki+1)
p
+|∇ζ˜i|
p dz: we estimate this term as follows:
¨
Q˜i
(u − ki+1)
p
+|∇ζ˜i|
p dz
(a)
≤
2p(i+2)
(1− σ)pρp
¨
Q˜i
(u− ki+1)
p
+ dz
(b)
≤
2p(i+2)
(1− σ)pρp
2ε0(i+2)
kε0
¨
Qi
(u− ki)
p+ε0
+ dz.
(3.15)
To obtain (a), we made use of the bound |∇ζ˜i| ≤
2i+2
(1− σ)ρ
and to obtain (b), we made use of (3.7).
Combining (3.13), (3.14) and (3.15) into (3.12), we get
¨
Q˜i
(u− ki+1)
q
+ζ˜
q
i dz ≤ C
[
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)¨
Qi
(u − ki)
p+ε0
+ dz
] p
N
×
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)¨
Qi
(u− ki)
p+ε0
+ dz
= C
[
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)
|Qi|Yi
]1+ p
N
.
(3.16)
Note that |Qi| ≈ |Q˜i| ≈ ρ
Nθ. After dividing (3.16) throughout by |Q˜i|, we get
−
¨
Q˜i
(u − ki+1)
q
+ζ˜
q
i dz ≤ C
[
2(i+2)(p+ε0)
(1− σ)p
(
1
ρpkε0
+
1
θkp+ε0−2
)
|Qi|
p
N+p Yi
]1+ p
N
≤ C
[
2(i+2)(p+ε0)
(1 − σ)p
((
θ
ρp
) p
N+p 1
kε0
+
(
ρp
θ
) N
N+p 1
kp+ε0−2
)
Yi
]1+ p
N
.
(3.17)
Now substituting (3.17) into (3.11), we get the following
Yi+1 ≤ C
[
2(i+2)(p+ε0)
(1 − σ)p
((
θ
ρp
) p
N+p 1
kε0
+
(
ρp
θ
) N
N+p 1
kp+ε0−2
)
Yi
](1+ pN ) p+ε0q [
2(i+2)(p+ε0)
kp+ε0
Yi
] q−(p+ε0)
q
= C
[
2(i+2)(p+ε0)
]1+ p
N
p+ε0
q
(1 − σ)p(1+
p
N )
p+ε0
q
((
θ
ρp
) p
N+p 1
kε0
+
(
ρp
θ
) N
N+p 1
kp+ε0−2
)(1+ pN ) p+ε0q
k(p+ε0)
(p+ε0)−q
q Y
1+ p
N
p+ε0
q
i
(a)
≤ C
[
2(i+2)(p+ε0)
]1+ p
N
p+ε0
q
(1 − σ)p(1+
p
N )
p+ε0
q
((
θ
ρp
)
1
kε0
N+p
p
+
(
ρp
θ
)N
p 1
k(p+ε0−2)
N+p
p
) p
N
p+ε0
q
k(p+ε0)
(p+ε0)−q
q Y
1+ p
N
p+ε0
q
i
= C0
bi
Υ(σ)
A
p
N
p+ε0
q
k k
(p+ε0)
(p+ε0)−q
q Y
1+ p
N
p+ε0
q
i .
(3.18)
To obtain (a), we applied Jensen’s inequality with exponent
N + p
p
. In the above estimate, C0 = C0(N, p,Λ0,Λ1)
denotes a universal constant and we have set
Ak :=
((
θ
ρp
)
1
kε0
N+p
p
+
(
ρp
θ
)N
p 1
k(p+ε0−2)
N+p
p
)
,
b := 2(p+ε0)(1+
p
N
p+ε0
q ),
Υ(σ) := (1− σ)p(1+
p
N )
p+ε0
q .
(3.19)
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4. Proof of Theorem 1.3
Let us make the choice
ε0 =
4
N + 2
and
2N
N + 2
< p <∞,
noting that for q := p
N + 2
N
, both the conditions in (3.3) are satisfied and hence all the estimates from Section 3
are applicable. Let us now set
α :=
p
N
(
p+ ε0
q
)
. (4.1)
If we now choose k large enough such that k ≥ 1, then Ak as obtained in (3.19) would be independent of k since
ε0
N + p
p
> 0 and p+ ε0 − 2 > 0. In particular, we will have
Ak ≤ A :=
(
θ
ρp
)
+
(
ρp
θ
)N
p
. (4.2)
Remark 4.1. Indeed, if we wish to balance two terms on Ak such that(
θ
ρp
)
1
kε0
N+p
p
≈
(
ρp
θ
)N
p 1
k(p+ε0−2)
N+p
p
.
This gives
ρpkε0 ≈ θkp+ε0−2,
which is exactly what is obtained in [1, Equation (12.2) of Section V]. In particular, they first determine k to depend
on ρ, θ, and p− 2 and later make k large depending on other data which forces p− 2 > 0. On the other hand, our
approach removes this difficulty as long as k ≥ 1.
Using (4.2) into (3.18), in order to make use of Lemma 2.5, we see that Yi → 0 as i→∞ provided
Y0 := −
¨
Qρ,θ
|u|p+ε0 dz ≤
[
A
p
N
p+ε0
q
(1− σ)p(1+
p
N )
p+ε0
q
C0
k(p+ε0)
q−(p+ε0)
q
]− 1
α
b−
1
α2 , (4.3)
where α is from (4.1). In particular, we can choose k large enough such that equality holds in (4.3), i.e., the following
equality holds:
Y0 := −
¨
Qρ,θ
|u|p+ε0 dz =
[
A
p
N
p+ε0
q
(1 − σ)p(1+
p
N )
p+ε0
q
C0
k(p+ε0)
q−(p+ε0)
q
]− 1
α
b−
1
α2
=
[
(1 − σ)p(1+
p
N )
p+ε0
q
C0A
p
N
p+ε0
q
] Nq
p(p+ε0)
k
N(q−(p+ε0))
p b
−
(
Nq
p(p+ε0)
)2
.
(4.4)
Henceforth, we shall fix the constant k large enough such that (4.4) holds which is possible since p + ε0 < q.
Moreover, this also implies Y0 <∞.
From the choice of k, we apply Lemma 2.5 to conclude
Y∞ = −
¨
Qσρ,σθ
(u− k)p+ε0+ dz = 0
which is the same as
sup
Qσρ,σθ
u ≤ k
∧
1.
In particular, using (4.4), we have the following quantitative estimate
sup
Qσρ,σθ
u ≤ C(N, p,Λ0,Λ1)
A
p(N+2)
2(p(N+2)−2N)
(1− σ)
p(N+p)(N+2)
2(p(N+2)−2N)
(
−
¨
Qρ,θ
|u|p+ε0 dz
) p(N+2)
2(p(N+2)−2N) ∧
1. (4.5)
Because q > p+ ε0, we can apply the local Sobolev embedding from Lemma 2.1 to control the last term of (4.5).
It is important to note that the constant C in (4.5) is stable in the range p ∈
(
2N
N + 2
,∞
)
.
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5. Proof of Theorem 1.4
In this section, we restrict our interest to the following region:
ε0 =
2
N + 1
and
2N
N + 1
< p <∞. (5.1)
With these choices, we see that all the results of Section 3 and Section 4 are applicable. In particular, we have
• The bound p+ ε0 − 2 > 0 holds since
p+ ε0 − 2 = p+
2
N + 1
− 2 >
2N
N + 1
+
2
N + 1
− 2 =
2N + 2
N + 1
− 2 = 0.
• The bound q > p+ ε0 holds since
2p−Nε0 = 2p−
2N
N + 1
>
4N
N + 1
−
2N
N + 1
=
2N
N + 1
> 0.
The proof of Theorem 1.4 follows by iterating Theorem 1.3 which we do as follows.
Let σ ∈ (0, 1) be given and fix the following cylinders:
ρn := σρ+ (1− σ)ρ
n∑
i=1
1
2i
and θn := σθ + (1− σ)θ
n∑
i=1
1
2i
, (5.2)
and the corresponding cylinders
Qn := Qσn,ρn , that gives Q0 = Qσρ,σθ and Q∞ = Qρ,θ.
Let us set
Mn := sup
Qn
u,
Let us now apply (4.5) over the cylinders Qn and Qn+1 to get
Mn ≤ CA
p
N(q−(p+ε0))
2
(n+1)p
q−(p+ε0)
(1+ pN )
(1− σ)
p
q−(p+ε0)
(1+ pN )
(
−
¨
Qn+1
|u|p+ε0 dz
) p
N(q−(p+ε0)) ∧
1
≤ CA
p
N(q−(p+ε0))
2
(n+1)p
q−(p+ε0)
(1+ pN )
(1− σ)
p
q−(p+ε0)
(1+ pN )
(
|Q∞|
|Qn+1|
−
¨
Q∞
|u|p dz
) p
N(q−(p+ε0))
M
ε0p
N(q−(p+ε0))
n+1
∧
1.
(5.3)
From (5.2), we see that
|Q∞|
|Qn+1|
≤
|Q∞|
|Q0|
= C(N)
ρNθ
σθ(σρ)N
≤ C(N)
1
σN+1
. (5.4)
Combining (5.3) and (5.4), we get
Mn ≤ C
A
p
N(q−(p+ε0))
σ
p(N+1)
N(q−(p+ε0))
2
(n+1)p
q−(p+ε0)
(1+ pN )
(1− σ)
p
q−(p+ε0)
(1+ pN )
(
−
¨
Qρ,θ
|u|p dz
) p
N(q−(p+ε0))
M
ε0p
N(q−(p+ε0))
n+1
∧
1. (5.5)
Note that from the choice of ε0 =
2
N + 1
from (5.1) and q = p
N + 2
N
, we see that
ε0p
N(q − (p+ ε0))
=
p
p(N + 1)−N
< 1 since p >
2N
N + 1
> 1.
Let us define the following terms:
d := 2
p(N+p)
N(q−(p+ε0))−ε0p ,
B :=
1
η
ǫ0p
N(q−(p+ε0))−ε0p

 CA pN(q−(p+ε0))
σ
p(N+1)
N(q−(p+ε0)) (1− σ)
p
q−(p+ε0)
(1+ pN )
(
−
¨
Qρ,θ
|u|p dz
) p
N(q−(p+ε0))


N(q−(p+ε0))
N(q−(p+ε0))−ε0p
.
Let us now fix an η ∈ (0, 1) such that
η d =
1
2
, (5.6)
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and apply Young’s inequality to (5.5) with exponents
N(q − (p+ ε0))
ε0p
and
N(q − (p+ ε0))
N(q − (p+ ε0))− ε0p
,
to obtain the following estimate
Mn ≤ ηMn+1 + Bd
n+1 for n = 0, 1, 2, . . . (5.7)
Iterating the estimate (5.7) and noting the choice of η in (5.6), we get
M0 ≤ η
nMn+1 + Bd
n∑
j=0
(ηd)j
nր∞
−−−−→ C(n, p)B. (5.8)
In particular, (5.8) gives the following quantitative bound
sup
Qσρ,σθ
u ≤ C(N, p,Λ0,Λ1)
A
p(N+1)
2N(p−1)
σ
p(N+1)2
2N(p−1) (1 − σ)
p(N+p)(N+1)
2N(p−1)
(
−
¨
Qρ,θ
|u|p dz
) p(N+1)
2N(p−1) ∧
1.
Remark 5.1. From the proof of Theorem 1.4, we see that ε0 =
2
N + 1
is not the best choice of the exponent. To
ensure the above calculations work, we need to ensure the following three conditions are satisfied:
(i) p+ ε0 − 2 > 0
(ii)
p(N + 2)
N
> p+ ε0 ⇐⇒ 2p > Nε0 ⇐⇒ 2p−Nε0 > 0.
(iii)
ε0p
N(q − (p+ ε0))
< 1⇐⇒ ε0p < Nq −NP −Nε0.
All three conditions provides lower and upper bounds of ε0 such that:
2− p < ε0 <
2p
N + p
and the lower bound matters only when p < 2. Thus for all the estimates from Section 5 to hold, we would require
the following bound to be satisfied by ε0 and p:
g(ε0) = (2 − ε0)
2 −Nε0 > 0.
Then we observe that
g
(
2
N + 1
)
=
2N(N − 1)
(N + 1)2
≥ 0 and g
(
4
N + 2
)
=
−8N
(N + 2)2
< 0,
which implies there exists a root δ0 with
2N
N + 2
< 2− δ0 <
2N
N + 1
. Thus with ε0 = δ0 and 2− δ0 < p <∞, then all
the calculations of Section 5 carries over and analogous estimates can be recovered.
Since the explicit expression of δ0 is not obtainable in a clean way, we made the choices of ε0 =
2
N + 1
and
2N
N + 1
< p <∞ for clarity of exposition.
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