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Abstract
This paper investigates the geometric properties of a special case of the two-sided system given by 2 × 2
tropical commuting constraints. Given a finite matrix A ∈ R2×2, the paper studies the extremals of the
tropical polyhedral cone generated by the entries of matrices B such that A ⊗ B = B ⊗ A and proposes a
criterion to test whether two 2× 2 matrices commute in max linear algebra.
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1. Introduction
In the max-linear system, we define the tropical semiring (R,⊕,⊗) by R := R ∪ {−∞}, a ⊕ b :=
max(a, b), a⊗b := a+b with the additive identity −∞ and the multiplicative identity 0. The analogue of clas-
sical linear algebra in tropical setting is readily extended using the max-plus operations. That is, given matri-
ces A = (aij), B = (bij) ∈ R
n×n
, i, j ∈ {1, 2, ..., n}, we have (A⊗B)ij =
⊕
k(Aik⊗Bkj) = maxk(Aik +Bkj).
Tropical linear algebra has been studied for a wide range of applications, such as scheduling problems [1], dis-
crete event systems [2], control theory [3], statistical inference [4] and pairwise ranking [5]. Researchers have
been investigating the properties of tropical commuting matrices from different approaches. Algebraically,
it has been shown that any two commuting matrices have a common eigenvector [1, 6]. Earlier work has also
unfolded some of the tropical analogues of the classical commuting matrices, including the Frobenius normal
forms [7], rank functions and subgroups [8]. However, the question of when two matrices commute remains
a mystery. No general algebraic or geometric characterisation of the two matrices has been discovered or
proven. Investigations in special subsets of commuting matrices can be found in literature. [9] manifests
that the space spanned by all matrices commuting with a given normal matrix A is a finite union of alcoved
polytopes [10] and [11] shows that for two Kleene Stars A and B, if A⊕B is also a Kleene star, then A and
B commute.
To unravel the simplest situation where we are given a matrix A = (ai,j) ∈ R
2×2, i, j ∈ {1, 2} with finite
entries (aij > −∞), we observe that for a matrix B ∈ (bi,j)R
2×2
, i, j ∈ {1, 2} to commute with A, it must
satisfy the following set of equations
(A⊗B)11 = (a11 ⊗ b11)⊕ (a12 ⊗ b21) = (a11 ⊗ b11)⊕ (a21 ⊗ b12) = (B ⊗A)11
(A⊗B)12 = (a11 ⊗ b12)⊕ (a12 ⊗ b22) = (a12 ⊗ b11)⊕ (a22 ⊗ b12) = (B ⊗A)12
(A⊗B)21 = (a21 ⊗ b11)⊕ (a22 ⊗ b21) = (a11 ⊗ b21)⊕ (a21 ⊗ b22) = (B ⊗A)21
(A⊗B)22 = (a21 ⊗ b12)⊕ (a22 ⊗ b22) = (a12 ⊗ b21)⊕ (a22 ⊗ b22) = (B ⊗A)22
(1.1)
Equivalently, we can write this set of equations as a tropical two sided system
C ⊗ x = D ⊗ x (1.2)
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where x := (b11, b12, b21, b22) and
C =


a11 −∞ a12 −∞
−∞ a11 −∞ a12
a21 −∞ a22 −∞
−∞ a21 −∞ a22

 D =


a11 a21 −∞ −∞
a12 a22 −∞ −∞
−∞ −∞ a11 a21
−∞ −∞ a12 a22


It has been observed that the solution set of a tropical two sided system can be finitely generated
[12, 13, 14]. Several algorithms have been developed to give explicit descriptions of the solution set of a
tropical two sided system [12, 15, 16, 17]. However, none of the existing algorithms runs in polynomial time.
Some partial solutions of the tropical two sided systems are also discussed in [1, 18, 19].
Let K denote the solution set of the system (1.2),
K := {x : x ∈ R
4
, C ⊗ x = D ⊗ x}.
In this paper, we observe thatK is a finitely generated tropical polyhedral cone. In particular, we characterise
all matrices B ∈ R
2×2
that commute with a given finite matrix A ∈ R2×2 by describing the basis of K.
Theorem 1.1. Let K be defined above. Then the basis of K consists of at most 6 vectors.
We prove Theorem 1.1 by showing the following three cases:
Lemma 1.2. Let A = (ai,j) ∈ R
2×2, i, j ∈ {1, 2} be a finite matrix with a11 > a22. Then the set
{β1, β2, β3, β4} with
β1 =


0
−∞
−∞
0

 β2 =


0
α1
−∞
0

 β3 =


0
−∞
α2
0

 β4 =


a11
a12
a21
−∞

 ,
where α1 = min(a12 − a11, a22 − a21), α2 = min(a21 − a11, a22 − a12), forms a basis of K.
In other words, given that a11 > a22, a matrix B that commutes with A takes the form
B =
(
λ1 ⊗
[
0 −∞
−∞ 0
] )
⊕
(
λ2 ⊗
[
0 α1
−∞ 0
])
⊕
(
λ3 ⊗
[
0 −∞
α2 0
])
⊕
(
λ4 ⊗
[
a11 a12
a21 −∞
] )
(1.3)
where λi ∈ R, i = 1, 2, 3, 4. By symmetry, as for a11 < a22, we have the following lemma.
Lemma 1.3. Let A = (ai,j) ∈ R
2×2, i, j ∈ {1, 2} be a finite matrix with a11 < a22. Then the set
{β1, β2, β3, β4} with
β1 =


0
−∞
−∞
0

 β2 =


0
α1
−∞
0

 β3 =


0
−∞
α2
0

 β4 =


−∞
a12
a21
a22

 ,
where α1 = min(a12 − a22, a11 − a21), α2 = min(a21 − a22, a11 − a21), forms a basis of K.
The case in which a11 = a22 is a bit different, especially β2 and β3.
Lemma 1.4. Let A = (ai,j) ∈ R
2×2, i, j ∈ {1, 2} be a finite matrix with a11 = a22. Then the set
{β1, β2, β3, β4, β5, β6} with
β1 =


0
−∞
−∞
0

 β2 =


a21
a11
−∞
a21

 β3 =


a12
−∞
a11
a12

β4 =


a11
a12
a21
−∞

 β5 =


−∞
a12
a21
a22

 β6 =


−∞
a12
a21
−∞


forms a basis of K.
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In section 2 we will review the definition of the tropical polyhedral cone, as well as the properties of its
scaled extremals. In section 3 we discuss the proof of of Lemma 1.2 and Lemma 1.4. Lastly, we study one
approach to visualise the polyhedral cone defined in 1.2 using the Barycentric coordinates in section 4.
2. Background in Tropical Polyhedral Cones
We denote the set of real numbers by R and define R := R ∪ {−∞}. The tropical algebra, typically
the max-linear algebra defines a tropical semiring (R,⊕,⊗) by a ⊕ b := max(a, b), a ⊗ b := a + b. For any
given a ∈ R, we have that a ⊕ (−∞) = a and a ⊗ 0 = a. The matrix addition and matrix multiplication
are similar to the classical ones. Given matrices A = (aij), B = (bij) ∈ R
n×n
, i, j ∈ {1, 2, ..., n}, we have
(A⊕B)ij = (Aij ⊕Bij) = max(Aij , Bij) and (A⊗B)ij =
⊕
k(Aik ⊗Bkj) = maxk(Aik +Bkj). The identity
matrix I is hence I = (wij) such that wij = 0 if i = j and wij = −∞ otherwise.
Let K be a set of vectors in space R
d
. We say that a vector u ∈ R
d
is a tropical linear combination of K
if u =
⊕
w∈K λww, λ ∈ R where only finitely number of λw > −∞. We use span(K) to denote the set of all
tropical linear combinations of K.
Definition 2.1. A set K ⊆ R
d
is said to be a tropical polyhedral cone if K = span(K). If there is a subset
S ⊆ K such that span(S) = K, we call S a set of generators for K.
For the purpose of our discussion, we restrict our attention to finitely generated tropical polyhedral
cones. That is, there is a set S of finite order and span(S) = K. A tropical linear halfspace is the set of
vectors x satisfying cT ⊗ x ≤ dT ⊗ x where c,d ∈ R
d
. The following theorem gives an equivalent definition
of finitely generated tropical polyhedral cones. We omit the proof here.
Theorem 2.2 ([13, 14]; see [20], Theorem 1). A tropical polyhedral cone is finitely generated if and only if
it is the intersection of finitely many half-spaces.
In other words, a finitely generated tropical polyhedral cone is the set of vectors x satisfying C⊗x ≤ D⊗x
where C,D ∈ R
m×d
for some integer m. For two matrices
A =
[
a11 a12
a21 a22
]
, ai,j ∈ R, i, j ∈ {1, 2}, B =
[
b11 b12
b21 b22
]
, bi,j ∈ R, i, j ∈ {1, 2}, (2.1)
If A and B commute, we obtain a two sided system C ⊗ x = D ⊗ x, x := (b11, b12, b21, b22) as (1.2).
C⊗x = D⊗x gives a special type of tropical polyhedral cone – it is the intersection of two polyhedral cones
C ⊗ x ≤ D ⊗ x and C ⊗ x ≥ D ⊗ x.
Let K be a tropical polyhedral cone. An element u ∈ K is called an extremal in K if for any two elements
v, w ∈ K such that u = v ⊕ w, we have either u = v or u = w. The support of a vector v ∈ R
d
, denoted by
supp(v) is the ordered set of indices j ∈ {1, ..., d} such that vj > −∞. Let S ⊆ R
d
be a set of vectors. For
a vector u ∈ R
d
and an index t ∈ supp(u) with ut > −∞, we define
Su(t) := {(ut − vt)⊗ v : v ∈ S, t ∈ supp(v)}
That is, for each vector v ∈ S with support at t, we shift it linearly so that its t-th entry equals to ut and
put it in Su(t). An element v ∈ S is said to be minimal if for all u ∈ S, u ≤ v, we have u = v. We stress that
for a support t, the set Sv(t) may have more than 1 minimal elements. The following proposition allows us
to check extremality of a vector by its minimality in the generating set.
Proposition 2.3 ([21], Theorem 14; [1], Proposition 3.3.6). Let K be a tropical polyhedral cone and S be
its set of generators. A vector v is an extremal in K if and only if there exists some t ∈ supp(v) such that
v is a minimal element in the set Sv(t). In other words, for all w ∈ Sv(t), w ≤ v implies w = v.
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Proof. (⇒) Suppose that v is an extremal in K. Then for any t ∈ supp(v),
v =
⊕
w∈S
(λw ⊗ w)
for finitely many λw > −∞. Because v is extremal, we have v = λw ⊗ w for some w ∈ Sv(t) and λw ∈ R.
Because wt = vt, we have λw = 0 and thus w = v. If |supp(v)| = 1, then v is minimal in Sv(t) because for
any w ∈ Sv(t), w ≤ v, we have wt = vt.
Suppose |supp(v)| > 1 and v is not minimal in Sv(t) for all t ∈ supp(v). Then for all t ∈ supp(v), there
exists a vector w(t) ∈ St(v) such that
v =
⊕
t∈supp(v)
w(t)
but v equals none of w(t). This contradicts the extremality of v.
(⇐) Let v and t ∈ supp(v) be given such that v is minimal in Sv(t). We first show that v is minimal in
Kv(t). Assume that there exists a vector u ∈ Kv(t) such that u ≤ v. Because u ∈ Kv(t) and K = span(S),
we have
u =
⊕
w∈S
(λw ⊗ w) (2.2)
for finitely many λw > −∞. Notice that there must be a w ∈ Sv(t) with w ≤ u and wt = ut. Because v is
minimal in Sv(t), we must have v ≤ w. Therefore, it must be the case that v = w = u.
Now, suppose that v = x ⊕ y for some x, y ∈ K. Then both x ≤ v and y ≤ v and either xt = vt or
yt = vt. Without loss of generality, we assume that xt = vt. Then x ∈ Kv(t). As vt is minimal in Kv(t), we
must have x = v. Hence, v is an extremal in K.
A set S ⊆ R
d
is said to be independent if none of the elements in S is a tropical linear combination
of other elements in S and is dependent otherwise. We say that a vector v is scaled if its first finite entry
equals 0. That is, if i is the smallest element in supp(v), then vi = 0.
Lemma 2.4 ([21], Lemma 7; [1], Lemma 3.3.1). Let K be a tropical polyhedral cone. Let v be a scaled
extremal of K and S be a set of scaled generators of K. Then v ∈ S.
Proof. Because v ∈ K,
v =
⊕
w∈S
λw ⊗ w
for finitely many λw > −∞. Because v is an extremal in K, then v = λw ⊗ w for some w ∈ S and some
λw > −∞. Hence supp(w) = supp(v). Because both v and w are scaled, we must have λw = 0 and v = w.
This implies v ∈ S.
Lemma 2.5 ([21], Lemma 8; [1], Lemma 3.3.2). Let K be a tropical polyhedral cone. Then any set of scaled
extremals of K is independent.
Proof. Let E be a set of scaled extremals of K and v ∈ E. Let K ′ := span(E \ {v}) ⊆ K. Suppose that
v ∈ K ′. Then by Lemma 2.4, v ∈ E \ {v} and gives a contradiction.
For a tropical polyhedral cone K, we say that a set S ⊆ K is a basis for K if it is an independent set of
generators for K.
Theorem 2.6 ([22], Theorem 5; [21], Theorem 18). Let K be a tropical polyhedral cone and E be its the set
of all scaled extremals. Then E is a basis for K.
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Figure 2.1: Barycentric Coordinate
Proof. We first show that E generates K. Let S be a set of scaled generators of K. By Lemma 2.4, we have
E ⊆ S. Let u ∈ S, u 6∈ E, we show that S \ {u} is still a set of scaled generators of K. By Proposition 2.3,
we have that for any t ∈ supp(u), u is not minimal in Su(t). Hence,
u =
⊕
t∈supp(u)
wt (2.3)
where wt is the minimal element in Su(t), is a linear combination of S. Hence, u ∈ span(S \ {u}). Conse-
quently, we have that E generates K. By Lemma 2.5, we have that E is independent. Therefore, E forms
a basis for K.
The Barycentric coordinate is an alternative for visualisation when infinite entries exist. The classical
triangle coordinate T ∈ R2 consists of three vertices v1, v2, v3. We denote the coordinates of the three
vertices as v1 = (1, 0, 0), v2 = (0, 1, 0), v3 = (0, 0, 1) and the area of T as AT . Suppose we have a point
x inside T which splits the triangle into three subareas A1, A2, A3, as shown in Figure 2.1. We define the
Barycentric coordinate of x as the ratios of the subareas,
x = φ1v1 + φ2v2 + φ3v3 where φi =
Ai
AT
, i ∈ {1, 2, 3} (2.4)
For details of the Barycentric coordinates, we refer the reader to [23].
Notation 2.7. Starting from the section 3, we assume the cone K is defined by the two sided system
C ⊗ x = D ⊗ x in (1.2). We also use Bβi , i ∈ {1, 2, 3, 4, 5, 6} to denote a 2× 2 matrix B whose entries are
B =
[
βi1 βi2
βi3 βi4
]
(2.5)
3. Proof of Theorem 1.1
In this section we present the proof of Theorem 1.1 by showing Lemma 1.2 and Lemma 1.4. The general
frame is to first prove that the βs given in the lemma generates K and then show that each β is an extremal
inK by verifying its minimality. By Theorem 2.6, we have that these βs form a basis for K. For convenience,
we rewrite the two sided system (1.1) as the following set of equations.
(A⊗B)11 = max(a11 + b11, a12 + b21) = max(a11 + b11, a21 + b12) = (B ⊗A)11
(A⊗B)12 = max(a11 + b12, a12 + b22) = max(a12 + b11, a22 + b12) = (B ⊗A)12
(A⊗B)21 = max(a21 + b11, a22 + b21) = max(a11 + b21, a21 + b22) = (B ⊗A)21
(A⊗B)22 = max(a21 + b12, a22 + b22) = max(a12 + b21, a22 + b22) = (B ⊗A)22
(3.1)
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We assume that a matrix
B =
[
−∞ −∞
−∞ −∞
]
(3.2)
commutes with any matrix A ∈ R
2×2
and hence this case will be implicit for the rest of this section.
proof of Lemma 1.2. Assume that a11 > a22. Then the two sided system (3.1) gets reduced to
(A⊗B)11 = max(a11 + b11, a12 + b21) = max(a11 + b11, a21 + b12) = (B ⊗A)11 (3.3)
(A⊗B)12 = max(a11 + b12, a12 + b22) = a12 + b11 = (B ⊗A)12 (3.4)
(A⊗B)21 = a21 + b11 = max(a11 + b21, a21 + b22) = (B ⊗A)21 (3.5)
(A⊗B)22 = max(a21 + b12, a22 + b22) = max(a12 + b21, a22 + b22) = (B ⊗A)22 (3.6)
Let b = (b11, b12, b21, b22) ∈ K. Then it must be the case that b11 > 0, or b = (−∞,−∞,−∞,−∞). Let
S = {βi : i = 1, 2, 3, 4}. We first show that K ⊆ span(S) by two cases.
• Suppose a21 + b12 = a12 + b21. In this case we have that both (3.3) and (3.6) vacuously hold. If
b11 = b22, then (3.4) and (3.5) imply
b12 ≤ a12 − a11 + b11 and b21 ≤ a21 − a11 + b11
If b11 6= b22, then we must have b11 > b22; otherwise a12 + b22 > a12 + b11, which fails equation (3.4);
moreover, (3.4) and (3.5) imply
b12 = a12 − a11 + b11 and b21 = a21 − a11 + b11
Hence, any b ∈ K with a21 + b12 = a12 + b21 can be written as
b = (λ1 ⊗


0
−∞
−∞
0

)⊕ (λ2 ⊗


a11
a12
a21
−∞

) (3.7)
for some λ1, λ2 ∈ R.
• Suppose a21 + b12 6= a12 + b21. Then it must be the case that b22 = b11. To see this, we first note that
to satisfy (3.4), it cannot be the case that b22 > b11. If b22 < b11, then (3.4) and (3.5) get reduced to
a11 + b12 = a12 + b11 and a21 + b11 = a11 + b21
which leads to a21+ b12 = a12+ b21. Now, for (3.3) and (3.6) to hold, because a22 < a11, we must have
b12 ≤ a22 − a21 + b22 = a22 − a21 + b11 and b21 ≤ a22 − a12 + b22 = a22 − a12 + b11
By (3.4) and (3.5), we also require
b12 ≤ a12 − a11 + b11 and b21 ≤ a21 − a11 + b11
Hence, we have that any b ∈ K with a21 + b12 6= a12 + b21 can be written in the form
b = (λ1 ⊗


0
−∞
−∞
0

)⊕ (λ2 ⊗


0
α1
−∞
0

)⊕ (λ3 ⊗


0
−∞
α2
0

)
for some λ1, λ2, λ3 ∈ R. Recall that α1 = min(a12 − a11, a22 − a21), α2 = min(a21 − a11, a22 − a12).
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Conversely, for i ∈ {1, 2, 3},
A⊗Bβi =
[
a11 a12
a21 a22
]
= Bβi ⊗A
and
Bβ4 ⊗A =
[
(a11 ⊗ a11)⊗ (a12 ⊕ a21) a11 ⊗ a12
a11 ⊗ a21 a12 ⊗ a21
]
= Bβ4 ⊗A
This means all such b ∈ span(S) gives a matrix that commutes with A. Hence span(S) = K and thus S
generates K.
It remains to prove that all elements in S are extremals in K. By Proposition 2.3, it suffices to show
each βi is minimal in Sβi(t) for some t ∈ {1, 2, 3, 4}. This is obvious because β4 is not comparable with any
other βs, while Sβ2(2) and Sβ3(3) have only 1 element remaining after removing β4; clearly, if we scale β2
and β3, then β1 is smaller than both. Hence, by Lemma 2.4 and Theorem 2.6, S is a basis for K.
Note that the proof of Lemma 1.3 can be proved similarly by symmetry. Now we show the proof of
Lemma 1.4, which is very similar to the proof of Lemma 1.2 we just saw.
proof of Lemma 1.4. Assume that a11 = a22. Then the two sided system (3.1) can be written as
(A⊗B)11 = max(a11 + b11, a12 + b21) = max(a11 + b11, a21 + b12) = (B ⊗A)11 (3.8)
(A⊗B)12 = max(a11 + b12, a12 + b22) = max(a12 + b11, a11 + b12) = (B ⊗A)12 (3.9)
(A⊗B)21 = max(a21 + b11, a11 + b21) = max(a11 + b21, a21 + b22) = (B ⊗A)21 (3.10)
(A⊗B)22 = max(a21 + b12, a11 + b22) = max(a12 + b21, a11 + b22) = (B ⊗A)22 (3.11)
Let b = (b11, b12, b21, b22) ∈ K and S = {βi : i = 1, 2, 3, 4, 5, 6}. We first show that K ⊆ span(S) by two
cases.
• Suppose a21 + b12 = a12 + b21. In this case (3.8) and (3.11) hold trivially. Notice that b12 and b21
can both be −∞. If b11 = b22, even when both of them are −∞, (3.9) and (3.10) also hold trivially.
Suppose b11 6= b22. If b11 > b22, then (3.9) and (3.10) imply
b22 < b11 ≤ b12 − a12 + a11 and b22 < b11 ≤ b21 − a21 + a11.
On the other hand, if b11 < b22, then (3.9) and (3.10) imply
b11 < b22 ≤ b12 − a12 + a11 and b11 < b22 ≤ b21 − a21 + a11.
Hence, any b ∈ K with a21 + b12 = a12 + b21 can be written in the form
b = (λ1 ⊗


0
−∞
−∞
0

)⊕ (λ2 ⊗


a11
a12
a21
−∞

)⊕ (λ3 ⊗


−∞
a12
a21
a22

)⊕ (λ2 ⊗


−∞
a12
a21
−∞

) (3.12)
for some λ1, λ2, λ3, λ4 ∈ R.
• Suppose a21 + b12 6= a12 + b21. For (3.8) to hold, we must have
b12 ≤ a11 − a21 + b11 and b21 ≤ a11 − a12 + b11
and (3.11) requires
b12 ≤ a11 − a21 + b22 and b21 ≤ a11 − a12 + b22
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If b11 = b22, then (3.4) and (3.5) hold trivially. Thus any b ∈ K with a21+b12 6= a12+b21 and b11 = b22
can be written in the form
b = (λ1 ⊗


0
−∞
−∞
0

)⊕ (λ2 ⊗


a21
a11
−∞
a21

)⊕ (λ3 ⊗


a12
−∞
a11
a12

) (3.13)
for some λ1, λ2, λ3 ∈ R. Suppose b11 6= b22. If b11 > b22, by (3.4) and (3.5),
b12 ≥ a12 − a11 + b11 and b21 ≥ a21 − a11 + b11 (3.14)
If b11 < b22, by (3.4) and (3.5),
b12 ≥ a12 − a11 + b22 and b21 ≥ a21 − a11 + b22 (3.15)
We stress that (a11 ⊗ a11) ≥ (a12 ⊗ a21) must hold for b11 6= b22 to be possible. Hence, given that
(a11⊗a11) ≥ (a12+a21), we have that any b ∈ K with a21+ b12 6= a12+ b21 can be written in the form
b = (λ1 ⊗


0
a11 − a21
−∞
0

)⊕ (λ2 ⊗


0
−∞
a11 − a12
0

)⊕ (λ3 ⊗


0
a12 − a11
a21 − a11
−∞

)⊕ (λ4 ⊗


−∞
a12 − a22
a21 − a22
0

) (3.16)
for some λ1, λ2, λ3, λ4 ∈ R. Equivalently, b is a linear combination of {β2, β3, β4, β5}.
Conversely,
A⊗Bβ1 =
[
a11 a12
a21 a22
]
= Bβ1 ⊗A
A⊗Bβ2 =
[
a11 ⊗ a21 (a11 ⊗ a11)⊕ (a12 ⊗ a21)
a21 ⊗ a21 a11 ⊗ a21
]
= Bβ2 ⊗A
A⊗Bβ3 =
[
a11 ⊗ a12 a12 ⊗ a12
(a11 ⊗ a11)⊕ (a12 ⊗ a21) a11 ⊗ a12
]
= Bβ3 ⊗A
A⊗Bβ4 =
[
(a11 ⊗ a11)⊗ (a12 ⊕ a21) a11 ⊗ a12
a11 ⊗ a21 a12 ⊗ a21
]
= Bβ4 ⊗A
A⊗Bβ5 =
[
a12 ⊗ a21 a11 ⊗ a12
a11 ⊗ a21 (a11 ⊗ a11)⊗ (a12 ⊕ a21)
]
= Bβ5 ⊗A
A⊗Bβ6 =
[
a12 ⊗ a21 a11 ⊗ a12
a11 ⊗ a21 a12 ⊗ a21
]
= Bβ6 ⊗A
This means all such b ∈ span(S) gives a matrix that commutes with A. Hence span(S) = K and S generates
K.
Now we prove that all elements in S = {βi, i = 1, 2, 3, 4, 5, 6} are extremals in K by showing that each
βi is minimal in Sβi(t) for some t ∈ {1, 2, 3, 4, 5, 6}. Let S(t) ⊆ S be a subset that includes all elements in
S with support at t and define S0(t) by normalising vectors in S(t) such that their t-th coordinates are set
to zero:
S0(t) := {(−vt)⊗ v : v ∈ S(t)}. (3.17)
Notice that if a vector (−vt)⊗ v is minimal in S0(t), then v is minimal in Sv(t). Now
• β1 and (−a11)⊗ β4 are minimal in
S0(1) = {


0
−∞
−∞
0

 ,


0
a11 − a21
−∞
0

 ,


0
−∞
a11 − a12
0

 ,


0
a12 − a11
a21 − a11
−∞

}
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• (−a11)⊗ β2 and (−a12)⊗ β6 are minimal in
S0(2) = {


a21 − a11
0
−∞
a21 − a11

 ,


a11 − a12
0
a21 − a12
−∞

 ,


−∞
0
a21 − a12
a22 − a12

 ,


−∞
0
a21 − a12
−∞

}
• (−a11)⊗ β3 is minimal in
S0(3) = {


a12 − a11
−∞
0
a12 − a11

 ,


a11 − a21
a12 − a21
0
−∞

 ,


−∞
a12 − a21
0
a22 − a21

 ,


−∞
a12 − a21
0
−∞

}
• (−a22)⊗ β5 is minimal in
S0(4) = {


0
−∞
−∞
0

 ,


0
a11 − a12
−∞
0

 ,


0
−∞
a11 − a21
0

 ,


−∞
a12 − a22
a21 − a22
0

}
Hence, all βi, i = 1, 2, 3, 4, 5, 6 are extremals in K and form an independent set. Then S is a basis of K.
Remark 3.1. We emphasise that β2 and β3 in Lemma 1.4 cannot be replaced by
β′2 =


0
α1
−∞
0

 β′3 =


0
−∞
α2
0


where α1 = min(a12−a11, a11−a21), α2 = min(a21−a11, a11−a12), as in Lemma 1.3. Suppose, for example,
(a11⊗ a11) > (a12⊗ a21) and β2 and β3 are replaced by β
′
2 and β
′
3 in S. Then a12− a11 < a11− a12, as well
as a21 − a11 < a11 − a12. Then
β′2 =


0
a12 − a11
−∞
0

 β′3 =


0
−∞
a21 − a11
0


The vector
b =


0
a11 − a21
a21 − a11
0


cannot be a linear combination of S but
A⊗Bb =
[
a11 a11 + a11 − a21
a21 a11
]
= Bb ⊗A
4. Geometric Representation of the Commuting Polyhedral Cone
1 Barycentric coordinates give a convenient approach to visualise the four extremals of βs when a11 > a22
or a11 < a22. When a11 > a22, b11 is zero in four different scaled extremals. Hence, we can achieve a nice
1A set of R codes which visualises the Barycentric coordinates of the commuting tropical polyhe-
dral cone given a finite 2 × 2 matrix A (as example 4.4)is available on the public GitHub repository
https://github.com/Xieyangxinyu/On-2-by-2-Tropical-Commuting-Matrices.
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b12 b21
b22β1
β2
β4
β3
b12 b21
b22β1
β2
ω′
β3
ωA1
A2 A3
A4
A5A6
Figure 4.1: The projection of a tropical polyhedral cone
visualisation in R
3
as a projection of the polyhedral cone onto the three other axes (b12, b21, b22). To avoid the
burden of negative infinity, we use the exponential transformations of the original entries as the coordinates
in the Barycentric triangle after normalisation. That is, for a given set of scaled βs,
β1 = (0,−∞,−∞, 0)
β2 = (0, α1,−∞, 0)
β3 = (0,−∞, α2, 0)
β4 = (0, a12 − a11, a21 − a11,−∞)
(4.1)
the corresponding barycentric coordinates are
β′1 = (0, 0, 1)
β′2 = (
exp(α1)
exp(α1) + 1
, 0,
1
exp(α1) + 1
)
β′3 = (0,
exp(α2)
exp(α2) + 1
,
1
exp(α2) + 1
)
β′4 = (
exp(a12 − a11)
exp(a12 − a11) + exp(a21 − a11)
,
exp(a21 − a11)
exp(a12 − a11) + exp(a21 − a11)
, 0)
(4.2)
One typical representation of the projection of the tropical polyhedral cone generated by βs in (4.1) is
composed of the shaded areas and the thick line segments shown on the left hand side of Figure 4.1. In the
rest of this section, we prove that the three line segments β1β4, b21β2, b12β3 intersect at the same point ω,
as shown on the right hand side of Figure 4.1.
Lemma 4.1. α2 = α1 ⊗ (a21 − a12).
Proof. By adding (a21 − a12) to α1, we obtain α1 ⊗ (a21 − a12) = min(a21 − a11, a22 − a12) = α2.
Lemma 4.2. Suppose the two line segments β2b21 and β3b12 intersect at the point ω. We draw a line from
b22 to ω and extend it until it intersects with b12b21 at point ω
′. Then, ω′ coincides with β4.
Proof. The three line segments in the lemma partition the triangle T into 6 subareas, as shown on the right
hand side of Figure 4.1. Using the definition of Barycentric coordinates in (2.4), the barycentric coordinate
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b12 b21
b22
β1
β2
β4
β3
Figure 4.2: The tropical polyhedral cone projection for example 4.4
β′2 shows that
A4 +A5
A2 +A3
=
A4 +A5 +A6
A1 +A2 +A3
=
exp(α1)
exp(α1)+1
1
exp(α1)+1
=
exp(α1)
1
Similarly, barycentric coordinate β′3 shows that
A1 +A6
A2 +A3
=
A1 +A5 +A6
A2 +A3 +A4
=
exp(α2)
exp(α2)+1
1
exp(α2)+1
=
exp(α2)
1
Hence, the information of ω′ can be obtained by
A3 +A4 +A5
A1 +A2 +A6
=
A4 +A5
A1 +A6
=
exp(α1)
exp(α2)
By Lemma 4.1, we have
exp(α1)
exp(α2)
=
1
exp(a21 − a12)
=
exp(a12 − a11)
exp(a21 − a11)
Hence, the coordinates of ω′ and β4 coincide.
Theorem 4.3. Given a set of scaled extremals as (4.1), the three line segments β1β4, b21β2, b12β3 intersect
at the same point.
Proof. This follows readily from Lemma 4.2.
Example 4.4. Given a finite matrix
A =
[
0.166 0.861
−0.62 −0.76
]
,
the scaled extremals of the tropical polyhedral cones are
β1 = (0,−∞,−∞, 0)
β2 = (0,−0.14,−∞, 0)
β3 = (0,−∞,−1.621, 0)
β4 = (0, 0.695,−0.786,−∞)
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Hence, the coordinates of each point in the Barycentric triangle are thus
β′1 = (0, 0, 1)
β′2 = (
exp(−0.14)
exp(−0.14) + 1
, 0,
1
exp(−0.14) + 1
)
β′3 = (0,
exp(−1.621)
exp(−1.621) + 1
,
1
exp(−1.621) + 1
)
β′4 = (
exp(0.695)
exp(0.695) + exp(−0.786)
,
exp(−0.786)
exp(0.695) + exp(−0.786)
, 0)
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