ABSTRACT. In a linear model Y ∼ (Xβ, σ 2 I), powers of tests of H 0 : H Xβ= 0 are developed following Pearson's (1900) formulation. The class considered comprises all tests based on linear statistics A Y that have expected value 0 under H 0 . The standard F -statistic, which is in this class, has good power properties, but others may be preferred in some settings.
Introduction
A linear model for the mean vector µ of the random n-vector Y is a linear subspace S spanned by the columns of the n × p matrix X. The object of inference in such models can be considered to be a set of linear functions of µ, H µ, where H is a specified n × c matrix, columns of which are in S . Assume for this discussion that Y ∼ N(µ, σ 2 I), µ ∈ S , σ 2 > 0. For now, consider σ 2 to be known. For testing H 0 : H µ = 0, the usual test statistic is an F -statistic with numerator sum of squares that can be formulated as y P H y and numerator degrees of freedom ν = tr(P H ). Here, P H denotes the orthogonal projection matrix onto sp(H) and y is the realized value of Y . Note that, since sp(H) ⊂ sp(X), P X − P H and P H are orthogonal, symmetric, idempotent matrices.
The sum of squares y P H y can be arrived at in several ways: as a likelihoodratio statistic, sup
as a Pearson's chi-squared statistic based on H μ = H P X y,
or as the result of an analysis of variance, partitioning the squared norm ofμ aŝ µ μ = y (P X )y = y (P X − P H )y + y P H y.
The last seems to have been the approach that originally led to this standard statistic. Pearson (1900) derived the probability distribution of the exponent in the multivariate normal probability density function. Let U ∼ N n (µ, Σ). Pearson derived the probability density function of
proposing that its right-tail probability might be used as a p-value in examining how well a model for µ fits the observed data u. He went on to apply this form to test the goodness of fit of observed frequencies to a given theoretical probability distribution. Pearson didn't discuss how one might identify the statistic to use as U in a particular setting. Considering the model Y ∼ N(Xβ, σ 2 I), if we want to test the linear hypothesis H 0 : H Xβ = 0, we might base a chi-squared statistic on any one of several statistics. All we require is that the statistic be normally distributed and have expected value 0 under H 0 .
In this paper, we consider choosing a linear function A Y as U in Pearson's chi-squared statistic, with the object of finding one that has expected value 0 under the null hypothesis and that maximizes the noncentrality parameter (hence the power) if µ is not in S 0 = {µ = Xβ : H Xβ = 0}.
Development
That E(A Y ) = 0 for all β ∈ S 0 requires that A Xβ = 0 when H Xβ = 0. This requires that columns of A be orthogonal to all vectors Xβ ∈ sp(X) that are in sp(H) ⊥ . That is, columns of A must be in the orthogonal complement of sp(X) ∩ sp(H) ⊥ . It can be shown that
that is, columns of A must be the sum of linear combinations of columns of H and vectors orthogonal to all columns of X. Since sp(H) ⊂ sp(X), every vector in sp(H) is orthogonal to every vector in sp(X) ⊥ .
Based on Pearson's chi-squared statistic, the statistic formed from A y is
When H 0 is true, E(A Y ) = 0, and this statistic has a central chi-squared distribution with tr(P A ) degrees of freedom. In general, the noncentrality parameter of this statistic is
The condition that E(A Y ) = 0 when H 0 is true requires only that columns of A be in the linear subspace sp(H) + sp(X) ⊥ . It doesn't limit A otherwise, and it doesn't say anything about how many columns A might have. There are lots of possible choices for linear statistics that have expected value 0 when H 0 is true. All that distinguishes them is their noncentrality parameter and their degrees of freedom.
Consider then the power of the test that rejects H 0 if χ 
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is nonnegative definite.
P r o o f. Denote the orthogonal projection matrix onto sp(X) ⊥ by P X ⊥ . Because sp(H) ⊂ sp(X), sp(H) and sp(X) ⊥ are orthogonal. Then the orthogonal projection matrix onto sp(H) + sp(X)
the last because all three projection matrices are symmetric. Then
and so X P H X − X P A X = X P H (I − P A )P H X, which is nnd.
Whatever A we might consider, the power of the test based on A y is greater if we eliminate any part of A in sp(X) ⊥ , because doing so reduces degrees of freedom without affecting the noncentrality parameter. What's left of A is all in sp(H). We can increase the noncentrality parameter by each additional dimension from sp(H) we add to sp(A). However, each additional degree of freedom reduces power, so there is a question of balancing these two. If it happens that we omit a dimension in sp(H) where β is such that H Xβ = 0 or is close to 0, then the gain in power due to losing the dimension may outweigh the loss due to the change in the noncentrality parameter in that direction of the β space. Omitting any part of the H space renders the test unable to detect departures from H 0 in some direction in the β space, though. Although there does not appear to be a globally optimum choice of A based on power alone, a conservative approach would be to expand A to include all of sp(H), that is, to choose A = H. This is the choice that yields the conventional test statistic χ 
Illustration
Consider a setting with X = (x 1 , x 2 ), where x 1 and x 2 are linearly independent, 1 x 1 = 1 x 2 = 0, and H 0 : β = (β 1 , β 2 ) = 0 is to be tested. That is, H = X(X X) −1 , and H 0 : H Xβ = β = 0 is the hypothesis to be tested. We shall consider statistics A Y with either A = H or A = h, where h is a vector in sp(H). The corresponding test statistics are Q 2 = y P H y and Q 1 = y P h y. Let p = X h. The degrees of freedom and noncentrality parameters associated with these two statistics are 2 and
for Q 2 and 1 and
Q 2 has power to detect departures from H 0 in any direction in the β space. Let λ 1 and λ 2 , λ 1 ≥ λ 2 , denote the eigenvalues of X X, and denote the corresponding eigenvectors by v 1 and v 2 . As a function of β/σ, the power function of Q 2 has elliptical contours with axes along v 1 and v 2 ; lengths of the axes are proportional to 1/λ 1 and 1/λ 2 , respectively. If λ 1 = λ 2 , then the power function increases at the same rate in any direction from 0. If λ 2 is small, power increases slowly in the direction along v 2 ; in the extreme, when λ 2 = 0, power doesn't increase at all along sp(v 2 ) and the contours of the power function are straight lines parallel to sp(v 2 ). See Figure 1 , where power functions for Q 2 and Q 1 are shown for two different X matrices. The direction h for Q 1 is chosen in the most favorable direction, namely h = v 1 , the direction in which the power function for Q 2 is increasing most rapidly. In the top row, the two columns of X are practically orthogonal and the eigenvalues are nearly equal. In the bottom row, the eigenvalues are quite different, corresponding to a correlation between columns of X of about 0.9. Contours of the power functions for Q 2 are shown in the left panels of each row.
The right panels show contours of the difference, power for Q 1 minus power for Q 2 . In the upper right panel, Q 1 has greater power than Q 2 throughout the region in the horizontal strip outlined by the 0.0 contour. In the lower right panel, the power function for Q 1 is greater than the power function for Q 2 in a broader region; Q 2 has greater power only in the upper-left and lower-right corners.
Considering the choice of a linear function A y on which to base a chi-squared statistic for testing H 0 : H Xβ = 0, choosing A such that sp(A) = sp(H) ensures that the power function increases in every direction in the β space, so that, wherever β lies, the test has some power to detect departures from H 0 . Depending on the configuration of the X matrix, though, the test based on y P H y may have very little power in some directions. In that case, it may not be unreasonable to choose a statistic A y that has no power at all (that is, no greater than the level of significance α) in those directions, thus gaining power in directions better covered by X.
