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Abstract I use the theory of Lie groups/algebras to discuss the symmetries of crystals
with uniform distributions of defects.
Keywords Crystals · defects · Lie groups
1 Introduction
The rotational symmetries of perfect crystals are the focus of the theory of crystallog-
raphy, and the most basic ideas in that theory are as follows. Let L be a perfect lattice
in R3, generated by basis vectors e1, e2, e3, so
L ≡ {x : x = naea, na ∈ Z, a = 1, 2, 3} , (1)
where the summation convention operates on repeated indices. Note that the choice
of basis vectors is not unique; indeed, if e′1, e
′
2, e
′
3 is also a set of basis vectors for the
lattice L, then there exists a matrix γ ∈ GL3(Z), with entries γab, a, b = 1, 2, 3, such
that
e′a = γabeb. (2)
(γ ∈ GL3(Z) if and only if each entry γab is an integer, and γ
−1 exists, also with each
entry an integer. This implies that the determinant of γ is either +1 or −1.) Then, if
R is an orthogonal transformation of R3 to itself, that rotation maps L to itself if and
only if there exists γ ∈ GL3(Z) such that
Rea = γabeb, (3)
where indices in (3) range from 1 to 3, and this convention will be understood hence-
forward.
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2If the basis e1, e2, e3 is given, the set of orthogonal transformations R such that (3)
holds for some γ ∈ GL3(Z) is the point group of L, denoted Pp, where the subscript
p denotes perfect crystal, and the set of matrices γ ∈ GL3(Z) such that (3) holds for
some orthogonal transformation R is the lattice group of L relative to the given basis,
denoted L˜p. Note that L˜p depends on the choice of basis, whereas Pp does not. From
(3)
R = γabeb ⊗ fa, (4)
where the set of vectors f1, f2, f3 is dual to the basis e1, e2, e3 in the sense that
ea · fb = δab, (5)
where δab are the elements of the Kronecker delta. The groups Pp, L˜p are dual to each
other in the sense that elements of the two groups are related via (4).
In this paper I show that this procedure may be generalized to account for crystals
with uniform distributions of defects. To do so I confine attention to crystals whose
‘texture’ at a point x ∈ R3 is defined by the values ℓa(x), a = 1, 2, 3, of three smooth
‘lattice vector fields’ ℓ1(·), ℓ2(·), ℓ3(·), which are linearly independent at each point cf.
Davini [1]. This distribution of vector fields is uniform in the sense that the correspond-
ing dislocation density tensor is constant (see later for precise definitions). In this case,
it turns out that one can introduce a Lie group structure such that the lattice vector
fields are right invariant with respect to the group multiplication – in continuum me-
chanical terms this means that there is an elastic deformation ψ = ψ(x,u), depending
on a parameter u, such that
ℓa (ψ(x,u)) = ∇1ψ(x,u)ℓa(x), (6)
where ∇1 denotes the (deformation) gradient with respect to the first argument. This
elastic deformation is such that, in particular,
ψ (ψ(x,u),w) = ψ (x,ψ(u,w)) , (7)
which is where the Lie group structure appears (i.e. (7) states that the group multipli-
cation function ψ is associative).
Equation (6) is significant – it shows that crystals with uniform distributions of de-
fects have a self similarity property determined by the dislocation density tensor (e.g. in
the case where the dislocation density is zero, ψ may be chosen so that ψ(x,u) = x+u,
so ∇1ψ(x,u) = id, the identity tensor, and (6) implies that ℓa(x + u) = ℓa(x). Thus
lattice vectors are constant, in this case). Therefore (6) is the generalization of the
assumption, in the case of perfect crystals, that the lattice vector fields are translation
invariant. Next, consider the basic assumption (in the case of perfect crystals) that one
considers perfect lattices, a priori. This may be expressed as the assumption that one
is to deal with sets of points obtained by flow through ‘unit time’ along the relevant
lattice vector fields (since if ℓa(x) ≡ ea, a = 1, 2, 3, flow through ‘unit time’ starting at
point x0, along vector field ℓa(·), requires that one solves x˙(t) = ea,x(0) = x0, when
t is a real parameter and x˙(t) ≡
dx
dt
(t). Thus flow along the three vector fields gives
the three points x0 + e1, x0 + e2, x0 + e3, and iterating this procedure backwards
and forwards gives the set of points x0 + L, when L is the perfect lattice given by
(1)). In the general case, when the crystal has non zero, uniform, dislocation density, I
3choose to adopt this last expression of this particular basic assumption, and note that
it implies that one is dealing with structures other than perfect lattices, in general.
In fact, the set of points produced in this way can be represented as a group, denote
it G˜, with multiplication defined by the Lie group composition function ψ. G˜ is gen-
erated by three elements g1,g2,g3, related to the flows along the three lattice vector
fields, and G˜ has symmetries which correspond to different choices of the generators
(in the perfect crystal case, ψ(x,u) = x + u, so the group ‘multiplication’ is addition,
the group G˜ is the lattice L, the generators g1,g2,g3 are the basis vectors e1, e2, e3,
and the symmetries of G˜ correspond to the different choices of basis vectors given
by (2)). It turns out that symmetries of G˜ may be very simply expressed in a man-
ner quite analogous to the requirement that γ ∈ GL3(Z), in the case of perfect crystals.
In general, when the dislocation density tensor (ddt.) is non zero, the corresponding
lattice vector fields are not constant. The analogue of (3), in the general case, is the
following; first one may choose right invariant lattice vector fields ℓ1(·), ℓ2(·), ℓ3(·) such
that, if F is a given linear transformation,
F ℓa(x) = γ˜abℓb(Fx) (8)
where γ˜ ≡ (γ˜ab) is a (constant) matrix. (I shall refer to these particular fields as
Pontryagin’s canonical fields). So, the point group of the crystal structure generated
as above may be defined as follows: given the dislocation density, construct the set of
points which represents the crystal structure, and construct the group G˜, with multipli-
cation defined by the Lie group composition function ψ. Determine the set of matrices
γ˜ in (8) which corresponds to the symmetries of G˜. Then the point group of the struc-
ture is the set of orthogonal transformations F for which the corresponding matrices
γ˜, in (8), are symmetries of G˜. Moreover, from (8) one obtains
F = γ˜abℓb(0)⊗ da(0) (9)
where {d1(·),d2(·),d3(·)} is the set of fields which is dual to the set of vector fields,
in the sense that
ℓa(x) · db(x) = δab, (10)
when δab is the Kronecker delta, as before. Equation (9) is the analogue of (4).
Finally if one assumes that the energy density of a perfect crystal may be expressed
as
w = w ({ea}) (11)
where {ea} ≡ {e1, e2, e3}, then the assumption that the energy is independent of ‘final
orthogonal transformation (i.e. is ‘objective’) is
w ({Rea}) = w ({ea}) , (12)
when R is orthogonal. Let C be the matrix with entries ea · eb. Then (12) implies that
w may be written as
w = w˜(C). (13)
If one requires that w just depends on the lattice L, then w is independent of the choice
of basis vectors {ea} and so from (2), (13),
w˜(C) = w˜
(
γCγ
T
)
, γ ∈ GL3(Z). (14)
4Note that (14) is trivially satisfied if γ ∈ L˜p, since C = γCγ
T in that case. I shall
examine, in the sequel, how these calculations may be generalized when the energy
density depends on the ddt. as well as the local values of the lattice vector fields.
The plan of the paper is the following: in the next section, I summarize basic
ideas in the theory of Lie algebras/groups, so far as they appear to be necessary for
the development outlined above; then I consider integrability properties of various
(differential) systems which are involved in the passage from Lie algebra to Lie groups.
Subsequently I use these ideas to give details of the calculations that are outlined above,
and to calculate the point group of a defective crystal structure in a particularly simple
case. Finally, I discuss the generalization of ideas in the last paragraph to defective
crystals.
2 Elements of Lie Theory
(i) Basics
Let G be a three dimensional Lie group, let x ∈ G and let e be the group identity
element. Fix a system of coordinates in R3 and let the coordinates of the element x
be the components of a vector x ∈ U ⊆ R3, with respect to a basis ei, i = 1, 2, 3. Let
x · y be the product of group elements x, y and let ψ : U ×U → U be the composition
function, such that the components of the vector ψ(x,y) are the coordinates of the
group element x ·y, where x, y correspond to vectors x,y, respectively. I prescribe that
the system of coordinates is such that the coordinates of e are components of the zero
vector 0. Let x−1 be the inverse of x, and let x−1 be the corresponding vector. Then
ψ(0,x) = ψ(x,0) = x, ψ(x−1,x) = ψ(x,x−1) = 0. (15)
Also the group product is associative, so
ψ (x,ψ(y, z)) = ψ (ψ(x,y), z) , x,y, z ∈ U. (16)
Let
Aijk ≡
∂2ψi
∂xj∂yk
(x,y)
∣∣∣∣
x=y=0
, (17)
when x = xiei, etc., and let
Cijk ≡ Aijk −Aikj = εsjkεspqAipq, (18)
when εijk are the components of the permutation symbol. The constants Cijk are
called the structure constants of the Lie algebra which corresponds to G, with respect
to the given choice of coordinates. The associativity of the group product implies that
the structure constants satisfy the Jacobi identity, namely that
CijkCjrs + CijrCjsk + CijsCjkr = 0. (19)
In general (that is, without reference to the above), a Lie algebra g is a vector space
together with a bilinear, skew–symmetric ‘bracket’ product [·, ·] : g × g → g which
satisfies the identity,
[X, [Y,Z]] + [Y, [X,Z]] + [Z, [X,Y]] = 0, X,Y,Z ∈ g. (20)
5Note that if the vector space is R3 and one sets
[X,Y] = CijkXjYkei, (21)
where the constants Cijk = −Cikj are as above, then this particular bracket product
is evidently bilinear and skew–symmetric, and it satisfies (20) by virtue of (19).
It is productive to introduce the notion of a right invariant vector field on G. If
one fixes y ∈ G, then the function ψ(·,y) : U → U represents ‘multiplication on the
right’ by y, and the gradient of this function will be denoted ∇1ψ(·,y). A vector field
ν is an object defined at each point x ∈ U ⊆ R3 taking values in the tangent space (to
the manifold U) at x, thus ν has components νi(x), i = 1, 2, 3, and ν = νi(x)ei. The
vector field ν is said to be right invariant with respect to the composition function ψ
if
ν (ψ(x,y)) = ∇1ψ(x,y)ν(x), x,y ∈ U. (22)
Given a vector field ν, the integral curve x(t) passing through initial point x0, associ-
ated with ν, is the solution of the ordinary differential equation
dx
dt
(t) = ν (x(t)) , x(0) = x0. (23)
It can be shown that the integral curve corresponding to a right invariant vector field
is complete, in the sense that (23) has a solution well defined for all real values t. So,
for each t ∈ R, one can define a mapping exp(tν) : U → U by
exp(tν)(x0) = x(t), x ∈ U, (24)
when x(t) is the integral curve passing through initial point x0, associated with (the
right invariant vector field) ν. One also defines the point etν ∈ U by
e
tν ≡ exp(tν)(0). (25)
It is standard that
exp(tν)(x) = ψ
(
e
tν
,x
)
(26)
so that the flow corresponding to the mapping exp(tν) is simply related to the integral
curve which passes through the origin. Indeed, notice that
d
dt
ψ
(
e
tν
,x
)
= ∇1ψ
(
etν ,x
)
d
dt
(
etν
)
= ∇1ψ
(
e
tν
,x
) d
dt
[exp(tν)(0)] = ∇1ψ
(
e
tν
,x
) dx
dt
,
(27)
where x(t) satisfies (23) with x(0) = 0, so
d
dt
ψ
(
e
tν
,x
)
= ∇1ψ
(
e
tν
,x
)
ν(x) = x
(
ψ
(
e
tν
,x
))
, (28)
by (22), since ν is right invariant by hypothesis. Hence ψ
(
etν ,x
)
is the unique solution
of (23), with initial condition x(0) = ψ
(
e0ν ,x
)
= ψ(0,x) = x. This proves (26).
The points {x(t), t ∈ R}which make up the integral curve of a right invariant field
ν are the elements of a one parameter subgroup of G, so that
ψ (x(t),x(s)) = x(t+ s), t, s ∈ R, (29)
6and the converse is also true (see Pontryagin [2], for example).
Right invariant vector fields exist, and the set of right invariant vector fields is a
vector space with respect to pointwise addition and (real) scalar multiplication. For by
differentiating (16) with respect to x and putting x = 0,
∇1ψ (0,ψ(y, z)) = ∇1ψ(y, z)∇1ψ(0,y). (30)
Here, let e1, e2, e3 be an orthonormal basis of R
3 and define
ℓa(x) = ∇1ψ(0,x)ea, a = 1, 2, 3. (31)
Thus (30) gives
ℓa (ψ (y, z)) = ∇1ψ(y, z)ℓa(y), (32)
so that the vector fields which are explicitly defined by (31) are right invariant. More-
over these particular vector fields form a basis for the vector space of right invariant
fields: if ν is an arbitrary right invariant field, then from (22)
ν(x) = ∇1ψ(0,x)ν(0)
= (∇1ψ(0,x)ea) (ea · ν(0))
= (ea · ν(0)) ℓa(x), (33)
via (31). Further, each right invariant field is determined by its value at the origin
(once ψ, and so ℓa, is known).
(ii) Lie bracket
Let ν,ω be two right invariant vector fields. Let θ(t,x) be the vector corresponding
to the group element e−
√
tω · e−
√
tν · e
√
tω · e
√
tν · x where a · b is the group element
corresponding to ψ(a,b), a, b ∈ U (and e
√
tν , for example, in the above expression, is
understood to be the group element corresponding to the point e
√
tν ∈ U defined by
an analogue of (25)). Then according to Olver [3],
lim
t→0+
θ(t,x)− θ(0,x)
t
= [ν,ω] (x), (34)
where the vector field [ν,ω](·) is called the Lie bracket of ν,ω, and is defined by
[ν,ω](x) = ((ν · ∇)ω − (ω · ∇)ν) (x). (35)
The Lie bracket of right invariant vector fields is itself a right invariant vector field, and
as such it is determined by its value at the origin (given the form of the composition
function ψ). So, given right invariant fields x,y with x(0) = X, y(0) = Y, define
[X,Y] = [x,y](0), X,Y ∈ R3. (36)
This is a skew–symmetric, bilinear bracket product on R3×R3, it satisfies the identity
(20), and so defines a Lie algebra on R3. In this way one may regard the set of right
invariant vector fields on the Lie group G as a Lie algebra on R3. Further one may
verify (using the definition of θ(t,x), above) that (36) implies that (21) holds, with
Cijk defined by (18).
7(iii) Algebra and group homomorphisms
A linear transformation L : g → h is a Lie algebra homomorphism if it preserves the
Lie bracket operation in the sense that
[LX, LY]h = L[X,Y]g, X,Y ∈ g, (37)
where [·, ·]g, [·, ·]h denotes the bracket products in g and h, respectively. Assume that
g = h = R3, and express the components of LX,X with respect to the same basis.
Then if LX has components LijXj , etc., and the structure constants of g,h are denoted
C
g
ijk
, C
h
ijk
, one obtains from (37)
C
h
ijk
LjpLhqXpYq = LirC
g
rpqXpYq, (38)
so that
C
h
ijk
LjpLkq = LirC
g
rpq, (39)
since Xp, Yq are arbitrary.
Now suppose that g is the Lie algebra of a simply connected Lie group G, that h is
the Lie algebra of a Lie group H, and that L is as above. Suppose that these are three
dimensional Lie groups, so that the coordinates of the respective group elements are
elements of sets Ug, Uh ⊆ R
3. Then there exists a unique Lie group homomorphism,
whose expression in coordinates is ϕ : Ug → Uh, such that
∇ϕ(0) = L. (40)
The fact that ϕ is a Lie group homomorphism means that
ψh (ϕ(x),ϕ(y)) = ϕ (ψg(x,y)) ,x,y ∈ Ug, (41)
where ψg,ψh are representations of the group composition in Ug, Uh, respectively.
It is straightforward to show that, if (41) holds, and ∇ϕ(0) = L, then so does (37).
For by differentiating (41) successively with respect to x,y and putting x = y = 0,
noting that ϕ(0) = 0,
(∇12ψh)i,kr (0,0)ϕk,p(0)ϕr,q(0) = ϕi,jq(0) (∇1ψg)j,p (0,0)+ϕi,j(0) (∇12ψg)j,pq (0,0).
(42)
But ψg(x,0) = x so (∇1ψg)i,k (0,0) = δik. So noting (18), and putting ϕi,j(0) = Lij ,
(42) gives (38) by antisymmetrization with respect to p, q. On the other hand, the proof
that (37) implies the existence of a unique corresponding Lie group homomorphism is
a major result of Lie theory, and I refer to Varadarajan [4], Warner [5] for the details.
I note that there is a simple relation between the structure constants of a Lie group
and the dislocation density tensor of a uniformly defective crystal, so that equation
(39) may be reexpressed as a constraint on the dislocation density. This fact will be
useful later on.
8(iv) Integrability conditions
(a) The basis right invariant fields ℓ1(·), ℓ2(·), ℓ3(·) defined by (31), with ea orthonor-
mal, satisfy
ℓa (ψ(x,y)) = ∇1ψ(x,y)ℓa(x), a = 1, 2, 3, ℓa(0) = ea. (43)
Let da(·), a = 1, 2, 3, be dual to the basis right invariant fields, so that
ℓa(x) · db(x) = δab, a = 1, 2, 3, x ∈ U. (44)
Then
∇T1 ψ(x,y)da (ψ(x,y)) = da(x), a = 1, 2, 3, da(0) = ea, (45)
where ∇T1 ψ denotes the transpose of ∇1ψ. Note that the dual (or co–vector) fields
d1(·),d2(·),d3(·) have quite different transformational properties to the vector
fields ℓ1(·), ℓ2(·), ℓ3(·). (This distinction is often emphasized by using upper in-
dices to label dual vector fields, but I choose not to do so – here the kernel letter,
ℓ or d, indicates whether or not the object is a vector or a co–vector).
The condition on the fields da(·) which guarantees that equation (45) has a solution
for ψ, satisfying ψ(0,x) = ψ(x,0) = x, is that
daj,i(x)− dai,j(x) = γarsdri(x)dsj(x), (46)
for some constants γars. Moreover, if (46) holds the function ψ is associative, and
the solution ψ is unique. Of course, if (43) is given, then (45) does indeed have a
solution ψ, and the constants γars satisfy
γaij = daj,i(0)− dai,j(0) = −ℓja,i(0) + ℓia,j(0)
= −
∂2ψa
∂xj∂yi
(0,0) +
∂2ψa
∂xi∂yj
(0,0) = Caij , (47)
via (43), (44) and (18).
That is to say, if fields ℓa(·) are given, they may be considered to be right invariant
fields on a Lie group with composition function ψ if the quantities γars defined by
(46) are constant. In that case, those constants are the structure constants of the
corresponding Lie algebra, and it turns out that the quantities γars are constant
if and only if the dislocation density tensor (which is defined directly in terms of
da(·)) is constant – in fact, from (46), (44),
(∇∧ da)k = εkijdaj,i = 12 εkij(daj,i−dai,j)= 12γarsεkijdridsj . (48)
So putting
n(x) ≡ d1(x) · d2(x) ∧ d3(x), (49)
one obtains from (47) that
∇∧ da · dq =
1
2γarsεkijdridsjdqk
= 12γarsεrsqn.
(50)
9Define the dislocation density tensor S by specifying its components Sab:
Sab ≡
∇ ∧ da · db
n
. (51)
Then from (50)
Saq = 12γarsεrsq. (52)
So, in the case that the quantities γars are constant, so is the dislocation density S.
Then the quantities γars = Cars = −Casr, and from (52), Caij = γaij = εijkSak.
For arbitrary right invariant fields, the connection between structure constants and
dislocation density is
Cijkℓrj(0)ℓsk(0) = εprsSkpℓki(0), (53)
see Elzanowski and Parry [10] for a derivation. Thus the constraint that one con-
siders fields with uniform dislocation density entails that the quantities γaij , above,
are constant, so it implies that equation (43) has a solution for the composition
function ψ, and thus the entire apparatus of Lie group theory becomes available
for the purpose of studying defects in crystal. Remarks to this effect may be found
in Belinfante [6], Bilby [7], but the observation has not been developed since in any
way, to my knowledge (other than in Parry [8], Cermelli and Parry [9], Elzanowski
and Parry [10]).
(b) In elasticity theory, a reference line element L is deformed, by elastic deformation
θ, to current line element ℓ defined by
ℓ = ∇θ(x)L. (54)
So, for a crystal with defects, with texture defined by lattice vector fields ℓa(·), it
is natural to require that an elastic deformation θ of the crystal deforms the fields
ℓa(·) to fields ℓ
′
a(·) defined by
ℓ
′
a (θ(x)) = ∇θ(x)ℓa(x). (55)
One asks, if fields ℓ′a(·) and ℓa(·) are given, what is the condition that (55) has a
solution for the deformation θ? According to Caratheodory [11], Olver [3], Parry
[8], the condition is that the dislocation density corresponding to fields ℓ′a(·) is
constant and equals the dislocation density corresponding to fields ℓa(·) (one has
to require that (55) has a solution for arbitrary x0,y0,with y0 = θ(x0), in order to
derive this result). According to part (a) above, it follows that (43) has a solution
in the two cases where the given fields are ℓa(·), ℓ
′
a(·). Thus in (55), the fields ℓa(·)
are right invariant fields for some Lie group G, the fields ℓ′a(·) are right invariant
fields for some Lie group G′, with coordinates in corresponding sets U,U ′. The
deformation θ, in this case, expresses a mapping between different Lie groups. In
fact if (43) holds and one defines (associative) ψ′ by
ψ
′ (θ(x), θ(y)) = θ (ψ(x,y)) , (56)
ℓ′a(·) by (55), then
ℓ
′
a
(
ψ
′(x′,y′)
)
= ∇1ψ
′(x′,y′)ℓ′a(x
′), a = 1, 2, 3, (57)
which shows that ℓ′a(·) is right invariant with respect to ψ
′, and θ is a Lie group
homomorphism (by comparison of (41) and (56)).
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(v) Correspondence between Lie algebras and Lie groups
An isomorphism of Lie algebras/Lie groups is a Lie algebra/Lie group homomorphism
which is one to one. According to Varadarajan [4], Warner [5], there is a one to one
correspondence between isomorphism classes of Lie algebras and isomorphism classes
of Lie groups.
A linear transformation of vector spaces can be regarded as a change of basis, and
according to the previous section an isomorphism class of Lie groups corresponds to
those groups which are obtained from a given group by elastic deformation. Therefore,
in order to make the correspondence which is stated above explicit, it is sufficient to
illustrate how one may construct from a given set of structure constants (simplified
by change of basis, if required), just one Lie group with particular properties. The set
of all Lie groups with given structure constants (to within change of basis) is then
obtained by elastic deformation of that one group. In the following section, I recall
how Pontryagin [2] constructs a ‘canonical’ set of right invariant fields, given structure
constants. The right invariant fields so constructed satisfy ℓa(0) = ea, and the group
composition function may then be obtained by solution of (43).
(vi) Pontryagin’s canonical fields
Pontryagin constructs basis right invariant fields such that the set of points determined
by the flow of these fields (through the origin) is a straight line. He shows that such
fields ℓa(·) may be determined by solving the ordinary differential system
ω˙ij = δij + Cipqxpωqj , ωij(0) = 0, (58)
for functions ωij(t) (where ω˙ij =
dωij
dt
(t)), and putting
dij(x) = ωij(1), (59)
noting that x appears as a parameter in (58). Parry [8] shows that this procedure yields
the basic dual fields
da(x) =
(
eA − I
A
)T
ea, (60)
where
A ≡ (Cipqxp), (61)
and the symbol
eA − I
A
is defined by
eA − I
A
= I +
A
2!
+
A2
3!
+
A3
4!
+ . . . . (62)
Let C′ijk, x
′
i be defined by
C
′
ijkL˜jpL˜kq = L˜irCrpq, x
′
i = L˜ipxp. (63)
Then
A
′ ≡
(
C
′
ipqx
′
p
)
(64)
11
is such that
A
′ = L˜AL˜−1. (65)
Now recognize that the basis dual fields in (60) depend on the structure constants as
well as the variable x, and acknowledge this fact by writing
da(x) ≡ da(C,x). (66)
Then (60) is rewritten as
da(C,x) =
(
I +
A
2!
+
A2
3!
+ . . .
)T
ea, (67)
so
da(C
′,x′) =
(
I +
A′
2!
+
A
′2
3!
+ . . .
)T
ea
= L˜−T
(
I +
A
2!
+
A2
3!
+ . . .
)T
L˜
T ea.
(68)
Thus
L˜
Tda(C
′
,x′) = db(C,x)
(
eb · L˜
T ea
)
, (69)
or
L˜jidaj(C
′
,x′) = dbi(C,x)L˜ab. (70)
This implies
L˜ℓa(C,x) = L˜baℓb(C
′
, L˜x) (71)
which is the precise expression of (8) in the case that ℓb(0) = eb. (If ℓa(0) = ea, (8)
gives γ˜T = F . Put L˜ = F in (71) and compare). Note that (71) holds identically for
all nonsingular L˜.
Suppose now that ℓ˜a(·) is an arbitrary choice of three right invariant fields, in the
same coordinate system. These fields may be expressed in terms of the basic fields ℓa(·)
defined as above:
ℓ˜a(·) = νabℓb(·), (72)
according to (33). Then (71) gives
L˜ℓ˜c(C,x) = L˜ (νcbℓb(C,x)) = νcb
(
L˜ℓb(C,x)
)
= νcbL˜abℓb(C
′, L˜x)
= νcbL˜abν
−1
bd
ℓ˜d(C
′, L˜x).
(73)
Thus
L˜ℓ˜c(C,x) = γ˜cdℓ˜d(C
′
, L˜x), (74)
where
γ˜ = νL˜T ν−1, (75)
and ν is the matrix with elements (νab). Equation (74) is the required version of (8),
appropriate to arbitrary right invariant fields ℓ˜b(·), in Pontryagin’s canonical coordinate
system, where the flows along the right invariant fields (through the origin) are straight
lines.
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(vii) Representation of arbitrary right invariant fields
The duals of Pontryagin’s basic canonical fields are defined via (59), and the fields
themselves satisfy (71). If θ is an elastic deformation (or group homomorphism), these
basic canonical fields ℓa(·) transform to right invariant fields ℓ
′
a(·) defined by
ℓ
′
a (θ(x)) = ∇θ(x)ℓa(x), (76)
so that
ℓ
′
a(y) = ∇θ
(
θ
−1(y)
)
ℓa
(
θ
−1(y)
)
. (77)
An arbitrary right invariant field (in the isomorphism class of the given Lie group)
therefore has the form
ℓ˜a(y) = γab∇θ
(
θ
−1(y)
)
ℓb
(
θ
−1(y)
)
, (78)
for some matrix γ ≡ (γab), some elastic deformation θ. I show here that the mapping
θ, in (78), may be chosen so that ∇θ(0) = id., and that as a consequence the repre-
sentation (78) is unique modulo elastic ‘self–symmetries’ of the fields ℓa(·).
To do this, note that from (71)
ℓa(C,x) = L˜
−1
ℓb(C
′
, L˜x)L˜ba, (79)
so that (78) may be written as
ℓ˜a(y) = γab∇θ
(
θ−1(y)
) [
L˜−1ℓc
(
C′, L˜θ−1(y)
)
L˜cb
]
= (γabL˜cb)
[
∇ϕ−1(y)
]−1
ℓc
(
C′, L˜θ−1(y)
) (80)
where I have noted that
∇θ
(
θ
−1(y)
)
=
[
∇θ−1(y)
]−1
(81)
and also put ϕ−1(y) = L˜θ−1(y), so that if y = θ(x), x = θ−1(y), then ϕ−1(θ(x)) =
L˜x so
∇ϕ−1(y)∇θ(x) = L˜. (82)
Therefore
ℓ˜a(y) =
(
γabL˜cb
)
∇ϕ
(
ϕ
−1(y)
)
ℓc
(
C
′
,ϕ
−1(y)
)
(83)
using an identity analogous to (81). Equation (83) is in a form analogous to (78), where
the arbitrary function θ is replaced by ϕ, with ϕ−1(y) = L˜θ−1(y), so ϕ(x) = θ(L˜−1x).
Thus ∇ϕ(0) = ∇θ(0)L˜−1, and since L˜ is arbitrary one may assume that ∇ϕ(0) =
id. in (83) (and so also that ∇θ(0) = id. in (78)). Note that the basis vector fields
in (83) correspond to structure constants C′, whereas (tacitly) the basis fields in (78)
depend on structure constants C – the point is that arbitrary right invariant fields (in
the isomorphism class of the given Lie group) may be represented in the form (78),
with ∇θ(0) = id., for some choice of structure constants (in the isomorphism class of
the corresponding Lie algebra).
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Now suppose that a given set of right invariant fields has two distinct representa-
tions of the form (78), so that
γab∇θ
(
θ
−1(y)
)
ℓb
(
C, θ
−1(y)
)
= γ¯ab∇θ¯
(
θ¯
−1
(y)
)
ℓb
(
C, θ¯
−1(y)
)
, (84)
with
∇θ(0) = ∇θ¯(0) = id., θ(0) = θ¯(0) = 0. (85)
Putting y = 0 in (79), recalling that ℓb(C,0) = eb, one obtains that γab = γ¯ab. This
implies that (84) may be expressed in the form:
ℓa(C,p(x)) = ∇p(x)ℓa(C,x), where p ≡ θ
−1 · θ,
so that p is an elastic self–symmetry of the fields ℓa(·). So if γab, θ provide any other
representation of the form (78), then γab = γab, θ = θ · p.
3 Point group symmetries of defective crystal structures
According to the assumption outlined in the introduction, I consider sets of points
obtained by forward and backward iteration of the flow through ‘unit time’ along three
right invariant vector fields. This is the generalization, to the case of crystals with
uniform distributions of defects, of the idea that perfect crystals are represented by
sets of points which are lattices, in the mathematical sense. Starting at a given point
(respectively, group element) denoted by x (resp. x), flow through unit time along the
lattice vector field ℓa(·) produces the point (resp. group element) denoted ψ(e
ℓa ,x)
(resp. eℓa · x), according to (26).
Correspondingly, flow through time −1 (i.e. ‘backwards’) along the same vector
field produces the point (resp. group element) denoted ψ(e−ℓa ,x) (resp. e−ℓa · x).
Thus the iteration procedure produces the set of points which correspond to group
elements
α1 · α2 · α3 · · · · αn · x (86)
where n is arbitrary, and where each αi, i = 1, . . . n is one of the group elements e
ℓ1 ,
eℓ2 , eℓ3 , e−ℓ1 , e−ℓ2 , e−ℓ3 .
I choose just to consider structures obtained by choosing the initial point to be 0
(resp. e), so that the group elements above are
α1 · α2 · α3 · · ·αn (87)
where n is arbitrary, and each αi, i = 1, . . . n is one of the generators g1 ≡ e
ℓ1 ,
g2 ≡ e
ℓ2 , g3 ≡ e
ℓ3 , or their inverses. The set of all elements of the form (87), without
regard to any additional relations that may exist between the generators, is called the
free group on the generators g1,g2,g3, and I denote it G˜.
Just as different choices of bases may generate a perfect lattice, different choices
of generators may produce the same free group G˜. According to Magnus, Karrass and
14
Solitar [12], the different choices of generators with this property are obtained from
three types of operation:
1 Exchange two of the generators.
2 Replace one of the generators by its inverse.
3 Replace one generator gi by gi · gj , i 6= j.
(88)
All different choices of generators are obtained by carrying out substitutions of types
1, 2, 3, repeatedly a finite number of times.
Cermelli and Parry [9] have catalogued the crystal structures which arise in this
process in the particular case of fields ℓa(·), with ℓa(0) = ea, with
S = λp⊗ p, (89)
where λ is rational and the components of p are relatively prime integers. It turns out
that these structures are particular types of multilattice Cermelli and Parry[9], Pitteri
and Zanzotto [13]. Here I describe how to find the point group symmetries of these
structures, that derive from the operations (88) above. When (89) holds, according to
Cermelli and Parry [9],
ψ(x,y) = x + y + 1
2
λp(p · x ∧ y), (90)
and
ℓa(x) = ea + 12λp(x ∧ p · ea), da = ea +
1
2
λpa(p ∧ x), (91)
where p has relatively prime components p1, p2, p3 ∈ Z.
Consider the crystal structure which corresponds to flow along the three right
invariant vector fields νabℓb(·), where ℓb(·) is given by (91). Let νa ≡ νabeb. One
solves
x˙ = νabℓb(x) = νabeb + 12λp(x ∧ p · νabeb), (92)
subject to x(0) = x0, and calculates
x(1) = exp(νabℓb)(x0) = x0 + νabℓb(x0), (93)
so
e
νabℓb = exp(νabℓb)(0) = νabℓb(0) ≡ νa. (94)
Therefore the coordinates of the generators of the free group G˜ which corresponds to
these three vector fields are ν1, ν2, ν3. Hence the operations which preserve the points
that the elements of G˜ represent are of three types:
1. Exchange any two of ν1, ν2, ν3, e.g. replace ν1, ν2, ν3 by ν2, ν1, ν3.
2. Replace one of ν1, ν2, ν3, e.g. ν1, by its inverse, e.g. −ν1 (note that ψ(ν1,−ν1) =
0).
3. Replace one of ν1, ν2, ν3, e.g. ν1, by ψ(ν1,ν2) ≡ ν1 + ν2 +
1
2λp(p · ν1 ∧ ν2), or
by ψ(ν1,ν3).
Next one finds the vector fields ma(·) such that the new sets of generators are
obtained by flow through unit time along m1(·), m2(·), m3(·).
1. For example, the fields m1 ≡ v2bℓb, m2 ≡ v1bℓb, m3 ≡ v3bℓb, are such that
em1 = ν2, e
m2 = ν1, e
m3 = ν3.
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2. For example m1 ≡ −ν1bℓb, m2 ≡ ν2bℓb, m3 ≡ ν3bℓb are such that e
m1 = −ν1,
em2 = ν2, e
m3 = ν3,
3. Let κ1 ≡ ν1 + ν2 +
1
2λp(p · ν1 ∧ ν2), m1 ≡ κ1bℓb, m2 ≡ ν2bℓb, m3 ≡ ν3bℓb.
Then
e
m1 = κ1 = ψ(ν1,ν2), e
m2 = ν2, e
m3 = ν3.
In this way, the new generators may be expressed as em1 , em2 , em3 , where
ma = λab(νbcℓc)
and the matrix Λ ≡ (λab) is given, for example, by
1. Λ =

 0 1 01 0 0
0 0 1


2. Λ =

−1 0 00 1 0
0 0 1


3. Λ =

 κ11 κ12 κ130 1 0
0 0 1

 (νab)−1, where κ1 = (κ1a).
Note that the dislocation density S = λp⊗p derives from the fields ℓa(·), whereas the
fields νabℓb(·) have dislocation density λ¯p¯ ⊗ p¯, where λ¯ = λdet(νab), p¯ = (νab)
−Tp.
One calculates that the expression for Λ in 3. may be reexpressed as
Λ =

 1 + 12 λ¯p¯1p¯3 1 + 12 λ¯p¯2p¯3 12 λ¯p¯230 1 0
0 0 1

 ,
which shows that the matrices Λ depend just on the appropriate dislocation density
tensor.
Also note that, in the particular case when the dislocation density is zero, λ¯p¯ = 0
and the last form of Λ is
Λ =

 1 1 00 1 0
0 0 1

 .
In this particular case, then, repeated substitutions of types 1., 2., 3., which produce
arbitrary products of

 0 1 01 0 0
0 0 1

 ,

−1 0 00 1 0
0 0 1

 ,

 1 1 00 1 0
0 0 1

 ,
and their inverses, generate the unimodular group GL3(Z), and one recovers the state-
ment that surrounds (2).
Now, returning to the case where S 6= 0, let us calculate which of these changes of
generators produces rotations of the crystal structure. To begin with confine attention
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to the case (νab) = id., ℓa(0) = ea, and consider equation (71): choose L˜, in (71), to
be any product of the three types of matrix Λ, above namely
 0 1 01 0 0
0 0 1

 ,

−1 0 00 1 0
0 0 1

 ,

 κ11 κ12 κ130 1 0
0 0 1

 ,
and their inverses. The right hand side of (71) is L˜baℓb(C
′, Lx), where Pontryagin’s
canonical fields ℓa(C
′, ·) satisfy ℓa(C′,0) = ea. Thus the right hand side of (71) is right
invariant with respect to the same composition function as the basis fields ℓa(C
′, ·).
Define ℓ˜a(C˜, ·), (where C˜ will be specified below), by
ℓ˜a(C˜, L˜x) ≡ L˜ℓa(C,x), (95)
that is, define ℓ˜a(C˜, ·) to be the right invariant field obtained by elastic deformation,
through (homogeneous) deformation gradient L˜, of ℓa(C, ·). The fields ℓa(C, ·) have
constant dislocation density, which equals the constant dislocation density of ℓ˜a(C˜, ·).
This implies, by an analogue of (53), that
C˜ijkL˜jpL˜kq = L˜irCrpq, (96)
independently of the values of ℓa(C, 0), in fact. This defines C˜. So from (63)
C˜ = C′. (97)
Hence (71) may be written as
ℓ˜a(C
′
, ·) = L˜baℓb(C
′
, ·), (98)
which turns out to be a useful version of (8), in this context. (Note that the dislocation
density of the fields on the left of (98) may be denoted S, where εjkℓSiℓ = Cijk. The
fields on the right of (98) have dislocation density L˜−1S′L˜−T detL, when the relation
between S′ and C′ is εjkℓS
′
iℓ = C
′
ijk. One may verify that S = L˜
−1S′L˜−T detL, by
virtue of the connection (63), between C′ and C.)
Equation (98) is a connection between right invariant fields in the Lie algebra of
vector fields with structure constants C′, and elastic deformation of basis fields in that
algebra, just as (8) is a connection between a change of basis vectors and an elastic
(homogeneous) deformation of those vectors. In fact, (98) holds independently of the
particular choice of L˜ that was specified above.
Now recall that L˜ has been chosen so that the fields L˜baℓb(C
′, ·) generate the same
set of points as the fields ℓb(C
′, ·). If L˜ is orthogonal, this new set of fields is that
obtained from the original set by (elastic) rotation. But the iteration process described
above commutes with elastic deformation: to see this consider the effect of an arbitrary
elastic deformation θ : x → θ(x) on the flow corresponding to a vector field ℓ(·). So let
ℓ˜ (θ(x)) ≡ ∇θ(x)ℓ(x), and note that the unique solution of
y˙ = ℓ˜(y), y(0) = θ(x0), (99)
is y(t) = θ (x(t)), where x(t) solves
x˙ = ℓ(x), x(0) = x0. (100)
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So, recalling also that (exp ℓ)(·) denotes the map which represents ‘flow through unit
time along the vector field ℓ(·)’, i.e. (exp ℓ)(x0) = x(1), it follows that
(exp ℓ˜) (θ(x)) = θ (exp ℓ(x)) . (101)
Therefore, the set of points obtained by iteration, using the fields ℓ˜a(C, ·) equals the
elastic image (via homogeneous elastic deformation L˜) of the set of points obtained by
iteration using the fields ℓa(C, ·). Thus the orthogonal L˜, of the form given above, are
elements of the point group of the structure.
For example, if S = 2e1 ⊗ e1, the matrices Λ of type 3. (i.e. κ and their inverses)
are 
 1 1 00 1 0
0 0 1

 ,

 1 0 10 1 0
0 0 1

 ,

 1 0 01 1 0
0 0 1

 ,

 1 0 01 1 1
0 0 1

 ,

 1 0 00 1 0
1 0 1

 ,

 1 0 00 1 0
−1 1 1

 ,
and their inverses. Together with the matrices of types 1. and 2., these are elements of
GL3(Z), and the list includes a set of generators of that group. Hence the point group
of the structure is the set of orthogonal elements of GL3(Z), it is the cubic group.
Finally, in this section, in order to prepare for a discussion of the symmetry of
strain energy functions which have symmetries appropriate to the structures which
have been constructed by the iteration process, I discuss the ‘rotational symmetries’ of
the fields ℓ˜c(C
′, ·) in (74) ((74) is the generalization of (95), or (71), to the case where
the fields involved are arbitrary right invariant fields, satisfying ℓ˜a(0) = νabeb = νa).
So I adapt the notation of (74), put ℓ+a (C
′, L˜x) = L˜ℓa(C,x) and rewrite (74) as
L˜ℓ˜c(C,x) = ℓ
+
c
(
C
′
, L˜x
)
= γ˜cdℓ˜d
(
C
′
, L˜x
)
(102)
where γ˜ = νL˜T ν−1, ν = (νab). Observations similar to those above apply to (102): if
γ˜ is chosen so that γ˜cdℓ˜d(C
′, ·) generates the same set of points as ℓ˜c(C′, ·), and if L˜ is
orthogonal, this new set of points is obtained from the original set by (elastic) rotation.
The orthogonal matrices so chosen are elements of the point group of the structure.
The corresponding matrices γ˜ are products of the three types of matrix Λ listed above,
together with their inverses, noting that the third type of matrix Λ, above, depends
just on the dislocation density corresponding to the fields ℓ˜c(C
′, ·).
Also, in generalization of the parenthetical remarks which follow (98), note that
if one chooses C via (53), when S and ℓ˜r(0) are given, then the fields ℓ˜r(C, ·) have
dislocation density S, as do the fields ℓ+r (C
′, ·). The fields on the right hand side of
(102), namely γ˜cdℓ˜d(C
′, ·) thus have dislocation density γ˜−TS′γ˜−1 det(γ˜) (where S′
is related to C′ by the analogue of (53), where ℓ˜c(C′,0) satisfies L˜νc ≡ L˜ℓc(C,0) =
γ˜cdℓ˜d(C
′,0) from (102), and where C′ is related to C via (63)). One may check that
S = γ˜−TS′γ˜−1 det(γ˜).
4 Global and point group symmetry of strain energy functions
I consider the generalization of (11)–(13) to the case when the energy function depends
on the dislocation density as well as on values νa, say, of some lattice vector fields ℓa(·).
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When the dislocation density is non zero, the lattice vector fields are non–constant, so
I define fields associated with the values νa, S which are the arguments of an energy
function
w = w ({νa} , S) (103)
in the following way: let νa be the values of fields ℓa(·) (which are to be determined)
at the origin. Given the values ℓa(0), and S, define structure constants C via (53).
Construct the basis (Pontryagin) right invariant fields corresponding to C according
to section 2 (vi), and let ℓa(·) be the right invariant fields in this coordinate system
which are such that ℓa(0) = νa. Then the fields ℓa(·) are uniquely determined by the
quantities {νa} and S, and they have dislocation density S.
The fields ℓa(·) determine a set of points, by the iterative process outlined above,
which is intimately associated with the continuum strain energy (103), just as the
energy of a perfect crystal continuum is associated with the lattice of points L in
definition (1). I take the point of view that the symmetries of the set of points generated
by the iterative process should be adopted as symmetries of the corresponding energy
density, just as symmetries of the lattice L are adopted as symmetries of the energy (11).
Symmetries of the set of points obtained by the iterative process have been discussed
above: on the one hand, there are the changes of generators which preserve the set of
points (analogous to the changes of basis of lattice L), and on the other hand there
are the elastic rotations which map the set of points to itself (analogous to the point
group symmetries of the lattice). In the perfect crystal case, the ‘global’ symmetries of
the lattice are represented by the matrices γ = (γab) ∈ GL3(Z) – they are such that
w ({ea}) = w ({γabeb}) . (104)
In the defective crystal case, where S,C and νa ≡ ℓa(0) are related via (53), the
lattice vector fields associated with values {νa}, S are denoted ℓ˜c(C, ·), and they have
dislocation density S. The fields which produce a change in generators are of the form
γ˜cdℓ˜d(C, ·), with dislocation density (γ˜)
−TS(γ˜)−1 det(γ˜), taking the values γ˜cdνd at
the origin.
Put
Sγ˜ = γ˜
−T
Sγ˜
−1 det(γ˜). (105)
Then the global symmetries of an energy function of form (103) may be expressed as
w ({νa} , S) = w
(
{γ˜abνb} , Sγ˜
)
, (106)
and this is the required generalization of (104) to the case of defective crystals. Note
that in the case where S = λp⊗p, it has been shown that γ˜ depends solely on S, and
the allowed forms of γ˜ have been given explicitly.
Next, one accepts that
w ({νa} , S) = w ({Rνa} , S) (107)
where R is an arbitrary orthogonal transformation, for the following reason. As before,
let ℓ˜a(C,0), C, S be related by (53), with ℓa(C,0) = νa denoted ℓa(0) in (53). The
fields ℓ(C, ·) generate a set of points Σ, say, by the iteration process described in section
3. Fields ℓ+a (C
′, ·) defined by ℓ+a (C
′, Rx) = Rℓ˜a(C,x) represent fields obtained from
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ℓ˜a(C, ·) by (orthogonal) elastic deformation, so these fields have dislocation density
S, since the dislocation density is invariant under elastic deformation. (Note that C
and C′ are related by an analogue of (96)). Moreover ℓ+a (C
′,0) = Rνa, a = 1, 2, 3.
According to (102)2, with L˜ ≡ R, the fields ℓ
+
a (C
′, ·) are right invariant fields with
respect to the composition function which has structure constants C′. One checks that
the value of C′ defined by the analogue of (96) is indeed such that ℓ+a (C
′, ·) = Rνa,
S, C′ satisfy (53). It follows that the fields ℓ+a (C
′, ·) are those to be used in the it-
eration procedure, to determine the set of points associated with values {Rνa}, S.
So, by the commutation property discussed above, the set of points associated with
the left side of (107) is a rotation of the set of points associated with the right side
of (107). Therefore (107) expresses the invariance of the interaction energy of a set of
points with respect to rigid rotation, and in this guise (107) is an acceptable hypothesis.
Finally, to discuss the point group symmetries, one confines attention, in (106),
to the particular changes of generators which produce rotation of the set of points Σ.
According to (102), these changes of generators are represented by matrices γ˜ such
that
νL˜
T = γ˜ν, or L˜νa = γ˜abνb, (108)
where L˜ is orthogonal. Let the set of orthogonal matrices L˜ such that (108)2 has a
solution for some appropriate γ˜ ≡ (γab) be called the point group of the defective
crystal, denoted Pd. Let the set of matrices γ˜ such that (108)2 has a solution for some
L˜ ∈ Pd be called the lattice group of the defective crystal, denoted L˜d. Note that (108)2
is the analogue of (3). Further, by analogy with the procedure, that was recalled in
the introduction, for perfect crystals, let Cd be the matrix with entries νa · νb. Then
(107) implies that w may be written as
w = w˜(Cd, S), (109)
and that is the analogue of (13), in the introduction.
From (108)2
Cd = γ˜Cdγ˜
T
, γ˜ ∈ L˜d. (110)
Since (106) may be written as
w˜(Cd, S) = w˜(γ˜Cdγ˜
T
, Sγ˜) (111)
for the allowed forms of γ˜ discussed in section 3, it follows from (110) that
w˜(Cd, S) = w˜(Cd, Sγ˜), γ˜ ∈ L˜d. (112)
This equation shows that the dependence of the energy function on dislocation density
is constrained by symmetry properties of the set of points chosen to represent the local
structure of the defective crystal.
Further work will consider, in particular, how L˜, γ˜ are determined in detail, for
choices of S other than S = λp ⊗ p, and investigate corresponding representations
of the functions w˜ which satisfy (111), (112). Also, note that I have not discussed,
for perfect crystals or defective crystals, how the symmetry properties of the energy
functions above transfer to symmetry properties of strain energy functions (based on
a given reference configuration) in nonlinear elasticity theory. For perfect crystals, one
may refer to Pitteri and Zanzotto [13] to see how this can be done – it is another avenue
for exploration, in the case of defective crystals.
Acknowledgements I thank the two referees for helpful comments.
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