We describe randomized algorithms for computing the dominant eigenmodes of the Generalized Hermitian Eigenvalue Problem (GHEP) Ax = λBx, with A Hermitian and B Hermitian and positive definite. The algorithms we describe only require forming operations Ax, Bx and B −1 x and avoid forming square-roots of B (or operations of the form, B 1/2 x or B −1/2 x). We provide a convergence analysis and a posteriori error bounds that build upon the work of [11, 14, 16] (which have been derived for the case B = I). Additionally, we derive some new results that provide insight into the accuracy of the eigenvalue calculations. The error analysis shows that the randomized algorithm is most accurate when the generalized singular values of B −1 A decay rapidly. A randomized algorithm for the Generalized Singular Value Decomposition (GSVD) is also provided. Finally, we demonstrate the performance of our algorithm on computing the Karhunen-Loève expansion, which is a computationally intensive GHEP problem with rapidly decaying eigenvalues.
Introduction
Consider the Generalized Hermitian Eigenvalue Problem (GHEP)
where, B is Hermitian positive definite and A is Hermitian. The analysis is also relevant if B is not positive definite. In that case, if B is not positive definite but some combination (αA + βB) is positive definite, then the transformed problem Ax = θ(αA + βB)x has eigenvalues θ i = λ i /(αλ i + β) and has the same eigenvectors as equation (1) . We can transform the GHEP into a Hermitian Eigenvalue Problem (HEP), which is of the form M x = λx for matrices M positive semidefinite. Since B is positive definite, it has a Cholesky Decomposition B = LL * . Define y = L * x and multiplying both sides of equation (1) by L −1 , we have
which is a HEP and hence, any algorithm for HEPs can be used to solve GHEPs. However, computing the Cholesky decomposition is not computationally feasible for several matrices. It should be noted that this type of transformation (2) can be derived for any definition of square root of a matrix. Although several algorithms exist for computing the square root of a matrix, or performing matrix-vector products (henceforth, called matvecs) B 1/2 x or B −1/2 x, their application to large-scale problems is not always efficient. Another transformation, B −1 Ax = λx makes the problem into a regular eigenvalue problem. Even though A and B are Hermitian, in general B −1 A will not be Hermitian. We will focus our attention on problems for which computing Cholesky decomposition (or any other square root, for that matter) is too expensive to compute explicitly.
The key idea that we will exploit in this paper is the fact that, while B −1 A is not Hermitian, it is Hermitian with respect to another inner product, the B-inner product which we will define shortly. This property has previously been exploited by Krylov subspace based eigensolvers [10, 18] . An added advantage to using B-inner products is that the resulting eigenvectors are now B-orthonormal. There are several methods for solving the GHEP (1) . These include approaches based on power and inverse iteration methods, Lanczos based methods and Jacobi-Davidson method. For a good review on this material, please refer to [2, chapter 5] and [18] . A good survey of existing software for sparse eigenvalue problems including GHEP is available at [12] .
Randomized algorithms have been developed for approximately computing a low-rank decomposition when the singular values decay rapidly (for a comprehensive review, see [11] ). After computing the approximate low-rank decomposition, an additional post-processing step can be performed to compute the approximate singular value decomposition. For Hermitian operators, this post-processing can be modified to obtain an approximate eigenvalue decomposition as well. The randomized SVD algorithm can be applied to the matrix C def = B −1 A to obtain an approximate singular value decomposition. However, applying the algorithm directly to the matrix C, will result in singular vectors that are orthonormal but not B-orthonormal. A symmetric low-rank decomposition is highly desirable in many application. As a result, we would like to develop square-root free variants of the randomized SVD algorithm to compute the dominant eigenmodes of the GHEP.
The algorithms described in this paper are useful when it is necessary to quickly compute an approximation to the largest eigenmodes. The only require-ment is availability of fast ways to compute Ax, Bx and B −1 x and it avoids computations of the form B 1/2 x and B −1/2 x. As a result, this algorithm is applicable to very general settings. The randomized algorithms are often faster, are quite robust and accompanied by theoretical guarantees. The error analysis suggests that the algorithms are most accurate when the (generalized) singular values of B −1 A decay rapidly. Moreover, the low-rank decompositions can be produced to any user defined tolerance, which allows the user to trade-off between computational cost and accuracy. While it is certainly true that under the same settings, Krylov subspace methods often are more accurate especially for systems of the form (1) with rapidly decaying eigenvalues, randomized schemes are numerically robust and allow freedom in exploiting gains from parallelism and block matrix-vector products. As a result, randomized algorithms are well suited to computationally intensive problems and modern computing environments. For example, when efficient block methods to compute Ax, Bx or B −1 x exist, they can be used to significantly speed up calculations. Finally, Krylov subspace methods must be often accompanied by sophisticated algorithms to monitor restart, orthogonality and loss of precision. Randomized algorithms, on the other hand, are straightforward to implement in very few lines of code which are transparent to read. To summarize, one must weigh the trade-offs between using randomized algorithms which are low-cost, easy to implement and robust and using Krylov subspace based methods that are capable of higher accuracy but are often, much more expensive. A further discussion of the suitability of randomized algorithms to high performance computing is available in [11, 4] .
In addition to describing the randomized algorithms, a rigorous error analysis is also provided that closely follows the proof techniques developed in [14, 11] . Further, we provide computable a posteriori error bounds on 1) the approximate low-rank representation, and 2) the error between the true and the approximate eigenvalues (and eigenvectors) as a function of the low-rank representation error. To the best of our knowledge, the latter result is not available even for the case B = I. We also provide a randomized algorithm for the Generalized Singular Value Decomposition (GSVD). We demonstrate the performance of our algorithms on a challenging application -computing the dominant eigenmodes of the Karhunen-Loève expansion.
Algorithms
Let us first review the randomized SVD algorithm that is described in [11] to compute the rank-k decomposition for any matrix A ∈ C m×n that has rapidly decaying singular values. The algorithms proceed by computing a matrix Q whose columns form a basis for the approximate range of A. This is accomplished by forming matvecs of A with random vectors drawn from an i.i.d. Gaussian distribution. The matrix Q satisfies the bound (I − QQ * )A 2 ≤ ε. This is summarized in algorithm 1. If A is Hermitian, an additional step can be performed to compute the eigenvalue decomposition. If (I − QQ * )A 2 ≤ ε, then it can be shown that A − QQ * AQQ
Algorithm 1 Randomized SVD
Require: matrices A ∈ C n×n , and Ω ∈ R n×(k+p) a Gaussian random matrix. Here k is the desired rank, and p is an oversampling factor. 1: Compute Y = AΩ, and compute QR factorization Y = QR 2: Form B = Q * A 3: Compute SVD of the small matrix B =Ũ ΣV * 4: Form the orthonormal matrix U = QŨ 5: return U , Σ and V that satisfy A ≈ U ΣV * it can be shown that A − QQ * AQQ * 2 ≤ 2ε. The small matrix T = Q * AQ is formed and its eigendecomposition SΛS * is computed and A ≈ U ΛU * , where U = QS. This is the two pass version of the algorithm to compute largest eigenvalues and corresponding eigenvectors. A second round of matrix-vector products involving A (to compute T = Q * AQ) can be avoided by using the information contained in Y, Q and Ω. This is known as a single pass algorithm. This is summarized in algorithm 2. For further details regarding the aforementioned algorithms, the reader is referred to [11] .
Algorithm 2 Randomized eigenvalue decomposition
Require: matrices A ∈ C n×n , and Ω ∈ R n×(k+p) a Gaussian random matrix. Here k is the desired rank, and p is an oversampling factor. The main difference is that we replace the inner-product with a B-inner product and as a result, we no longer maintain an orthonormal basis Q but a B-orthonormal basis. The B-inner product is defined as x, y B def = y * Bx and the B-norm x B def = √ x * Bx. It satisfies the following inequality, (see, for example [17] ) x
Let us define the matrix C def = B −1 A. It can be verified that C is self-adjoint with respect to the B-inner product, i.e. Cx, y B = x, Cy B . The B-norm of a matrix is defined as an induced vector norm M B = max x B =1 M x B . We will make use of this fact to derive randomized algorithms for GHEP that produces a Hermitian low-rank decomposition.
Approximating the range of C
The key step of the algorithms that follow involves the following result: we can compute a matrix Q ∈ C n×(k+p) , which is B-orthonormal, i.e. Q * BQ = I such that
where, the range of Q approximates the range of C, and p is an oversampling factor. We define the projection matrix P B def = QQ * B and observe that P B B = 1. The reason we choose to use the B-norm · B is because C is self-adjoint with respect to the B-inner product. This is implemented as follows: We draw the random matrix Ω from a standard Gaussian distribution, and form Y = B −1 AΩ. Then we construct a matrix Q that forms a basis for the range of Y and is Borthonormal. This is obtained using a QR decomposition using the B-inner product. The cost of computing this basis is dominated by the cost of forming the matvecs with respect to B −1 and A and computing the QR decomposition. A practical way to estimate the error in the approximation (4) and the average behavior of this error ε is provided in section 4. The computational costs of this algorithm is discussed in section 2.5.
Several algorithms exists for QR decomposition with standard inner product x, y = y * x such as Gram-Schmidt (both classical and modified), using Householder transformations and Givens rotations. However, the use of of the B-inner product precludes the use of Householder transformations and Givens rotations. The use of modified Gram-Schmidt for QR decomposition with weighted inner product has been discussed before (for example, see [10] ). It is well known that the modified Gram-Schmidt is more stable than the classical Gram-Schmidt method even for the case B = I. Hence, we only consider modified GramSchmidt approach. However, even though the computation of R is extremely accurate, Q is not always orthonormal (or B-orthonormal) due to accumulation of roundoff errors. To remedy this, we consider re-orthogonalization to ensure that Q is B-orthonormal up to machine precision. To accomplish this, we extend the algorithm proposed in [6, section 9.3] , that uses the standard inner-product, to now use the B inner-product. The algorithm proposed in [6] was an extension to the re-orthogonalization proposed by Rutishauser that accumulates changes in R due to the re-orthogonalization process and is also designed to work for rank-deficient cases of the columns of the matrix Y whose QR decomposition we wish to compute. The extension to the B-inner product is trivial and is summarized in algorithm 3. Numerical examples in section 5.2 indicate that the modified Gram-Schmidt with re-orthogonalization is superior because it explicitly enforces orthogonality.
Two pass algorithm
In this section, we derive a symmetric low-rank decomposition to the GHEP in equation (1) that uses two sets of matrix-vector products involving the matrix A. This algorithm will be called a two pass algorithm. In section 2.3 we will for j = 1, . . . , k − 1 do 8:
end for 10:q k := W q k and tt = q * k q k
11:
if tt > t10 and tt < t/10 then 
end while 25: end for derive an algorithm that only uses one set of matrix-vector products. The single pass algorithm has a smaller computational cost but is less accurate.
Let us assume that a Q ∈ C n×(k+p) exists such that (I − P B )C B ≤ ε and is relatively easy to compute. Then, we can derive the following error bound which provides the approximation error to a symmetric low-rank decomposition,
This inequality relies on the following results P B B = 1 and C(I − P B ) B = (I − P B )C B . From (5), we have the following low-rank decomposition
where, T def = Q * AQ. From this point, the eigenvalues of the system (1) can be approximately computed as the eigenvalues of the matrix T and the B−orthogonal eigenvectors U can be computed by the product of Q with the eigenvectors of T . The algorithm is summarized in 4.
Algorithm 4 starts by constructing a Gaussian random matrix n × (k + p) with i.i.d. entries chosen from an normal distribution with zero mean and unit variance. Here p is a oversampling factor, that is chosen to lower the error in the eigenvalue calculations. Typically, p is chosen to be < 20 following the arguments in [11, 14] . The improvement in the approximation error with increasing p is verified in both theory and experiment (see sections 4 and 5). We then form matvecs with C to construct Y . Next, we B-orthonormalize the columns of Y , using modified Gram-Schmidt with B-inner products. This algorithm is summarized in 3. Then, we form the (k + p) × (k + p) matrix T = Q * AQ, which requires a second round of matvecs with A. In section 2.3, we will describe an algorithm that avoids this second round of forming matvecs with A. We then compute the eigenvalue decomposition of this smaller matrix T , and use this to construct the approximate generalized eigendecomposition of the matrix C. It can be verified that U * BU = I.
Algorithm 4 Randomized algorithm for GHEP
Require: matrices A, B, and Ω ∈ R n×(k+p) a Gaussian random matrix. Here A, B ∈ C n×n , k is the desired rank, p ∼ 20 is an oversampling factor. 
Single Pass algorithm
Algorithm 4 requires forming two sets of matvecs Ax for a total of 2(k + p) matvecs. In some applications, matrix-vector products with A can be expensive and must be used economically. It is possible to use the information already available in the matrices Q, Y and Ω to avoid a second round of matvecs with A. This is called a single pass algorithm, following the convention in [11] . In order to derive such an algorithm, we make the following observation. First, we
using the relation in (6) . Therefore, we can compute
by avoiding additional matvecs with A. At first glance, it appears that we need a second round of matvecs with B to form F def = Q * BΩ. However, this is not the case since by using algorithm 3 we have both Q and BQ. Therefore, forming F only requires an additional O(k + p) 3 . We summarize the single pass algorithm in algorithm 5. Although this method is computationally advantageous, an additional error is used in computing T which can be understood using theorem 2 in section 4.
Algorithm 5 Randomized algorithm for GHEP -Single pass
Require: matrices A, B and Ω ∈ R n×(k+p) is a Gaussian random matrix. Here A, B ∈ R n×n , k is the desired rank, p ∼ 20 is an oversampling factor. 1: ComputeȲ = AΩ, and
Compute the eigenvalue decompositionT = SΛS * . Keep the k largest eigenmodes as S = S(:, 1 : k) and Λ = Λ(:, 1 : k). The columns of S are orthonormal. 5: return Matrices U ∈ R n×k and Λ ∈ R k×k that satisfy
We note that a different (but similar) approximation was proposed in [11] . Starting with
using the relation in (6) . Therefore, we can compute T ≈ (Q * Ȳ )(Q * BΩ) −1 . However, we note that this approximation does not yield a symmetric decomposition (even when B = I). As a result, we have not pursued this approach further.
Nyström method
Yet, another alternative was proposed in [11] to construct a low rank approximation to A given a matrix Q with orthonormal columns that approximates the range of A. The Nyström method builds a more sophisticated rank-k approximation, namely A ≈ AQ(Q * AQ) −1 Q * A. It can be verified that this approximation can be used without modification even for the case B = I. However, to convert this low-rank approximation A ≈ AQ(Q * AQ)
* , we have to deviate slightly. First, we use Cholesky factorization to factorize T = LL * . Next, construct
Then, we use algorithm 3 with input matrices Y = F and
The algorithm is summarized in 6. For numerical stability, if T is rank-deficient or ill-conditioned, its inverse can be replaced with the pseudo-inverse and the algorithm proceeds similarly.
The computational cost of the Nyström algorithm is the same as the twopass algorithm with an additional round of matvecs with B −1 and an overall additional cost of O(k +p) 2 n. Theoretical and empirical results for the Nyström method suggests that it is often a better approximation than the two-pass algorithm. The reason is that the Nyström method is essentially performing (for free) an additional step of the randomized power iteration described in [11, algorithm 4.3] .
Algorithm 6 Randomized algorithm for GHEP -Nyström version
Require: matrices A, B and Ω ∈ R n×(k+p) is a Gaussian random matrix. Here A, B ∈ R n×n , k is the desired rank, p ∼ 20 is an oversampling factor.
Compute Y = QR such that Q * BQ = I using modified Gram-Schmidt (see algorithm 3). 
Summary of computational costs
We now briefly discuss the costs associated with the various algorithms described so far. The cost of the two pass algorithm is 2(k + p) matvecs with A, (k + p) matvecs and B −1 x and an additional O(k + p) 2 n operations for forming the approximate eigenvalues and eigenvectors. The B-orthogonalization is accomplished using algorithm 3 which only uses one set of (k + p) matvecs with B (assuming no re-orthogonalization), but in return we get two sets of vectors Q andQ which satisfy Q * BQ = I andQ * B −1Q = I. The Modified GramSchmidt also requires O(k + p) 2 n operations for computing inner products. The single pass algorithm, on the other hand, only uses one set of matvecs with A. The comparison of the costs between the algorithms is summarized in table 1. However, it should be noted that if re-orthogonalization occurs in the modified Gram-Schmidt algorithm then the number of matvecs involving B and B −1 could be higher. However, under certain circumstances, the algorithms described can be further accelerated. We provide a few examples:
• It is sometimes advantageous to apply a matrix to k +p vectors simultaneously rather than execute k + p matvecs consecutively. For example, outof-core finite-element codes are more efficient when they are programmed to exploit the presence of a block of the matrix A in fast memory, as much as possible [18] .
• Computing AΩ and B −1 AΩ can be trivially parallelized. Since this is often the chief bottleneck, considerable gains might be obtained by parallelism.
• Applying the operator B −1 A to a vector is sometimes more efficient than applying Ax and then computing B −1 (Ax). An example of this situation is discussed in section 5.
• In certain cases, applying B −1 on a vector is cheaper to form than B on a vector. Consider the transformed problem B −1 AB −1 y = λB −1 y which has the same eigenvalues as Ax = λBx with eigenvectors x = B −1 y. Algorithms 4 and 5 can be applied to the transformed pair (B −1 AB −1 , B −1 ) with B −1 inner products. This results in a fast algorithm that avoids products with B.
It should be noted that the gains from using randomized techniques in comparison to classical methods (such as Krylov subspace methods) is not because they have a smaller computational cost but rather because they allow us to to reorganize our calculations such that we can fully exploit matrix properties and the computer architecture [11] . In particular, the last two examples mentioned above can be exploited using Krylov subspace methods as well. 
Method Cost
Ax Bx B −1 x Scalar work Two Pass algorithm 4 2(k + p) (k + p) (k + p) O(k + p) 2 n Single pass algorithm 5 (k + p) (k + p) (k + p) O(k + p) 2 n Nyström algorithm 6 2(k + p) (k + p) 2(k + p) O(k + p) 2 n
Generalized Singular Value Decomposition
Generalized SVD (GSVD) is often used in the context of inverse problems and deblurring. It has applicability both as an analytical tool and practical utility in computing minimum norm solutions in regularized weighted least squares problems. Two different generalizations of the SVD have been discussed in [23] .
Here we consider the second definition in [23, definition 3] , with A ∈ C m×n and two positive definite matrices S ∈ C m×m and T ∈ C n×n σ S,T (A) = µ µ are the stationary points of
This results in a following decomposition of the form
and Σ S,T = diag{σ S,T,1 , . . . , σ S,T,n } are the generalized singular values. A simple modification of the algorithms for GHEP yields us an algorithm for the GSVD as defined above. We first compute Y 1 = AΩ 1 and Y 2 = A * Ω 2 . We S-orthonormalize Y 1 and T-orthonormalize Y 2 using algorithm 3 so that
Error bounds of the type proposed in 1 can be established in this case as well. It can be shown that
Based on the above approximate low-rank representation, compute F = Q * 1 SAT Q 2 and compute its SVD F =Ũ ΣṼ * . Then, the approximate GSVD can be computed using
and the matrices U and V satisfy the relations U * SU = I and V * T V = I. Generalized SVD is more popularly defined in the following form [23, 9] : given two matrices A ∈ C m A ×n and B ∈ C m B ×n , with m A ≤ n,the GSVD is given by A = U CX * B = V SX * where, U ∈ C m A ×m A and V ∈ C m B ×m B are unitary matrices, X ∈ C n×n is a square matrix C, S are diagonal matrices with non-negative entries and satisfy the relation C * C + S * S = I. The generalized singular values are given by σ(A, B) are given by the ratio of the diagonal entries of C and S. The relation between the two definitions presented here is that when rank(B) = n, the generalized singular values of the matrix pair σ(A, B) = σ S,T with S = I m A and T = B * B.
Convergence and a posteriori error bounds
The idea of randomized algorithms is to compute matrix-vector products involving matrix C def = B −1 A with vectors ω i that have i.i.d. entries chosen from standard normal distribution. These columns, when appropriately orthonormalized form an approximate basis for the column space spanned by the eigenvectors corresponding to the largest eigenvalues. In section 2, we assumed that we can compute a Q ∈ R n×(k+p) that satisfied the error bound (4). In order to estimate the resulting error in the low-rank representation ε, we use the following result stated in the form of a proposition.
holds with probability at least 1 − α −r .
Proof. It can be verified that for any matrix M , when
we have that
where, the last inequality follows from (3). Thus,
Define the matrix M = B 1/2 (I − QQ * B)C and using the result from [11, lemma 4.1] to the matrix M , we arrive at
In practice, B −1 2 might not be easy to compute. Instead, we propose a crude estimator that is easy to compute. Observe that q i B = 1. Using inequality (3), we have
The significance of the proposition 1 is that we now have an easy to compute a-posteriori bound for our error that can be obtained by forming matvecs with C. However, as [11] suggests, this is a crude estimate. A better estimate can be obtained by using power iteration acting on a random vector. The cost of this estimator is mostly performing matvecs with A and B −1 . Thus, we can make a guess for the numerical rank of B −1 A, compute the low-rank approximation C ≈ QQ * BC, evaluate the error estimate in proposition 1 and keep adding more samples if this error estimate is too large. However, the matvecs B −1 AΩ performed on random vectors for the error estimator can be re-used. As a result, the error estimator is almost free of cost.
The analysis in [11] suggests that if the spectrum of C decays rapidly, then the error in the approximation is quite small. To see this, we define a generalized notion of singular values We are now ready to state our main result.
Theorem 1. Let Q be computed according to algorithm 4 by choosing a Gaussian random matrix Ω ∈ R n×r with r = k + p. Let C = U Σ B V * be the singular value decomposition in the generalized sense (10). We have the inequality
where, σ B,j for j = 1, . . . , n are the generalized singular values given by (10) and E[·] denotes the expectation.
In addition to the average spectral error, an expression for the deviation bounds of the spectral error can be derived similar to [11, theorem 10.8] . The spectral error suggests that if the singular values (in the generalized sense) are decaying rapidly then the error due to the low-rank approximation is small, in expectation. Based on the analysis in [11] , this result is not surprising and we defer the proof of this theorem to the appendix. The generalized singular value decomposition can be computed using the algorithm described in [23] . However, this approach requires forming square roots of B. We can instead use the following inequality to provide an estimate σ B,k ≤ B 2 σ k . Furthermore, the above error bound suggests that the error is high when B −1 2 is large. In several cases B −1 is bounded, for instance in finite elements, where B is the mass matrix and is spectrally equivalent to the identity operator. Otherwise, if some combination (αA + βB) can be found such that its inverse has a small norm, we can instead solve the transformed problem Ax = θ(αA + βB)x.
At this point, we have provided both an a-priori and a posteriori measure of error in the low-rank approximation. However, does a small error in the low-rank approximations imply that there is a small error in the subsequent eigenvalue calculations? In order to answer this question, we turn to some results from the theory of spectral approximation. We now derive expressions for the error between the computed eigenvalues and the true eigenvalues and the angle between the true and approximate eigenvectors. It should be noted that a result of this kind is common in the theory of perturbation for eigenvalues of Hermitian matrix and makes use of the Kato-Temple theorem [ Proposition 2. Let Q satisfy the relation (I − P B )C B ≤ ε so that C − P B CP B B ≤ 2ε. Let the eigenpair (λ,ũ) be an approximation to the eigenvalue problem Ax = λBx calculated by either algorithm 4. Then we have the following error bounds |λ −λ| ≤ min{2ε, 4ε
where, δ = min λi =λ |λ − λ i | is the gap between the approximate eigenvalueλ and any other eigenvalue and ∠ B (x, y) = arccos |<x,y> B | x B y B Proof. We start by defining the residual corresponding to the approximate eigenpair r = Aũ −λBũ. We first start with the proof that r B −1 ≤ 2ε. By definition, r B −1 = B −1/2 r 2 . Plugging in the expression for r, we have
Also, in a slight change of notation from algorithm 4, we denote the approximate eigenpairs by (λ i ,ũ i ) for i = 1, . . . , r to distinguish it from the exact eigenpair (λ, u). We have T = Q * AQ = SΛS * andŨ = QS. We make the following observations: 1) P B CP B = QQ * AQQ * B =ŨΛŨ * B and 2) sinceũ is a column of the B-orthonormal matrixŨ , we haveλũ =ŨΛŨ * Bũ Using these observations,
Then from [2, section 7.1, chapter 5], we have the following relations
The proof is completed by plugging in the inequality r B −1 ≤ 2ε.
While considering the accuracy, it is not only the error in low-rank representation that controls the error in the eigenvalues calculations -the proposition suggests an additional parameter that controls the accuracy of the resulting eigenvalue calculations is the spectral gap δ, i.e. the gap between the approximate eigenvalueλ and any other eigenvalue. When the eigenvalues are clustered, the spectral gap is small and the eigenvalue calculations are accurate as long as the error in the low-rank representation is small. However, in this case the resulting eigenvector calculations maybe inaccurate because the parameter δ appears in the denominator for the approximation of the angle between the true and approximate eigenvector.
The following result provides an upper bound for the difference in the eigenvalues computed using the two-pass and single-pass algorithms as described in algorithm 4 and algorithm 5 respectively. Numerical results confirm that typically, the two-pass algorithm is more accurate than the single pass algorithm.
Theorem 2. LetT be computed using the expressionT = (Ω * BQ) −1 (Ω * Ȳ )(Q * BΩ) −1 . Further, assume that Q satisfies the error bound (I − QQ * B)C B ≤ ε. Label the eigenvalues of T = Q * AQ as µ 1 , . . . , µ k+p and the eigenvalues ofT as θ 1 , . . . , θ k+p . The eigenvalues µ j and θ j for j = 1, . . . , k + p are related by the inequality
where,
2 is the condition number of the matrix B.
Proof. We start with bounding the error T −T 2 , where T = Q * AQ.
From the the assumption that (I − QQ * B)C B ≤ ε and equation (5) and we have that A − BQ(Q * AQ)(BQ) * B ≤ 2ε. For a matrix M , it can be shown that
As a result, A − BQ(Q * AQ)(BQ) * 2 ≤ 2ε κ(B). Finally, putting it all together,
Finally, applying the Bauer-Fike theorem [18, Theorem 3.6] , and using the fact that matrix T is symmetric and has an orthonormal eigenvectors, we have the desired result.
The error bound in theorem 2 provides insight into the error made using the single pass approximation. As a consequence, it is important to understand that the error in the single pass approximation can significantly degrade the approximation of the eigenvalues. The terms that contribute are 1) error in the low-rank decomposition ε, 2) ill-conditioned matrices B, and 3) large σ max (Ω) and small σ min (F ). The largest singular value of Ω is asymptotically √ n for k n [11] , so the single pass approximation is poor when the sizes of the matrices are large. Finally, σ min (F ) is small whenever, F is ill-conditioned.
5 Karhunen-Loève expansion
Motivation and background
The Karhunen-Loève expansion (KLE) [8] is a representation of a stochastic process as an infinite linear combination of orthogonal functions, analogous to a Fourier series representation of a function. In contrast to a Fourier series where the coefficients are real numbers and the expansion basis consists of sinusoidal functions, the coefficients in the Karhunen-Loève theorem are random variables and the expansion basis depends on the process. In fact, the orthogonal basis functions used in this representation are determined by the covariance function of the process. The random field is characterized by a mean and a covariance function. The KLE requires the computation of eigenpairs, which are derived from an Fredholm integral eigenvalue problem with the covariance function as the kernel. Consider the random field s(x), with mean µ(x) and covariance κ(x, y), on the bounded domain x ∈ D. The covariance kernel is assumed to be symmetric and positive definite. The KLE can now be written as
Here, ξ i are uncorrelated random variables, (λ i , φ i (x)) are the eigenpair obtained as the solution to the Fredholm integral equation of the second kind
Since the covariance κ(·, ·) is symmetric and positive definite, the eigenfunctions φ i (·) are mutually orthogonal and form a basis for L 2 (D) and the eigenvalues λ i are real, non-negative and can be arranged in decreasing order λ 1 ≥ λ 2 ≥ · · · ≥ 0. If the random field is Gaussian, then ξ i ∼ N (0, 1). Further details are provided in [7] .
The eigenpair (λ i , φ i (x)) in the KLE, can be computed by first discretizing the weak form of system of equations (12) (i.e. performing a Galerkin projection) using piecewise linear basis functions and, subsequently solving the linear eigensystem using a generalized eigenvalue solver for symmetric matrices, that requires only matrix-vector products involving the discretized operator. The relevant equations after discretization are
where, Γ prior is the covariance matrix that arises from the discrete representation of the Gaussian random field corresponding to the covariance kernel κ(·, ·). M is the mass matrix M ij = D v i v j dx and v i are the piecewise linear basis functions. The mass matrix is a discrete representation of the continuous identity operator and hence we expect it to be well-conditioned. We define A def = M Γ prior M and
We also have that B −1 A = Γ prior M is symmetric with respect to M -inner products. The KLE is truncated to a finite number terms K, which typically far fewer than the number of basis functions and independent of it. The number of terms retained in the series depends on the decay of the eigenvalues, which, in turn depends on the smoothness of the covariance kernel [22] . When the kernel is piecewise smooth, then the eigenvalues decay algebraically, and when the kernel is piecewise analytic then the decay is exponential. This GHEP nicely fits the requirements of the randomized algorithm, since it has rapidly decaying eigenvalues.
Accuracy of the eigenvalue calculations
We consider three different covariance kernels chosen from the Matérn covariance family with
In the rest of this subsection, we consider the KLE corresponding the covariance kernels defined in equation (14) defined on the domain x ∈ [−1, 1] with the length scale parameter chosen to be l = 2. The domain has been discretized using 201 grid points. We deliberately chose a small problem to compare the accuracy against the results obtained from direct algorithms. We note that the rate of decay of eigenvalues is higher for covariance kernels with increasing values of ν, thus providing a wide range of eigenvalue decays to study the performance of our algorithm. [10] without additional re-orthogonalization. For the algorithm with reorthogonalization (MGS-R) we consider the algorithm proposed in 3. We compare the following metrics:
If the quantities were computed in exact arithmetic, they would all be identically zero. However, in the presence of round-off errors, these quantities are not numerically zero. We compare the results for three different covariance kernels defined in (14) and we have A = M QM and B = M . The results are summarized in table 2. We clearly see that as ν increases the eigenvalues of the KLE decay rapidly, as a result Y becomes more and more ill-conditioned. Applying the algorithm MGS results in the quantity QR − Y 2 being satisfied to nearly machine precision. However, the other metrics Q * BQ − I 2 , Q * BQ − R 2 and Y R −1 − Q 2 perform badly as ν increases. On the other hand, for the re-orthogonalized MGS (MGS-R) the quantities QR − Y 2 , Q * BQ − I 2 and Q * BQ − R 2 being satisfied to nearly machine precision. However, like MGS Y R −1 − Q 2 is higher because R is close to singular. It is clear that re-orthogonalization has a huge effect on the orthogonality of Q. But it comes at a higher expense because of additional re-orthogonalization. Next, we consider the effect of the oversampling parameter p on the accuracy of the low-rank approximation and the computed eigenvalues. We plot (in figure 1 ) the error using two-pass, single-pass and Nyström algorithms applied to all three covariance kernels defined in equation 14 as a function of the oversampling parameter p. For fairness in comparison, to eliminate the effect of random sampling, we use the same sequence of pseudo-random numbers while computing the low-rank decomposition. We can see from theorem 1 that by increasing p, the error of the low-rank estimate improves. However, the rate of improvement of the error with increasing oversampling also seems to increase when the rate of decay of the singular values is higher. This is consistent with the result of theorem 1. However, while the error decreases while using the two-pass and the single-pass algorithms, the rate of improvement of error with increased oversampling is more pronounced in the case of two-pass and Nyström algorithms. This is because, in the single-pass algorithm, an additional error is introduced while converting the low-rank decomposition A ≈ (BQ)(Q * AQ)(BQ) * to a generalized eigendecomposition of the form A ≈ (BU )Λ(BU )
* . To gain more insight, we consider the error between the matrices T (that is formed exactly in the two-pass and Nyström algorithms) and its approximationT (that is formed in the single-pass algorithm) as a function of oversampling parameter p for each of the covariance kernels. The results are displayed in 2. The error between T andT decreases with oversampling although slowly. Next, we analyze the performance of the proposed estimator for the error in the low rank decomposition (I − QQ * B)C B ≤ ε. An oversampling factor of p = 5 was used. We compare the following quantities:
• B −1 2 σ B,k+1 (C), where (k + 1) generalized singular value of the matrix C. This is, roughly speaking, an estimate of the error according to theorem 1.
• The actual error in the low-rank approximation
• Estimator of the error f k computed using the result in proposition 1, and is denoted as e 5,k . We pick α = 2 and r = 5. Figure 3 shows the comparison between the three quantities listed above. We observe that the error in the low-rank approximation f k is nearly equal to the estimate B −1 2 σ B,k+1 (C) that is predicted from theory. Moreover, the true error is bounded from above by the estimated error e k and hence, the estimator provides a good upper bound for the actual error. Next, we try to answer the following question: How often (statistically speaking) is the estimator for the error close to the true error? To answer this, we generate 1000 realizations at different values of k = 20, 40, 60, 80 and compare the true error with the estimated error. The results are presented in figure 4 . It can be seen that both the actual and the estimated error are concentrated about the mean. Comparison of the actual error in the low-rank representation f k with the random estimator e k from proposition 1 and the approximation error from theorem 1. An oversampling factor of 5 is used and we also choose r = 5 for the randomized estimator. Here, we use κ 5/2 defined in equation (14).
Large-scale implementation
Since the matrix Γ prior is dense, storage and computational costs of matvecs involving the matrix Γ prior scales as O(N 2 ). In order to mitigate these costs, Figure 4 : Distribution of the true and the estimated error generated for 1000 samples corresponding to k = 20, 40, 60, 80 eigenvalues. Here, f k is the actual error in the low-rank representation and the random estimator e k from proposition 1. we use κ 3/2 defined in equation (14) .
H-matrix approach has previously been used for efficient representation of covariance matrices arising out of Gaussian random fields in [21, 1, 19] . Hierarchical matrices [3] (or H-matrices, for short) are efficient data-sparse representations of certain densely populated matrices. The main idea that is used repeatedly in these kind of techniques, is to split a given matrix into a hierarchy of rectangular blocks and approximate each of the blocks by a low-rank matrix. Hierarchical matrices have been used successfully in data-sparse representation of matrices arising in the Boundary Element method or for the approximation of the inverse of a Finite Element discretization of an elliptic partial differential operator. Fast algorithms have been developed for this class of matrices, including matrix-vector products, matrix addition, multiplication and factorization in almost linear complexity. [3] . The matrix-vector products involving the dense covariance matrix can be computed in O(N log N ) using the H-matrix approach, where N is the number of grid points after discretization. The use of H-matrices for computing the KLE along with Krylov subspace methods to compute eigendecomposition has been discussed in [13, 5] . The specific details of our implementation of H-matrix approach has already been presented in [19] and will not be provided here. The assembly of the finite element matrix corresponding to the mesh is handled using the finite element software FEniCS [15] . Since the matrix M is sparse and can easily be factorized, computing the dominant eigenmodes of the eigenvalue problem (13) can be efficiently computed by a transformation into a HEP. Instead, we only assume that M x and M −1 x can be formed fast. We use this simple example to demonstrate the accuracy and speedup of the randomized algorithm for GHEP. We compare the performance of algorithm 4 which is labeled "Two Pass", algorithm 5 labeled "Single Pass" and the solution of the GHEP using ARPACK that is accessed via SciPy and is labeled "ARPACK". We warn the reader to exercise caution while interpreting the timing values, since the comparison is made across different programming environments (ARPACK is written in Fortran). Furthermore, any comparison with Krylov subspace methods is complicated by the fact that these methods require sophisticated algorithms for monitoring convergence and restarts. The GHEP listed in equation (13) is solved corresponding to the covariance kernels defined in equation (14) . For the mesh, we started with a mesh available in the public domain 1 . Then using the FEniCS command 'refine' twice, we ended up with a finer mesh with 43872 nodes corresponding to the irregular domain in figure 6 . The time to compute the eigendecomposition, and a summary of the number of matrix-vector products taken by each solver is summarized in table 3. An oversampling factor p = 5 is chosen. The eigenvalues are shown in figure 5 . We observe that even though the single pass algorithm takes half the time as the two pass algorithm (fewer matvecs with A), the accuracy of this algorithm deteriorates as the number of requested eigenvalues increase. The difference in computational costs between the randomized algorithms and Figure 6 : Starting mesh used to illustrate the performance of the randomized algorithms to compute KLE.
Krylov subspace based eigensolvers will be much higher if the cost associated with forming Bx or B −1 x is much higher. In terms of the accuracy of the eigensolvers, we observe that in general, the "Nyström" and "Two Pass" algorithms are closer in accuracy compared to the "ARPACK" solver; in fact, they are often an order of magnitude more accurate than the "Single Pass" algorithms. The accuracy improves when the eigenvalues decay more rapidly, i.e. for covariance matrices κ ν with increasing ν. Further, we observe that the first few eigenvalues are computed relatively accurately but the accuracy decays towards the tail. This accuracy can be improved by increased oversampling, i.e. using a higher value of p. The summary of the computational costs along with CPU time is provided in table 3.
Finally, we conclude this section with a discussion on choosing between randomized algorithms and Krylov subspace methods for computing the dominant eigenmodes of the KLE. As can be seen from table 3, in general the single-pass algorithm is nearly twice as cheap compared to either two-pass algorithm or ARPACK since the dominant cost is forming matvecs with A. Although, on the whole two-pass algorithm is more accurate than the single-pass algorithm, in this application it is more expensive than ARPACK. Therefore, if an accurate eigendecomposition is desired then ARPACK is recommended. On the other hand, an additional source of error in the KLE is due to the discretization error. As a result, if the accuracy of the randomized decomposition is smaller than the discretization error we may choose to use it.
In finely discretized problems with complicated geometries in 3D, factorizing or inverting the mass matrix M that is required by both randomized algorithms and ARPACK prove to be expensive. In such cases, the calculations can be simplified by observing that B −1 A = Γ prior M and as a result, there is no reason to invert M . This can be used to accelerate the randomized algorithms. The same trick can be used by Krylov subspace methods as well. The ultimate choice of algorithms would depend heavily on the architecture used, the specific problem and the desired accuracy. Table 3 : Comparison of computational costs of the randomized algorithms "Single Pass" (algorithm 5), "Two Pass" (algorithm 4) and "Nyström m" (algorithm 6) with ARPACK which is a standard eigensolver for GHEP. Here, the eigenvalues computed using ARPACK are treated as the "true" eigenvalues λ k .
Discussion and conclusions
We have presented a few algorithms for computing the dominant eigenmodes of the generalized Hermitian eigenvalue problem Ax = λBx using a randomized approach. The algorithms avoid needing to factorize B (or form products with B1/2 or its inverse). This is advantageous for certain classes of problems, where factorizing B is computationally expensive. Instead, we provide a Hermitian low-rank decomposition by using B-inner products. We discussed various issues related to computational costs and factors controlling accuracy through an example application of computing the dominant eigenmodes of the KarhunenLoève expansion. Out of the two algorithms proposed -although single pass algorithms are faster (on account of using half the number of matvecs with A), the accuracy that it provides may not be satisfactory unless the eigenvalues decay very rapidly. We conclude with an additional example application, in which we think randomized algorithms maybe computationally beneficial. Consider a linear inverse problem of estimating parameters s ∈ R ns from noisy measurements y ∈ R ny with n y n s . Using a Bayesian approach to recover the unknowns from the measurements, often one has to solve the following regularized leastsquares problemŝ = arg min −1 since this gives us insight about quantifying the predictive uncertainty. For examples, the diagonals of the posterior covariance matrix Γ post is related to the variance of the estimate. As before, Γ prior is approximated as a H-matrix which can be used form fast products of the form Γ prior x and Γ −1 prior x (using a Krylov subspace method). Forming and storing the posterior covariance matrix entry wise using the formula Γ is still out of the question. We consider the generalized Hermitian eigenvalue problem
noise Hx = λΓ 
Using any of the randomized algorithms described previously, we get the decomposition
prior Plugging this decomposition into the expression for Γ post , and applying the Woodbury identity
where, D k def = diag( λi 1+λi ). For several inverse problems the eigenvalues of the eigenproblem (15) decay rapidly so that the low-rank approximation can be truncated for small k resulting in an efficient representation of the posterior covariance matrix. We will discuss this application in an upcoming paper [20] .
Appendix: Error estimation
In this section, we derive a probabilistic error for the low-rank approximation described in theorem 1. The proof follows the arguments of [16, 14] closely and uses several key results of [11] .
Proof. First, we derive a deterministic bound for (I − QQ * B)B The proof of the above inequality follows [16, 14] If we choose Q and R such that CΩ = QR, the second term drops out. Such a Q and R can be constructed using algorithm 3. Now, we show that for any matrix C def = B −1 A and Ω with i.i.d. entries chosen from a Gaussian distribution with zero mean and unit variance, there exists a matrix F such that CΩF is a good approximation to C in B-norm. In fact, we show by construction that such an F exists.
We denote the SVD of C = U Σ 1 Σ 2 V * , where Σ 1 contain the k largest singular values of C in the generalized sense. For convenience, we drop the subscript B on the singular values. Then,
where, we have V * Ω = Ω 1 Ω 2 is also a Gaussian random matrix, because they are invariant under rotation. Here Ω 1 is k × (k + p) and Ω 2 is (n − k) × (k + p).
Now, we choose F def

