Abstract-The quality of wireless links suffers from timevarying channel degradations such as interference, flat-fading, and frequency-selective fading. Current radios are limited in their ability to adapt to these channel variations because they are designed with fixed values for most system parameters such as frame length, error control, and processing gain. The values for these parameters are usually a compromise between the requirements for worst-case channel conditions and the need for low implementation cost. Therefore, in benign channel conditions these commercial radios can consume more battery energy than needed to maintain a desired link quality, while in a severely degraded channel they can consume energy without providing any quality-of-service (QoS). While techniques for adapting radio parameters to channel variations have been studied to improve link performance, in this paper they are applied to minimize battery energy. Specifically, an adaptive radio is being designed that adapts the frame length, error control, processing gain, and equalization to different channel conditions, while minimizing battery energy consumption. Experimental measurements and simulation results are presented in this paper to illustrate the adaptive radio's energy savings.
NeVot (http://www.cs.columbia.edu/ hgs/rtp/nevot.html) and other similar internet audio and video conferencing applications] addresses a very limited range of channel variations. Without adaptation at the (medium access control) MAC, link, and physical layers, the channel variations would render meaningless the QoS guarantees made to applications in the multimedia network by resource reservation protocols such as ATM and reservation protocol (RSVP) [1] . Results reported in [2] [3] [4] show that adapting the MAC layer packet schedule by deferring transmission when the radio channel is in fade significantly improves link efficiency. Similarly, results in [5] and [6] demonstrate that continuous adaptation of link-layer error control and packet length of the sender, in response to feedback from the radio receiver at the destination, can significantly improve the energy efficiency of data transport.
More recently, it has also been shown that significant improvements in throughput can result from letting the higher layers control radio parameters such as the processing gain [8] , [9] when an increase in channel interference is indicated by throughput degradation. However, current commercial radios support limited dynamic adaptation. For example, with power control, an IS-95 handset can dynamically adjust the transmit power level needed to achieve a given link quality; however, other parameters such as processing gain and error control are not adapted, but set only once during the initial call setup. Furthermore, the frame length is permanently fixed in the system. While adaptation in general can provide performance improvements, for a practical radio design it is critical to select adaptive techniques that also reduce battery power consumption and successfully adapt to the many different types of degradations suffered in a wireless channel. Prior research in low power wireless systems has mainly been focused on hardware design techniques [10] [11] [12] , or on adaptive algorithms [4] [5] [6] , [13] [14] [15] [16] [17] for limited types of channel degradations. This paper presents a practical adaptive radio design that implements a combination of link layer and physical layer algorithms to adapt to a wide range of channel degradations, i.e., flat-fading, frequency selective fading, interference, and noise. Simulations with detailed channel models have been used to validate the effectiveness of the proposed adaptive techniques in maintaining QoS requirements (e.g., delay and throughput). Furthermore, in contrast to prior research, the battery power is minimized by selecting algorithmic parameters that reduce the total battery-energy/bit required for transmission as well as for software and/or hardware implementation of the adaptive algorithms.
The rest of the paper is organized as follows. Section II summarizes different types of wireless channel degradations 0733-8716/99$10.00 © 1999 IEEE and the adaptation algorithms that address these channel degradations at the link and physical layers. Section III describes the simulation environment and the system models used to design the adaptation algorithms. The link layer and physical layer adaptation algorithms are detailed in Sections IV and V, respectively. Finally, Section VI presents a radio architecture that can monitor the channel degradations and execute the appropriate adaptation algorithm to meet a given application requirement.
II. ADAPTIVE RADIO TECHNIQUES
A wireless channel is susceptible to three types of degradations.
1) Interference results from disturbances that are either bursty or persistent in nature. Here a distinction is made between interference, which can be controlled by the system, and that which cannot be controlled. An example of the former is multiple access interference (MAI) in a code-division multiple access (CDMA) network with power control. In such a system, interference seen by a particular user arises from the power transmitted by other users within the same band. Power control adjusts the interference level (i.e., power level from other users) for each link so as to ensure a certain link quality. This paper focuses on the latter case in which interference cannot be controlled by the system. Examples of this are the background additive white Gaussian noise (AWGN) and the RF transmission from multiple devices sharing the same band but lacking any coordination (e.g., transmission in the industrial, scientific, and medical (ISM) bands). 2) Flat-fading results from degradations that are correlated and occur in bursts. The correlation is often determined by the coherence time ( ), which is related to the inverse of the maximum Doppler frequency, , and is a function of the mobility of the user. On the average, the received signal envelope will experience a substantial fade occurring in intervals equal to the coherence time (see bold curve in Fig. 1 ). 3) Frequency-selective fading results from multipath fading, which generates delay spread in the channel impulse response (CIR). The delay spread creates multiple received signals offset in time at the receiver input, which causes intersymbol interference (ISI). The degradation worsens with increasing transmission rate ( ) as the data symbol duration ( ) becomes less than the delay spread ( ) of the channel. With mobility, a frequency-selective channel results in both ISI as well as more rapid amplitude fluctuations than predicted by the coherence time ( ) of a flat-fading channel (Fig. 1) . These fluctuations arise from the independent fading statistics of each tap in the CIR. Fig. 1 shows the CIR with three such taps, with each tap fading independently. Each of the three time-varying channel degradations listed above can be compensated through the adaptation of the four radio parameters summarized in Table I . The bursty degradation due to flat-fading and interference can be combatted by adapting the frame length of the packet to minimize the likelihood of packet errors when a fade or interference occurs. Error correction can be applied to compensate for the variations in low levels of interference to maintain an acceptable bit error rate (BER). Adapting the processing gain in spread-spectrum radios can be employed to combat high levels of interference that cannot be corrected by the adaptive error control or frame length control. Finally, a maximumlikelihood sequence equalization (MLSE) can be used to combat frequency-selective fading by adapting to the changing CIR. The proposed design of the adaptive radio using all of the above techniques is based on simulations using a system model discussed in the next section.
III. SYSTEM MODEL
This section describes the system model for characterizing the performance of the link layer in the presence of flat-fading, interference, and frequency-selective fading. The system model includes 1) a set of channel models used to characterize the physical layer and its effect on the link layer in the wireless environment and 2) an energy model to estimate the battery energy consumed by the radio link. By using these models, the overall throughput, delay, and energy consumption of the proposed radio design has been analyzed through simulation.
A. Simulation Environment
The link-layer simulation has been performed using the Maisie simulation language [18] , [19] . Maisie allows for the creation of entities which operate in parallel and communicate via message passing. In addition, a common system clock is available to all of the entities. The system simulation contains five types of entities: source, sender, channel, receiver, and sink. Fig. 2 shows the simulation flow diagram for a wireless link based on these five entities. A source entity drives the simulation by reading data from a file and sending it to the sender entity. Source entities which model various classes of applications are: 1) a transmission control protocol (TCP) data source (with transport-level positive acknowledgments (ACK's) in the return path); 2) a greedy data source with no ACK's that transmits at the maximum bandwidth available; and 3) a multimedia source with fixed rate and a delay constraint, but with tolerance for bit error in the output. The sender entity then segments the data and adds error control coding as the data arrives. Segmentation policy, retransmission protocol, error coding, and header size are parameters of the sender entity. A sender entity passes the resulting packets to the channel, where bit errors are injected according to the channel model that corrupts the data on a bit-by-bit basis. At the other end of the channel, a receiver entity decodes the packets, generates link level ACK's if needed, and manages the receive packet buffers. The receiver entity passes the assembled packets to a sink entity that models the receive application, such as a TCP receiver.
B. Energy Model
In the simulation environment, the sender and receiver entities are instrumental in tracking energy consumption. The sender entity keeps track of energy consumption due to the RF transmission and link layer computation, such as forwarderror-correction (FEC) encoding. The receiver entity tracks energy consumption due to the RF receiver and computation tasks such as FEC decoding, equalization. In all of the simulations, the RF section is assumed to dissipate 1.8 W during transmit, 0.6 W during receive, and 0.1 W during sleep mode. The data on power dissipation are taken from a commercial General Electric Company's Plessey radio for wireless local area network (WLAN). The details of the energy estimates for the computation tasks such as the FEC and equalization are described in Sections IV and V and are illustrated in Figs. 7 and 12, respectively.
There are two types of bits in any data transmission. The first are the application level bits, which contain useful information pertaining to the user application, and the second are overhead bits, which contain network and error-control information. The simulation takes into account the additional energy required to transport each useful application level bit due to overhead such as headers, lost packets, ACK's, retransmissions, and parity bits. The energy metric used throughout the paper is the energy consumed per useful bit, which excludes all the overheads. A similar energy metric is used in [15] .
C. Channel Model
Two Markov models have been used for the link layer. For the flat-fading channel, the Gilbert-Elliot model [20] is used because its model parameter can be analytically expressed in terms of the Rayleigh fading parameters. For frequencyselective channels, however, the model parameters cannot be analytically determined. The parameters must be extracted from error-sequences derived through either field measurements or more thorough time-consuming simulation of the physical layer. In general, the model parameters are extracted for an -state Markov model [21] with for more accuracy. In this paper, for the frequency-selective fading, a more generalized scheme is used based on a hidden Markov model (HMM) which is a simplified variation of the one proposed in [22] . The two Markov models are detailed below.
1) Gilbert-Elliot Model: Rayleigh fading causes periods of significant degradation of the received signal, and as a result increases the associated BER. The statistical time-varying nature of such a channel can reliably be represented by an -state discrete time Markov chain (DTMC), as discussed in [26] and [28] . The channel in this model is considered to have a number of different states, each representing a different level of fading. Each state of the DTMC is associated with a binary symmetric channel. In our analysis and simulation, the channel has been modeled with . The state space consists of Good, Bad , which corresponds to a coarse characterization of a Rayleigh fading channel not in fade ("Good") and in fade ("Bad") as shown in Fig. 3 .
The following is a development of the transition probabilities for the two-state DTMC and is largely based on [29] . The maximum Doppler frequency is defined as , where is the speed of the mobile and is the carrier wavelength. If is the ratio of the Rayleigh fading envelope to the local root mean square (RMS) level, then the average number of level crossings in a positive direction per second is given by . The average time , for which the received signal is below a specified level , is given by . Assuming steady state conditions, the probabilities that we will find a given channel in the Good or Bad condition are given by (1) Further, one can calculate the mean BER as BER BER BER . Next, the transition probabilities can be approximated as in [26] by and where is the transmission rate in symbols per second. If higher accuracy is desired, [27] offers an alternative to estimating the transition probabilities. In this model there are two variables of importance. First is the Good state BER, a function of signal-to-noise ratio (SNR) at the receiver (degraded by such things as path loss, local interferers, thermal noise, etc.). While the Bad state BER is fixed to 0.5, the Good state BER is allowed to vary over a wide range, to . Also, is set to 20 dB throughout the simulation. This is a conservative assumption that the radio has a 20 dB fading margin. The second variable of interest is the speed of the mobile, which dictates the burstiness of the channel. The performance of the link as a function of these two parameters is described in detail in Section IV.
2) Hidden Markov Channel Model: DTMC models, such as the Gilbert-Elliot model, is a special case of the more general hidden Markov model (HMM) [30] . A HMM is a doubly stochastic process with an underlying stochastic process that is not observable but hidden. That is, by simply observing the output sequence, the state that generated the output cannot be determined at any given time. Recently, the HMM has been used to obtain extremely accurate models for the mobile channel [22] , [23] . In Section V, the link performance over frequency-selective channels are simulated using a HMM that is more accurate than the two-state Gilbert model, but much more tractable than the one described in [22] . Tractability is vital to develop a training and modeling procedure that is easily applied to simulate the link performance over different channel conditions.
A two-state HMM is shown in Fig. 4 and is trained to match the error-gap distribution in the error sequence obtained through extensive simulation at the physical layer based on the Jakes' model [24] , [25] . In the error sequence, the position of an error event is marked with a "1" while the position of an error-free event is marked with a "0." An error gap is defined as the distance (number of positions) between two consecutive "1" 's in the error sequence. The output of the HMM consists of error-gap values which can then be inverted to obtain the actual error sequence. Confining the outputs of the HMM to error-gap sequences helps to stabilize the training algorithm, which can diverge if the training sequence is taken directly from the error-sequence.
For the two-state HMM, state "0" represents the channel state with no error while state "1" represents the channel state with error. Specifically, the two channel conditions are defined by a threshold value . Cases where the error-gap value is greater than are grouped into state "0," while cases where the error-gap value is less than or equal to are grouped into state "1." Depending on the channel condition, can be as large as 10 000. Given the above definition on , the output of State "1" at time , is restricted to while the output of State "0,"
, is restricted to a single value, . The value of corresponds to consecutive error events which occur positions apart while the value of corresponds to the period of time during which the channel stays error free. To represent the latter case with a single output value, State "0" generates repetitions of the output , where that is, is segmented into segments of duration. To generate that best matches statistically a given physical channel, the initial state distribution, , the statetransition distribution, , and the output distribution, Prob , must be determined for by training the HMM. In this paper, the Baum-Welch algorithm [30] has been used to train the HMM using the error sequence derived from detailed physical-layer simulations.
The system, energy, and channel models presented above have been used to develop the adaptive techniques presented below.
IV. ADAPTIVE LINK-LAYER CONTROL
The following subsections present the design of the link layer control in the radio to adapt to interference and flatfading in the wireless channel.
A. Energy-Efficient Frame Length Control
In most networks, the transport layer generates a packet, which is segmented into multiple frames of length at the link layer. In a static system, is assigned a fixed value based on the channel condition when the link is set up. However, in a wireless system, where the channel varies dynamically, adapting the frame length can help under two different conditions. First, as the BER increases due to higher levels of channel interference, reducing will decrease the frame error rate and thereby increase the application level throughput. Second, in a flat-fading channel, as the Doppler frequency increases due to higher mobility, reducing will decrease the probability of transmitting the frame during a fade, which also improves the application throughput. Note that these improvements in application throughput do not require an increase in the radio transmission rate , and also minimize the energy consumption of the radio. Furthermore, unlike other link layer techniques for adapting to interference and flat-fading (such as forward error correction), frame length adaptation has the advantage of consuming little battery energy, since it only requires a modification to the existing segmentation and reassembly software in the protocol stack. Based on the simulation model in Section III as well as measurements, quantitative analysis is presented below to determine the frame length adaptation strategy that minimizes energy consumption for a given system. 1) Frame Length Adaptation to Changing Interference: When the BER due to random noise and interference changes, so does the frame error rate, which in turn determines the application level throughput, or goodput. Regardless of the transmission rate , with large frame length the goodput of a link can drop to zero if every packet gets corrupted. Note that the radio will still be transmitting and therefore wasting battery energy. Reducing frame lengths can improve the goodput and therefore energy efficiency by reducing the probability of frame errors for a given BER. However, the relative overhead of the frame header also increases, thereby offsetting the improvement in goodput. Therefore, an optimum frame length exists that maximizes goodput for a given BER as shown by the measurements in Fig. 5(a) . These measurements have been obtained with a peer-to-peer wireless link using the 900-MHz WaveLAN (WLAN) radios under varying channel interference introduced using an AWGN noise generator. A link-layer header of 8 bytes has been used. Conventionally, the relationship in Fig. 5 (a) is used to adapt the frame length to maximize the goodput for a given BER. However, in the proposed adaptive radio, the frame length adaptation is applied for reducing energy consumption under a given constraint on goodput. The radio selects the frame length that maximizes the BER required to meet the goodput constraint, thereby minimizing the required transmit energy per bit ( ). The reduction in the required is exploited to reduce the transmitter power to obtain energy saving. Note that in most radios the transmitter energy consumption dominates as indicated in the energy model in Section III. This adaptation approach is illustrated in Fig. 5(b) , which is derived from the measurements in Fig. 5(a) , and shows the relative energy versus frame length for different goodput constraints.
For a given goodput constraint the radio selects the frame length that minimizes energy according to the corresponding curve in Fig. 5(b) . The radio monitors the BER and adjusts the transmit power to hold the BER constant at the maximum allowable value. For example, for the best case in Fig. 5(b) , if the desired goodput is 150 kbit/s, which is 7.5% of the transmission rate in this experiment, then a 30% reduction in battery energy consumption is achieved by reducing frame size from the 1500 bytes ethernet standard to 100 bytes. The above discussion holds for the general case but the amount of energy saving will depend on the required for a particular modulation. The results in Fig. 5 are valid for quadrature phase shift key (QPSK-modulation).
2) Frame Length Adaptation in Flat-Fading Channel: Simulations have been performed to determine the frame length adaptation strategy for minimizing energy in a flatfading channel, where errors occur in bursts as a function of the relative motion between the transmitter and receiver. The burstiness of the channel is modeled with a two-state DTMC with transition probabilities defined in Section III and shown in Fig. 3 . Selective acknowledgment (SACK) has been chosen as the error control scheme [31] with a link layer header of 8 bytes. The carrier frequency is set at 900 MHz. The transmission rate is set at 625 kbit/s. Simulation results are shown in Fig. 6 for frame lengths ranging from 50-1500 bytes. The results are based on the greedy-data as the data source (Section III-A) and are plotted against the frame length normalized by the ratio of the transmission rate to the maximum Doppler frequency , i.e., . Note that represents the ratio of the frame length to the time interval between fades.
As expected, the throughput decreases exponentially [ Fig. 6(b) ] as increases [32] and the energy [ Fig. 6(a) ] increases as increases. The energy with bytes becomes noticeably higher than the energy for bytes due to the increased header overhead in each frame. For bytes, the energy as well as the throughput are relatively insensitive to the value of and stay flat within a constant range for . Specifically, with , the energy stays between 2-2.5 J/bit and the throughput stays high between 80-90% of . Based on the above observations, the radio maintains an energy-efficient link with a high application throughput by adapting the frame length within the following constraint in a flat-fading channel (2) where = carrier wavelength.
The adaptation algorithm uses the frequency tracking loop (Section V-B3) in the radio receiver to estimate the speed . Given the speed, the carrier frequency and the transmission rate, the upper bound on is then computed using (2) . If in addition to a throughput constraint, the delay is constrained, then the upper bound on may be lower and can be obtained from the delay simulations as shown in Fig. 6(c) . The value of the lower bound in (2) is determined by simulation and depends on the frame header size and the given throughput requirement (assumed to be 8 bytes and 85% of , respectively, in the above case).
Within the bounds on for minimizing energy under flatfading conditions, the actual value of is chosen based on the optimum for adapting to the channel interference as described in Section IV-A1 and illustrated in Fig. 5(b) . If the optimum for adapting to channel interference is greater than the upper bound in (2), then is set to this upper bound.
B. Energy-Efficient Adaptive Error Control
The above results in frame-length adaptation are for uncoded transmission based on SACK. Additional benefit is expected if FEC is introduced. The combination of FEC with automatic repeat-request (ARQ), otherwise known as hybrid ARQ [32] [33] [34] [35] [36] [37] , has been extensively studied for wireless net- works. Traditionally, the focus has been on satisfying a given throughput and/or delay requirement. In portable multimedia devices, an additional requirement is to meet the throughput and delay requirements with minimum battery energy for a given media type. To meet this objective, the energy cost of adaptive hybrid FEC-ARQ error control schemes have been studied for speech and data transmission in a time-varying channel.
Simulations have been performed with RS block codes of rate 0.7 and the SACK [31] retransmission protocol with a link-layer header of 8 bytes. Fig. 7 shows the energy cost for implementing the RS coding on a StrongARM embedded microprocessor (http://www.developer.intel.com), which implements the link-layer control in the adaptive radio. The radio power consumption is given in Section III.
Results of analysis and simulations using the Gilbert-Elliot model are presented in Figs. 8-10 with the parameters shown in the figures. Using this data, it is possible to choose an error control scheme that minimizes battery energy for transmission over the wireless link, while trading off QoS parameters of the link such as throughput and delay, over various channel conditions, traffic types, and packet sizes. The simulations are performed for two packet lengths: 53 bytes ATM cell size packets and 1500 bytes ethernet frame size IP packets. Fig. 8 shows the effects of altering the Good state BER when transmitting real time data. Data is sourced at 32 kbits/s to the sender with a delay of less than 50 ms. A delay greater than 50 ms is perceptually unacceptable for an interactive speech session and results in the packets being dropped. Fig. 8 shows only small ATM packets since larger packets do not meet the delay constraint. For low Good-state BER no data is lost and both SACK and SACK with Reed-Solomon perform comparably, with the hybrid scheme consuming slightly more battery energy. However, with a slight increase in BER beyond 10 , the ARQ by itself results in a sharp increase in energy and unacceptable packet loss rate. Therefore, for energy efficient speech transmission the radio selects SACK error control for low BER (below 10 ), whereas for higher BER, the radio adapts the error control to include FEC.
1) Error-Control for Speech Transmission:

2) Error Control for Data Transmission:
The plots in Figs. 9 and 10 show the trend in energy consumption and delay as the channel quality increases from a Good state BER of 10 , as in packet cellular, to 10 , as in WLAN applications. As shown in Fig. 9 , for small packets (ATM), hybrid FEC/ARQ consumes less battery energy for the poor channel case (e.g., 10 BER). As the channel improves, the energy for SACK without FEC becomes lower, but the delay can be higher (e.g., BER 10 ). This is because the radio consumes the same amount of battery energy for the FEC, whereas the energy for SACK (without FEC) decreases because fewer retransmissions are required. In data transmission, a higher delay can be traded off for longer battery life. Therefore, for low BER (less than 10 ) the radio selects SACK and for high BER the hybrid FEC/SACK is selected.
For the larger IP packets, Fig. 10 shows that FEC/ARQ reduces the average delay, but it also consumes more energy compared to SACK. Thus, if the delay constraint is high enough, the radio minimizes battery energy by selecting SACK. The reason that the hybrid FEC/ARQ does not help to reduce the battery energy is because the flat-fading effects in the channel become more pronounced with larger packets. In the short packet case, the channel noise effects are more dominant than fading and FEC provides improvements. If the delay constraint is too tight, the radio selects the hybrid error control.
In summary, for small data packets, the radio switches between SACK and FEC/ARQ based on the BER. For large packets, the radio adapts the error control based on the delay constraint. 
V. ADAPTIVE PHYSICAL LAYER
While link-layer adaptation of frame length and error correction can provide significant energy reduction for a given tradeoff in throughput and delay, it becomes inadequate in channel conditions that exhibit higher levels of interference and frequency-selective fading. With suitable physical-layer adaptations added to the link layer adaptation, the energy efficiency of the radio can be improved in the presence of the more severe uncontrollable interference found in shared bands and the increased frequency-selectivity found in dispersive channels, typical in an urban outdoor environment. In this section, results with two such techniques are presented: 1) adaptation of processing gain for high levels of interference and 2) adaptation of equalization for the frequency-selective fading.
A. Processing-Gain Adaptation
In the presence of interference, adaptation of FEC and frame length can improve the system performance, when the BER does not degrade appreciably beyond 10 . At this BER, the corresponding is 5-10 dB [38] . However, in certain channel conditions, especially in shared bands, the interference level can be significantly higher resulting in a signal-to-interference ratio (SIR) less than zero, implying higher interference level than the transmitted signal. Spreadspectrum techniques provide processing gain at the receiver, which can be used to provide protection in such channels which exhibit negative SIR's.
An adaptive processing gain direct-sequence spreadspectrum transceiver IC [39] based on the architecture in [40] has been developed and implemented in the adaptive radio (see Fig. 11 ). An adaptation interface [41] for this radio has been built to enable the link layer to control the processing gain (PG). The radio has a fixed chip rate of 2 Mchips/s and the processing gain can be adapted to 12, 15, and 21 dB for date rates of 128, 64, and 16 kbit/s, respectively. The power dissipation of this radio in transmit, receive, and sleep modes are 2.5, 0.6, and 0.2 W, respectively. This experiment was performed indoors, and the radio had no RAKE equalization [42] . Thus the performance improvements are only due to the processing gain.
The experimental results are shown in Fig. 12 , in which the measured application level throughput (goodput) as well as energy consumption are plotted against the SIR experienced in a channel with a narrow-band interference. Note that the curves for a processing gain of 12 dB are indicative of the performance one expects with a commercial radio based on IEEE Standard 802.11 [43] , such as WLAN. At this low processing gain, the throughput with commercial radios decreases as the SIR falls below 4 dB and the energy consumed per user bit sharply rises. By adapting the processing gain, the radio minimizes the energy by switching to a higher processing gain.
In general, the radio measures the SIR from the receive signal and sets the processing gain based on the thresholds in Table II . For example, when the SIR drops to 5 dB the radio adapts by changing the processing gain from 12-15 dB, thereby decreasing the energy consumed by 86% as shown in Fig. 12 .
Note that in Fig. 12 , the achieved user throughput is 100 kbits/s for the lowest processing gain, and 9.6 kbit/s for the highest processing gain. The tradeoff between data rate and processing gain is characteristic of spread spectrum where the product of processing gain and data rate remains a constant and equals the occupied RF bandwidth. Therefore, to achieve a throughput of 1 Mbit/s required for most multimedia applications and still provide a sufficiently high processing gain to adapt to a very low SIR value (e.g., 12 dB), a significant amount of bandwidth (i.e., hundreds of megahertz) is required. Since such a wide bandwidth is not always available, a possible solution is to use noncontiguous bands and frequency hop (FH) across these bands. Current research is aimed at developing such a solution using a multiband radio that can achieve a tunable range from 25-2500 MHz [44] .
At a high data rate of 1 Mbit/s, the FH radio can experience ISI due to the frequency selectivity of the channel as the symbol duration becomes less than the delay spread of the channel. To combat the ISI, equalization in the physical layer can be employed in conjunction with the adaptive link layer control to improve the link performance as discussed below.
B. Adaptive Maximum Likelihood Sequence Equalizer
In Section IV, the link-layer adaptation of frame length to combat flat-fading has been described. In contrast, at high data rates the degradation due to ISI in a frequency-selective channel cannot be mitigated adequately by adapting the link layer alone. Equalization at the physical layer is required for the radio to adapt to frequency-selective fading. Here   TABLE II  SIR THRESHOLDS USED FOR PROCESSING-GAIN ADAPTATION we discuss the tradeoff between the energy consumed by equalization and the energy saved due to the corresponding increase in goodput.
An MLSE [48] has been selected for the adaptive radio because it has two well known advantages over other equalizer algorithms such as decision frequency equalizer (DFE) and FFE. First, it provides a 5-dB gain in SNR compared to DFE and FFE [51] and second, the length of the training sequence required is much shorter. The energy consumption of the MLSE architecture shown in Fig. 14 has been determined for a low-power 3.3 V 0.35 m CMOS technology. Fig. 13 shows the energy cost for the MLSE with different number of states in the Viterbi decoder [46] . The carrier frequency is set at 2.4 GHz, the transmission rate is at 1 Mbit/s, and a typical urban (TU) channel model [25] is used for the mobile frequency-selective channel to generate the error sequence for the hidden Markov model as described in Section III. For the link layer simulation, the greedy-data source (Section III-A) is used with an 8-byte link-layer header.
1) Link-Layer Performance with Inadequate Equalization:
Adequate equalization occurs when the number of states satisfies (3) where is the number of channel coefficients and is the memory of the modulation. In the simulation, Gaussian minimum shift keying (GMSK) [47] is used as the modulation with a that results in . As increases so does the energy consumption of the MLSE implementation. Here, is selected to be smaller than required by (3). Specifically, for the TU channel , and is set to 2, i.e., a two-state MLSE. The objective of this simulation is to determine the tradeoff in the overall link energy, throughput, and delay with a lower complexity equalizer that requires less energy consumption. Fig. 15 shows the simulation results for frame length values of , and bytes and speed values of and km/h. As expected the performance degrades for the cases with larger frame length and higher speed. Intuitively speaking, if the equalizer removes most of the ISI, then the channel appears to the receiver like an AWGN channel with some remaining level of burstiness due to mobility, similar to the behavior of a flat-fading channel. Therefore, to determine the effectiveness of the two-state equalizer, the results here are compared with the results in Section IV-A for adapting frame length in a flat-fading channel. As shown in Fig. 15 , the energy is minimum with a frame length of 50 bytes. However, the value of the energy consumption, throughput, and delay are significantly worse than that obtained in a flat-fading channel using the bounds on as in (1) .
For instance, for the two-state equalizer with an bytes and km/h, a user throughput of 35% is achieved with delay of 70 ms as compared to a user throughput of 73% and a delay of 2.5 ms achieved with adaptive frame length for the flat-fading channel (Fig. 6) . Furthermore, the energy required is 5 J/bit, 100% higher than that in Fig. 6 . We therefore conclude that using an equalizer that is smaller than required to satisfy condition (3) does not provide an efficient tradeoff between equalizer energy consumption and transmit energy.
2) Link-Layer Performance with Adequate Equalization: Here, is chosen to satisfy (3), i.e., sufficient equalization is provided for the TU channel. To meet (3), a MLSE with 32 states ( ) is used. The results are shown in Fig. 16 . Although the equalizer is more complex and consumes more energy the overall system energy reduces since retransmissions are reduced.
Compared against the case with in Fig. 15 , the energy consumption is reduced by 100%. For instance, the energy can be minimized for the high speed case to 2.5 J/bit with bytes and to 2.1 J/bit for the low speed case with bytes. In fact, the energy as well as the throughput and delay now match those obtained by applying the adaptive frame length in a flat-fading channel (Fig. 6) . Therefore, we conclude that in a mobile frequency-selective channel, an energy-efficient link requires an equalizer with adequate number of states as determined by (3) . For given system parameters, simulations can be performed to obtain results such as in Fig. 16 to determine optimum frame sizes that minimize energy.
The radio monitors the CIR to determine the type of fading. A single peak in the CIR indicates flat fading. On the other hand, the occurrence of several peaks indicate frequency selective fading. The number of coefficients in the CIR is used to determine the number of states required in the MLSE using (3) with . The speed is estimated from the frequency tracking loop and is used to determine the optimum frame length from simulation results as discussed above.
The optimum frame length at different speeds can be intuitively explained by the limited ability of the equalizer to track the rapidly varying received amplitude in each of the CIR coefficients (Fig. 1) as well as the Doppler shift that causes an offset in the carrier frequency. Therefore, with a large frame size at high speed, the equalizer fails to maintain adequate tracking performance for the increased time duration for the given frame. At lower speed, the channel variation diminishes and therefore the equalizer can maintain tracking of the channel for longer frame sizes. Next, channel and frequency tracking techniques are presented that are necessary for the equalization to be effective at high speed. The tracking performance with the PLL and ACTL can be degraded due to the delays and (Fig. 14) introduced by the packet detector and the traceback operation in the Viterbi detector [46] . To maintain performance of the tracking loops, per-survivor processing (PSP) [50] has been implemented [49] in the MLSE. Fig. 17 shows the performance of the MLSE with and without PSP operating at 1 Mbit/s over a TU channel [25] with a delay spread of 5 s at 100 km/h, and a carrierfrequency offset of 1200 Hz. Note that without the PSP, the BER increases by nearly two-orders of magnitude at an SNR of 20 dB.
VI. SYSTEM INTEGRATION
Current research is focused on implementing the adaptive radio in the system architecture of Fig. 18 to evaluate the combined gains of all the adaptive strategies presented in this paper. This architecture ties the adaptive link layer and physical layer in the radio with the rest of the network protocol stack. It is based on a multilevel QoS framework where the lower layers can adapt to channel variations without continually requiring renegotiation with the application layer. At the top of the protocol stack are reactive applications that specify their requirements to the QoS Manager as a set of multiple values corresponding to a set of allowable operating points with different degrees of acceptability. The application adapts its behavior by reacting to events from a QoS Manager indicating a change in the level of QoS being provided by the lower layers. Each QoS level is defined by the average sustained throughput, delay, and packet loss rate.
When the channel estimator indicates a degradation in QoS parameters, the link controller first attempts to maintain the QoS level by adapting the error control and frame length control. If the interference levels are too high to be handled by the link layer, the processing gain is adapted by the modem controller. If none of the adaptations are sufficient to maintain the current QoS, the level of service quality for one or more of applications is reduced, and an event indicating this is passed up the protocol stack. The application layer may respond by adjusting parameters such as the speech codec compression ratio to be compatible with the drop in QoS. A reverse sequence of events takes place when channel conditions improve. Similarly, the network layer itself may respond to events from the link layer indicating changes in current QoS level by, for example, performing a connection route optimization.
A. Channel Estimates
The radio adaptation is based on the channel-state information measured in the physical layer that includes SIR, the channel impulse response, and the Doppler frequency. The SIR determines the interference level in the channel, while the CIR determines the type of fading in the channel. The CIR is measured by a 48-tap complex matched filter (MF) in the adaptive equalizer (Fig. 14) that is matched to a training sequence inserted in the preamble of the packet. The speed of the user is inferred from the Doppler frequency which is determined by the frequency tracking loop in Fig. 14 . Specifically, the deviation from the average value of the phase error ( ) is proportional to the Doppler frequency. These three parameters allow the link controller to distinguish between a degradation due to fading or interference and if due to fading, the speed of the mobile. This information enables the radio to appropriately adapt the frame length, error control, processing-gain, and equalization for the given channel condition. 
B. Self-Describing Packets
The changes in the frame size, error control, and processing gain used in the payload of each frame must be communicated by the sender node to the receiver node to enable the receiver to decode the packets. Communicating these parameters can result in a high signaling overhead and defeat many of the gains achieved by adaptive control. Therefore, it is proposed to make each packet self-describing, such that no synchronization between the send and receive nodes is needed. The physical layer header is encoded consistently from packet to packet and includes the information which tells the receiver how to decode the remainder of the packet. Note that the physical layer header can in this way be decoded rapidly and consistently in the radio hardware while using a strong code since it constitutes a relatively small amount of extremely important information. Even one bit error means the entire packet must be discarded; therefore it should be heavily protected. Fig. 19 shows the structure of the physical layer header used by the radio. After a preamble needed to lock onto the signal, the header bit map has single-bit flags that indicate which of the remaining header fields are actually present. In other words, all other fields are optional so that overhead is kept to a minimum. The remaining fields are the following. 1) The physical layer destination and origin addresses. 2) A time stamp field is inserted at the transmitter and used for synchronizing the MAC protocol.
3) The physical layer requires a number of parameters to successfully decode the incoming packet. These are specified in the modem field. For example, this field contains the processing gain to use for the body of the packet. 4) A service field which specifies the error-control information for the receiving link layer to decode the rest of the packet.
5) A bit to indicate whether this is a beacon transmission or not (as from a base station). 6) A byte count and CRC for the header.
VII. CONCLUSIONS
In the proposed adaptive radio, an energy-efficient link at a given QoS requirement is achieved by dynamically tuning the various "control knobs" provided by the physical layer (e.g., processing gain and equalization), as well as by dynamically changing the link layer packet processing itself. In particular, adaptive hybrid FEC-ARQ error control, adaptive frame length control, adaptive processing gain and adaptive equalization are exploited. Adaptivity is used to minimize the total battery energy-consumption per bit, to achieve a desired level of QoS as the link conditions change. The experimental measurements and simulations indicate that the adaptive radio can achieve 30-80% reduction in battery energy consumption over wide variations in the channel compared to current radios with fixed parameter values.
