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Abstract
We study the existence and approximation of solution of boundary value problems for di'erential equations
with delayed arguments. Su2cient conditions are established for the existence of a unique solution or extremal
ones of the given problem. A monotone iterative technique is applied.
c© 2003 Elsevier Science B.V. All rights reserved.
MSC: 34A45; 34K10
Keywords: Monotone iterative technique; Equations with delayed arguments; Monotone sequences; Convergence;
Existence of solutions
1. Introduction
In this paper, we deal with the following problem:{
x′(t) = f(t; x(t); x((t))) ≡ Fx(t); t ∈ J = [0; T ]; T ¿ 0;
x(0) = 
x(T ) + k;
(1)
where f∈C(J × R × R;R); ∈C(J; J ); 
; k ∈R. Note that if 
 = 1 and k = 0; then we have the
periodic boundary condition, if 
=−1 and k=0, then we have the antiperiodic boundary condition,
and if 
= 0, we have an initial condition as special cases of the boundary condition in (1).
It is well known that the monotone iterative technique o'ers an approach for obtaining approxi-
mate solutions of nonlinear di'erential equations, for details, see for example [12] and the
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references therein. There exists a vast literature devoted to the applications of this technique to
initial and boundary value problems of di'erential equations, see for example [1–4,7,9–18]; see also
[5,6,8].
Some existence results for special cases of problem (1) are known. For example, if f does not
depend on the third argument, for k = 0 and 
= 0; 1 or 
=−1; see [12–15,17,18]. For 
= 1 and
k = 0 problem (1) was discussed, for example, in [11,14,16]. The existence results of this paper
improve some of the corresponding results of the above mentioned papers. Indeed, some of them
can be obtained as special cases of our general considerations.
To formulate existence results (extremal solutions), in corresponding segments, a one-sided Lip-
schitz condition on function f is assumed. To obtain it, we need some results for inequalities with
delayed arguments. We divide the results of this paper into three sections. In Section 2, we es-
tablish some results for problem (1) when 
¿ 0; while in Section 3 we discussed problem (1)
when 
¡ 0. In the last section we formulate some existence results when we have several delayed
arguments i on the right-hand side of problem (1). Some examples satisfying the assumptions are
presented.
2. Case ¿ 0
Consider the initial value problem of the form
x′(t) = Fx(t); t ∈ J; x(0) = k ∈R: (2)
Theorem 1. Suppose that
H1: f∈C(J × R× R;R); ∈C(J; J ); (t)6 t on J ,
H2: there exist nonnegative constants L1; L2 such that
|f(t; x1; x2)− f(t; Gx1; Gx2)|6L1|x1 − Gx1|+ L2|x2 − Gx2|
for t ∈ J; x1; x2; Gx1; Gx2 ∈R.
Then problem (2) has a unique solution x∈C1(J;R).
Proof. Integrating (2) we have
x(t) =
∫ t
0
Fx(s) ds+ k ≡ Ax(t); t ∈ J:
Put
‖x‖∗ =max
t∈J e
−Kt|x(t)| for K¿L1 + L2; K ¿ 0 and q= (1− e−KT )¡ 1:
We show that A is a contraction. Let u; v∈C(J;R). Then, in view of assumptions H1 and H2, we
obtain
‖Au− Av‖∗6max
t∈J e
−Kt
∫ t
0
|Fu(s)− Fv(s)| ds
6max
t∈J e
−Kt
∫ t
0
[L1|u(s)− v(s)|+ L2|u((s))− v((s))|] ds
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6 ‖u− v‖∗(L1 + L2)max
t∈J e
−Kt
∫ t
0
eKs ds
= ‖u− v‖∗L1 + L2K q6 q‖u− v‖∗:
Then, problem (2) has a unique solution, by the Banach Ixed point theorem. This ends the proof.
Theorem 1 guarantees that problem (1) has a unique solution for 
=0. We can also formulate a
corresponding result for 
¿ 0. In this case, choose a constant M ¿ 0 with eMT = 
. Then
x′(t) =−Mx(t) + Fx(t) +Mx(t) ≡ −Mx(t) + FMx(t):
It yields
x(t) = e−Mt
{
x(0) +
∫ t
0
eMsFMx(s) ds
}
:
In view of the boundary condition in (1), we see that problem (1) is equivalent to
x(t) =
∫ T
0
G(t; s)eMsFMx(s) ds+
e−Mt
eMT − 
 ke
MT ; t ∈ J (3)
if 
 = eMT , and
G(t; s) =
e−Mt
eMT − 

{
eMT if 06 s6 t;

 if t ¡ s6T:
Theorem 2. Let assumption H1 hold and 
¿ 0. Suppose that there exist nonnegative constants
K1; K2 such that
|f(t; u1; u2) +Mu1 − f(t; Gu 1; Gu 2)−M Gu 1|6K1|u1 − Gu 1|+ K2|u2 − Gu 2|
for t ∈ J; u1; u2; Gu 1; Gu 2 ∈R. Suppose that M ¿ 0; eMT = 
 and M (K1; K2; 
) ¡ 1 where
M (K1; K2; 
) =
K1 + K2
M


1 if 
= 1;

 e
MT−1
|eMT−
| if 
¿ 1;
eMT−1
|eMT−
| if 0¡
¡ 1:
Then problem (1) has a unique solution x∈C1(J;R).
Proof. Note that problem (1) is identical with integral equation (3). Denote by A the operator deIned
by the right-hand side of (3). Therefore, x is a solution of (1) if and only if x is a Ixed point for the
operator A :C(J;R)→ C(J;R). We need to show that A is a contraction. Put ‖x‖T =maxt∈J |x(t)|.
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Let x; y∈C(J;R). Hence
‖Ax − Ay‖T 6max
t∈J
∫ T
0
|G(t; s)|eMs[K1|x(s)− y(s)|+ K2|x((s))− y((s))|] ds
6 (K1 + K2)‖x − y‖T max
t∈J
∫ T
0
|G(t; s)|eMs ds
= M (K1; K2; 
)‖x − y‖T :
This shows that A is a contraction. Hence Banach’s Ixed point theorem ensures a unique solution
of problem (1). This ends the proof.
Let us introduce the following deInition.
We say that u∈C1(J;R) is a lower solution of (1) for 
¿ 0 if
u′(t)6Fu(t); t ∈ J; u(0)6 
u(T ) + k
and it is an upper solution of (1) if the above inequalities are reversed.
Theorem 3. Suppose that assumption H1 holds. Let u; v∈C1(J;R) be lower and upper solutions of
(1) for 
= 0. Moreover, suppose that
H3: f is nondecreasing in the third argument and there exist nonnegative constants L1; L2 such
that
f(t; x; y)− f(t; Gx; Gy)6L1(x − Gx) + L2(y − Gy) if x¿ Gx; y¿ Gy:
Then u(0)6 v(0) implies that u(t)6 v(t) on J.
Proof. Let L=max(L1; L2). Put w(t)=v(t)+e3Lt ; t ∈ J for some Ixed ¿ 0. Indeed,w(t)¿v(t); t ∈ J ,
so w(0)¿v(0) too. This and assumption H3 give
w′(t) = v′(t) + 3Le3Lt¿Fv(t)− Fw(t) + Fw(t) + 3Le3Lt
¿Fw(t)− L1[w(t)− v(t)]− L2[w((t))− v((t))] + 3Le3Lt
¿Fw(t)− L1e3Lt − L2e3L(t)) + L1e3Lt + L2e3Lt + Le3Lt ¿Fw(t):
Note that u(0)¡w(0). To Inish the proof it is enough to show that u(t)¡w(t), t ∈ J . Assume
that it is false. Then there exists t0 ∈ (0; T ] such that u(t)¡w(t); t ∈ [0; t0) and u(t0)=w(t0). Hence
u′(t0)¿w′(t0) and
Fu(t0)¿ u′(t0)¿w′(t0)¿Fw(t0) = f(t0; u(t0); w((t0))¿Fu(t0);
since f is nondecreasing in the third argument. It is a contradiction. Hence u(t)¡w(t) on J . Letting
→ 0, we now obtain the assertion of this theorem. The proof is complete.
Lemma 1. Let ∈C(J; J ); (t)6 t on J. Assume that p∈C1(J;R) and
p′(t)6− Kp(t)− Lp((t)); t ∈ J for K; L¿ 0; and p(0)6 0:
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Assume that
H41: L(eKT − 1)6K only if L¿ 0 and K ¿ 0.
H42: LT6 1 only if L¿ 0 and K = 0.
Then p(t)6 0 on J.
Proof. Indeed, the assertion holds if L= 0.
Let L¿ 0. Suppose that the inequality p(t)6 0; t ∈ J is not true. Then, we can Ind t0 ∈ (0; T ]
such that p(t0)¿ 0. Put
p(t1) = min
[0; t0]
p(t) =−d; d¿ 0:
If d= 0; then p(t)¿ 0 on [0; t0]; and hence
p′(t)6− Kp(t)− Lp((t))6 0; t ∈ [0; t0]:
It yields p(t)6 0; t ∈ [0; t0], so p(t0)6 0. It is a contradiction.
Let d¿ 0 and K ¿ 0: Note that
p′(t) + Kp(t)6− Lp((t))6Ld; t ∈ [0; t0];
so
[eKtp(t)]′6LeKtd:
Integrating the above inequality on [t1; t0] we obtain
eKt0p(t0)− eKt1p(t1)6 LK d[e
Kt0 − eKt1 ]:
Since p(t0)¿ 0, and 0¡t1¡t06T , so
1¡
L
K
[eKt0 − eKt1 ]¡ L
K
[eKT − 1]
and this contradicts assumption H41.
Let d¿ 0 and K=0. Then there exists t2 ∈ (t1; t0) such that p(t2)=0. By the mean value theorem
p(t2)− p(t1) = p′(s)(t2 − t1); t1¡s¡t2;
so
p′(s) =
d
t2 − t1 ¿
d
T
:
It is also true that
d
T
¡p′(s)6− Lp((s))6Ld;
so LT ¿ 1. It contradicts assumption H42.
This proves that p(t)6 0 on J and the proof is complete.
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Lemma 2. Let assumption H1 be satis;ed and 
¿ 0. Suppose that
H5: there exist nonnegative constants K and L such that assumptions H41;H42 are satis;ed and
f(t; u1; u2)− f(t; v1; v2)6K[v1 − u1] + L[v2 − u2] if u16 v1; u26 v2: (4)
Let u; v∈C1(J;R) be lower and upper solutions of (1) such that u(t)6 v(t), t ∈ J and
y′(t) = Fu(t)− K[y(t)− u(t)]− L[y((t))− u((t))]; t ∈ J; y(0) = 
u(T ) + k;
z′(t) = Fv(t)− K[z(t)− v(t)]− L[z((t))− v((t))]; t ∈ J; z(0) = 
v(T ) + k:
Then
u(t)6y(t)6 z(t)6 v(t); t ∈ J (5)
and y; z are lower and upper solutions of (1), respectively.
Proof. Using Theorem 1, we see that the problems for y and z are well deIned because y(0) = k1;
z(0) = k2. To show relation (5) we put p= u− y; q= z − v; so p(0)6 0; q(0)6 0. Indeed,
p′(t)6Fu(t)− Fu(t) + K[y(t)− u(t)] + L[y((t))− u((t))]
= −Kp(t)− Lp((t));
q′(t)6Fv(t)− K[z(t)− v(t)]− L[z((t))− v((t))]− Fv(t)
= −Kq(t)− Lq((t)):
This and Lemma 1 show that p(t)6 0; q(t)6 0; t ∈ J , so u(t)6y(t); z(t)6 v(t); t ∈ J .
Let p= y − z, then p(0)6 0. By (4), we obtain
p′(t) = Fu(t)− Fv(t)− K[p(t)− u(t) + v(t)]− L[p((t))− u((t)) + v((t))]
6K[v(t)− u(t)] + L[v((t))− u((t))]− K[p(t)− u(t) + v(t)]
−L[p((t))− u((t)) + v((t))]
= −Kp(t)− Lp((t)):
In view of Lemma 1, y(t)6 z(t); t ∈ J . It proves that (5) holds.
Now, we need to show that y and z are lower and upper solutions of (1), respectively. Note that
y′(t) = Fu(t)− K[y(t)− u(t)]− L[y((t))− u((t))]− Fy(t) + Fy(t)
6Fy(t) + K[y(t)− u(t)] + L[y((t))− u((t))]− K[y(t)− u(t)]
−L[y((t))− u((t))] = Fy(t)
by (4). Moreover, y(0) = 
u(T ) + k6 
y(T ) + k. It shows that y is a lower solution of problem
(1). Similarly we can show that z is an upper solution of (1). The proof is complete.
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Remark 1. We see from the proof that it is enough to assume that (4) holds only for u(t)6 u16 v1
6 v(t), u((t))6 u26 v26 v((t)), t ∈ J .
Theorem 4. Let assumptions H1;H5 hold and 
¿ 0. Let y0; z0 ∈C1(J;R) be lower and upper so-
lutions of (1) and y0(t)6 z0(t); t ∈ J . Then problem (1) has extremal solutions in the sector
[y0; z0] = {w∈C1(J;R) :y0(t)6w(t)6 z0(t), t ∈ J}.
Proof. Let
y′n+1(t) =Fyn(t)− K[yn+1(t)− yn(t)]− L[yn+1((t))− yn((t))]; t ∈ J;
yn+1(0) = 
yn(T ) + k;
z′n+1(t) =Fzn(t)− K[zn+1(t)− zn(t)]− L[zn+1((t))− zn((t))]; t ∈ J;
zn+1(0) = 
zn(T ) + k
for n= 0; 1; : : : . In view of Lemma 2, we can show, by the mathematical induction, that
y0(t)6y1(t)6 · · ·6yn(t)6yn+1(t)6 zn+1(t)6 zn(t)6 · · ·6 z1(t)6 z0(t)
for t ∈ J and n = 1; 2; : : : : Employing standard arguments we see that the sequences {yn; zn}
converge to their limit functions y; z, respectively. Indeed, y; z are solutions of problem (1) and
y0(t)6y(t)6 z(t)6 z0(t) on J .
To show that y; z are the minimum and maximum solutions of (1) we have to prove that
if u∈ [y0; z0] is any solution of (1), then y(t)6 u(t)6 z(t) on J . To do this, we assume that
ym(t)6 u(t)6 zm(t); t ∈ J for some m. Let p=ym+1− u; q= u− zm+1, so p(0)6 0; q(0)6 0 and
p′(t) = Fym(t)− Fu(t)− K[ym+1(t)− ym(t)]− L[ym+1((t))− ym((t))]
6K[u(t)− ym(t)] + L[u((t))− ym((t))]− K[ym+1(t)− ym(t)]
−L[ym+1((t))− ym((t))]
= −Kp(t)− Lp((t));
q′(t) = Fu(t)− Fzm(t) + K[zm+1(t)− zm(t)] + L[zm+1((t))− zm((t))]
6K[zm(t)− u(t)] + L[zm((t))− u((t))] + K[zm+1(t)− zm(t)]
+L[zm+1((t))− zm((t))]
= −Kq(t)− Lq((t)):
This and Lemma 1 give ym+1(t)6 u(t)6 zm+1(t); t ∈ J . This proves by induction that yn(t)6 u(t)
6 zn(t) on J for all n. Taking the limit as n→∞, we conclude y(t)6 u(t)6 z(t) on J . The proof
is complete.
Remark 2. First consider the case when f does not depend on the third variable. If 
=0, then we
have an ordinary di'erential equation with an initial condition; then L= 0 and Theorem 4 contains
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in [12, Theorem 1.2.1] as a special case. If 
 = 1 and k = 0, then we have a di'erential equation
with a periodic condition. In this case L = 0, and Theorem 4 contains in [12, Theorem 1.2.4] and
[13, Theorem 4.1] as special cases; see also [15, Theorem 3.2].
The case when f depends on the third variable was considered, for example, in [11,14,16] but
only when 
=1 and k=0. Theorem 4 gives a better result in relation with the corresponding results
of [14,16] where in the place of assumptions H41;H42 we have (K+L)T6 1 or LTeKT6 1; L¡K ,
respectively. For example if T =0:01; K=100, then L6 36:78, by Nieto and RodrMiguez-LMopez [16],
and L6 58:19, by assumption H41. Note that Theorem 4 also gives a better result compared with
[11, Theorem 3.3] where assumptions H41;H42 are replaced by
L(eKT − 1)¡K for K ¿ 0; L¿ 0:
Note that Theorem 4 gives su2cient conditions for existence of extremal solutions in [y0; z0] for

¿ 0 and k ∈R.
Theorem 5. Let all assumptions of Theorem 4 hold. Moreover, suppose that
H6: f is nonincreasing in the third argument and there exists an integrable function W : J → R
such that
f(t; Gu; v)− f(t; u; v)6W (t)[ Gu− u] (6)
for t ∈ J; y0(t)6 u6 Gu6 z0(t); y0((t))6 v6 z0((t)), and
|
|e
∫ T
0 W (s) ds ¡ 1: (7)
Then problem (1) has, in the sector [y0; z0], a unique solution.
Proof. By Theorem 4, problem (1) has, in the sector [y0; z0], minimal and maximal solutions y; z,
respectively, and y0(t)6y(t)6 z(t)6 z0(t) on J . It is enough to show that y(t) = z(t) on J . Put
p= z − y, so p(t)¿ 0; t ∈ J; and p(0) = 
p(T ). By (6), p′(t) = Fz(t)− Fy(t)6W (t)p(t); t ∈ J ,
so
06p(t)6 e
∫ t
0 W (s) dsp(0); t ∈ J:
Hence
06p(0) = 
p(T )6 
e
∫ T
0 W (s) dsp(0):
It yields p(0) = 0, by (7) and then p(t) = 0 on J . It proves that y(t) = z(t); t ∈ J showing that
problem (1) has in [y0; z0] a unique solution. This ends the proof.
3. Case  ¡ 0
Note that this case includes the antiperiodic condition x(0) =−x(T ) when in (1) we put 
=−1
and k = 0, see for example [9,10,17,18].
Let 
¡ 0. Hence, problem (1) is equivalent to the following integral equation:
x(t) =
∫ T
0
G∗(t; s)Fx(s) ds+
k
1− 
 ; t ∈ J; (8)
T. Jankowski / Journal of Computational and Applied Mathematics 156 (2003) 239–252 247
where
G∗(t; s) =
1
1− 

{
1 if 06 s6 t;

 if t ¡ s6T:
Let
!(
) =
K1 + K2
1− 

{−
T if 
6− 1;
T if − 1¡
¡ 0:
Theorem 6. Let assumption H1 hold and 
¡ 0. Suppose that there exist nonnegative constants
K1; K2 such that !(
)¡ 1 and
|f(t; u1; u2)− f(t; Gu 1; Gu 2)|6K1|u1 − Gu 1|+ K2|u2 − Gu 2|
for t ∈ J; u1; u2; Gu 1; Gu 2 ∈R.
Then problem (1) has a unique solution x∈C1(J;R).
Proof. Use the norm ‖x‖T . Again, operator A, deIned by the right-hand side of (8), is a contraction.
Hence it has a Ixed point, by Banach’s Ixed point theorem. The proof is complete.
Let us introduce the following deInitions. A pair of functions u; v∈C1(J;R) are called weakly
coupled lower and upper solutions of problem (1) (when 
¡ 0) if{
u′(t)6Fu(t); t ∈ J; u(0)6 
v(T ) + k;
v′(t)¿Fv(t); t ∈ J; v(0)¿ 
u(T ) + k:
A pair (U; V ); U; V ∈C1(J;R) is called a weakly coupled quasi-solution of problem (1) if{
U ′(t) = FU (t); t ∈ J; U (0) = 
V (T ) + k;
V ′(t) = FV (t); t ∈ J; V (0) = 
U (T ) + k:
Note that if w is a solution of (1), then (w; w) is a weakly coupled quasi-solution of problem (1).
A weakly coupled quasi-solution (*; +); *; +∈C1(J;R) is called the weakly coupled minimal and
maximal quasi-solutions of (1) if for any weakly coupled quasi-solution (U; V ) of (1) we have
*(t)6U (t); V (t)6 +(t) on J .
Lemma 3. Let assumptions H1;H5 be satis;ed and 
¡ 0. Suppose that u; v∈C1(J;R) are weakly
coupled lower and upper solutions of (1) such that u(t)6 v(t); t ∈ J and
y′(t) = Fu(t)− K[y(t)− u(t)]− L[y((t))− u((t))]; t ∈ J; y(0) = 
v(T ) + k;
z′(t) = Fv(t)− K[z(t)− v(t)]− L[z((t))− v((t))]; t ∈ J; z(0) = 
u(T ) + k:
Then
u(t)6y(t)6 z(t)6 v(t); t ∈ J; (9)
and y; z are weakly coupled lower and upper solutions of (1).
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Proof. Basing on Theorem 1, problems for y and z are well deIned because y(0) = k1; z(0) = k2.
The rest is similar to the proof of Lemma 2 and therefore it is omitted. The proof is complete.
Theorem 7. Let assumptions H1;H5 hold and 
¡ 0. Let y0; z0 ∈C1(J;R) be weakly coupled lower
and upper solutions of (1) and y0(t)6 z0(t); t ∈ J . Then problem (1) has, in the sector [y0; z0],
weakly coupled minimal and maximal quasi-solutions (y; z).
Proof. Let
y′n+1(t) =Fyn(t)− K[yn+1(t)− yn(t)]− L[yn+1((t))− yn((t))]; t ∈ J;
yn+1(0) = 
zn(T ) + k;
z′n+1(t) =Fzn(t)− K[zn+1(t)− zn(t)]− L[zn+1((t))− zn((t))]; t ∈ J;
zn+1(0) = 
yn(T ) + k
for n= 0; 1; : : : : In view of Lemma 3, we can show by the mathematical induction that
y0(t)6y1(t)6 · · ·6yn(t)6yn+1(t)6 zn+1(t)6 zn(t)6 · · ·6 z1(t)6 z0(t)
for t ∈ J and n=1; 2; : : : : Employing standard arguments, we see that the sequences {yn; zn} converge
to their limit functions y; z, respectively. Indeed, y; z satisfy the equations:{
y′(t) = Fy(t); t ∈ J; y(0) = 
z(T ) + k;
z′(t) = Fz(t); t ∈ J; z(0) = 
y(T ) + k: (10)
We see that (y; z) is a weakly coupled quasi-solution of (1). We show that y; z are weakly coupled
minimal and maximal quasi-solutions of (1). Let (u; v) be any weakly coupled quasi-solution of
(1) such that y; z ∈ [y0; z0]: We have to show that y(t)6 u(t); v(t)6 z(t) on J . To do this we
assume that ym(t)6 u(t); v(t)6 zm(t); t ∈ J for some m. Put p = ym+1 − u; q = v − zm+1, so
p(0) =−
[v(T )− zm(T )]6 0; q(0)6 0 and
p′(t) = Fym(t)− Fu(t)− K[ym+1(t)− ym(t)]− L[ym+1((t))− ym((t))]
6−Kp(t)− Lp((t));
q′(t) = Fv(t)− Fzm(t) + K[zm+1(t)− zm(t)] + L[zm+1((t))− zm((t))]
6−Kq(t)− Lq((t)):
This and Lemma 1 give ym+1(t)6 u(t); v(t)6 zm+1(t); t ∈ J . This proves, by induction, that
yn(t)6 u(t); v(t)6 zn(t) on J for all n. Taking the limit as n→∞, we conclude the assertion of
Theorem 7. The proof is complete.
Theorem 8. Let all assumptions of Theorem 7 hold. Moreover, we suppose that assumption H6 is
satis;ed. Then problem (1) has, in the sector [y0; z0], a solution.
Proof. By Theorem 7, the sequences {yn; zn} from Theorem 7, converge to the limit functions (y; z)
and y; z satisfy system (10). Moreover y0(t)6y(t)6 z(t)6 z0(t); t ∈ J . We want to show that
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y(t) = z(t) on J . Put p = z − y, then p(t)¿ 0; t ∈ J and p(0) = −
p(T ). In view of assumption
H6, we have
p′(t) = Fz(t)− Fy(t)6W (t)p(t); t ∈ J:
Adding to this condition (7) we see that p(0) = 0, and then p(t) = 0 on J . It proves that problem
(1) has a solution. This ends the proof.
Remark 3. If f does not depend on the third argument, and 
=−1; k=0, then we have a problem
considered, for example, in [17,18] and some results of that papers can be obtained as particular
results of the previous theorems.
4. Examples
Example 1. Consider the following problem:{
x′(t) =−ax (t)− b sin x ( 12 t) + t ≡ Fx (t); t ∈ J = [0; T ];
x(0) = k ∈R;
(11)
where a; b¿ 0. Note that (t) = 12 t. We see that assumption H2 holds with L1 = a; L2 = b. By
Theorem 1, problem (11) has a unique solution x∈C1(J;R).
Example 2. Consider the following periodic boundary value problem:{
x′(t) = Fx(t); t ∈ J = [0; T ];
x(0) = x(T );
(12)
where the operator F is deIned as in Example 1. Now we are going to verify the assumptions of
Theorem 2. Note that M = a; K1 = 0; K2 = b; 
 = 1: By Theorem 2, problem (12) has a unique
solution x∈C1(J;R) if b¡a.
Example 3. Consider the boundary value problem{
x′(t) = Fx(t); t ∈ J = [0; 1];
x(0) = 
x(1); 06 
6 e−1;
(13)
where the operator F is deIned as in Example 1. Using Theorem 2, it is easy to check that problem
(13) has a unique solution if
b
a
ea − 1
ea − 
 ¡ 1:
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Take y0(t) = 0; z0(t) = et ; t ∈ J: Then
Fy0(t) = t¿ 0 = y′0(t);
Fz0(t) =−aet − b sin et=2 + t ¡ t6 16 et = z′0(t);
and 
y0(1) = 0 = y0(0); 
z0(1) = 
e6 1 = z0(0). It shows that y0; z0 are lower and upper solutions
of (13), respectively. Moreover, condition (4) holds with K = a; L = b. If b(ea − 1)6 a, then
problem (13) has, in the sector {w∈C1(J;R) : 06w(t)6 et ; t ∈ J}, the extremal solutions, by
Theorem 4.
Example 4. Consider the problem{
x′(t) =−x(t) sin t − bx( 12 t) ≡ Fx(t); t ∈ J = [0; 1];
x(0) = 
x(1) + k; −16 
¡ 0; b¿ 0:
(14)
Put y0(t) = 0; z0(t) = A¿ 0; t ∈ J , and −
A6 k6A. Note that
Fy0(t) = 0 = y′0(t); 
z0(1) + k = 
A+ k¿ 0 = y0(0);
Fz0(t) =−A sin t − bA¡ 0 = z′0(t); 
y0(1) + k = k6A= z0(0):
It shows that y0; z0 are weakly coupled lower and upper solutions of (14). Condition (4) holds with
K=sin 1; L=b. Suppose that b[esin 1−1]6 sin 1. Then, by Theorem 7, problem (14) has, in the set
[0; A] = {w∈C1(J;R) : 06w(t)6A; t ∈ J}, weakly coupled minimal and maximal quasi-solutions.
Moreover, condition (6) is satisIed with W (t)=−sin t. Note that assumption H6 holds. By Theorem
8, problem (14) has, in the set [0; A], a solution x∈C1(J;R).
5. Generalizations
In this section, we consider a boundary-value problem of the form{
x′(t) = f(t; x(t); x(1(t)); : : : ; x(r(t))) ≡ Fx(t); t ∈ J = [0; T ];
x(0) = 
x(T ) + k:
(15)
We formulate only corresponding results using the notions of lower and upper solutions of (15) or
coupled lower and upper solutions of (15). These concepts are the same as before with the operator
F deIned as in (15).
We introduce two assumptions. Suppose that K and Li; i = 1; 2; : : : ; r are nonnegative constants
and
H′41: (eKt − 1)
∑r
i=1 Li6K only if K ¿ 0 and
∑r
i=1 Li ¿ 0,
H′42: T
∑r
i=1 Li6 1 only if K = 0 and
∑r
i=1 Li ¿ 0.
We can prove a similar result to that of Theorem 4.
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Theorem 9. Suppose that 
¿ 0, and
H′1: f∈C(J × Rr+1;R); i ∈C(J; J ); i(t)6 t; t ∈ J; i = 1; 2; : : : ; r;
H′5: there exist nonnegative constants K; Li; i= 1; 2; : : : ; r such that assumptions K ′41; K ′42 hold and
f(t; u0; u1; : : : ; ur)− f(t; v0; v1; : : : ; vr)6K[v0 − u0] +
r∑
i=1
Li[vi − ui]
if t ∈ J; y0(i(t))6 ui6 vi6 z0(i(t)); i = 0; 1; : : : ; r with 0(t) = t.
Let y0; z0 ∈C1(J;R) be lower and upper solutions of problem (15) and y0(t)6 z0(t); t ∈ J .
Then problem (15) has, in the sector [y0; z0] = {w∈C1(J;R) :y0(t)6w(t)6 z0(t); t ∈ J}, the
extremal solutions.
Proof. In the proof use the sequences {yn; zn} deIned by
y′n+1(t) = Fyn(t)− K[yn+1(t)− yn(t)]−
r∑
i=1
Li[yn+1(i(t))− yn(i(t))]; t ∈ J;
yn+1(0) = 
yn(T ) + k;
z′n+1(t) = Fzn(t)− K[zn+1(t)− zn(t)]−
r∑
i=1
Li[zn+1(i(t))− zn(i(t))]; t ∈ J;
zn+1(0) = 
zn(T ) + k:
The following result is in the spirit of Theorem 5.
Theorem 10. Let all assumptions of Theorem 9 be satis;ed. Suppose that
H′6: f is nonincreasing in the last r arguments and there exists an integrable function W : J → R
such that condition (7) holds and
f(t; Gu; v1; : : : ; vr)− f(t; u; v1; : : : ; vr)6W (t)[ Gu− u]
for t ∈ J; y0(t)6 u6 Gu; y0(i(t))6 vi6 z0(i(t)); i = 1; : : : ; r:
Then problem (15) has, in the sector [y0; z0], a unique solution.
The next result deals with a generalization of Theorem 7.
Theorem 11. Suppose 
¡ 0. Let assumptions H′1;H′5 be satis;ed. Let y0; z0 ∈C1(J;R) be weakly
coupled lower and upper solutions of (15) and y0(t)6 z0(t) on J. Then problem (15) has, in the
sector [y0; z0], weakly coupled minimal and maximal quasi-solution (y; z).
Theorem 12. Let all assumptions of Theorem 11 hold. Moreover, we assume that assumption H′6
is satis;ed. Then problem (15) has, in the sector [y0; z0], a solution.
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