In many Web applications, such as blog classification and newsgroup classification, labeled data are in short supply. It often happens that obtaining labeled data in a new domain is expensive and time consuming, while there may be plenty of labeled data in a related but different domain. Traditional text classification approaches are not able to cope well with learning across different domains. In this paper, we propose a novel cross-domain text classification algorithm which extends the traditional probabilistic latent semantic analysis (PLSA) algorithm to integrate labeled and unlabeled data, which come from different but related domains, into a unified probabilistic model. We call this new model Topic-bridged PLSA, or TPLSA. By exploiting the common topics between two domains, we transfer knowledge across different domains through a topic-bridge to help the text classification in the target domain. A unique advantage of our method is its ability to maximally mine knowledge that can be transferred between domains, resulting in superior performance when compared to other state-of-the-art text classification approaches. Experimental evaluation on different kinds of datasets shows that our proposed algorithm can improve the performance of cross-domain text classification significantly.
INTRODUCTION
In the traditional supervised learning framework, a classification task is to first train a classification model on a labeled training data. Then, the learned model is used to classify a test data set. Generally speaking, under such a framework, the learning algorithm relies on the availability of a large amount of labeled data. In practice, high-quality labeled data are often hard to come by, especially for learning tasks in a new domain. Labeling data in a new domain involves much human labor and is time-consuming. Fortunately, there are often plenty of labeled data from a related but different domain. This may be the case when the labeled data are out-of-date, but the new data are obtained from fast evolving information sources such as the Web blogs. The situation is more serious in current dynamically-changing Web environment. Unfortunately, traditional learning approaches cannot cope well with such a situation. For example, as described in [16] , a text classification model trained on a Yahoo! directory performs poorly on a Weblog classification problem, since the distribution of terms may differ significantly. Another example is newsgroup classification, where the news items for financial news may have a different distribution from the sporting events. It is often true that the performance of such classification decreases dramatically along the time dimension. This poses a new learning problem, because we often have to spend much effort in labeling the old documents, but it will cost us much to label the new ones. It would be a waste to throw away the old labeled documents entirely. In such a situation, how to accurately classify the new test data using as much of the old data as possible becomes a critical problem. In this paper, we focus on the problem of cross-domain text classification. We are given two data sets D L and D U , which are from two related but different domains. Here D L is a labeled data set from old domain, while D U is from a new domain and needs to be classified. We assume that, the class labels in D L and the labels to be predicted in D U are drawn from the same class-label set C. Under such circumstances, our objective is to accurately classify the documents in D U by fully utilizing the old domain data D L and their labels. We propose a novel approach called Topic-bridged PLSA (or TPLSA for short) for the cross-domain text classification problem. Our intuition is derived from the observation that the data in two domains may share some common topics, since the two domains are assumed to be relevant. Our key idea is to extend PLSA [8] to build a topic-bridge and then transfer the common topics between two domains. Using our TPLSA model, the common knowledge between two domains can be extracted as a prior knowledge in the model, and then can be transferred to the test domain through the bridge with respect to common latent topics. Overall, we combine this knowledge and the new knowledge learned from the unlabeled data for text classification in the test domain, even when the test domain has a different distribution from the training domain. In particular, we first extend the probabilistic latent semantic analysis (PLSA) [8] to incorporate both labeled and unlabeled data. Our extension allows us to use the hidden variables in PLSA as topics (or classes in classification setting) to bridge the documents in training and test domains, and learn under a joint probabilistic model. Such a new model is based on a simultaneous decomposition of the contingency tables associated with term occurrence knowledge in documents from both training and test domains, which identifies the principal topics of the training data as well as documents in the test data that support those topics. These topics are then taken as a bridge between the training and test domains. In addition, more prior knowledge from the training data is encoded in a set of constraints imposed between docu-ments, including the must-link constraints for documents to belong to the same cluster and cannot-link constraints for documents to belong to the different clusters. This prior knowledge is learned and applied for learning a classifier on the test data from different domains. According to the above algorithm, an object function is given involving both the likelihood on all the data and the pairwise constraints on the labeled training data. The EM algorithm is applied to iteratively maximizing such object function to acquire the final categories for the test data. A major advantage of our work is that by extending the PLSA model for data from both training and test domains, we are able to delineate nicely parts of the knowledge through TPLSA that is constant between different domains and parts that are specific to each data set. This allows the transferring of the learned knowledge to be naturally done even when the domains are different between training and test data. We conduct experiments to test the performance of TPLSA on 11 different datasets and compare our PLSA-based cross-domain text classification algorithm with other state-of-the-art algorithms. Experimental results prove that topic-bridged PLSA can achieve higher performance than other algorithms. The paper is organized as follows. In Section 2, we give a brief review of related work. In Section 3, topic-bridged PLSA is proposed for cross-domain text classification. The evaluation results are shown in Section 4. Section 6 concludes with a summary and suggestion for future work.
RELATED WORK
The traditional classification learning assumes that the class labels are given for training data under the same distribution as the test data. Two schemes are generally considered, including supervised learning and semi-supervised learning. Supervised learning focuses on the case where the labeled data are sufficient. Naive Bayes classifiers [13] and support vector machines [11] are known as two of the most effective methods for supervised text classification. Semi-supervised learning [25] addresses the problem that the labeled data are too few to build a good classifier. It makes use of a large amount of unlabeled data, together with a small amount of the labeled data to enhance the classification. Examples for semi-supervised learning include EM-based methods [17] , transductive learning [12] etc. Both supervised and semi-supervised classification requires the labeled and unlabeled data should be under the same distribution. However, in our problem, the labeled and unlabeled data come from different domains, and their underlying distributions are often different from each other. This violates the basic assumption of traditional classification learning. Correcting sample selection bias [24] is another branch of work related to cross-domain classification. If we assume the domain discrepancy is only caused by sample selection bias, while other facts are ignored, we can simply apply the theory of correcting sample selection bias to solve the cross-domain classification problem. Sample selection bias [7] , the Nobel-prize winning work in Economics in 2000, assumes that the distribution difference is resulted from using non-randomly selected samples from the universe. Sample selection bias was firstly introduced in the econometrics [7] , and then came into the field of machine learning [24] . Zadrozny [24] proposed a two-step approach for correcting sample selection. The probability density is estimated to model the selection of training instances, and then the sample selection bias is corrected based on the estimated density. Several researches addressed the selection probability density estimation, e.g. kernel density estimation [20] and kernel mean matching [9] . Blitzer et al. [2] also analyzed the learning bounds for cross-domain learning based on instance weighting. However, those algorithms did not investigate the rich structure of the test data. Learning from auxiliary data [21] sources addresses classification using small amount of high quality base training data and large amount of low quality auxiliary training data. For cross-domain learning, we can consider the base and auxiliary training data come from different domains. In this area, Wu et al. [21] proposed an SVM-based algorithm using both base and auxiliary training data. They demonstrated some improvement by using the auxiliary data. After that, several other researches emerged to improve this learning task, e.g. active learning [14] , and boosting [5] . Different from these works, in our problem, there are not any base labeled data. The probabilistic latent semantic analysis [8] is a popular method for document clustering and related tasks. PLSA was derived from the well-known latent semantic analysis (LSA) for text analysis, and provides solid statistical foundation. In this model, each document is considered as the convex combination of several topics, where these topics or latent semantic variables are obtained using the maximum-likelihood principle. An expansion of PLSA is proposed in [4] , which integrates document content and hypertext connectivity for document clustering. Similar to other clustering methods, PLSA does not need labeled information, and thus does not consider the available prior knowledge of the domain. We adapt this model to include the labeled information on topics, thus arriving at a new model we call topic-bridged PLSA (TPLSA) that uses the training documents as source to extract the prior knowledge. By making use of this prior knowledge, our algorithm is able to find documents that relevant for each topic even when these documents are from different domains. In this paper, we will incorporate the must-link and cannot-link constraints into our TPLSA model, which borrowed the idea from semi-supervised clustering. Semi-supervised clustering [1] builds clusters under some additional constraints provided by a few labeled data, in the form of must-links (two examples must in the same cluster) and cannot-links (two examples cannot in the same cluster). It finds a balance between satisfying these constraints and optimizing the original clustering objective function. Several semi-supervised clustering algorithms have been proposed, including [1] [3] [10] . Our algorithm is essentially a classification algorithm in which the constraints given by the training data provide a class structure. It will be shown theoretically and empirically that our algorithm works well for cross-domain classification. In addition, we are interested in using the class-label knowledge gained from source domain training data to help classify documents in the target domain, which is not solvable by traditional semi-supervised clustering algorithms alone.
TOPIC-BRIDGED PLSA 3.1 Problem Definition
In our problem, each training instance d is a text document and is assigned to a unique output label from a topic set C = {c 1 
Learning under the Topic-bridged PLSA
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Bridging Multiple Domains with PLSA
Analogous to [4] , our key observation is that even if the domains are different between the training and test datasets, they are related and still share similar topics from the terms. Rather than applying two separate PLSAs, it is reasonable to integrate the two models into a joint probabilistic model, and use the hidden variable z to bridge the training and test domains. This is the essential part of TPLSA as shown in Figure 1 . (1) and (2), both decompositions share the same term-specific mixing part Pr(z | w). They relate the conditional probabilities for training documents and test documents: each topic has some probability Pr(d l | z) of generating a training document d l with one distribution as well as some probability Pr(d u | z) of generating a test document d u with other distribution. As a result, we can merge training documents and test documents into an integrated model. Since the mixing topics are shared, the learned decompositions must be consistent with training and test data. We define such mixing topic z as a bridge, and the knowledge transferred between training and test domains should be consistent between two domains as well. In the knowledge transferring application, such a bridge allows the model to take evidences about training data structure into account when predicting the categories of test data. Meanwhile, the structure of test data is also be exploited simultaneously under the coupling model. Thus, the model can capture the inherent distribution of test data. After the decomposition is learned on both training and test data jointly, the class information of the test data can be acquired through the categories of the training data. We integrate the two models using a relative weight parameter λ ∈ (0, 1), which is introduced to represent the trade-off of the weighting between training data and test data. Clearly, if λ is near 0, we trust the test data more and training data less. If λ approaches to 1, we rely heavily on the training data. After the integration, we can maximize the following log-likelihood function with the relative weight λ.
Topic Constraints on PLSA
To fully utilize the knowledge in the training domain, we apply the idea of must-link constraints and cannot-link constraints used in semi-supervised clustering [3] In the opposite way, the cannot-link constraint for two doc-
Considering the penalty terms of
, together with the log-likelihood function L, the objective function can be expressed as follows.
Recall that L is the log-likelihood of the observed data. The second term of Equation (6) denotes that all documents known to be on the same topic should be grouped into same cluster, while the third term denotes that all documents in different topic should be grouped into different clusters. Here β 1 and β 2 are the parameters to set the weights for the must-link and cannot-link constraints during estimation. According to our experiments, the performance is not very sensitive to the value β1 and β 2 .
Optimization for Objective Function L c
Since the objective function L c is non-convex, EM algorithm [6] is used to find a local optimal solution of L c in Equation (6) . For the E-step, we use the following formulae for the posterior probabilities of the latent variables associated with each observation:
As the optimization on constraints 
can be interpreted as the probability of a topic z on the condition that two documents belong to same topic. Similarly, for all pairs
is the probability that two documents belong to two different topics z i and z j . The terms C s and C d correspond to the must-link and cannot-link constraints, respectively. Specifi-
In the M-step, the probabilities with respect to unlabeled data d u can be estimated in the similar ways to traditional PLSA, so that 
The principal of EM algorithm ensures that the value of the objective function L c as defined in Equation (6) increases monotonically and converges to a local optimization [6] . When the EM algorithm converges, the values of parameters Pr(d u | z) are used to assign each document to a category.
Algorithm for TPLSA
We now put the entire model together as topic-bridged PLSA (TPLSA). Our proposed algorithm is an integration on the unified model and the constraints to maximize L c , Pr
As notations, we use c as the function to represent the category of the document or a hidden factor, c(d) as the category of document d, and c(z) as the category represented by a hidden factor. Our TPLSA algorithm is given in Algorithm 1. Here L c (i) is the constrained likelihood function at ith iteration. As described in [8] , the time complexity of the standard PLSA is O(k·N), where k is the total number of categories and N is the number of total term-document co-occurrence. In the worst case, N is equal to v· (m + n) where v is the total number of terms while m and n is the total number of documents in training dataset and test dataset. According to Equations (12), (13) , and (14), the total time cost for unified model is still equal to O(k·v·(m + n)). The time cost of calculating the constraints for Equations (9) to (11) is O(k·m 2 ). As a result, the total time cost for topic-bridged PLSA is O(k·m 2 + k·v·(m + n)).
EXPERIMENTS
In this section we empirically evaluate our algorithm for TPLSA for cross-domain text classification and compare it with other state-of-the-art algorithms.
Datasets
In order to evaluate the properties of our framework, we conducted experiments with three different text corpora: UseNet news articles (20 Newsgroups 1 ), SRAA 2 and Newswire articles (Reuters-21578
3 ). Since these three data sets are not originally designed for evaluating cross-domain classification, we split the original data in a way to make the domains of the training and test data different, as follows.
Figure 2. Example of Data Generation
First, we observe that all three data sets have hierarchical structures. For example, 20 Newsgroups corpus contain seven top categories. Under the top categories, there are 20 sub-categories. We define the tasks as top-category classification problems, where our goal is to classify the documents according to the topone level categories. When we split the data to generate training and test datasets, the data are split based on sub-categories instead of based on random splitting. As shown in Figure 2, (7), (8), (9), (10) and (11), respectively.
4:
Maximize the values of Pr(d u | z), Pr(d l | z) and Pr(z | w), in Equations (12), (13), and (14), respectively. 5: end while 6: for each z do 7:
8: end for 9: 
20 Newsgroups
The 20 Newsgroups is a text collection of approximately 20,000 newsgroup documents, partitioned across 20 different newsgroups nearly evenly. Six different datasets are generated from 20 Newsgroups for evaluating cross-domain classification algorithms. Each data set contains two top categories: one as positive and the other as negative classes. Then, we split the data based on sub-categories, as shown in Table 1 . In Table 1 
SRAA
SRAA is a Simulated/Real/Aviation/Auto UseNet data set for document classification. 73,218 UseNet articles are collected from four discussion groups about simulated autos (sim-auto), simulated aviation (sim-aviation), real autos (real-auto) and real aviation (real-aviation). Consider a task that aims to predict labels of instances between real and simulated. We use the documents in real-auto and sim-auto as training data, while real-aviation and sim-aviation as test data. Since all the data in the training set are about autos, while all the data in the test set are about aviation, the distributions of feature spaces in the training and test sets are different from each other. The auto vs aviation data set is generated in the similar way. 
Reuters-21578

Data Preprocessing
Some preprocessing has been applied to the raw text data. First, we perform the Porter stemmer [18] on terms. Then, stop words were removed. A simple feature selection method, Document Frequency (DF) Thresholding [23] , is used to cut down the number of features, in order to speed up the classification. Based on [23] , DF thresholding is suggested, as the method, which has comparable performance with Information Gain or CHI, is simplest with lowest cost in computation. In our experiments, we set the DF threshold to 3. Finally, TFIDF [19] is used for feature weighting. After that, all the document vectors are converted to a unit vector dividing by its length.
Data Distribution
The first three columns of Table 3 show the statistical properties of the data sets. The first two data sets are from the SRAA corpus. The next six are generated using 20 Newsgroups data set. The last three are from Reuters-21578 test collection. Kullback-Leibler divergence values [15] between the training and test sets in each test are presented in the second column in the table, sorted in decreasing order from top down. The next column titled "Documents" show the size of the data sets used. 
where Pr L (w) is the estimation of feature w on D L and Pr U (w) is the estimation of feature w on D U . It can be seen that the KullbackLeibler divergence (KL) values for all the data sets are much larger than the case when we simply split the same data set into test and training data, which has a KL value of nearly zero. An example of co-occurrence for document and word distribution on real vs. simulated dataset is shown in Figure 3 . The first 8000 documents are training documents and next 8000 documents are test documents. Among 8000 documents, the first 4000 documents are labeled with real and the next 4000 documents are labeled with simulated. As shown in the figure, training data has different distribution with the test data. Furthermore, there are still large commonness among them. In this work, we propose to enlarge such commonness to improve the classification over the domains with different distributions. We further show the performance on these datasets with the other supervised classification algorithms that are typically used for text classification, to illustrate the effect of different domains. As shown in Figure 3 , the column D U -D U shows the performance when we use the labeled training data D L to train the model for classification and test the new data D U while column D U -CV shows the best case of performing 10-fold cross-validation on D U . Note that in obtaining the best case for each classifier, the training data are obtained from the labeled data from D U and the test part is also from D U while hiding the labels in different folds. Thus, this best case is the case for classification with the same domain, which gives the best possibly result for that classifier. As shown in the table, we can find that using a learned model from the different domain data to classify the test data will significantly decrease the performance. There exists a big gap between the worst and best cases for each row. 
Compared Algorithms
Three different types of algorithms are employed for comparison with proposed topic-bridged PLSA algorithm. The first two are supervised learning algorithms including NBC, SVM, semisupervised learning algorithms TSVM [12] and Kernel Density Estimation (KDE) algorithm [24] . Naïve Bayesian classifier (NBC) is a well-known supervised learning algorithm, and SVM has been successfully applied in many applications like text classification [11] . For algorithms that use SVM light , we used a linear kernel function as done in [11] . We further compared topic-bridged PLSA with semi-supervised learning. For semi-supervised learning, we implemented the Transductive Support Vector Machines (TSVM) [12] . For TSVM, we used a linear kernel function as in [12] for the semi-supervised transductive learning.
We also compare to the algorithm which corrects sample selection bias using Kernel Density Estimation [24] . The basic classifier for KDE is based on NB and SVM with linear. We call them as KDE-NB and KDE-SVM, respectively.
Evaluation Metric
There exist many evaluation metrics for measuring the performance of classification. In this paper, we employ the metric accuracy for comparing different algorithms by considering that it is binary classification. Assume that T is function which maps from document d to its true class label c = T(d), and L be the function which maps from document d to its prediction label c = L(d) by the classifiers. According to the definition in [22] , the accuracy is defined as:
Overall Performance
In this section, two compared experiments are conducted for four algorithms. For the proposed topic-bridged PLSA algorithm, we set the parameters λ, β 1 and β 2 with 0.5, 50 and 15, respectively. The iteration times is set to 100. These parameters will be studied in parameter tuning section.
Performance on Different Datasets
The first experiment is conducted on 11 datasets listed in Table 3 . The experimental results are listed in Table 4 with the measure accuracy. As shown in the table, TPLSA can achieve better performance than other algorithms. Unlike the aforementioned algorithms, our algorithm incorporates the training data and test data into a unified model, which can better exploit the knowledge of the training dataset and the inherent structure of test dataset. Since supervised approaches including SVM and NBC do not consider the domain difference on training and test datasets, there algorithms get worse performance. Semi-supervised approach TSVM can achieve higher performance than supervised methods, which prove that inspecting the testing data will achieve higher performance. However, these methods assume that the training data and test data are from the same domain. These methods do not fully utilize the structure information contained in test data with different domain. As a result, the semi-supervised algorithms can not be good enough. Correcting sample selection bias [24] , the columns under "Kernel Density Estimation" (KDE), performs only slightly better than NB and SVM classification algorithms, respectively. We believe it is because distribution difference cannot cover all the issues in cross-domain text classification.
As mentioned, the performance of supervised learning algorithms including SVM and NBC will be affected according to the distribution of training data and testing data since they are from different domains. After performing topic-bridged PLSA, we can exploit training data and test data simultaneously. The improvement over the supervised methods is shown in Figure 4 . The X-axis represents different datasets while the KL divergence is decreased from 1 to 11. The Y-axis represents the improvement for our proposed algorithm over SVM and NBC. Generally, we can find that the lower KL divergence is, the less improvement will be achieved. It can be explained the general supervised algorithms can also perform good enough on the datasets with lower divergence. people" dataset to empirically analyze how classification accuracy evolves when the size of training data is changed from 10%, 20%, …, and 100%. We simulate the different sizes of training data by randomly extracting from the training data. The experimental results are shown in Figure 5 . We can find that the accuracy curve of TPLSA is above over the curves of other three algorithms. TPLSA can achieve higher performance over other three algorithms on different size of training data, specifically on few training data. Furthermore, as shown in the figure, our proposed algorithm is not very sensitive to the data size. This also confirms that using the structure information of unlabeled data can achieve better performance. According to our calculating, the KL divergence between different training data and test data is decreased according to the increasing of training data size. As shown in Figure 5 , we can also find that the higher KL divergence is, the more improvement will be achieved.
Parameters Sensitivity
In this section, the experiments are conducted to tune the parameters and to show that our proposed TPLSA algorithm is not sensitive to these parameters. Each parameter is tuned by fixing other parameters.
Parameters for Must-link and Cannot-link
The main two parameters of TPLSA are: the coefficients β 1 and β 2 for the penalty terms. The coefficient β 1 represents the degree of enforcement that the documents with same category in labeled data should be in same cluster, while the coefficient β 2 regulates the degree of enforcement that the documents with different categories in training data should be in different clusters. To reveal the effect of β 1 and β 2 on the performance, we fix the value of one of them and vary the other to show the change in performance. The experiment for tuning is conducted on orgs vs. people dataset. Figure 6 and Figure 7 show the impact of β 1 and β 2 on the performance of TPLSA. One character of the curves in Figure 6 is that when β 1 is increased from 0 to 150 with interval 10, the performance will be increased firstly and then decreased. This indicates that setting β 1 properly will give a better performance. When the value of β 1 is decreased to close to 0, the impact of the penalty terms for the mustlinks is removed. As a result, the performance will be decreased, which indicates that the must-link constraints have a strong impact on the performance. Furthermore, as shown in the Figure 6 , the value β 1 is relatively stable in the interval [30, 120] . We believe the TPLSA algorithm is not sensitive to the value β 1 since the interval is large enough. As shown in Figure 7 , changing β 2 have little impact on the performance. The performance of TPLSA is not sensitive to the value β 2 . In our experiments, 
Performance on Different λ
As shown in Equation (3), the parameter λ is to tune the weight between labeled training data and unlabeled test data. Here we show the different performance affected by the parameter λ to inspect the sensitiveness of TPLSA. λ is tuned on 11 different datasets in table 3. The experimental results are shown in Figure 8 . In the figure, Xaxis shows the change of parameter λ which is tuned from 0.1 to 1.
As shown in the figure, the performance will first increase and then decrease when λ is increased from 0.1 to 1. It is shown that setting λ with a proper value will achieve higher performance for TPLSA.
Furthermore, as shown in the Figure, if the value of λ is changed in the interval from 0.4 to 0.8, the performance of TPLSA will be less impacted across different datasets. It shows that our proposed algorithm is not sensitive to the parameter λ. In this work, we set λ to 0.5 for other experiments. 
Convergence
The method that we used to find the optimal objective function L c as defined in Equation (6) is based on the EM algorithm, which is an iterative process that will converge to a local optimum. Figure 9 shows the change of performance with respect to the number of iterations. We observe that the performance grows faster during the first 60 iterations. The performance is nearly constant when more than 100 iterations are performed. This proves that our algorithm will be converged in about 100 iterations. 
CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel algorithm called Topic-bridged PLSA to handle the cross-domain text classification problem by allowing knowledge learned from documents in one domain to be effectively transferred to another. The algorithm extends the traditional Probabilistic Latent Semantic Analysis (PLSA) to integrate the labeled training data and unlabeled test data under a joint probabilistic model with the common topic as bridge. We conducted experimental evaluation on 11 datasets and the results show that the proposed algorithm achieves better performance than other state-ofthe-art classification algorithms.
As a future work, we will consider other learning methods to acquire the parameters used in the TPLSA model, and consider other related classification tasks such as multi-class classification. Moreover, we plan to do further investigation to inspect the inherent relations among text datasets with different but related domains.
