Current phylogenetic tree reconstruction methods assume that there is a single underlying tree topology for all sites along the sequence. The presence of mosaic sequences due to recombination violates this assumption and will cause phylogenetic methods to give misleading results due to the imposition of a single tree topology on all sites. The detection of mosaic sequences caused by recombination is therefore an important first step in phylogenetic analysis. A graphical method for the detection of recombination, based on the least squares method of phylogenetic estimation, is presented here. This method locates putative recombination breakpoints by moving a window along the sequence. The performance of the method is assessed by simulation and by its application to a real data set.
Introduction
Phylogenetic analysis is concerned with the accurate reconstruction of the evolutionary history of a set of taxa. Phylogenetic tree estimation methods make the assumption that, for a given set of taxa, there is only one true tree for the entire sequence length. If this assumption is violated (e.g., through recombination), this model will be invalid. One possible approach is to identify the position(s) in the sequence (i.e., columns in the multiple-sequence alignment) where recombination has occurred and divide the data into subsets (i.e., subalignments) accordingly.
Trees may then be estimated separately on each of these subsets.
Various attempts have previously been made to detect recombination.
For example, Stephens (1985) and Sawyer (1989) use the distribution of polymorphic sites along a sequence to detect recombination (but not recombination breakpoints), while Hein (1993) considers changes in the most parsimonious tree along an alignment. Salminen et al. (1995) have developed bootscanning, a graphical method of detecting recombinant sequences by comparison with known nonmosaic sequences which may be involved in the recombination event. Maynard Smith (1992) proposed a maximum chi-square test for detecting recombination breakpoints. This requires a multiple alignment containing a single recombination breakpoint. It also requires some prior knowledge of the possible recombinant and the two lineages involved. For a given partition of these sequences into two subsets, it considers the number of phylogenetically informative sites supporting each of the two possible groupings of the recombinant and calculates the chisquare statistic. The partition which maximizes this is taken as the recombination breakpoint. Examples of this method in practice may be found in Robertson, Sharp, and Hahn (1995) and Bollyky et al. (1996) among others.
There are also various methods which may be used to test for the presence of recombination in previously identified subsets of a data set by comparing trees con-strutted on the different subsets. For example, Kishino and Hasegawa (1989) deduced a formula for the variance of the difference in log likelihoods between different trees. This allowed them to construct a test for significant differences between trees (as implemented in the program DNAML from the PHYLIP package; Felsenstein 1993) . A statistically better approach (but one which requires considerably more CPU time) is the likelihood heterogeneity test of Huelsenbeck and Bull (1996) . However, these methods do not address the problem of how to identify the limits of putative recombination events.
To address this problem of identifying the limits of recombination events, or indeed, scanning a DNA alignment to check for the presence of mosaic sequences, a new graphical method is proposed below. This can deal with large data sets and does not need the two-subset structure that the maximum chi-square method requires. It is thus intended to be a tool for the initial stages of analysis of a phylogenetic data set. It detects the presence of possible recombinant sequences and gives approximate locations of the breakpoints.
Following this initial analysis, it should be possible to apply statistical tests for recombination more effectively.
Method
Consider a data set of aligned DNA sequences and a window of length 21 base pairs which moves along the sequence in increments of m base pairs. The window is divided into two equal parts, and the pairwise distance matrix for each half is calculated. A phylogenetic tree is then estimated on the first half of this window using the least squares method (Cavalli-Sforza and Edwards 1967; Fitch and Margoliash 1967; Felsenstein 1997 ). This method uses the sum of squares criterion to estimate the best tree. For each tree examined, it calculates the expected pairwise distances from the tree, and calculates the sum of squares, SS = c (observed distances -expected distances)*/(observed distances)Power, where power = 0 for unweighted least squares, and power = 2 (as is widely used) for weighted least squares. The best tree is the one yielding the lowest value of the sum of squares. This value is recorded as SSa. The pairwise distance matrix for the second I base pairs of this window is then fitted to this estimated topology (the branch lengths are reestimated), and the value of the sum of squares noted as SSb. The difference in the sum of squares statistic, Dss, is calculated as
This statistic is calculated for all possible windows along the sequence (obtained by sliding the window forward in increments of m base pairs), yielding values DssF for each window i.
The process is then repeated in the backward direction. The first window is now the last window examined when moving forward, and the windows slide toward the start of the alignment. Again, a tree is estimated on the first half, and this tree is then fitted to the second half of the window. This produces the set of values { Dss? }, ordered so that Dssr and Ds$ correspond to the same window, i. The values of Dssi are calculated as Dss, = max(Ds$, Dss?).
The Dss values (also referred to as { DSSi}) may then be plotted against the center of the corresponding window. If no recombination has occurred in the window, both halves should have the same topology, so the values of the sums of squares will be similar. Hence, Dss should be of small magnitude, with variation due to background noise. Now, consider the window with a recombination breakpoint at its center. Usually, this results in the topologies on each half being different (although occasionally, only the branch lengths may be affected by a recombination event). This means that SSb should be significantly greater than SSa, leading to a high value of Dss. As we consider the windows on either side of this window, the Dss values should still be higher than usual but will decrease as the windows slide away from the breakpoint. The Dss values should return to the level of background noise when the subset of data in the windows has, once more, one underlying topology. Therefore, for a data set containing a mosaic sequence with a recombinant region of length comparable to 21 (the window length), where there are two breakpoints (i.e., the midregion of one sequence has been replaced by the corresponding region of another), the plot of the { Dss~} against the corresponding windows' centers should have two significant peaks marking the boundaries of the recombination event. For smaller recombination events, or those at the ends of the alignment, there may only be one peak.
Initially, only the { Dssr} were used. These were examined for data sets where the midportion of the sequence had been involved in a recombination event, which should lead to two peaks. It was noted, however, that the two peaks were markedly different in size, with one peak being much smaller than the other. In some cases, the smaller peak completely disappeared (i.e., no information was given on the location of the corresponding breakpoint), even in data sets with an easily detectable recombination event. On further consideration, it appeared that changes in tree length were the cause of this problem. For example, a recombination event that causes an increase in the total tree length through a change in topology leads to the first peak of the { DssF} being higher than the second. Moving into the recombination event, the values of SSb are higher than those of SSa due to both the recombination event and the fact that the tree is now longer (which, in general, leads to higher values of the sum of squares). Moving out of the event and back into the shorter tree, the opposite is the case; the values of SSb are smaller. This effect will, of course, be reversed for the { Dssy }. Hence, the { DSS;} are chosen as the larger of the DssF and DssB values for each window to maximize the chances of detecting a recombination event. One important point is whether to use weighted least squares. Weighted least squares will standardize Dss for varying branch lengths along the alignment. So, if it is believed that there is significant regional rate variation, weighted least squares should account for this, so that any peaks should be due to recombination.
Otherwise, the effect of moving between the shorter and longer trees resulting from the rate variation, as mentioned above, will lead to large values of Dss calculated using unweighted least squares. This may appear to suggest that weighted least squares should always be used, but this is not necessarily the case. For example, if there is little regional rate variation along the sequences, then unweighted least squares is a valid approach. Indeed, this approach is recommended in the case where some of the pairwise distances between the species are small; using a power of two means that the denominators of these terms in the sum of squares will be extremely small (the result of squaring a number less than one). A small difference (due to sampling error) in the estimates of short branch lengths in adjacent regions could result in a relatively large effect on the Dss statistic. The power may actually take on any real value, so it could be varied continuously between 0 and 2, thus allowing a trade-off between accounting for rate variation (effect should decrease with power) and this "short-distances effect" (effect increases with power). In this paper, we restrict discussion to two extreme values of power (i.e., 0 and 2), but note that intermediate values may be optimal for real data sets.
Another consideration is the size of the window and the increment to use. For the latter, there is a tradeoff between speed and accuracy of the method. The smaller the increment, the more windows and the longer the computational time required. Thus, the increment should be chosen to give enough Dss values to locate possible recombination breakpoints. The window size is determined by the strength of the phylogenetic signal. The method estimates trees on half of the window, i.e., of I base pairs. So the window size must not be too small, or the phylogenetic signal will be swamped by noise. Initial work suggested that windows of 400 base pairs or more are reasonable choices.
Once the limits of a possible recombination event have been determined, tests may be carried out to statistically test for recombination.
One possible approach is the maximum chi-square test. Another is to estimate trees on the appropriate subsets of the data, and then test for significant differences by using the aforementioned tests of Kishino and Hasegawa (1989) or Huelsenbeck and Bull (1996) . It is important to remember that the alignment has been partitioned (by the Dss method) into subsets on the basis that these appear to be different; hence, any subsequent statistical test will be biased. In addition, long sequences are more likely to contain spurious high values of Dss. Therefore, it is necessary to use a conservative P value when testing for significance, for example P = 0.001. Inspection of the tree topologies estimated from each subset allows determination of the taxa involved in the recombination event. The software used to calculate the values of the Dss statistic is a combination of programs from the PHYLIP package (DNADIST, FITCH), C programs (ANSI C) and Unix Bourne shell scripts. The programs, Unix scripts, and test data may be obtained by sending an e-mail to the address: grainne@bioss.sari.ac.uk.
Performance of the Dss Statistic
The behavior of the Dss statistic was investigated in a simulation study. Data sets of 10 sequences with a variety of recombination events were simulated (details below), and sets of Dss values were obtained for each. These sets were then examined for effectiveness in detecting the recombination event. One hundred data sets for each type of recombination condition were simulated according to the lo-sequence phylogeny in figure 1. The sequence length was 2,500 base pairs. The single-rate model of nucleotide A Graphical Method for Detecting Recombination 1127 substitution was used (Jukes and Cantor 1969) . The recombination event was chosen to be of length 500 base pairs, occurring between 1,000 and 1,500 base pairs along the alignment.
The event involves this subsequence of DNA in one sequence in figure 1 being replaced by the corresponding part of another. The recombination events occurring at the inner branches, i.e., those involving ancestral sequences, have the consequence that all the descendant sequences inherit the recombinant region.
Several types of recombination event were simulated. These events can be broken down into two main subgroups: half tree (HT) and entire tree (ET). HT involves sequences in the top half of the tree, while the ET events occur across the whole tree. Figure 1 shows the paths along which these events occur at four different depths in the tree (as marked on the figure) . In each type of recombination event, a section from the lower positioned sequence in figure 1 replaces the corresponding region in the higher sequence. The HT data sets contain more sequences that are unaffected by recombination than do the ET data sets; this allows us to investigate the detection of recombination in two different phylogenetic backgrounds. It was also necessary to simulate data sets where no recombination has taken place. This provides an estimate of the level of background noise in the Dss statistic. The simulation proceeded as above, but, of course, without the recombination event. Two hundred such data sets were simulated.
In order to interpret the results of the simulation study, it would be useful to quantify the difficulty of detecting a recombination event. A very simple index for this purpose is proposed here. Suppose one of the recombination events described above occurs. Consider the lengths of all the descendant branches from the recombination event (this includes descendants of both the recombinant sequence and the sequence which donates the recombining DNA). Also consider the lengths of all branches linking the descendant sequences involved in the recombination event (again, this includes all descendants of the original recombinant and those of the sequence which donates the DNA). An index for the difficulty in detecting recombination may be defined as follows: DDR = lengths of all descendent branches affected + lengths of all branches linking the sequences involved in the event, with values lying in the range (0, 1). Low values of DDR represent a recombination close to the tips of the tree, an event relatively easy to detect, while high values correspond to a recombination event quite deep in the tree (difficult to detect). For the ET recombination event, values of DDR range from 0.110.8 = 0.125 (the denominator is the length of the branches linking sequences 5 and 8 only) to 2.1/2.2 = 0.955 (all sequences are included by definition, so the denominator is the length of the entire tree). For the HT event, the values range from 0.1/0.6 = 0.167 to 0.9/l = 0.9 (the denominator is the sum of the lengths of the branches linking sequences l-5).
It is likely that the DDR index omits many things which affect the ease with which any method detects recombination.
For example, it would be more difficult to detect recombination in a tree similar to that in figure 1 which had branches which were 10 times as long. Nevertheless, for a given tree, the DDR index does allow us to quantify, to some extent, the difficulty of detecting recombination in the simulated data sets. For each data set, the set of values of the Dss statistic were found. Since there is no regional rate variation in the simulated data sets, the unweighted version of the least squares method for phylogenetic estimation was used. The { Dss,} were calculated using a window 500 base pairs long, which moves along 10 base pairs at a time. Thus, for each data set, there were 201 values of Dss (each run required less than 10 min CPU time on the Sun Ultra Enterprise of the MRC HGMP Research Centre computing facilities; Rysavy et al. 1992 ). These were then examined to see if the recombination event was detected.
Evaluating the Simulation Study
For real data sets, the method proposed is essentially a graphical one. To evaluate the simulation study, however, parametric bootstrapping (Huelsenbeck, Hillis, and Jones 1996) was used (note that parametric bootstrapping could also be applied to the analysis of real data; this is discussed later). When using the parametric bootstrap to evaluate the Dss method, the true values of the parameters are known (implicit in the design of the simulation study).
A simple automatic method for detecting peaks is used. Consider this in two stages. A point is part of a peak if it is relatively large and if the points around it are also relatively large. Determining whether a point satisfies the first criterion is easily done using parametric bootstrapping.
A simple form of smoothing is applied to the { Dssi} : a window of 20 observations (10% of the Dss values) is moved along the { Dss,} one value at a time, returning the average of these 20 points. This smoothed value is compared with the empirical distribution for the highest such smoothed value of Dss where there is no recombination (this distribution is obtained from the 200 data sets with no recombination event). If the smoothed value is greater than T of the points in the empirical distribution, then its P value is (200 -n/200. A low P value suggests an unusually high value of Dss at the center point of the smoothing window.
Following classical statistical methodology, points which have P values less than or equal to 0.01 are considered significantly high. Once the set of such points has been obtained, it can be examined to see if the points satisfy the second criterion: they are grouped in clusters, thus forming peaks. This was implemented by grouping these points into sets of unbroken sequential observations, with the beginnings and ends of these runs recorded. Thus, if a set of {Dss,} had two peaks, two groups of large Dss values would be recorded, thus estimating the beginning and end of a recombination event.
The peak detection procedure was programmed in the S-Plus statistical package. The beginning and end of any peak found were given in the output. Also given was where the highest smoothed value of the {Dss~} in the peak occurred. This is a simple point estimate of the limits of the recombination event. The output was examined for the locations of the peaks; mostly, if a peak occurred, it did mark a boundary of a recombination event. Occasionally, however, a significant peak was found where there was no recombination; this was recorded as a false peak. It was also noted that some peaks were located entirely on one side of the recombination breakpoint rather than being centered around it. It was decided arbitrarily to count such peaks as being in the correct place, if the nearest endpoint to the breakpoint was within 60 base pairs.
Results
It would be expected that some of the recombination events simulated would be easier to detect than others. As the event moves from very deep in the tree (the fourth depth) to close to the tips of the tree (the first depth), it should become easier to find the event (the DDR values increase as we move deeper down the tree). Tables 1 and 2 summarize the results of the simulation study, and it appears that our expectations do indeed hold. For the first two depths of the ET recombination event (DDR values of 0.125 and 0.44), there are two peaks in the correct places. There is a low percentage of significant peaks at the wrong locations (only 4%). The point estimates of the limits of the events (the mean highest smoothed point in each peak) are quite close to the true values of 1,000 and 1,500, and are reasonably precise, as demonstrated by the width of the approximate 95% confidence interval. The Dss method also performs quite well at the third depth (DDR = 0.75). While this recombination occurs quite deep in the tree, the sequences involved are relatively diverged from each other. There is very little that is significant at the fourth depth, but it would be very surprising if there were, as the amount of divergence in the taxa before the recombination event is very small. The results for the HT recombination event are shown in table 2. The results follow a pattern similar to those of ET for the second to fourth depths, the relative positions of the recombination events being comparable. The fact that more of the sequences in this data set are not involved in the recombination event does not seem to affect the ability of Dss to detect recombination.
For both types of recombination event, the average width of the peaks decreases as the event moves deeper into the tree. This is unsurprising, as an event deep in the tree has had more time to accumulate mutations which obscure the recombination event.
Implementation to a Real Data Set
The method is now applied to a DNA data set of the argF gene for eight different Neisseria species and a species of Escherichia coli. This data set was used by Zhou and Spratt (1992) to detect recombination in N. meningitidis, two strains of which were included in the data set. The data were extracted from the EMBL/ GenBanWDDBJ database and aligned using the CLUS-TAL W automatic multiple alignment program (version 1.6; Thompson, Higgins, and Gibson, 1994) , taking the default options (this multiple alignment is available on request from grainne@bioss.sari.ac.uk).
The numbering scheme for the bases used by Zhou and Spratt (1992) has been used here. Thus, the 787-bp alignment starts at 296 and ends at 1,083. and Spratt (1992) , who report anomalous regions between 296 and 497 bp, and between 803 and 833 bp. The former was found to be a recombination event; it was not known whether the latter was a recombination event or another type of anomalous region.
A window of 400 bp was used to calculate the { Dss~}, moving in increments of 2 bp each time. Following Zhou and Spratt (1992) the Jukes-Cantor model of nucleotide substitution was used. Some of the pairwise distances were small (<O.l), so unweighted least squares were used to calculate Dss. The set of values calculated using weighted least squares is also shown to illustrate the effect of such short distances on Dss. The resulting plots of the Dss values are shown in figure 2.
The previously mentioned short-distances effect on weighted least squares is clearly illustrated in the lower graph of figure 2. A peak is present at 625-670 bp and in other places the { Dssj} fluctuate wildly (700-730 bp and 835-850 bp). In these regions of the data set, some of the pairwise distances are very small; indeed, for some windows, there is no change at all between some of the sequences. These short distances lead to the inflated values of Dss observed.
Discussion
From the top graph of figure 2, it appears that there are three distinct peaks, with center points located at approximately 535 bp, 785 bp, and 830 bp. This suggests that the data should be split into four subsets: beginning (296 bp) to 535 bp; 536 bp to 785 bp; 786 bp to 830 bp, and 83 1 bp to end (1,083 bp). This subdivision is in good agreement with the findings of Zhou
The Dss method for detecting mosaic structure is a relatively quick way to determine limits of possible recombination events. It performed well under the conditions of the simulation study, and found recombination breakpoints in the Neisseria argF data set which are consistent with those found previously. Note that the Dss method estimates a region, the center of which should contain the breakpoint. The performance of this method in general is, of course, of interest. While it did perform well in the simulation study, it must be noted that this study was conducted under limited conditions (for example, a constant rate of evolution among lineages, a one-parameter model of nucleotide substitution, and the assumption that the nucleotide substitution model does not vary along the sequence).
However, the appropriate use of distance methods such as weighted least squares should mean that rate variation among lineages will not be a major problem. Using a more elaborate model of evolution (e.g., the two-parameter model of Kimura [1980] ) can require the estimation of several parameters. While these can be estimated for the entire sequence and then applied to the subsequences in the windows, we would need to assume that the nucleotide substitution process (e.g., as described by base composition and the transition-transversion ratio) does not vary along the sequence. We can correct for some differences in the mean rate of nucleotide substitution between adjacent regions by using weighted least squares. It was observed, however, that small changes in short pairwise distances can have a large influence on Dss, leading to artificial peaks or wildly fluctuating values. This effect is currently being investigated, as are other improved ways of removing the influence of regional rate variation.
Currently, the Dss method appears to search for the presence of a recombination event or discrepancies in the model applied to the data. Thus, if significant peaks are found, it is important to carry out further tests to see if the peaks are due to recombination events. Even if recombination does not appear to have occurred, the Dss method still provides useful information, as it is likely that some of the assumptions of the nucleotide substitution model are not homogeneous across the entire sequence length.
One of the motivations behind this method was to develop a fast procedure to scan for recombination events, hence the emphasis on a graphical method. However, it would be possible to approach detection of recombination using Dss in real data sets in a more statistical way, using parametric bootstrapping in a manner similar to that of the simulation study. This would require the simulation of data sets assuming no recombination, and the calculation and smoothing of the Dss values from these sets. The largest value from each set could be extracted to yield a distribution for high values of Dss in the absence of recombination.
This would enable the determination of significantly high (smoothed) values of Dss in the real data set. We are currently developing an automated procedure for carrying out this analysis.
