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Abstract. We present a new calibration model of both static distortion
and projection for a scanning-electron microscope (SEM). The pro-
posed calibration model depends continuously on the magnification
factor. State-of-the-art methods have proposed models to solve the
static distortion and projection model but for a discrete set of low
and high magnifications: at low magnifications, existing models
assume static distortion and perspective projection. At high magnifi-
cations, existing models assume an orthogonal projection without pre-
sence of static distortion. However, a magnification-continuous model
which defines continuous switch from low to high magnifications has
not yet been proposed. We propose a magnification-continuous static
calibration model of the SEM. The static distortion and intrinsics of the
projection matrix are modeled by partial differential equations (PDEs)
with respect to magnification. The approach is applied with success to
the JEOL-JSM 820 in a secondary electron imaging mode for mag-
nification ranging from 100× to 10k×. The final RMS reprojection error
is about 0.9 pixels. This result together with two application-based
experiments: the consistent measurements of the bending of a canti-
lever and a 3-D reconstruction of a nano-ball emphasize the rele-
vance of the proposed approach. © 2012 SPIE and IS&T. [DOI: 10
.1117/1.JEI.21.3.033020]
1 Introduction
The scanning-electron microscope (SEM) imaging system is
essential in the study of nanomaterials and micro-nanosys-
tems. It allows us to observe, analyze, and manipulate these
micro and nano specimens. However, the acquisition process
is not free of phenomena which are necessary to model and
to correct in order to proceed to vision-based applications:
metrology, three-dimensional (3-D) reconstructions, visual
servoing, etc. The first phenomenon is the time-dependent
drift which has received a particular interest.1 This drift is
mainly due to the accumulation of electrons on the surface
of the observed specimen. It can exceed hundreds of microns
in an hour at 10k× magnification with the JEOL-JSM 820.
In this paper, we assume that the time-dependent pixel-drift
is corrected with the method proposed in Ref. 1 The second
phenomenon is the static distortion which can be defined as a
systematic space distortion of the projected 3-D scene points.
It is mainly due to the electromagnetic lens and the rastering
process of the electron beam (the effect of these two distor-
tion phenomena is depicted in Fig. 1). The third phenomenon
is the mapping which relates a 3-D point in the observed spe-
cimen to its projection in the two-dimensional (2-D) image.
This mapping depends on the magnification factor and can
be either perspective or orthogonal (i.e., parallel). Sutton
et al.2 have addressed this problem but for a discrete set
of low and high magnifications. At low magnification, exist-
ing models assume only static distortion and perspective
projection. At high magnification, existing models assume
an orthogonal projection without presence of static distor-
tion. These discrete calibration models are a real bottleneck
during micro/nano-material inspection, characterization, or
manipulation. Indeed, we often need to smoothly switch
from one magnification factor to another to collect global
and local information of the observed specimen. Unfortu-
nately, with the existing models we are obliged to go through
the set of precalibrated discrete set of magnifications.
This paper addresses the problem of modeling magnifica-
tion-continuous parameters of the static distortion and the
projection of the SEM. A systematic method of estimating
the static distortion and the projective mapping in a contin-
uous range of magnification scale is proposed. We assume
that the dynamical pixel-drift is compensated as explained
in Ref. 1.
Paper 12020 received Jan. 17, 2012; revised manuscript received Jul. 20,
2012; accepted for publication Jul. 27, 2012; published online Sep. 28, 2012.
0091-3286/2012/$25.00 © 2012 SPIE and IS&T
Journal of Electronic Imaging 033020-1 Jul–Sep 2012/Vol. 21(3)
Journal of Electronic Imaging 21(3), 033020 (Jul–Sep 2012)
1.1 Related Work
During the last decade, several authors have addressed the
calibration problem of the SEM. They mainly investigated
two aspects of the problem: 1. the dynamic calibration which
includes the time-dependent pixel-drift and 2. the static cali-
bration which includes static distortion and projection matrix
calibration. The calibration of the pixel-drift has received the
most particular attention in the electron microscopy commu-
nity. These studies proved that the drift depends mainly on
the time and the magnification when the magnification
ranges from 100× to 10k×.1 It is shown in Ref. 2 that for
magnification higher than 10k×, the drift is space dependent
and has to be estimated for each acquired pixel of the image.
The drift was estimated first in full-image-based on digital
image correlation (DIC) in Ref. 1 then in three other works
in Refs. 2, 3, and 4. In Ref. 5 it was estimated in the fre-
quency domain using fast Fourier transform (FFT). The drift
trajectory flow over time has been modeled by means of
B-spline curves fitting.1 Kalman filtering techniques also
were tested and validated in the case of thermal drift calibra-
tion in scanning probe microscopy.6
The static calibration which includes static distortion cali-
bration and projection calibration was modeled similarly as
with classic optical imaging systems,7,8 Some authors ob-
served a nonradial behavior of the static distortion and
have addressed this problem using B-splines to fit the spatial
field of evolution of distortion. Other authors assumeed a
perspective projection in the case of low magnifications
(up to 5k×) and an orthographic projection in the case of
high magnifications (more than 5k×).1,9–11 This static cali-
bration is usually processed for a discrete set of magnifica-
tion ranging either in low or high magnification scales. For
medium magnification scales, the literature did not provide a
clear embedded model which allows us to switch smoothly
from one model to another. However, in several applications
we often need to go through different scales of magnifica-
tion: (1) 3-D reconstruction of micro and nano scale speci-
mens:9,12,13 in SEM imaging systems it is difficult to have the
whole observed specimen in one single image. We need
different images at different scales to have local information
with details as well as global information of the observed
specimen. In order to register this information to obtain a
consistent 3-D shape with coarse and fine representation
we need a magnification-continuous calibration model,
(2) deformation measurement,14 (3) nanomaterials track-
ing,13,15,16 positioning and handling,17 and (4) micro-mobile
robot positioning.18 In these different situations, a magnifi-
cation-continuous calibration model will provide calibration
parameters for every required magnification scale.
1.2 Contribution
A magnification-continuous static calibration model of the
SEM is developed. It addresses the static calibration, i.e.,
the estimation of the spatial distortion and the geometric pro-
jection matrices. The calibration parameters are expressed
into partial differential equations (PDEs) with respect to
magnification. To cover a large magnification range, a spe-
cific calibration specimen is developed (see Fig. 2). It con-
tains squares of various sizes enabling the calibration over
a wide range of magnification. Images of this specimen
are acquired for various magnifications and poses. In our
study, we assume that the dynamical pixel-drift is compen-
sated as explained in Ref. 1. The developed approach is
applied to the JEOL-JSM 820 SEM for magnification ran-
ging from 100× to 10k×. The RMS of the reprojection
error is about 0.9 pixels. It shows up the accuracy of the pro-
posed model. We propose two application-based experi-
ments with real data to show the practical relevance of our
model: 1. an accuracy deformation measurement experience
at three different magnification scales 6450, 7760, and 8890
and 2. a 3-D reconstruction of nano-ball of 900 nm diameter.
If a magnification-continuous calibration model is not
required for single image of the observed specimen, it is of
great importance when we need to register to the same refer-
ence frame multiple images of global and local views of an
observed specimen.
1.3 Structure and Notations
This paper is organized as follows: Sec. 2 presents a brief
technical description of the SEM. Section 3 describes
the proposed approach for a multiscale static calibration.
Section 4 presents the calibration results on the JEOL-JSM
820 and two real application experiments within discussion
and comments. Finally, Sec. 5 concludes and draw future
works.
Fig. 1 The distortion phenomenon in image acquisition of a gold on
carbon specimen by the JEOL-JSM 820 SEM. The image resolution
is 512 × 512 pixels. (a) The initial acquired image. (b) After 15 min,
the patterns of the specimen have moved due to the time-dependent
distortion effect.
Fig. 2 Multi-scale calibration grid designed at FEMTO-ST lab. It
contains multiple chess grid regions with squares going from
25 μm down to 1 μm per side.
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2-D points in homogeneous coordinates are denoted by
symbols in typewriter font [e.g., u ¼ ðux; uy; 1Þ
T]. 3-D
points are indicated by plain letters [e.g., C¼ðCx;Cy;CzÞ
T].
Matrices are denoted by uppercase sans serif font (e.g., A).
This notation is also adopted for n-dimensional vectors.
However, vectors providing a direction in 3-D are repre-
sented using plain lowercase topped by an arrow (e.g., ~l).
For convenience, and given two 3 × 1 vectors ~l and ~m,
the dot product is indicated either using h:; :i or using regular
matrix/vector multiplication (e.g., h~l; ~mi ¼ ~l
T
~m) and the
cross product is carried either using the symbol × or using
the skew-symmetric matrix (e.g., ~l × ~m ¼ ½~l
×
~m). For sake of
simplicity, k · k2 denotes the vector norm 2 in any real vector
space •n of finite dimension n. The symbols μm and nm
designate, respectively, micro-meter and nano-meter unit
distances.
2 Scanning-Electron Microscope
2.1 Technical Description
Since the commercial availability of the SEM in 1966, it has
been a valuable resource for viewing samples at a much
higher resolution and depth of field than the typical light
microscope. Similar to the light microscope, the SEM con-
tains an illumination source. This source, known as the elec-
tron gun, supplies the electrons that form an electron beam,
see Fig. 3. The shorter wavelength of electrons compared to
visual light permits a resolution in the nano-meter range.
As the electron beam proceeds down in the electron column
toward the specimen chamber, lenses (usually magnetic) are
used to focus the beam. After the beam has been focused
by lenses, a pair of deflection coils scan the beam over a rec-
tangular portion on the specimen substrate.19 The sample is
typically mounted on a specimen stage which can be motion
controlled with a joystick. The interior of the SEM contains
a vacuum environment that supports beam formation and
prevents the electrons from scattering. Detectors inside the
chamber collect the emitted and/or scattered radiation from
the specimen. Mostly secondary electrons (SE) are respon-
sible for the topographic contrast in SEM images. This signal
is then processed and used to display a 2-D image of the
specimen on a computer.
2.2 Formal Imaging Model
For magnifications ranging from 100× to 10k×, the imaging
model of the SEM combines three functions:
1. a pixel-drift action which is both magnification and
time-dependent,
2. followed by a static distortion action which is magni-
fication-dependent,
3. followed by an action of projection. The law of pro-
jection to be applied depends on the magnification.
While the scanning electron beam can be assumeed
as central projective, it should be interpreted as parallel
projective above a magnification of 1000× and more.1
The whole imaging model can be formalized as:
x^ ¼ fdt;g½f
s
gðPgXÞ; (1)
with X a 3-D scene point and x^ the corresponding acquired
image pixel. fdt;g and f
s
g are two dimensional functions (image
x-axis and y-axis) which, respectively represents the dyna-
mical drift and the static distortion. Pg is the matrix of pro-
jection of a 3-D point X of a given scene.
Henceforth, to retrieve a 3-D ray incident from a 3-D
point of scanned scene the corresponding pixel is first cor-
rected from the drift effect, then is statically undistorted and
finally back-projected. In this work, the dynamical pixel-drift
fdt;g is estimated and compensated as explained in Ref. 1.
3 Magnification-Continuous Static Calibration
Model
The image-based static calibration includes static distortion
calibration and image projection calibration. They are both
time-independent but they are magnification-dependent.
They are treated at the same time because usually the same
calibration pattern is used for both and because of the depen-
dance between the static distortion and the projection
parameters.20
3.1 Static Distortion Calibration
In SEM images, static distortions are mainly caused when
the scan coils sweep the region to scan. In contrast with the
dynamic distortion, at low magnification the static distortion
is much more significant than at high magnification.1
3.1.1 Distortion model
The proposed spatial distortion model represents this physi-
cal phenomenon as a decentered shift which has both a radial
and tangential component,21 (see Fig. 4):
xd − e ¼
2
1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − 4ξrr
2
u
p ðxu − eÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
radial
þ ξt½r
2
u þ 2ðx
d − xuÞ2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
tangential
;
(2)
where ξr, ξt are the distortion parameters to be determined
and e is the center of distortion which is assumed to be dif-
ferent of the image center. λ ¼ 2∕1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − 4ξrr
2
u
p
refers to
the factor of distortion and depends on the square of the
radius of distortion ru ¼ kx
u − ek between the undistorted
image point and the center of distortion. In the calibration
S.E.
condenser lenses
electron gun
aperture
scan coils
objective lens
c
p
f
camera center
principal point
virtual image plan
virtual static
distortion lens
virtual dynamic
distortion lens
virtual imaging model
detector
Fig. 3 The SEM and the corresponding modeling of the image
acquisition process.
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of the distortion we first assume ξt ¼ 0 and estimate e. Then
we initialize ξt and ξr to zero and estimate them using bundle
adjustment methods.22 To see whether or not a given image
undergoes distortion, finding the center of distortion is a
good evaluation method.20 This procedure is described in
the next paragraph.
3.1.2 Determination of the center of distortion
The importance of determining the center of distortion has
long been recognized in the photogrammetry community.
The method described in this paragraph was first proposed
in. Ref. 20. The estimation of the center of distortion
involves the use of a geometrically structured calibration
pattern, see Fig. 5. It may consist on a plane with several
distinguishable points fxci gi∈•. The positions of the points
xci are assumed to be known in an Euclidean coordinate
frame on the plane. Let xdi denote the corresponding points
in the distorted image. The calibration pattern points xci and
the undistorted image points xui (in pixel coordinates) are
related by a homography H, according to xui ¼ Hx
c
i . Note
that the superscripts u, d, and c, are used to distinguish
the undistorted, distorted, and calibration points, where
the subscript i runs over all points. The points xui are next
distorted radially away from the center of distortion e, to give
xdi ¼ eþ λiðx
u
i − eÞ: (3)
Note that the distortion factor λi is typically different for
each point. We multiply this expression on the left by ½ex
(the skew-symmetric 3 × 3 matrix representing the cross
product), resulting in:
½exx
d
i ¼ λi½exx
u
i ; (4)
where the terms e disappears when multiplied by ½ex.
However, since xui ¼ Hx
c
i , we have:
½exx
d
i ¼ λi½exHx
c
i : (5)
Finally, multiplying on the right by xdi , and observing that
xdi ½exx
d
i ¼ 0, because ½ex is skew-symmetric, we obtain:
0 ¼ λix
d
i ð½exHÞx
c
i : (6)
Writing F ¼ ½exH, we have the usual fundamental matrix
relation:
xdi Fx
c
i ¼ 0: (7)
The matrix Fmay be called the fundamental matrix for radial
distortion. It is a 3 × 3 matrix of rank 2. It may be computed
using, for instance, the 8-point algorithm7 from 8 grid points
and their projections in the image plane. The center of radial
distortion can be extracted as the left epipole. In the case
where there is no radial distortion at all, the above computa-
tion of the fundamental matrix is unstable, and the estimated
value of e is essentially arbitrary and meaningless. The nat-
ure of this instability is related to the fact that in this case the
point xci and its projection can be related only by a homo-
graphy from the 3-D space to the image plane. If there is
no radial distortion, then it does not make much sense to
talk about a center of distortion. Without radial distortion,
the distortion factor λi will equal unity for each point, and
the distortion equation xdi ¼ eþ λiðx
u
i − eÞ reduces to x
d
i ¼
xui independent of e. This degenerate situation is easily
detected during the computation of the fundamental matrix.
This property allows us to determine whether there is or
not a static distortion effect in SEM images when one
goes through magnifications.20 Concretely, in the degenerate
situation, the computation of the fundamental matrix with the
8-point algorithm will still produce a matrix F satisfying
xdi Fx
c
i ¼ 0. We decompose F in the form F ¼ QH, where
H is the homography relating the points xci and x
u
i , and Q
is an arbitrary skew-symmetric matrix relating the points xui
and xdi . In the degenerate case, points x
d
i and x
c
i also satisfy
the relation xdi ¼ x
u
i ¼ Hx
c
i which is not the case in the non-
degenerate situation. The detection of degenerate situations
and computation of the center of distortion are outlined in
Algorithm 1.
3.2 Projection Model
After compensating the image drift and undistorting the
resulting pixels it remains to determine the projection
p
P1
P2
P3y
x
r
Fig. 4 Combination of radial and tangential distortion. In this example,
we assume that the distortion is centered in the middle of the image.
The original pixel P1 moves radially toward the center to position P2
than tangentially to P3. Removing the static distortion defect is to
recover P1 starting from P3. In our method, the center of distortion
is estimated using a chess grid pattern.
Fig. 5 An example of static distortion at 400× of magnification using
the calibration pattern designed at FEMTO-ST lab. The image size is
of 512 × 512 pixels and the size of the squares is of 25 μm per side.
The estimated center of distortion is at ∼ð290;300ÞT pixels.
Journal of Electronic Imaging 033020-4 Jul–Sep 2012/Vol. 21(3)
Malti et al.: Magnification-continuous static calibration model of a scanning-electron microscope
model. Because of the large range of magnification scales of
the SEM, the projection model can vary from perspective
to orthographic. Existing works11,23 assume either a perspec-
tive model for low magnification or an orthographic projec-
tion for high magnification with an abrupt switch at the
magnification of transition which is experimentally deter-
mined (usually 5k×). Formally speaking, as the focal length
increases and the distance between the image plane and
the object decreases, the image remains the same size but
perspective effect diminishes. The parallel projection can
then be conceived as a double projection. All the object
points are projected orthographically onto a plane which
goes through the depth of the object’s centroid followed
by a perspective projection onto the image plane under uni-
form scaling,24 see Fig. 6. However, the parallel projection
falls into the generalized category of the affine camera. It
corresponds to a projective camera with its projection cen-
ter at the infinity. In this work, a magnification-dependent
projection model which smoothly switches from a perspec-
tive projection to an orthographic projection is developed.
Let start with a finite projective camera model which can
be written as:7
P0 ¼ KR½I − C ¼ K
0
B@ ~r1T − ~r1TC~r2T − ~r2TC
~r3
T − ~r3
TC
1
CA; (8)
where C is the position of the projection center, R ∈ • • ð3Þ
is the orientation of the projection frame, ~ri is the i’th row of
R and K is the matrix of intrinsics of the form:
K ¼
 
af s px
0 a−1f py
0 0 1
!
; (9)
where f represents the focal length, a denotes the ratio of the
pixel dimension in x and y directions, s is referred as the
skew parameter which is null for most normal imaging sys-
tems, and ðpx; pyÞ
T are the coordinates of the principal point
e0. The principal ray of the imaging system is in the direction
of the vector ~r3, and the value d0 ¼ − ~r3
TC is the distance of
the world origin from the camera center in the direction of
the principal ray.
If the magnification of our imaging system is increased by a
scale factor g, then the image plane is pushed toward theviewed
object. This is equivalent to move the camera center backward
along the principal ray for the scale factor g, so that the center
of the camera is moved to C − g ~r3. Replacing C by C − g ~r3
in Eq. (8) gives the projection matrix at magnification g:
Pg ¼ Kg
0
BB@
~r1
T − ~r1
TðC − g ~r3Þ
~r2
T − ~r2
TðC − g ~r3Þ
~r3
T − ~r3
TðC − g ~r3Þ
1
CCA ¼ Kg
0
B@ ~r1T − ~r1TC~r2T − ~r2TC
~r3
T dg
1
CA;
(10)
where the terms ~ri
T ~r3 are zeros for i ¼ 1, 2 becauseR is a rota-
tion matrix. The scalar dg ¼ − ~r3
TCþ g is the depth of the
world origin with respect to the imaging system center in the
direction of the principal ray ~r3 of the imaging system.
The effect of zooming by a factor g is to move an image
point xu on a line radiating from the principal point e0 to
the point x 0u ¼ gxu þ ð1 − gÞe0. from similar triangles we
obtain that:
g ¼
fg
f0
¼
dg
d0
: (11)
Algorithm 1 Detection of degenerate situations and estimation of
center of distortion.
Data: A set of Nc grid points x
c
i and their projections x
d
i at a
magnification g
1 Estimate the fundamental matrix F using the 8-point algorithm;7
2 decompose matrix F ¼ QH as product of homography H and
skew-symmetric matrix Q;
3 compute re-projection error ε ¼ 1
Nc
PNc
i¼1 kx
d
i − Hx
c
i k2;
4 if ε ≤ τ then
5 comments: we are in a degenerate situation (no distortion);
6 else
7 comments: we are in a nondegenerate situation;
8 compute the center of distortion eg as the left epipole of F .
7
9 end
Note: k · k2 denotes the 2-norm. We practically set the threshold to
τ ¼ 10−3 pixels.
0
0
P
Y
X
Z
xy
C
image plan
(a)
(b)
principal axis
xpp
principal point
optical center
p
focal
P0
Y
X
Z
xy
C
image plan
xpp
optical center
p
principal axis
principal point
P
focal >> focal
Fig. 6 (a) Perspective projection. (b) Weak perspective projection.
When the focal length is much bigger when compared the distance
3-D scene and the image plane, the projection gets closer to an
ideal orthographic projection.
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The resulting projection matrix at a magnification g is:
Pg ¼ K
 
g 0 0
0 g 0
0 0 1
!0B@ ~r1T − ~r1TC~r2T − ~r2TC
~r3
T dg
1
CA
¼ gK
0
B@ ~r1T − ~r1TC~r2T − ~r2TC
~r3
Tg−1 d0
1
CA:
(12)
When g≫ 1, the third row of the projection matrix g−1 ~r3
T
tends to be small since k ~r3k ¼ 1. In this case the projection
matrix corresponds to an instance of an affine camera. When
g ~∞, the projection matrix corresponds to a parallel
projection.
In the next paragraph, we describe how our development
of static distortion model and projection model is embedded
in a smooth magnification calibration model. A set of PDEs
are established and solved for each calibration parameters.
3.3 Static Calibration Method
Let assume a calibration through the range ½g0; gt of mag-
nification. This interval is uniformly discretized within a G
sampling step. We assume also in here that the dynamic dis-
tortion calibration was done beforehand and that the image
drift is corrected. The different steps of the static calibration
can be summarized by the Algorithm 2.
4 Real Experimental Results
The calibration method developed so far is validated on a
JSM 820 SEM manufactured by JEOL, see Fig. 7. The
electron gun is equipped with a tungsten filament that
can support from 0.3 up to 30 kV of acceleration voltage.
During all the experiments the SEM images have a size of
512 × 512 pixels. The acceleration voltage is 15 Kev, the
scan rate is 15 frames per second and the number of scans
averaged is 8. To evaluate the proposed calibration model,
Algorithms 1 and 2 are run. The drift calibration is computed
from g0 ¼ 100× up to gf ¼ 30 K×. The static calibration
model is computed from g0 ¼ 100× to gf ¼ 10k× with a
step of 500×. The obtained results are described and com-
mented in the next sections.
4.1 Static Calibration of the JEOL-JSM 820
At this step, the SEM’s images are supposed to be shifted
back and corrected regarding to the dynamical pixel-drift.
The static calibration is carried out using a multi-scale planar
grid designed in our laboratory for our method of calibration,
see Fig. 2. The planar grid contains regular chess-board
squared regions with different sizes: 25 μm, 10 μm, 5 μm,
2 μm, and 1 μm, see Fig. 8. The grid calibration points
fxci gi∈• are manually selected and 5 images are taken for
each magnification scale gi ∈ ½100×; 10k× within a step
G ¼ 500× (see Fig. 9). This step was chosen experimentally
so that the least square error of fitting PDA is as small as
possible. A minimum of 8 points per image are needed to
ensure stable estimation. The static calibration follows the
procedure explained in algorithm.
4.1.1 Evidence of presence of distortion
The estimation of the center of distortion shows an exponen-
tial behavior. It is almost linear at low magnification and
strongly nonstable at high magnification. The break point
appears as being located at 5k×. Across the scales of stability
the distortion parameters appear as having an exponential
dynamic. The static distortion effect vanishes when one
comes close to the magnification break point, Fig. 10. Apply-
ing Algorithm 2, gives rise to the following PDEs for the
trajectory of the static distortion center:
PDE g1 ¼ 100× g2 ¼ 10k×
ex e¨x ¼ −0.02ex 230.21 225.08
ey e¨y ¼ −0.02ex 270.34 265.10
and solutions are:
Algorithm 2 PDEs estimation and solving.
1. for g ¼ g0 to g f with step G do
Data: A set of N image with grid points
2. calibrate the projection matrix assuming ξr ðg i Þ ¼ 0 and ξt ðg i Þ ¼ 0;
3. comptue f ðg i Þ, sðg i Þ and aðg i Þ, px ðg i Þ, and py ðg i Þ. compute
distortion center eðg i Þ as explained in Sec. 3.1.2;
4. if eðg i Þ is not degenerate then
5. initialize ξt and ξr to zero and estimate ξt ðg i Þ and ξr ðg i Þ using
bundle adjustment method22 to refine all the parameters;
6. else
7. set eðg i Þ to the principal point and ξr ðg i Þ ¼ 0;
8. initialize ξt to zero and the estimate ξt ðg i Þ using bundle adjustment
method22 to refine all the parameters;
9. end
10. compute ξt , ξr , e, f , s, a, px , py with respect to g using PDA (see
Appendix A for solving method).
condenser lenses
electron gun
aperture
scan coils
objective lens
inside chamber
S.E. detector
Fig. 7 The JSM 820 SEM manufactured by JEOL.
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exðgÞ ¼ 230 þ 10

1 − exp

2 ·
g
106

eyðgÞ ¼ 270 þ 10

1 − exp

2 ·
g
106

:
(13)
Figure 10 shows the solutions.
4.1.2 Distortion model
The estimation of ξrðgÞ and ξtðgÞ with PDA show an expo-
nential behavior of both parameters. With increasing magni-
fications, ξrðgÞ tends to vanish and ξtðgÞ becomes important.
This observation is related to the fact that at high magnifica-
tion (more than 5k×), the dynamic drift becomes important
for each pixel and is not global between frames. Thus, a
global time shift is compensated by the dynamical drift esti-
mation and a local pixel-shift is estimated by the tangential
component of the distortion model. Applying Algorithm 2,
gives rise to the following PDEs concerning the static distor-
tion parameters:
PDE g1 ¼ 100× g2 ¼ 10k×
ξr ξ¨r ¼ −0.0086 _ξr þ 0.015ξr 0.003 0.002
ξt ξ¨t ¼ −0.0042 _ξt þ 0.0007ξr −7 · 10
−7 −59 · 10−8
and solutions are:
ξrðgÞ ¼ 0.003 − 13 · 10
−12g − 6 · 10−9g2
ξtðgÞ ¼ −7 · 10
−7 − 13 · 10−13gþ 6 · 10−13g2: (14)
Figure 11 shows the solutions.
4.1.3 Projection model
Applying Algorithm 2 gives rise to the following PDEs for
the intrinsic parameters of the projection model:
PDE g1 ¼ 100× g2 ¼ 10k×
f _f − 0.35 · 10−4 ¼ 0 0.03 · 104 0.35 · 104
a 1013a¨ ¼ −0.2225 _aþ 0.0017a 1 1.1
s 1013s¨ ¼ −0.2059 _sþ 0.0016s 10−3 1.9 · 10−3
and solutions are:
fðgÞ ¼ 0.35 · 10−4g
aðgÞ ¼ 0.05ðg · 10−4Þ þ 0.95ðg · 10−4Þ2
sðgÞ ¼
−0.05 þ 0.65ðg · 10−4Þ þ 0.40ðg · 10−4Þ2
103
: (15)
Figure 12 depicts the solutions. The principal point can be
assumeed as being independent of the magnification. Indeed,
the obtained calibration results exhibit bare variation of some
10 pixels around a median principal point of ð245;260ÞT
pixel. The camera center trajectory has a uniform variation
with respect to the magnification variation. Finally, Fig. 13
shows the RMS reprojection error between image points and
back-projected grid points. Whereas it corresponds to a med-
ian value of 7 pixels without any correction and to 3 pixels
after drift compensation and without distortion correction, it
decreases down to 1.45 pixel with both drift and distortion
correction.
4.2 Discussion and Comparison to State-of-the-Art
Methods
The obtained calibration results can be discussed as follows:
(1) The fitting error of the distortion center has an std
(standard deviation) of 7 pixels (see Fig. 10). Also
the fitting error in distortion parameters have stds
of 2 · 10−4 and 3 · 10−7 for the first and second dis-
tortion parameter, respectively (see Fig. 11). These
amounts of errors are acceptable as was confirmed
by the reprojection error of 0.9 pixels. Also these cali-
bration results allows us to reach a good level of accu-
racy in the measurement of deformation of a
cantilever and in 3-D reconstrucition of a nano-ball
as will be shown in next paragraphs. Apart from
these experiments, we also tried 3rd and 4th order
of PDA and the results were worse. This instability
at higher order is mainly due to the noise that is intro-
duced by the computation of 3rd and 4th order deri-
vatives using discrete data. An over fitting with 3rd or
5th order Legender is also not a good practical solu-
tion because it over fits the calibration data, it intro-
duces a lot of oscillation, and then it will fail on test
data. In similar context, the second order model has
been also used with success in Ref. 6 to model the
pixel distortion phenomenon of an FEM (force elec-
tron microscope). The 2nd order PDA is a good trade-
off between fitting and stability with test data. In the
Fig. 8 From left to right: Square side sizes are, respectively of 25 μm, 10 μm, 5 μm, and 1 μm.
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case of a long run time experiment where the pixel-
drift becomes important, our 2nd order PDA model
can be easily supplemented with an extended Kalman
filter as was used in Ref. 6 to compensate the accu-
mulated errors.
(2) In the set of discrete calibrated magnification scale
factor, our method has similar performance to the
reference state-of-the-art method.2
(3) In intermediate magnification without direct calibra-
tion, our method proposes a solution through the
embedded smooth magnification-time-space model
and provides calibration parameters.
4.3 Application to Cantilever Deformation
Measurement
To show the relevance of our approach, we compare the mea-
sures of the same deformation applied to a cantilever at three
different magnification factors 6450×, 7760×, and 8890×.
This experiment will provide an estimation of the repeatabil-
ity and the accuracy of the measurements compared to a
reference measure. The reference measure uses calibration
parameters computed directly at the magnifications
6450×, 7760×, and 8890× using the method proposed in
Ref. 2. The deformation measures which evaluate our
calibration method use the magnification-continuous calibra-
tion parameters described in the previous section. It is worthy
to notice that these parameters were not computed directly at
these three magnification scales but the computed
magnification-continuous functions allows us to find the
calibration parameters at any magnification factor in the
range ½100×; 10k×.
The cantilever is 35 μm length, 3.5 μmwidth, and 300 nm
thick. The experimental setup consists on a Kleindiek
MM3A-EM micro-manipulator with a planar surface
mounted on the tip. A cantilever is fixed within a holder
and is deformed with the contact of the planar surface
which is actuated by the arm of the MM3A-EM, see
Fig. 14. Such an experiment may have several applications
in the mechanical characterization of cantilevers,25 of biolo-
gical deformable objects,26 the analysis of structured sur-
faces,27 etc.
A set of 11 configurations are taken for each magnifica-
tion factor (11 × 3 images). Initially the cantilever is straight
and free from any contact with the planar surface. After that,
it comes close to the tip of the cantilever which is progres-
sively pushed forward by the MM3A-EM. After 7 × 3
acquired images at different configurations of the deforma-
tion, the cantilever is progressively dragged backward to the
initial contact-free configuration, see Fig. 15. Through the
whole experiment, a time tracking frame acquisition is
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Fig. 10 Variation of the distortion center in x - and y -axis with respect to magnification factors.
Fig. 9 Images of chess grids at different magnifications. The square corners are used for calibration. A minimum of 8 points per image are needed
to ensure stable estimation.
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automatically processed using the PC processor’s clock trig-
ger. This time acquisition is important to retrieve the amount
of pixel by which the acquired images have drifted.
For each magnification factor the deformation measure-
ments are assessed as follows:
Step 1: According to the estimated parameters of the pixel-drift
behavior, the 11 acquired images are drift-compensated
using Ref. 2.
Step 2: According to the estimated parameters of the static pixel
distortion, the 11 acquired images are undistorted using
our proposed static distortion model and Ref. 2 for the
reference measures.
Step 3: The cantilever deformation is fitted with a 2nd order
polynomial curve.
Step 4: The deformed tip of the cantilever is tracked through the
images by taking into account the constant length of the
cantilever and its base tip since it is an isometric
deformation.
Step 5: During the deformation, the cantilever sweeps a virtual
plane. The affine homography between image pixels
and this deformation plane is assessed8 by taking into
account the estimated parameters of our proposed projec-
tion model and the projection model in Ref. 2 for the refer-
ence measures, see Fig. 16 right. The Euclidean
stratification is done using the length of the cantilever
provided by the manufacturer.
The measured deformation reach a maximum of 250 nm.
After drift and distortion correction, the standard deviation of
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fitted with PDA
Fig. 11 Variation of the distortion parameters with respect to magnification scale. Left: The radial distortion parameter ξr . Right: The tangential
distortion parameter ξt .
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Fig. 12 Projection matrix parameters with respect to magnification scale. Left to right: focal length, aspect ratio, and skew.
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Fig. 13 The RMS reprojection error through magnification scales.
The average RMS error is about 0.9 pixels on average.
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the error among the three scales is of about 10 nm which is an
acceptable amount of error at this scale of magnification
(see Fig. 16).
4.4 3-D Reconstruction of a Nano-Ball
In SEM imaging system it is difficult to have the whole
observed specimen in one single image. We need different
images at different scales to have local information with
details as well as global information. In order to register
all this information to obtain a 3-D shape with coarse to
fine representation we need a magnification-continuous cali-
bration model. The final experiment is a 3-D reconstruction
of a ball of 900 nm diameter. This ball is attached to the tip of
the cantilever which was used in the previous experiment.
The ball is moved with the Kleindiek micro-manipulator
to have multiple views. Also, the views go from 9k× to
10k× within a step of 100×. At the end a sequence of
2 · 104 frames are gathered at 10 fps. The dynamical drift
is corrected with the method proposed in Ref. 2. The calibra-
tion model we developed is then used to undistort the frames
and a KLT tracker28 together with SIFT feature detector29 are
used to follow feature points through the acquired frames
[see Fig. 17(a)]. Using the proposed projection model, we
estimate the fundamental matrix between consecutive
views from the point tracks. From the set of fundamental
matrices, we then compute an affine reconstruction, upgrade
it to metric and finally launch bundle adjustment to finely
tune the reconstruction This process outputs 264 3-D points
ðxj; yj; zjÞ, j ¼ 1; : : : ; 264 [see Fig. 17(b)]. We then recon-
struct a dense 3-D surface from the point cloud. Assuming
that the surface is smooth and well represented by the point
cloud, this is achieved by a moving least squares reconstruc-
tion.30 The surface is triangulated to form a mesh with 502
faces and 264 vertices [see Fig. 17(c)]. The 3-D recon-
structed geometric model of the nano-ball can be used for
instance in geometric characterization, in automated nano-
manipulation or visual servoing applications.
5 Conclusion
In this paper we have presented a magnification-continuous
model for static and projection calibration of the imaging
system of the SEM. The developed model is applied to cali-
brate the JEOL-JSM 820 SEM.We proposed two real experi-
ments to show the usefulness of our calibration model.
Recent works with pressure controlled SEM suggest an
existing influence of the pressure on the drift and the spatial
distortion especially at very high magnifications.31 In future
work, we intend to introduce the pressure as a third variable
and quantify its impact. Henceforth, it will be challenging to
validate our model with further experiments at very high
magnification scales.
Appendix A: PDEs Estimation and Solving
PDA is a term used by Ramsay32 to describe a parameter
estimation method wherein coefficients of linear, possibly
time varying, ordinary differential Equations (ODEs) are
fitted empirically from data. Ramsay called his technique
principal differential analysis because of analogies to princi-
pal component analysis (PCA), in which empirical linear
algebraic-equation models are fitted using multivariate
data. Ramsay and Silverman33 focused their efforts on pro-
blems in which dynamic systems respond to unknown,
empirical, time-varying forcing functions. PDA has been
used to fit linear differential equation models for a diverse
array of applications including handwriting analysis,34 anal-
ysis of the movement of the lips during speech,35 economic
modeling,36 and meteorological modeling.8
When describing PDA for linear PDE models, Ramsay
and Silverman33 view the system dynamics as a linear dif-
ferential operator (LDO) acting upon the process variables.
For example, let xðgiÞ be the discrete estimated calibration
parameter which varies with respect to the magnification gi
from g0 until gf. Let D
mx be the mth derivative of the func-
tion xðgÞ with respect to g. The function xðgÞ is assumed to
Fig. 14 The experimental setup: 1. the holder of the cantilever; 2. the
Kleindiek MM3A-EM micro-manipulator; 3. the planar surface; and
4. the cantilever to be deformed.
Fig. 15 Three configurations of deformation (pose 2, 7, and 10) at the
three different magnification factors. The maximum of the deformation
is at pose 7. Poses 1 and 11 are contact-free between the cantilever
and the plane.
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be square integrable which is a valid assumption regarding
to the fact that the calibration parameters are not degenerate.
In this research work, we assume the identification of a
second order LDO which determine the first (speed) and
second (acceleration) order parameters of the calibration
parameters:
L ¼ wx0 þ w
x
1DþD
2; (16)
that comes as close as possible to satisfy the homogeneous
linear differential equation:
L · x ¼ 0: (17)
In other words, if we compute the first and second derivatives
Dx and D2x of xðgÞ with respect to magnification using
finite differences, the operator L annihilates the function
xðgÞ as nearly as possible. Thus, we seek a linear differential
equation model so that our data satisfies:
D2x ¼ −wx0x − w
x
1Dx (18)
to the best possible degree of approximation. To carry out
PDA, we adopt a least squares approach to the fitting of
the differential equation model. The fitting criterion is to
minimize, over ðwx0 w
x
1 Þ, the sum of squared norms:
J ¼
A

wx0
wx1

þ b
2; (19)
where
A ¼
2
64 xðg0Þ Dxðg0Þ... ...
xðgfÞ DxðgfÞ
3
75; b ¼
2
64D
2xðg0Þ
..
.
D2xðgfÞ
3
75: (20)
A is a matrix of
gf−g0
G rows and 2 columns and is always of
rank 2. b is a vector of
gf−g0
G elements. The solution of such an
over-determined least square problem is given as:
wx0
wx1

¼ ðA⊤AÞ−1Ab: (21)
Solving Eq. (21) for each calibration parameter: ξt, ξr, e, f, s,
a, px, py give rise to PDEs that can be easily solved
32 to
obtain smooth magnification-dependent parameters. The
step parameter G is chosen experimentally so that we obtain
the lowest least square error. It is worthy to notice that the
magnification-continuous framework is not only a smooth-
ing of a set of discrete set of parameters. Indeed, the
established PDEs depend strongly of the development of sta-
tic distortion models and projection models described in the
previous sections.
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Fig. 16 (a) Comparison of the repeatability of our calibration model with the reference model. The calibration parameters using our model are
evaluated using the magnification-continuous model calibrated in the previous experiment. The parameters of the reference model are estimated
directly in the magnifications 6450×, 7760×, and 8890×. Deformation measures for the three magnification scales with drift and static distortion
correction. The repeatability is of 10 nm and it can be seen that our model reaches a good accuracy and repeatability. (b) The measured deforma-
tion from the initial configuration to the bended configuration. The homography H transforms the pixel deformation dp to an affine deformation da.
The scale factor from affine to Euclidean measurement is assessed thanks to the length of the cantilever provided by the manufacturer (35 μm).
Fig. 17 3-D reconstruction of nano-ball of 900 nm diameter. (a) Some
acquired frames and tracked points. (b) The 3-D point cloud of the
nano-ball. (c) The 3-D reconstructed model of the nano-ball meshed
in 264 vertices and 502 triangular faces.
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