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Pro správce sítí je běžná věc zpracovávat a analyzovat síťové přenosy. Soubory, které ob-
sahují tyto síťové toky, nejsou tak velké pro malé sítě. Ale v případě velkých topologiích,
kde soubory rostou až do desítek GB, je zpracování komunikace velice náročné. Naštěstí
existují distribuované systémy a výpočty na nich. Představuji paralelní aplikaci, která je
škálovatelná a rozšířitelná. Její účel je rozdistribuovat rámce ze souborů na systém, kde pro-
běhne proces zpracování. Aplikace je pro uživatele transparentní a je vyvíjena pro platformu
Windows, která poskytuje technologie pro vytváření paralelních systémů a komunikaci po-
třebnou ke spolupráci. Aplikace podporuje různé formáty souborů. A využívá databázi k
uložení dat a statistik komunikace, aby klientská aplikace uspořila paměť a byla použitelná
pro méně výkonné počítače.
Abstract
When you need to assess or troubleshoot network by analysing capture file, you want
it done as fast as possible and you do not always have a high-performance computer.
Here comes the distributed system, which allows you to use his high computing power and
lot of available memory. I introduce distributed application, which is scalable, extensible
and capable of processing captured network communication and is developed for Windows
platform. That provides technology, like Microsoft HPC Pack and Windows Communication
foundation. The application supports multiple capture formats. In parallel system (cluster),
exists database in order to save statistics and data of captured communication in order
to save user’s computer memory so client’s application can be used for low-performance
computers or make data available to a client after distributed processing.
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Zpracovat nebo analyzovat síťové přenosy je běžná praktika pro správce sítí, když potřebují
najít anomálii v síti. Přičemž velikost komunikace roste s velikostí sítě. S tím souvisí za-
chycená data, která můžou růst do obrovských velikostí. Proces začíná u odchycení přenosu
v síti, který se uloží do příslušného formátu souboru. Soubor se zpracuje a případně analy-
zuje podle toho, co se v něm nalézá. V případě velikých souborů, které dosahují až desítky
GB, je zpracování na jednom počítači náročné. Proto existují distribuované systémy a na
nich prováděné distribuované výpočty. Těmito mechanismy lze rozdělit práci mezi několik
počítačů a stejně tak rozdistribuovat data na všechny uzly v systému. Zatímco zatížení pro-
cesoru a spotřeba paměti není tak vysoká na lokálním počítači, protože se všechny výpočty
provádí jinde. Paměť disky se také šetří, když pro uložení spočítaných informací je použita
databáze.
Cílem je vytvořit distribuovanou aplikaci, která bude zpracovávat síťové toky. Návrh
architektury musí být rozšířitelný a škálovatelný. Rozšířitelnost spočívá v tom, že podporuje
více formátů souborů. Aplikace musí být škálovatelná v závislosti počtu uzlů v clusteru.
Předpokládá se, že počítače pracují s operačním systémem Windows. Je mnoho způsobu
jak navrhnout paralelní režii spolupráce a spolu s návrhem existuje mnoho technologií,
jak danou aplikaci implementovat. Při návrhu distribuované aplikace se musí brát ohled
na mnoho věcí, jako vlastnosti rozšiřitelnosti, škálovatelnost, ale existují další aspekty. Je
nutné navrhnout, jak bude práce mezi jednotlivé počítače rozdělena. Každý uzel může mít
jiné zdroje k dispozici. S rozdělením výpočtu je nutno řešit, jak budou počítače mezi sebou
spolupracovat. Jestli budou pracovat samostatně nebo společně. Důležitým faktorem je
velikost souboru, který se má zpracovat. Soubor jako vstupní data je potřeba rozdistribuovat
mezi počítače podle toho co, který potřebuje k výpočtu.
V této práci je návrh architektury pro program Netfox Detective1, který umí analyzo-
vat, zpracovat zachycenou síťovou komunikaci. Program bude pro uživatele transparentně
využívat cluster (distribuovaný systém), za účelem rychlejšího zpracovaní, analýzy a šetření
zdrojů klientského počítače.
Práce začíná popsáním TCP/IP modelu v první kapitole. Kapitola se soustřeďuje na jeho
vrstvy, a co jednotlivé vrstvy obsahují za funkčnost. Po tomto stručném vysvětlení modelu,
na kterém pracují většina dnešním IP sítí je vysvětlení pojmu TCP konverzace, kde je
i zmínka o UDP konverzaci. Tyto konverzace jsou důležitou částí analýzy síťové komunikace.
Kapitola končí vysvětlením, jak jednotlivé vrstvy řeší zapouzdření dat. Kapitola 3 se zabývá
činností ukládání zachycené síťové komunikace. V kapitole jsou popsány tři hlavní formáty
1Netfox Detective - aplikace pro zpracování a analýzu zachycené síťové komunikace [7].
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souborů, které se dnes využívají pro uložení síťové komunikace. Kapitola 4 se už zabývají
hlavně distribuovanými systémy a technologiemi pomocí, kterých je lze implementovat.
V kapitole je také obsažena technologie Microsoft HPC Pack Server, což je technologie,
která umožňuje více počítačům spolupracovat. Kapitola 5 o technologii od MicrosoftuWCF,
která je využita pro komunikaci mezi počítači. Kapitola 6 je návrh distribuované aplikace,




Kapitola popisuje TCP/IP model a jeho vrstvy. Je vysvětleno, co znamená TCP konver-
zace a jaký má vztah k analýze síťové komunikace. Model je vysvětlený spolu s vrstvami,
kterého tvoří a porovnány k vrstvám ISO/OSI modelu. V každé vrstvě je zmíněno, jaký
protokol se používá v dané vrstvě. V této kapitole je vysvětleno proč je tento model použí-
ván místo ISO/OSI a proč je tak rozšířený. Tato kapitola nemá za účel podrobně vysvětlit
jak v TCP/IP model funguje, ale stručně ho představit, neboť je tento model široce pou-
žíván a při analýze nejvíce žádoucí. Kapitola popisuje, co všechno se musí zpracovat pro
jeden rámec v rámci distribuovaného zpracování. Při zpracování je nutné vědět, jak jsou
data uspořádané a jaké protokoly se nacházejí ve struktuře rámce.
2.1 Model a vrstvy
Model TCP/IP a jeho vrstvy jsou implementovány tím způsobem, že je založen na stá-
vajících protokolech ARP, TCP, UDP, IP, ICMP a řídí se jimi. Naopak model ISO/OSI
byl vytvářen tak, aby protokoly implementovali jeho vrstvy [3]. Rozšíření modelu TCP/IP
je způsobeno tím, že není závislí na hardware a software, poskytuje flexibilní adresování
a dostupnost dokumentace standardů [3]. Na obrázku 2.1 je vidět protokolový zásobník
TCP/IP. Data procházejí jednotlivými vrstvami. Aplikační vrstva, kde data pocházejí od
aplikací a procesů. Transportní vrstva, kde data lze nazvat v závislosti na protokolu, seg-
menty u TCP nebo datagram u UDP. Internetová vrstva, kde působí internet protokol
(IP), jehož data se nazývají datagramy nebo také fragmenty. Než informace projdou skrz
protokolový zásobník, upraví je linková vrstva, kde data popisujeme jako rámce.
Segment se využívá v TCP (transportní vrstva) protokolu jako jednotka dat předaná
z TCP do linkové vrstvy. Datagram je použitý v UDP (transportní vrstva) a v IP (interne-
tová vrstva), rozlišujeme UDP datagram a IP datagram. Fragment je jednotka dat využitá
internetovým protokolem k rozdělení dat pokud přesahují MTU1. V linkové vrstvě se vyu-
žívá jako jednotka dat rámec. Pojem paket je obecný výraz používány pro transportní nebo
síťovou vrstvu.
Linková vrstva se stará o posílání rámců z jednoho zařízení na druhé. Na rozdíl od
vyšších vrstev protokoly v této vrstvě musí znát základní informace o síti, aby byli schopny
zaslat nebo přijmout paket. Jsou to informace o adresování, struktuře rámce, atd. Infor-
mace jsou potřeba pro korektní naformátování rámce, aby splňoval podmínky sítě [3]. Vrstva
1MTU (Maximum transmission unit) - maximální velikost datagramu.
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Obrázek 2.1: Architektura a vrstvy TCP/IP modelu (vlevo) a zapouzdření dat (vpravo).
zahrnuje všechny vlastnosti vrstev linkové a fyzické v ISO/OSI modelu. Odstiňuje imple-
mentaci protokolů v této vrstvě od protokolů ve vyšší vrstev. Používá se odstínění, protože
se denně objevují nové hardware implementace. Pro hardware je potřeba implementovat
jiný protokol pro přístup k médiu, aby se mohl stále používat model TCP/IP. Vrstva též
zahrnuje zapouzdření IP paketu do rámce, mapování IP adres na fyzické adresy (MAC2).
Internetová vrstva, kde operuje internet protokol. Nejrozšířenější je verze IPv4, ale
u téhle verze se už vyčerpali adresy. Řešením je další verze IPv6, která v budoucnosti na-
hradí starší verzi. Hlavní vlastnosti IP protokolu jsou definice struktury datagramu, což
je základní jednotka procházející internetem, adresování, posílání paketů mezi transportní
vrstvou a síťovou vrstvou, fragmentace a znovu sestavení konverzace [3]. Internet protokol
nese data ze zdrojového hosta k cílovému hostovi. IP je bez spojový protokol a neposkytuje
spolehlivé doručení. O Spolehlivé doručení se starají protokoly ve vyšších vrstvách protoko-
lového zásobníku TCP/IP. ICMP3 též operuje v této vrstvě, který poskytuje zaslání zpráv
o chybách, oznámení o zahlcení, přesměrování, aj.
Transportní vrstva je nad internetovou vrstvou v protokolovém zásobníku TCP/IP.
Operují zde protokoly TCP a UDP. První z protokolů je spojový a poskytuje stabilní
spojení spolu s detekcí chyby a její opravy. Druhý protokol UDP je bez spojový, nespolehlivý
a má menší režii při zaslání datagramu než TCP (neinicializuje spojení). Zvolení správného
protokolu záleží na dané aplikaci a programátorovi.
UDP (User Datagram Protocol) protokol, který nezaručuje, že datagram bude doručen.
UDP přidává k IP multiplex mezi aplikacemi na základě portu a kontrolní součet k ověření
integrity datagramu (RFC 1180). Příkladem použití protokolu je, když data, které mají
přenášet, nejsou velká, tak je zbytečné vytvářet stabilní spojení pomocí TCP nebo pro
rychlejší doručení datagramu. Pro důvěrnější informace o tomto protokolu RFC 3828.
TCP (Transmisson Control Protocol) je protokol, který je spolehlivý, spojový a využí-
vají ho aplikace, které tyto vlastnosti potřebují. Spolehlivý znamená, že protokol ověřuje,
jestli byli data přenesena k cíli ve správném pořadí a bez chyby. Tento mechanismus se
implementuje různými způsoby např. positivní potvrzování se znovu zasláním, klouzající
okénko, atd. Data přes TCP proudí po bajtech. Každý segment obsahuje ve své hlavičce
2MAC (Media Access Control) - je jedinečný identifikátor síťového zařízení.
3ICMP (Internet Control Message Protocol) - využití pro počítače v síti pro odesílání chybových zpráv
nebo např. ping, který posílá ICMP zprávy Echo Request (a očekává příjem zprávy Echo Reply).
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kontrolní součet, který říká, jestli je segment poškozen. V hlavičce TCP protokolu jsou ještě
další důležité informace, pro přesnější informace se lze podívat do RFC 793. TCP nejdříve
stanový mezi dvěma koncovými body v síti spojení a až potom začne přenášet data. Toto
ustanovení spojení se nazývá three-way handshake, kde si mezi sebou koncové body přene-
sou tři segmenty (SYN/ACK/SYN), které obsahují i nformace ke správnému ustanovení
spojení více v RFC 793.
Aplikační vrstva se nachází na vršku protokolového zásobníku TCP/IP. V této vrstvě
se nachází všechny procesy a aplikace, které používají k přenášení dat protokoly z trans-
portní vrstvy. Existuje mnoho protokolů v této vrstvě. Jedny z nejznámějších jsou např.
FTP, HTTP, SMTP, aj. Tyto protokoly jsou ovládány uživatelským rozhraním. Ale exis-
tují i protokoly, které běží v této vrstvě bez vědomí uživatelů a jsou to např. OSPF, který
se stará o směrování, NFS protokol, který umožňuje sdílet souborový systém, DNS, který
mapuje IP adresy na domény a naopak, aj.
2.1.1 Konverzace v síti a zapouzdření dat
Aplikační data jsou zapouzdřeny do segmentu TCP nebo datagramu UDP. U TCP je poté
segment zapouzdřen do IP datagramu [5]. IP datagram, pokud přesahuje MTU, je rozdělen
do více datagramů (fragmentů). Aplikace Netfox Detective rozlišuje tři druhy konverzací.
Nejobecnější je konverzace na úrovni L3 (třetí vrstva ISO/OSI) a skládá se s dvojice IP adres
a MAC adres. L3 konverzace může obsahovat více L4 (čtvrtá vrstva ISO/OSI) konverzací,
které odpovídají protokolům TCP a UDP, kde kromě páru IP adres se přidává port a typ
protokolu pro identifikaci konverzace. Začátek konverzace u TCP je identifikována synchro-
nizačním segmentem se značkou SYN a konec segmentem se značkou FIN/PSH/RST [5].
TCP konverzace obsahuje kolekci segmentů, kde každý segment má sekvenční číslo, které
identifikuje offset obsahu segmentu v TCP konverzaci [5]. L4 konverzace může obsahovat
více než jednu L7 konverzaci (sedmá vrstva ISO/OSI), která se identifikuje podle portu
a protokolu v aplikační vrstvě.
Obalování aplikační dat každou vrstvou pomocí hlavičky protokolu v dané vrstvě se
nazývá zapouzdření dat. Informace o protokolu jsou umístěny v hlavičce operující v dané
vrstvě a jsou umístěny před daty v paketu. Jak paket přechází v protokolovém zásobníku,
tak každá další vrstva zachází z paketem té předchozí jako s daty a přidá jen svoji hlavičku.





Zachycení síťové komunikace a následné provedení její analýzy je velmi dobrý způsob jak
zjistit co se v síti děje [9]. Je to ten nejlepší způsob jak vyhodnotit, diagnostikovat problém
v síti. Zachycená komunikace je kolekce dat, které putují v síti v reálném čase. Při zachycení
paketů jsou aplikační data nedotčená, protože jsou zapouzdřená do hlaviček protokolů. Data
se tedy dostanou až k samotné analýze na každé vrstvě. Data můžou být šifrovaná nebo
jsou fragmentována na více paketů.
Existuje mnoho aplikací pro zachycení síťové komunikace, jedny z těch známějších jsou
WireShark1 pro Windows a tcpdump2 pro Linux. Tyto aplikace dokáží uložit komunikace
do různých formátů souborů, které mají různé vlastnosti. V této kapitole jsou popsány tři
nejznámější typy formátů vzhledem k jejich zpracování. Na konci každé sekce je shrnutí,
které vyzdvihuje důležité vlastnosti vzhledem k distribuované aplikaci.
3.1 Pcap formát
Takzvaný libpcap format je jeden z nejpoužívanější formátů pro ukládání síťové komunikace.
Tento typ formátu je často používán programy WireShark a tcpdump. Formát je především
používán pro Ethernet, ale podporuje i další typy médií.
Na internetu kolují různé verze tohoto formátu, ale zde je popsán ten nejvíce používaný.
Soubor začíná globální hlavičkou (Global Header), která obsahuje informace o zachyceném
souboru jako např. typ komunikace, velikost, atd. Po globální hlavičce následují rámce,
které též mají svůj formát a svoji hlavičku (Packet Header). Hlavička obsahuje informace
o zachycení rámce. Po hlavičce následují data paketu v takovém seřazení jak se objevili
v síti [11].
Popis globální hlavičky:
∙ magic_number je číslo, které detekuje formát souboru a jestli jsou byty řazeny
jako little nebo big endian;
∙ version_major, version_minor jsou čísla, které určují verzi formátu sou-
boru;
1WireShark - program pro zachycení komunikace na médiu a její prohlížení, mnoho dalších funkcí, pro
platformu Windows i další distribuce.
2tcpdump - program pro zachycení síťové komunikace na daném rozhraní pro operační systém Linux.
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∙ thiszone je číslo, které udává rozdíl v sekundách mezi GMT a lokální časovou
zónou;
∙ sigfigs je přesnost časových značek;
∙ snaplen je maximální délka(velikost) zachyceného paketu;
∙ network je typ media linkové vrstvy;
Popis paketové hlavičky:
∙ ts_sec je datum a čas, kdy byl tento paket zachycen;
∙ ts_usec je čas v mikrosekundách, kdy byl tento paket zachycen od ts_sec,
určeno v rámci pcap souboru;
∙ inc_len je délka(počet) bytů zachycených;
∙ orig_len je velikost paketu tak jak se objeven v síti. Pokud poslední inc_len
a orig_len se liší, tak je velikost limitována snaplen;
Tato verze pcap formátu, ale má několik nevýhod a to např. neměří čas v nanosekundách,
neukládá si NIC, počet ztracených paketů [11]. U tohoto formátu se musí rámce zpracová-
vat sekvenčně, což pro distribuované zpracování není nejlepší. Data v souboru můžou být
uříznuta uprostřed rámce, což může způsobit špatné načtení souboru.
3.2 PcapNg formát
Tento typ uložení síťové komunikace je rozšíření Pcap formátu. Zatím nejpoužívanějším
standardem pro uložení komunikace do souboru je Pcap, ale ten už je starý a má své
nedostatky pro novější aplikace a není příliš rozšířitelný. Formát PcapNg je rozšířitelný,
třetí strany jsou schopny přidávat vlastnosti k tomuto formátu. Není závislý na operačním
systému, platformě, hardwaru. Je možné soubory uložené v tomto formátu rozšiřovat nebo
i spojit [10].
Formát souboru má několik definovaných bloků. Lze je rozdělit mezi povinné a nepo-
vinné. Povinný je Seciton Header Block (SHB), který definuje sekci v souboru a obsahuje
taky ty nejdůležitější informace o souboru. V jednom souboru může takových bloků být víc.
Prvním nepovinným blokem je Interface Description Block (IDB), který definuje informace
o rozhraní [10]. Následuje blok Enhanced Packet Block (EPB), který obsahuje jeden zachy-
cený paket nebo jeho část a představuje rozšíření původního bloku (Packet Block). Původní
blok je nyní zastaralý. Dalším v pořadí je blok Simple Packet Block (SPB), který obsahuje
základní informace o jednom zachyceném paketu nebo jeho části. U obou předchozích bloků
je požadováno, aby je předcházel blok IDB. Nepovinným blokem je Name Resolution Block
(NRB), který definuje mapování číselných adres, které jsou obsaženy v souboru na jejich
kanonická jména. Dále je blok Interface Statistics Block (ISB), který obsahuje statistická
data o tom jak byly pakety zachyceny. Jestli byly nějaké pakety zahozeny.
Formát je složen z různých bloků a tyto bloky mezi sebou sdílí stejný formát [10]. Tento
obecný blok je zobrazen na obrázku 3.1. Blok začíná třiceti dvou bitovou hodnotou, která
určuje typ bloku (Block Type). Hodnoty z nejvýznamnějším bitem nataveným na jedna
jsou rezervovány pro lokální použití. Seznam všech typů je v sekci 11.1 v literatuře [10].
Další hodnota je úplná délka bloku (Block Total Length). Definuje úplnou velikost bloku
v oktetech. Dále následuje hodnota obsah bloku (Block Body). Poslední blokem je opět délka
bloku. Hodnota je duplikována kvůli zpětné navigaci. Bloky je možné i zanořovat [10].
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Obrázek 3.1: Ilustrace obecné struktury bloků v PcapNg formátu3.
Co se týče little a big endian, tak v případě tohoto formátu to záleží na architektuře
počítače, kde zachytávání toku probíhá. Z bloku SHB lze poznat, jestli je sekce uložena
v big nebo little endian. A vzhledem k tomu, že v souboru může být více sekci/bloků SHB,
tak soubor může obsahovat obojí. Všechny pole v blocích souboru používají zarovnání pro
šestnácti bitové nebo třiceti dva bitové hodnoty, což umožňuje rychlejší a jednoduší zápis
a čtení souboru. Šedesáti čtyř bitové hodnoty nejsou zarovnány na šedesáti čtyř bitovou
hodnotu, ale na třiceti dvou bitovou hodnotu.
Tento formát obsahuje o mnoho více informací o zachycené komunikaci oproti Pcap
formátu. Povoluje ukládat rámce buď s více informaci, nebo jenom s těmi základními, což
může urychlit zpracování komunikace. PcapNg formát poskytuje přesný formát bloku, kde
pomocí duplikace hodnoty délky bloku lze přeskakovat rámce, což je užitečné. Ale musí se
formát souboru zpracovávat sekvenčně. Tato vlastnost se nezměnila oproti Pcap formátu.
Blok sekce (SHB) obsahuje hned po délce bloku hodnotu Byte-Order Magic pomocí, které
lze jednoznačně určit, jestli je sekce uložena v little nebo big endian. PcapNg formát také
umožňuje definici vlastního bloku, který lze využit pro speciální potřeby.
3.3 Netmon formát
Pro platformu Windows existuje aplikace Microsoft Network Monitor, což je software pro
zachytávání síťového přenosu na platformě Windows. V této práci bude popsána verze
formátu 2.1. Tento formát je složen z hlavničky souboru. Následovanou sekcí, kde jsou data
rámců. A rámcové tabulky, kde jsou uloženy offsety k datům rámců. Na obrázku 3.2 je
zobrazeno kam ukazují ukazatel v souboru a je formát strukturován [8].
Popis globální hlavičky:
∙ signature je identifikace formátu Netmon;
∙ BCDMajorVersion, BCDMinorVersion jsou čísla, které určují verzi for-
mátu souboru;
∙ MacType identifikuje typ média, na kterém proběhlo zachycení síťové komuni-
kace;
∙ Timestamp je časové razítko prvního zachyceného paketu;
∙ FrameTableOffset je offset do rámcové tabulky od začátku souboru;
3Obrázek převzat ze sekcí 3.3 a 3.4 literatury [10].
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Obrázek 3.2: Ilustrace struktury Netmon formátu.
∙ FrameTableLength je délka rámcové tabulky (lze ji využít k výpočtu počtu
rámců v tabulce FrameTableLength/sizeof (DWORD));
∙ Ostatní položky ve struktuře jsou volitelné a můžou být nastaveny na NULL;
Rámcová tabulka je pole, kde prvky jsou typu ULONG, které obsahují ukazatele ke
struktuře rámce od začátku souboru. K nalezení tabulky slouží položky FrameTableOffset
a FrameTableLength ve struktuře globální hlavičky [8]. Tabulka může být na libovolném
místě v souboru.
Popis rámcové hlavičky:
∙ TimeStamp je datum a čas, kdy byl tento paket zachycen a je to offset od
časového razítka v globální hlavičce;
∙ FrameLength je originální délka rámce;
∙ nBytesAvail je velikost délky v bajtech, které se skutečně nakopírovali do sou-
boru;
∙ MacFrame je ukazatel na data rámce;
Tento formát je už zastaralejší a má jisté nedostatky jako např. neměří čas v mikro-
sekundách, aj. Formát má, ale výhodu, že poskytuje hodnotu FrameTableOffset, pomocí
které lze přistupovat k rámcům neuspořádaně a zrychlit tím zpracování rámců. Přístup
k datům rámců lze realizovat paralelně.
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Kapitola 4
Microsoft HPC Pack Server
a distribuovaný systém
Microsoft HPC Pack1 je distribuovaný middleware, který se stará o komunikaci mezi uzly
a umožňuje vytvoření clusteru pro vlastní použití. Umožňuje vývoj distribuovaných a pa-
ralelních aplikací aplikací pro platformu Windows. Technologie poskytuje bezpečné, škálo-
vatelné prostředí pro tvorbu, správu clusteru a plánovač úkolů. Zpřístupňuje rozhraní pro
vývoj MPI paralelních aplikací. V této kapitole je nejdříve popsán distribuovaný systém
a následuje architektura technologie. V podkapitole 4.1 je popsán distribuovaný systém
a ostatní podkapitoly jsou zaměřeny na technologii Microsoft HPC Pack.
4.1 Distribuovaný systém
Je to paralelní systém, distribuovaný proces, distribuovaná aplikace apod. Mezi těmito sys-
témy jsou jen nepatrné odlišnosti, ale pracují na stejném principu. Důležité je z čeho se
skládá distribuovaný systém. Distribuovaný systém je složen z několika navzájem propoje-
ných autonomních počítačů přes síť. Tyto počítače spolu komunikují a sdílejí svoje zdroje
mezi sebou. A aby tak mohli učinit, musí existovat nějaký distribuovaný middleware, který
na každém počítači bude tuto komunikaci řešit. Cílem distribuovaného systému je, aby
uživatel viděl tento systém jako jeden počítač, a tak ho i používal, přičemž samotná imple-
mentace by měla být transparentní.
Cluster, který je nejkomplexnější ze všech typů. Cluster běží na privátní síti přes lokální
síť. V clusteru existuje jeden nebo více super (head) uzlů, ale většinou je to jeden a několik
uzlů je k němu připojených. A ty mezi sebou komunikují. Super uzel je připojen k internetu,
ale lze nakonfigurovat i jiné topologie. Pro komunikaci existuje nějaký middleware, který
se o to stará. Na rozdíl od typu cloud a grid je cluster složitější nakonfigurovat.
Cloud je spíše suma výpočetních zdrojů, který se chovají jako jeden server. Na tomto
serveru běží aplikace, které volá klient. Cloud znamená jako aplikace poskytnutá jako servis
tak i hardware a software, který to poskytuje. Aplikace, které na tomto sytému se většinou
nazývají SaaS (Software as a Service2).
Grid je něco jako mnoho počítačů, kterým je předán problém. Oni ho mají za úkol ho
vyřešit. Tyto počítače jsou mezi sebou propojeni přes síť stylem rozděl a panuj. Počítače
1Microsoft HPC Pack - middleware pro platformu Windows, který umožňuje spolupráci více počítačů
a vytváření distribuovaného systému.
2 Software as a Service - je hostování aplikace provozovatelem služby.
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Obrázek 4.1: Ilustrace architektury Microsoft HPC Pack Server3.
v typu grid jsou většinou samostatné a mají svůj úkol, který řeší nezávisle na ostatních.
V dnešní době se velice rozšířil způsob řešení problémů paralelně kvůli rychlosti zpraco-
vání dat. Právě protože jsou v dnešní době přístupnější takové technologie jako je cluster,
cloud a grid. Dnes si už skoro každý může doma sestavit svůj vlastní cluster. Cluster počí-
tačů je totiž mnohem cenově dostupnější než superpočítače. Superpočítače jsou teď někdy
nahrazovány levnější alternativou, která je cluster. HPC aplikace jsou různé a jsou použí-
vané v mnoha odvětví např. ve vědě, bankovnictví, inženýrství, atd.
Škálovatelnost je schopnost algoritmu, aplikace, protokolu reagovat na změny a přitom
být stále efektivní. Rozlišujeme horizontální škálovatelnost, která v závislosti distribuo-
vaném systému je přidání více počítačů uzlů ke clusteru. A vertikální škálovatelnost je
v přidání uzlu výkonného hardware a software (lepší zdroje).
4.2 Infrastuktura
Infrastruktura technologie Microsoft HPC Pack je zobrazena na obrázku 4.1.
Obrázek 4.1 ukazuje, že architektura je složena z klientského počítače (klientská apli-
kace), který komunikuje se super uzlem (head node) a ten spravuje jednotlivé uzly. Z ob-
rázku 4.1 lze vidět, že technologie podporuje vytvoření clusteru z různorodých počítačů.
Cluster může být složen z Windows desktopů nebo serverů, které se nacházejí ve stejné
infrastruktuře. Dokonce se může připojit i server, který běží ve Windows Azure [2].
Tento vytvořený cluster je spravován pomocí super uzlu (head node), který se stará
o plánování, spravování, zavádění úkolů [2]. Super uzel může být pouze jeden počítač, kde
je nainstalován Microsoft HPC Pack nebo může být složen z více počítačů. Jeden z nich
může být záložní v případě, že první selže. Hlavní funkce super uzlu je plánovaní úkolů pro
uživatele, což zahrnuje přijmutí úkolu, který zavedl uživatel a jeho přiřazení uzlu v clusteru
3Obrázek převzat ze stránky 6 v článku [2].
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podle specifikace úkolu. Monitorování tohoto úkolu je také funkcí super uzlu. Monitoruje
se zatížení CPU, paměti, sítě apod. Super uzel má všechny programy, které poskytují mo-
nitorování, vytváření, diagnostikování clusteru [2]. Asi ten nejdůležitější je HPC Cluster
Manager4, který je poskytnut v rámci instalace Microsoft HPC Pack.
Aby vůbec mohl běžet Windows HPC Cluster, musí v síti být adresářová služba. Na
Windows se používá technologie Active Directory. Tato služba se využívá k identifikaci
uživatele nebo uzlu v systému. Proto aby se vědělo, kdo podal úkol a kam se má zavést.
Každý podaný úkol běží pod identitou uživatele, který jej poslal na distribuovaný systém.
Konfigurace sítě a adresářové služby lze konfigurovat standardními způsoby přes System
Center a Server Manager.
Aby to Microsoft ještě více usnadnil pro vývojáře, lze celý cluster konfigurovat pouze
ze super uzlu pomocí aplikace HPC Cluster Manager [2].
4.3 Architektura spravování clusteru
Cluster může být složen z různých počítačů, ale spravuje se všechno stejně. Na každém
uzlu v clusteru běží HPC Management služba. Administrátor nebo uživatel clusteru může
spolupracovat s touto službou pomocí manažeru. HPC Cluster Manager je programové
grafické prostředí, které poskytuje funkce ke spravování uzlu. Aplikace sleduje stav uzlů
pomocí služby Management Service, která běží na každém uzlu.
Pohledy HPC Cluster Manažeru:
∙ Konfigurace clusteru je seznam akcí ke konfiguraci clusteru, správa uživatelů
a jejich rolí, konfigurace sítě;
∙ Správa uzlů clusteru je stav clusteru, přidávání a mazání uzlů, monitorování
clusteru;
∙ Správa úkolů u uzlů je přidávání úkolů a monitorování jejich stavu;
∙ Diagnostika clusteru poskytuje administrátorovi clusteru testovat stav clus-
teru;
∙ Grafy a zprávy oznamují chování clusteru;
4.4 Typy aplikací
Windows Cluster poskytuje čtyři hlavní typy aplikací, které budou v této podkapitole po-
psány. V prvé řadě jsou tu MPI (Message Passing Interface) aplikace. Další je trapně
paralelní (Embarrassingly Parallel) aplikace, následuje excel aplikace a aplikace pro velká
data (Data-Intensive).
4.4.1 MPI aplikace
Tyto aplikace běží na několika uzlech zároveň a komunikují spolu. Většinou je to tak, že
každý uzel má za úkol jednu část algoritmu a nějaký vstup a výstup předá dalšímu uzlu.
Často to jsou dávkové aplikace. Poskytnou se data a zavede se úkol a čeká se na výsledek.
Přitom výsledky aplikace nejsou k dispozici, dokud každá logika na každém uzlu neskončí.
4HPC Cluster Manager - grafické prostředí pro správu, monitorování a diagnostiku clusteru, nainstalované
v rámci Microsoft HPC Pack.
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V dnešní době se tento typ aplikací používá pro nějaké simulace a její výpočty ať už,
v kterémkoli odvětví. MPI aplikace jsou základní částí clusteru. Mnoho organizací používá
clustery právě kvůli tomuto typu aplikace a nyní většina aplikací je pořád MPI. Ovšem
tento typ není jediný podporováván, další budou následovat.
4.4.2 Trapně paralelní aplikace
U MPI aplikace uzly mezi sebou můžou komunikovat, to ale u trapně paralelních aplikací
neplatí. V tomto typu aplikace běží naprosto samostatně na každém uzlu bez závislosti
ostatních uzlů. Na rozdíl od MPI aplikací se nemusí řešit jak a kdy by měli uzly mezi sebou
komunikovat. O to je tento typ jednodušší implementovat a kvůli těmto vlastnostem si
hodně vývojářů myslí, že jsou trapně jednoduché [2].
Microsoft HPC Pack podporuje dva typy trapně paralelních aplikací. Je to parametric
sweep úkol, kde jeden stejný program běží na každém uzlu. Na každém uzlu je prakticky
jedna instance aplikace, kde se postupuje po iteracích. Každá instance si čte svá vlastní
data a dává na výstup svá zpracovaná data.
Další typem je SOA (Service Oriented Application). Každý SOA úkol nechá běžet svoje
komponenty samostatně na uzlech bez jakékoli komunikace mezi nimi. Je implementován
jako služba pro uživatele. To znamená, že poskytuje uživateli nějaké metody pro zavolání
služby.
4.4.3 Excel aplikace
Tento typ aplikace je především používán ve financích. Všude tam, kde se hodně používá
Microsoft Excel. Když se spouští kalkulace v nějakém sešitě, kde se nachází velké množství
dat, tak to určitě trvá déle, než kdyby se využilo několik počítačů. Tento typ aplikace je
právě proto umožňuje podat sešit super uzlu, který je rozdělí mezi uzly. Na uzlech musí být
nainstalován Microsoft Excel, kde se kalkulace v sešitě spočítají paralelně.
4.4.4 Aplikace pro velká data
Všechny předchozí aplikace byly především zaměřeny na výkon, který cluster může poskyt-
nout. Ale kromě téhle výpočetní síly, cluster také má velké úložiště. Pro nějaké aplikace
zpracovat velká data může být zásadní a užitečné. Firmy potřebují zpracovat log souboru
svých zařízení a jiné. Pokud je tento typ aplikace nahrán na cluster tak se data můžou číst
a zpracovávat paralelně. Pro tento typ V/V pracování Windows HPC Pack 2008 posky-
tuje LINQ to HPC aplikaci. Vývojář začne proces přes LINQ dotaz na klientském počítači
a cluster se potom o vše po stará. Tento dotaz v LINQ vytvoří LINQ to HPC úkol na
clusteru [2]. Každý uzel potom zpracovává data, která má uložena na svém lokálním disku.
Avšak tento typ aplikace se zdá užitečný, Microsoft jej přestal podporovat v další verzi
Microsoft HPC pack 2012.
4.5 Zavedení aplikace
Jak vlastně cluster rozhodne, na kterém uzlu má aplikace běžet, jak využít CPU, paměť,
atd. Na obrázku 4.2 je tento proces ilustrován. Vše má na starosti HPC Job plánovač, který
je za to zodpovědný. Plánovač využije zdroje všech uzlů tak výkoně a efektivně, jak jen
to je možné. Na klientském počítači běží služba Job Manager Console pomocí, které se
zavede úkol (Submit Job) na super uzel (Head Node). Na super uzlu běží služba HPC Job
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Obrázek 4.2: Zavádění a planování úkolu na clusteru5.
Scheduler, která umístí úkol do fronty (Place Job in Queue). Z fronty se vybere a spustí úkol
na vybraném uzlu (Start Job) v clusteru. Stav úkolu lze sledovat i na klientském počítači
přes HPC cluster manažer. Windows HPC nabízí několik způsobů jak zavést úkol na super
uzel např. přes příkazový řádek, webové rozhraní, .NET API, PowerShell.
Plánovač lze ovlivnit v konfiguraci politiky v aplikaci HPC Cluster Manager. Konfigu-
race poskytuje dvě politiky. První z nich je frontová politika, u které se dále rozhoduje
podle priority úkolu nebo preempce. Frontová politika vždy zavede úkol pouze tehdy, když
jsou pro úkol k dispozici potřebné zdroje. Druhá politika je balancovaná, kde se potom roz-
hoduje podle priority a preempce. Balancovaná politika může odebírat zdroje od běžících
úkolů a přiřadit je nově příchozím na základě potřebných minimálních zdrojů pro úkol.
Úkol v technologii Microsoft HPC Pack SDK představuje rozhraní ISchedulerJob, které
má mnoho vlastností. Pomocí vlastností úkolu lze ovlivnit plánovač. Hodnoty se týkají
hlavně počtu zdrojů, které úkol potřebuje. Vlastnosti, které lze nastavit jsou následující.
∙ AutoCalculateMax definuje jestli má plánovač vypočítat maximální zdroje automa-
ticky;
∙ AutoCalculateMin vlastnost definuje jestli plánovač odhadne minimální počet zdrojů
pro úkol;
∙ CanPreempt vlastnost definuje jestli zdroje úkolu mohou růst;
∙ EstimatedProcessMemory definuje odhadnutou velikost paměti;
∙ ExpandedPriority nebo Priority vlastnost definuje prioritu úkolu;
∙ IsExclusive nebo SingleNode vlastnost definuje jestli pro úkol by měl být alokován
celý uzel;
∙ JobTemplate nebo NodeGroups poukazuje na skupinu výpočetních uzlů;
5Obrázek převzat ze stránky 17 ze článku [2].
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∙ MaximumNumberOfCores definuje maximální počet jader pro úkol;
∙ MinimumNumberOfCores definuje minimální počet pro úkol;
∙ MaxMemory definuje maximální velikost paměti pro úkol;
∙ MinMemory definuje minimální velikost paměti pro úkol;
∙ MaximumNumberOfNodes definuje maximální počet uzlů pro úkol;
∙ MinimumNumberOfNodes definuje minimální počet uzlů pro úkol;
∙ MaximumNumberOfSockets definuje maximální počet soketů pro úkol;





Microsoft HPC Pack není jediná technologie od Microsoftu, která umí tvořit distribuovaný
systém. Microsoft Windows dále poskytuje Windows Communication Foundation zkráceně
WCF. WCF poskytuje rozhraní, které dokáže implementovat distribuovaný systém a použit
jej v této práci pro komunikaci mezi úkoly (mezi zavedenými aplikacemi a super uzlem
a klientem). V této kapitole je tato technologie popsána. Začíná se modelem komunikace
pro WCF v podkapitole 5.1. A pokračují základní komponenty WCF, které byly využity
při téhle práci.
5.1 Servis Model
Model WCF je velice podobný servis modelu ve WSDL, kde servis znamená část softwaru,
který dokáže odpovědět na žádost [6]. Existují hlavní tři složky modelu.
Klíčové prvky servis podle WSDL:
∙ Servis (služba) sekce, která specifikuje, kde se daná složka nachází;
∙ Binding (kanál) sekce, který specifikuje, který standardní protokol je použit
pro komunikaci;
∙ PortType sekce, což je seznam všech operací, která servis podporuje;
V podstatě je specifikováno kde, co služba nabízí a jak se bude s ní komunikovat. Přesně
tyhle věci je nutné specifikovat, za účelem implementace WCF aplikace. Místo ale sekce
servis, binding a portType, jak se jmenují ve WSDL, máWCF jiné pojmenování. A to adresu,
kanál (binding) a zprávy (contract) [6]. Přesněji, v WCF servis modelu je část softwaru,
která odpovídá na komunikaci přes síť. Služba má jedno nebo více cílů (endpointů), ke
kterým směřuje komunikace. A cíl je identifikován jako adresa, kanál (binding) a zprávy
(contract).
Aby byla možné volání služby klientem, tak musí služba existovat v nějaké běžícím
prostředí. Službu lze hostovat dvojím způsobem a to samo-hostující služba, která běží ve
Windows konsolové aplikaci nebo v nějaké Windows aplikaci. A hostující servis, kde je
nahrána vzdáleně a běží tam. Příkladem může být hostování služby v IIS (Internet Infor-
mation Services), hostování na WAS (Windows Process Activation Service), hostování na
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Windows Azure, atd. Výhodou samo-hostující služby je nepotřeba žádné externí techno-
logie. A výhodou hostující služby může být využití vzdálených lepších systémů s lepším
software a hardware.
Pokud je již vytvořená služba a hostuje se pomocí některých z předchozích způsobů, tak
už zbývá jenom jak s ní komunikovat. K tomu slouží klient (proxy). Existuje několik způsobů
jak klienta pro servis vytvořit. Může se naprogramovat ručně nebo se může vygenerovat
pomocí programu SvcUtil.exe.
Existuje mnoho způsobů jak komunikovat mezi klientem a servis. WCF poskytuje ně-
kolik nativních implementací typů kanálů (binding) [6]. Ty nejpoužívanější jsou BasicHtt-
pBinding, což je základní kanál pro webovou službu, která nativně neposkytuje žádné za-
bezpečení. Kanál WSHttpBinding, který poskytuje web servis s podporou WS. Podporuje
transaskce a stabilní spojení, WSDualHttpBinding, což je kanál pro webovou službu s du-
plexním tokem a podporuje transakce. Kanál NetPeerTcpBinding, což je kanál pro komu-
nikaci mezi WCF aplikacemi pomocí P2P služby a podporuje duplexní transakce. Kanál
NetTcpBinding, který poskytuje komunikaci mezi WCF aplikacemi přes síť a podporuje
transakce a duplexní kontrakty, aj. I když WCF podporuje několik typů je dobrá praktika
použít takový typ, který se hodí na danou situaci. Obrázek 5.1 ilustruje výběr vhodného
kanálu.
Technologie WCF před odesláním zprávy vždy serializuje zprávu. WCF využívá podporu
serializaci .NET API. API automaticky serializuje a deserializuje objekty pomocí reflexe.
.NET vždy získá vlastnosti a pole každého objektu a serializuje je do paměti, souboru,
nebo přes síť [4]. Při deserializaci .NET vytvoří odpovídající objekt a obnoví odpovída-
jící pole a vlastnosti pomocí reflexe [4]. Po serializaci v případě NetTcpBindingu převádí
serializovanou zprávu do binární podoby.
5.1.1 NetTcpBinding
Tento typ kanálu je použit při implementaci distribuované aplikace. Kanál využívá protokol
TCP, který poskytuje obousměrný provoz a přenos v binárním formátu. V kapitole 5.1 je
zmíněno, že pro komunikaci se službou lze vygenerovat proxy(klienta). Ale klienta lze vytvo-
řit i programově, což je flexibilnější řešení. WCF poskytuje třídu DualChannelFactory, která
umožňuje vytvořit obousměrný kanál pro klienta se službou. Služba musí specifikovat dvě
rozhraní a to rozhraní pro službu a rozhraní pro zpětné volání. Potom rozhraní pro službu
implementuje služba a rozhraní pro zpětné volání implementuje klientská aplikace. Třída
DualChannelFactory potřebuje specifikovat URL služby, ke které se mají vytvářet kanály
a nakonfigurovaný NetTcpBinding, u kterého je důležité nastavit následující vlastnosti.
∙ Security.Mode vlastnost nastavuje typ bezpečnosti spojení, může být např. žádné nebo
šifrované pomocí certifikátů;
∙ PortSharingEnabled vlastnost umožňuje nastavit sdílení portu při specifikování URL
služby;
∙ MaxReceivedMessageSize vlastnost specifikuje jak moc velká může být zpráva;
∙ MaxBufferPoolSize vlastnost definuje maximální velikost paměti pro službu;
∙ MaxConnections vlastnost specifikuje maximální počet připojení ke službě;
























Obrázek 5.1: Ilustrace výběru správného kanálu pro správnou situaci.
∙ OpenTimeout udává maximální možný čas pro připojení ke službě;
∙ SendTimeout specifikuje maximální čas pro poslání zprávy;
∙ ReceiveTimeout vlastnost definuje maximální čas pro přijetí zprávy;
Programově lze i vytvořit službu pomocí třídy ServiceHost ve WCF, kde se specifikuje
URL služby a nastavený kanál. Objekt NetTcpBinding poskytuje bufferovaný a proudový
přenos. Rozdíl mezi nimi je ten, že při bufferovaném přenosu se musí celá zpráva nejdříve
připravit a odeslat a při přijetí se musí celá přijmout. U proudového přenosu se přijímá
byte po bytu.
Tento kanál poskytuje bezpečný přenos. Podporuje hlavní dva typy. Bezpečnost skrz
Windows doménu (Active Directory) a její řadič (kerberos). Nebo zabezpečení pomocí cer-
tifikátů, které se musí nastavit u klientské aplikace i u každé ze služeb včetně jejich klientů.
5.2 P2P ve WCF
Existuje termín Peer-to-Peer výpočet, což znamená několik počítačů pracující společně
a každý využívá zdroje ostatních počítačů v síti [1]. Každý počítač v takové síti může být
nazván uzlem nebo peerem. Počítače bývají připojovány do sítě stylem ad hoc. To znamená,
že v síti není žádný server, ale uzly v síti jsou zodpovědní za zprostředkování zdrojů a dat.
P2P sítě lze rozdělit do dvou kategorií a to čisté a hybridní. U čistých P2P sítí neexistuje
žádný koncept klient a server, ale existují pouze uzly, které můžou sloužit jako klienti nebo
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i servery. Naopak u hybridní P2P sítí existují jistý server, který je zodpovědný za připojování
uzlů a přístup k informacím o síti.
Technologie WCF také poskytuje komunikaci pomocí P2P sítě. P2P ve WCF umož-
ňuje komunikovat pomocí zpráv mezi uzly. P2P je bezpečná a škálovatelná komunikace,
která se dá využít pro aplikace. Ve WCF se tato technologie nazývá Peer Channel, která
umožňuje P2P kolaboraci, distribuování zpráv, load balancing. Lze ji využít pro různé dis-
tribuované aplikace. Ve WCF je kolekce uzlů (mesh) definován třídou PeerNode a cílový
bod je definován třídou PeerNodeAddress [1].
P2P sítě jsou také nazývány mesh, což je kolekce navzájem komunikujících uzlů, kteří
mezi sebou dokáží komunikovat. Mesh má svoje unikátní ID a stejně tak uzel má svoje
unikátní ID. Jsou nazývány mesh ID nebo peer ID a pro překlad těchto ID na korespon-
dující IP adresu uzlu se využívá rezoluce jména PNRP (Peer Name Resolution Protocol)
místo DNS [1]. Pomocí několikanásobné cache a odkazujícího systému se seznam všech ID
distribuuje mezi uzly. Dále je potřeba definovat cílový bod (endpoint), aby si uzel vytvořil
dvoucestný kanál, jeden pro poslání zprávy k jednotlivému uzlu a druhý k poslání všem
uzlům. Cílový bod je specifikován ID, portem a použitým protokolem.
Tento typ komunikace je vhodný, když jednotlivé služby potřebují mezi sebou komuni-




Kapitola popisuje architekturu distribuovaného aplikace a všechno co k tomu náleží. Při
návrhu architektury byl kladen důraz na škálovatelnost, rozšířitelnost a obecnost aplikace.
Škálovatelnost je myšlena ve smyslu počtu uzlů v clusteru a počtu spuštěných služeb na
clusteru. A distribuovaná aplikace je rozšířitelná, aby se mohla dále vyvíjet bez ohledu na
jednotlivé vrstvy technologií. Distribuovaná aplikace umožňuje zpracovat více než jeden
typ formátu souborů a v tom je myšlena obecnost. V podkapitole 6.1 je popsáno vytváření
a konfigurace vlastního clusteru, na kterém běží distribuovaná aplikace. V rámci procesu
zpracování probíhá ukládání zpracovaných dat do databáze, kde je využit MS SQL server
a jeho využití je blíže popsáno v podkapitole 6.3. Distribuovaná aplikace se skládá ze služeb
implementovaných pomocí WCF. Využití WCF technologie je zmíněno v podkapitole 6.4.
Jednotlivé inicializační kroky před a po spuštění aplikace jsou popsány v podkapitole 6.2.
6.1 Konfigurace clusteru
Konfigurace začíná výběru uzlu, který bude sloužit jako super uzel (head node), od kte-
rého se potom konfigurují jednotlivé uzly. Konfigurace super uzlu se provádí tak, že se na
jeden počítač nainstaloval operační systém Microsoft Server 2012 R2. Následuje vytvoření
topologie clusteru, která je vidět na obrázku 6.1, kde super uzel tvoří vstupní bod do clus-
teru. Pro připojení uzlů je potřeba mít nainstalovaný Microsoft HPC Pack na super uzlu
a mít všechny uzly připojené k super uzlu. Aby šlo mezi uzly komunikovat byla vytvořena
privátní síť pro cluster, a super uzel je připojen k internetu nebo k hlavní síti. Na super
uzlu běží DHCP server, který přiděluje adresy ostatním uzlům. V rámci instalace Microsoft
HPC Pack se na super uzel nainstaloval i program HPC Cluster Manager, přes který se
konfigurují vlastnosti clusteru jako privátní sít a připojení super uzlu do internetu, přihlá-
šení do adresářové služby apod. Adresářová služba je také nutná pro vytvoření clusteru.
Po nakonfigurování všech povinných kroků je třeba zapnout všechny uzly, které se musí
připojit do clusteru. K připojení uzlů do clusteru musí existovat šablona, která definuje
skupinu uzlů. Na super uzlu se vytvoří uzlová šablona (node template), což je způsob jakým
způsobem se připojí uzly do clusteru. Existuje více způsobů např. připojení už nakonfiguro-
vaných uzlů, což je nejrychlejší, ale v našem případě jsme zvolili možnost instalace uzlů od
operační systému (from bare metal), kde se zavede celá instalace systému včetně operačního
systému a distribuovaného middlewaru. Po zapnutí uzlů se v dialogovém okně v programu
HPC Cluster Manager objeví všechny možné připojitelné uzly, které se zaškrtnou a začnou




















Obrázek 6.1: Ilustrace návrhu architektury pro práci klienta s clusterem. Čísla představují
pořadí v komunikaci.
HPC Cluster Manager umožňuje nastavení plánovače úkolů pomocí nastavení jeho po-
litiky. Existují dvě politiky, první z nich je frontová politika (Queue Mode), která se pokusí
zavést úkol s maximálními požadovanými zdroji. Pokud na clusteru není dostatečně zdrojů
pro úkol, politika přidá úkol do fronty a počká na dostatečné zdroje. Tato politika lze také
ovlivnit tím, že se přidá priorita k úkolu a bude se k ní přihlížet. Druhá politika se nazývá
balancovaná (Balanced Mode), která je použita při zavádění úkolů na clusteru. S touto po-
litikou můžou zdroje úkolů růst či klesat, ale nikdy nemůže jít pod minimální požadavky
úkolu. Úkol může vzít zdroje jinému úkolu na základě priority nebo se snaží spustit co nej-
více úkolů a vyrovná zdroje mezi úkoly. Politika umožňuje zavést více úkolů než frontová,
když je na clusteru k dispozici méně zdrojů.
Na clusteru musí existovat sdílený adresář nebo disk, do kterého má každý uzel pří-
stup. Do sdíleného zdroje se nahrávají potřebné soubory ke spuštění služeb nebo data ke
zpracování. Informace o distribuci souborů je v podkapitole 7.1.
6.2 Architektura
Návrh architektury je zobrazen na obrázku 6.1. Na obrázku klient představuje aplikaci
Netfox Detective [7] a počet uzlů clusteru je takový, který se použit při testování a to
stejné platí pro topologii. Důležitou části architektury je super uzel (Head Node), přes který
jde veškerá komunikace. Super uzel zajišťuje plánování úkolů, které přicházejí od klienta
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v podobě programů pro zpracování L4 a L7 konverzací (více o konverzacích v podkapitole
2.1.1). Úkoly jsou spuštěny na uzlech v clusteru. Na super uzlu také přebývá SQL databáze.
Do databáze se ukládají rámce, informace o souborech a konverzace s jejími statistikami.
Více informací o ukládání zpracovaných dat v podkapitole 6.3. K databázi má přístup
klientská aplikace a také programy, které jsou spuštěny na uzlech. Cluster je využíván
klientskou aplikací a pro uživatele je práce s clusterem transparentní. Pokud není k dispozici
cluster, aplikace může přejít do lokálního zpracovávání komunikace.
Klientská aplikace komunikuje s clusterem přes objekt CWorker, který poskytuje me-
tody pro zavedení úkolů a nahrání souborů a dat na uzly. Pro komunikaci se službou, která
přijímá rámce od klienta a distribuje na ostatní služby, je využit objekt ClientToHeadNo-
deClientTypeService. Tento typ komunikace popsán v podkapitole 7.2.
První krok je distribuování binárních souborů k uzlům. Tato komunikace je na obrázku
6.1 demonstrována černou šipkou. Realizováno je to pomocí Windows HPC Pack middle-
waru, který poskytuje potřebné příkazy k nahrání těchto souborů na souborový systém
uzlů. Program hpcfile slouží k nahrávání souborů na cluster, který implementuje přepínač
put. Přepínač umožňuje nahrát soubor na uzel. Kam nahrát soubory je zjištěno s objektu,
který implementuje rozhraní IJob. Rozhraní definuje, co všechno se musí inicializovat před
nahráním souboru na cluster. Jsou to informace o cestě k souboru a na jaký konkrétní
uzel se má nahrát, ověřovací údaje uživatele clusteru, aj. Pro data je implementováno roz-
hraní IData, které poskytuje potřebné údaje o datech, které mají být nahrány na uzel,
a ke kterému úkolu patří. Všechny binární soubory jsou nahrány do sdíleného adresáře, kde
existují různé verze příkazů, které odpovídají jednotlivým službám. Příkazy pro služby jsou
popsány v podkapitole 7.1.
Druhým krokem je zavedení úkolu na cluster a spuštění služby ClientToHeadNodeSer-
vice, přes kterou budou přitékat rámce od klienta až ke službě HeadNodeToNodeService.
Tento krok odpovídá zelené šipce (číslo dvě) na obrázku 6.1. Tato služba musí být spuštěna
na takovém uzlu, který má veřejnou IP adresu, aby klientská aplikace byla schopna se na
něj připojit. Cílová adresa služby je zadána v příkazu, který je spuštěn na uzlu. Klientská
aplikace získá od ClientToHeadNodeService služby její URL pomocí databáze a ke službě se
připojí a inicializuje ji. To představuje třetí krok na obrázku 6.1 označený číslem tři (fialová
šipka).
Čtvrtým a pátým krokem je zavedení úkolů, které spustí službu HeadNodeToNodeSer-
vice. Služba se spustí a registruje ke službě ClientToHeadNodeService se pro příjem L4 kon-
verzací. Na obrázku jsou tyto kroky označeny číslicemi čtyři a pět (hnědé šipky). Spuštěná
služba začíná zpracovávat rámce hned po přijetí prního bloku. Šestým krokem je paralelní
spuštění služeb na uzlech. ClientToHeadNodeService služba inicializuje každou službu, která
se u ní registruje.
Služba ClientToHeadNodeService si udržuje slovník, kde si ukládá klienty ke službě,
které běží na uzlech. Klienti jsou vytvářeny při registraci. Jako klíč ve slovníku slouží
objekt L4FlowKey, který je unikátní pro každou L4 konverzaci a je definován párem IP
adres. Hodnotou je objekt ClientTypeService, který poskytuje klienta ke službě na uzlu.
Tato komunikace je v obrázku 6.1 ilustrována žlutou šipkou. Distribuce rámců je podrobněji
popsána v podkapitole 7.3.
Jakmile předchozí inicializace je vykonána, klient začne zpracovávat soubor se zachyce-
nou síťovou komunikací. Hned jak se zpracuje jeden rámec, klient ho posílá na super uzel.
Služba na super uzlu si zjistí z rámce, do které L4 konverzace patří (vytvoří si L4FlowKey,
který porovná s klíči ve slovníku) a následně jej pošle ke službě, která má za úkol tuto kon-
verzaci zpracovat. Na obrázku 6.1 je to zobrazeno zelenou šipkou. Jakmile služby dokončí
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zpracování všech rámců, pošlou zprávu ke klientovi, že se tak stalo. Po dokončení ukládání
do databáze opět služby pošlou zprávu a skončí.
Co se provádí na uzlech clusteru, čistě záleží na binárních souborech a datech, které se
nahrají na cluster a spustí na uzlech. Návrh poskytuje obecné rozhraní, které umožňuje im-
plementovat úkol pro cluster. Parametry konfigurace komunikace se službami lze nastavovat
přes objekt ClusterInfo.
6.3 Práce s databází
V rámci aplikace Netfox Detective [7] je databáze umístěna lokálně u klienta a pro distri-
buovaný výpočet je SQL Server umístěn na super uzlu nebo na nějakém jiném uzlu, který
má veřejnou IP adresu. Lokální databáze je zprostředkována softwarem SQL 2014 express,
který poskytuje instalaci bez nutnosti toho, aby uživatel musel něco konfigurovat a tak se
databáze může instalovat v rámci aplikace Netfox Detective.
Pro přístup k databázi je použito Entity Framework1 API. Výhodou tohoto API je
ten, že pro změnu databáze pouze stačí změnit ConnectionString vlastnost v konfigurační
souboru aplikace. Model databáze byl vytvořen metodou code-first, které vytvoří model
na základě existujících tříd. Aplikace Netfox Detective má už poskytuje tyto třídy, které se
k vytvoření použily. Detailnější popis toho co se ukládá do databáze je popsán v podkapitole
7.4.
Předpokládá se, že klient však bude primárně využívat databázi na clusteru, a když
cluster nebude k dispozici, tak využije svoji lokální databázi. Do databáze se vkládají infor-
mace paralelně se zpracováním síťové komunikace. Vzhledem k tomu, že rekonstrukce rámců
v případě distribuovaného zpracování je prováděna na klientském počítači, tak vkládání do
databáze bude probíhat pouze na uzlech v clusteru. Přitom primárně se bude pracovat
s databází na clusteru, kde poběží samotné zpracování konverzací. Speciálně pro L4 konver-
zaci je vytvářen nový soubor, aby později bylo možné tuto konverzaci využít bez nutnosti
rekonstruovat celý originální soubor.
U MS SQL serveru lze nastavit několik možností, které jsou důležité k dobré výkonosti
a rychlosti ukládání dat.
∙ Maximální úroveň paralelismu udává kolik jader(CPU) využije při spuštění do-
tazů, výchozí hodnota je 0, což způsobí, že pro každý dotaz jsou využita všechny
CPU;
∙ Práh výpočtu paralelního plánu (cost threshold for parallelism) udává číslo (čas)
za jak dlouho vyhodnotí plán pro více vláken, výchozí hodnota je 5, ale je lepší
jej nastavit na větší hodnotu, aby dotazy s kratším časem se nespouštěli zbytečně
paralelně;
∙ Velikost paketu, který se přenáší přes síť k databázi. Při ukládání mnoho záznamů
se vyplatí nastavit na nejvyšší možnou hodnotu;
∙ Paralelní spojení s databází je důležitá vlastnost kvůli tomu, že při hodně spojení
může databázi zpomalovat, výchozí hodnota je neomezeno;
∙ Vlastností počet zámků lze ovlivnit velikost paměti, která je použita pro zámky,
výchozí hodnota je neomezeno;
1EF - je open source framework pro ORM v rámci .NET frameworku.
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6.4 Práce s WCF
Hlavní komunikační složkou pro distribuovanou aplikaci je technologie WCF. Přes WCF
služby se realizuje veškerá režie zpracování zachyceného souboru a přeposílání dat. Služby
jsou samo hostující a lze je spustit bez aplikačního serveru. Každá služba je vytvořena
jednou instancí po celou dobu jejího běhu, protože je nutné udržovat stav a pokud by pro
každé nové volání služby byla vytvořená nová instance, tak by udržování stavu bylo špatně
udržovatelné. Služby jsou schopné odpovídat na volání paralelně. Pro každou službu je
realizováno zpětné volání, aby bylo možné odpovídat službě. Veškerá implementace WCF
služeb je dělána programově a nic není umístěno v konfiguračním souboru.
Při vytváření služby je nutné specifikovat typ kanálu (protokolu) a URL. U URL služby
může být definován i port, ale platforma Windows má jisté omezení a to, že pokud si zvolíte
port sami, musí být aplikace spuštěna administrátorem. Nabízejí se dvě možnosti.
∙ Operační systém přidělí port službě, pokud služba zvolí port 0.
∙ Nebo administrátor clusteru může zvolit rozmezí portů, které se budou využívat pro
služby. A služba si zvolí jeden z nich a pokud v rozmezí už nebude žádný port, tak se





Tato kapitola pojednává o tom jak se úkoly (služby) zavádějí na cluster. Jakým způsobem
lze zavést službu a jak s ní komunikovat. Jak se liší lokální a distribuované ukládání do
databáze. Co všechno se ukládá do databáze a jak. Ukládání do databáze musí být do-
statečně rychlé, což ukládání záznamů jeden po druhém nezaručuje. Podrobnější popis jak
se ukládají data do databáze je v podkapitole 7.4. Aby služba mohla být spuštěna musí
existovat nějaký příkaz, který spustí program se službou. Tyto příkazy, které odpovídají
službám, jsou rozebrány v podkapitole 7.1. Popsání služeb, které implementují distribuci
rámců a služby, které zpracovávají a přijímají rámce jsou popsány v podkapitole 7.2. Jak
lze ovlivnit plánovač na super uzlu je popsáno v podkapitole 7.2. Formát rámců (zpráv),
které klientská aplikace přeposílá na službu je popsán v podkapitole 7.3, kde je i rozebrána
distribuce rámců. Distribuovaná aplikace poskytuje klientovi vytvořit různé architektury
služeb, kde počet služeb se může lišit, tento proces je demonstrován v podkapitole 7.2.
Úkol je definován rozhraním IJob. Rozhraní obsahuje nutné informace k distribuci sou-
borů jako sdílený, pracovní adresář, vlastnosti k naplánování úkolu, přihlašovací údaje,
a další. Každý úkol může mít svá data, která můžou být nahrána spolu s úkolem. Data
jsou reprezentována pomocí rozhraní IData, které definuje údaje o tom kam se mají data
nahrát.
7.1 Distribuce souborů a příkazy
Na clusteru pro všechny uzly existuje sdílený adresář, ve kterém jsou umístěny všechny
soubory ke spuštění služeb. Tyto soubory lze buď předinstalovat do sdíleného adresáře
nebo klientská aplikace musí potřebné soubory nahrát. Aby se vyhnulo situaci, kdy existuje
více stejných verzí příkazu ve sdíleném adresáři, vždy klientská aplikace ověří jestli daná
verze na clusteru existuje. Tímto způsobem se nakonec na cluster rozdistribuují všechny
verze a obsah sdíleného adresáře se bude skládat ze složek s příslušnými soubory. Klientská
aplikace vytvoří složku a do ní nahraje komprimovaný soubor. Příkaz úkolů se skládá potom
ze dvou příkazu a to rozbalení souboru a spuštění služby. Předpokládá se, že komprimovaný
soubor je již k dispozici. Klientská aplikace využívá objekt CWorker pro nahrání souborů,
který implementuje potřebné metody. Instance objektu pro vytvoření potřebuje objekt,
který implementuje rozhraní IDeployer. Klientská aplikace přidává nové úkoly přes objekt
CWorker.
Microsoft HPC Pack poskytuje velké množství příkazů pro spravování clusteru včetně
příkazu pro nahrání souboru na cluster. Pro implementaci aplikace byl využit příkaz Hp-
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cFile. Příkaz umožňuje zjistit obsah specifikovaného adresáře, což se využije pro kontrolu
obsahu sdíleného adresáře. Přepínač dir slouží k prohlédnutí adresáře. Pro nahrání souboru
na clusteru slouží přepínač put, který má následující povinné parametry.
∙ /Scheduler: přepínač, který definuje super uzel (Head Node), kde je umístěn plánovač.
∙ /TargetNode: přepínač umožňuje specifikovat konkrétní uzel na clusteru.
∙ /file: přepínač definuje cestu k souborům.
∙ /destFile: definuje cestu kam se nahrají soubory na clusteru.
Příkaz je užitečný i v tom případě, když uživatel, který spustil klientskou aplikaci nemá
administrativní práva. Příkaz může spustit i běžný uživatel clusteru.
U každého úkolu je potřeba nastavit vlastnosti příkaz a pracovní adresář. Příkaz se
spustí, jakmile úkol dostane požadované zdroje a rozběhne se. Pracovní adresář je důležité
nastavit k tomu, aby spuštěný příkaz měl přístup k veškerým knihovnám a datům, které vy-
užívá ke správnému chodu. Každý příkaz spouští službu, které jsou dvojího typu, více v pod-
kapitole 7.2. Příkaz, který spouští službu ClientToHeadNodeService se nazývá HeadNode-
ServiceDistributor. Pro službu HeadNodeToNodeService odpovídá příkaz ProcessL3L4L7.
∙ HeadNodeServiceDistributor program spouští službu a skončí jakmile jeho všechny
připojené služby skončí práci. Hlavní parametry jsou následující.
– /host:, který definuje IP adresu, na které služba běží.
– /idUrlRecord parametr popisuje ID záznamu v databázi. Program po ustanovení
URL jej uloží do zadaného záznamu, aby si ho klient mohl zjistit.
∙ ProcessL3L4L7 program spustí službu a registruje se u služby ClientToHeadNo-
deService. Potom čeká na rámce a informuje službu o stavu zpracování. Hlavními
parametry jsou následující.
– /hostofheadnodeservice: definuje URL ke službě, ke které se musí registrovat.
– /workingDirectory: přepínač informuje o adresáři kam se mají ukládat vytvořené
zachycené soubory obsahující jednu L4 konverzaci.
Příkazy poskytují další parametry, ale zmíněné parametry jsou ty hlavní, které jsou
nutné ke spuštění služeb.
7.2 Zavedení služeb (úkolů)
Microsoft HPC Pack SDK poskytuje přístup k plánovači na super uzlu skrz objekt Scheduler,
který poskytuje rozhraní pro vytváření a monitorování úkolů. Plánovač úkolů lze ovlivnit
nastavení příslušné vlastnosti úkolu, které byly popsány v podkapitole 4.5. Úkol v Microsoft
HPC Packu reprezentuje rozhraní ISchedulerJob. Každý úkol má svoje úlohy reprezentované
objektem ITask, kde se specifikuje pracovní adresář, příkaz apod. Většinu vlastností, které
lze natavit u úkolu, lze i nastavit u úlohy.
Pro spuštění služby (příkazu) na clusteru existují dvě možnosti. První z nich je spustit
regulérní úkol, který se zavede a naplánuje na cluster. Úkol si zabere potřebné zdroje, které







Obrázek 7.1: Možné architektury distribuované aplikace, co se týče počtu služeb. Zelené
servery odpovídají službě ClientToHeadNodeService a fialové servery odpovídají službě He-
adNodeToNodeService.
Toto chování lze obejít pomocí spuštění příkazu na clusteru jako administrátor. Rozhraní
IRemoteCommand v Microsoft HPC Pack SDK definuje příkaz, který lze spustit přes objekt
Scheduler. Úkoly se plánují na základě jejich nastavených vlastností. Předpokládá se, že na
super uzlu je nastavená balancovaná politika (Balanced mode) plánování.
Objekt Scheduler poskytuje metody pro vytváření úkolů, úloh a příkazů. Když se za-
vádí úkol nejdříve se vytvoří úkol (ISchedulerJob) a k úkolu se nastaví vytvořený objekt
ITask jako úloha. U obou objektů se nastavují vlastnosti, které jsou popsané rozhraním
IJob, což rozhraní pro obecný úkol. Objekt CDeployer poskytuje potřebné metody k na-
plánování úkolů, který implementuje rozhraní IDeployer, což umožňuje implementovat jiný
plánovač pro klienta a nahradit ho. Stav úkolu a úlohy lze sledovat pomocí událostí, které
podporuje rozhraní ISchedulerJob. Stav úkol generuje událost OnJobState a událost úlohy
je OnTaskState. V případě, že se místo úkolu spouští přímo příkazy jako administrátor,
tak se využijí události, které podporuje rozhraní IRemoteCommand. Událost pro stav pří-
kazu(úlohy) je OnCommandJobState. Stav úlohy v rámci příkazu generuje událost . Roz-
hraní IRemoteCommand podporuje i další události pro standardní výstup a to výstup po
ukončení příkazu, což odpovídá události OnCommandOutput a pro aktuální výstup generuje
událost OnCommandRawOutput.
V kapitole 6 bylo popsáno, kdy se úkoly ke korespondujícím službám zavádějí. Nejprve
se naplánuje služba ClientToHeadNodeService, která se spustí příkazem HeadNodeServi-
ceDistributor. Až služba začne být přístupná, uloží své URL do databáze, aby klientská
aplikace zjistila kam se má připojit. Až klientská aplikace zjistí URL, záznam v databázi
se smaže.
Úkoly, které mají definovaný příkaz ProcessL3L4L7 se spustí až po zavedení a inicializaci
služby ClientToHeadNodeService. URL služby bylo zadáno v argumentu příkazu. Klientská
aplikace musí počkat doku se všechny úkoly, které spustí službu HeadNodeToNodeService,
neregistrují u služby ClientToHeadNodeService pro zpracování L4 konverzací.
Na obrázku 7.1 je vidět jaké možné architektury služeb lze vytvořit. Klientská aplikace
může vytvořit více ClientToHeadNodeService služeb pro rychlejší distribuci souboru mezi
ostatní služby a rychlejší přeposlání zprávy od klienta. Pro vytvoření architektury slouží
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objekt JobFactory, který v konstruktoru potřebuje zadat počet služeb obou druhů, přičemž
každá služba ClientToHeadNodeService má stejný počet HeadNodeToNodeService služeb.
7.3 Formát zpráv a přeposílání rámců
V projektu Netfox Detective existuje abstraktní třída PmCaptureBase, která rekonstruuje
rámce ze souboru. Pro každý formát souboru existuje třída, která dědí od třídy PmCapture-
Base. V těchto třídách jsou implementovány metody pro přeposílání rámců po definovaných
počtech na cluster ke službě. Pro Pcap formát je deklarována metoda CreateFrameListAnd-
SendOnCluster, která čte rámce a posílá bloky rámců souběžně. Pro ostatní formáty je
implementována podobná metoda.
Každá služba ve WCF je implementovaná podle definovaného rozhraní. Rozhraní de-
klaruje typy zpráv a jejich parametry. Vzhledem k tomu, že distribuovaná aplikace využívá
objekt NetTcpBinding, který implementuje protokol TCP, komunikace je obousměrná. Pak
existují dvě rozhraní jedno pro volání služby a druhé rozhraní pro zpětné volání služby.
Rámce se distribuují na základě klíčů L3 a L4 konverzací, které se skládají z následujících
komponent.
∙ Klíče pro L3 konverzaci se skládá z dvojici IP adres (L3Key);
∙ Klíč pro L4 konverzaci se skládá z dvojice IP adres a protokolu na transportní vrstvě
(L4FlowKey);
Rozhraní IClientToHeadNodeService implementuje služba ClientToHeadNodeService a de-
klaruje metody (operace), které odpovídají zprávám. Zprávy využívá služba ke komunikaci
s klientskou aplikací nebo ke komunikaci mezi službou, která implementuje rozhraní IHe-
adNodeToNodeService. Klientská aplikace musí službu inicializovat předtím než začne pře-
posílat rámce. Operace (metody), které využívá klientská aplikace jsou následující.
∙ Metoda Init, která má jako parametr počet služeb HeadNodeToNodeService, které se
mají registrovat. Tato metoda inicializuje službu.
∙ Metoda SendListOfFramesWithoutCompression, která má jako parametry klíč L4 kon-
verzace a blok rámců. Operace přepošle blok rámců ke službě, která ji přepošle dál
na koncovou službu.
∙ Metoda FinishSendingFrames signalizuje službě, že se dokončilo zpracování souboru.
Služba počká až se přepošlou aktuální bloky rámců na koncové služby a potom sig-
nalizuje ostatním službám konec zpracování.
∙ Metoda KeepAlive udržuje spojení živé mezi klientskou aplikací a službou.
Služba HeadNodeToNodeService využívá pouze operaci pro registraci, která odpovídá
metodě FeedL4Conversation. Metoda má jeden parametr a to URL služby. Metoda si vytvoří
klienta s URL a inicializuje službu. Pro pro distribuci rámců si uloží klienta služby, která
se chtěla registrovat. Aby služba mohla signalizovat klientské aplikaci zprávy o dokončení
operace, musí definovat zpětného volání, které odpovídá rozhraní IClientToNodeService-
Callback. Rozhraní deklaruje zprávy o dokončení zpracování L4 konverzací, L4 konverzace,













































Obrázek 7.2: Obrázek ilustruje distribuci rámců. Na každé úrovní se udržuje slovník L3
klíčů a služby, ke které patří. Obrázek demonstruje formát zpráv od klient ke službě Client-
ToNodeService a od služby ClientToHeadNodeService ke službě HeadNodeToNodeService.
Rozhraní IHeadNodeToNodeService deklaruje operace (metody) pro přeposílání pouze
bloku rámců, inicializaci, přeposlání primárního klíče L3 konverzace, aj. Operace využívá
pouze služba ClientToNodeService a jsou následující.
∙ Metoda Init pro inicializaci služby.
∙ Metoda SendListOfFramesWithoutCompression, která má jako parametr blok rámců.
Operace předá rámce ke zpracování.
∙ Metoda FinishedSendingFrames, která má jako parametr počet odeslaných bloků
rámců. Parametr slouží k tomu, aby si služba ověřila, že přijala všechny.
∙ Metoda SendL3ConversationsKeys, která má jako parametr slovník, kde klíč je L3Key
a hodnota je primární klíč L3 konverzace uložené v databázi.
∙ Metoda KeepAlive udržuje spojení v živém stavu.
∙ Metoda Finish signalizuje službě, že po zpracování už se může ukončit.
Služba HeadNodeToNodeService musí být schopna odeslat zprávy zpátky ke službě
ClientToHeadNodeService, aby ji informovala o stavu zpracování. Proto služba definuje
zpětné volání, které odpovídá rozhraní IHeadNodeToNodeServiceCallback. Rozhraní defi-
nuje zprávy jako odeslání statistik L3 konverzací, signalizaci ukončení zpracování konver-
zací, ukončení ukládání do databáze.
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Je snaha, aby přenos rámců byl co nejrychlejší a tak je důležité, aby se přeposílalo
v rámci rámce, co nejméně informací. Formát rámce pro přeposlání má informace o hlavičce
korespondující k formátu souboru se zachycenou komunikací a data v bytech.
Distribuce rámců probíhá od klientské aplikace přes službu ClientToHeadNodeService ke
službě HeadNodeToNodeService. Na obrázku 7.2 je vidět jak probíhá přeposílání rámců. Na
úrovni klientské aplikace se rámce přeposílají na základě L3 konverzačních klíčů (L3Key).
Aplikace si udržuje slovník, ve kterém klíč je L3 klíč a hodnota je klient nebo URL ke
službě. Rámce se distribuují ke službám podle počtu L3 konverzací, které už dostávají.
Nově zpracovaná L3 konverzace se přepošle k té službě, která má nejméně konverzací.
Aplikace při zpracování souboru vždy nejprve shromáždí nastavený počet rámců, které
se přenesou a mezitím paralelně shromažďuje další rámce. Shromážděné rámce se rozdělí
podle L4 konverzačních klíčů (L4FlowKey) do bloků o nastaveném počtu, který se přenese
ke službě. Přeposílání probíhá paralelně a každé volání služby se vykonává paralelně. Na
obrázku 7.2 je tento proces demonstrován u klienta.
Distribuční proces u služby ClientToNodeService probíhá v rámci operace SendListO-
fFramesWithoutCompression a je založen na L4 konverzačním klíči (L4FlowKey). L4 kon-
verzace se rozdělují ke službám podle počtu konverzací, které už dostávají. Služba si udržuje
slovník, kde klíč je L4 klíč a hodnota je klient ke službě HeadNodeToNodeService. Slovník
se vytváří dynamicky při přeposílání rámců od klienta ke službě. Tento proces je zobrazen
na obrázku 7.2 na úrovni služby ClientToNodeService.
7.4 Ukládání dat do databáze
Během zpracování zachycené komunikace probíhá v pozadí ukládání zpracovaných infor-
mací. Hned po otevření souboru se uloží informace o souboru, kde se ukládá cesta k souboru,
hash souboru, typ souboru, aj. Obrázek 7.3 ilustruje tabulku pro soubor. Během zpraco-
vání rámců se počítá aktuální počet rámců a jakmile dosáhne nastavené hodnoty, začne buď
ukládání L3 a L4 konverzace i rámci nebo bez rámců a jenom se nastavují reference. Roz-
hoduje se na základě vlastnosti IgnoreFrames v objektu BulkInsertL3L4FramesContext1.
Pokud je nastavená na true, tak se rámce ukládají až ve zpracování L7 konverzací, jinak
se rámce začnou ukládat hned. Pokud se rámce ukládají hned je potřeba provést UPDATE
dotazy nad rámci, aby se nastavila reference na L7 konverzaci a PDU, do kterého patří. Při
ukládání se zjistí, které už zpracované L3 konverzace a L4 konverzace ještě nebyly uloženy
do databáze. Poté se uloží a získají se vygenerované klíče databází (typ primárního klíče
je uniqueidentifier). Klíče pro L3 konverzace se nastaví u korespondujících L4 konverzací
a uloží se L4 konverzace. Po získání klíčů L4 konverzací z databáze se nastaví referenční
klíče u rámců k souboru, k L3 konverzaci a L4 konverzaci. V dalším kroku existuje několik
možností na základě toho jestli se rámce ukládají v rámci zpracování L4 konverzací nebo
v rámci zpracování L7 konverzací.
Tabulka, která reprezentuje L3 konverzaci je na obrázku D.1, kde tabulka reprezentuje
skutečnou tabulku a názvy sloupců. Na obrázku je vidět, že se ukládají IP adresy, protokol
apod. Položka Id je typu uniqueidentifier. IP adresy jsou ukládány v hexadecimálním for-
mátu jako textové pole(string). Položka Name značí zdrojovou a cílovou adresu jako text.
Položka OrderKey slouží k uspořádání řádků při tahání z databáze. Sloupce BulkSessio-
nId a OrderByAfterBulk jsou pouze pomocné pole pro ukládání. L3 konverzace má několik
navigačních vlastností, pomocí kterých se přistupuje na ostatní entity. Pro L4 konverzace,
1Třída, která reprezentuje objekt, v rámci kterého se ukládají L3 konverzace, L4 konverzace a rámce.
32
Obrázek 7.3: Tabulka, která reprezentuje data ukládaná v rámci vkládaní metadat o sou-
boru se zachycenou komunikací (vlevo). Tabulka, která reprezentuje data ukládaná v rámci
statistik L3 konverzace (vpravo).
rámce a statistiky, které obsahuje nebo soubor, do kterého patří.
Obrázek D.1 ukazuje, co se ukládá do databáze v rámci L4 konverzace. Tabulka L4
konverzace obsahuje stejné informace jako tabulka u L3 konverzace a k tomu ještě něco
navíc. Prvek L4FlowMTU udává jak velké je MTU u obousměrného toku. Spolu s adresami
se ukládají zdrojové a cílové porty. L4 konverzace má referenci na L3 konverzaci, do které
patří. A rámce mají referenci na L4 konverzaci, takže entita L4 konverzace má navigační
vlastnost pro získání rámců a L7 konverzací, které do ní patří.
Při zpracování L7 konverzací se ukládají L7 konverzace a jejich PDU2. Pořadí ukládání
je L7 konverzace a pak paralelně PDU a rámce. Přičemž u L7 konverzací se musí počkat na
klíče L4 konverzací, aby se nastavila reference. U rámců v tomto stádiu zpracování se ještě
nastavuje reference na PDU nebo L7 konverzaci.
U L7 konverzace se ukládá do databáze vše, co je v tabulce zobrazené na obrázku D.2.
U L7 konverzace se neukládají IP adresy a porty, protože se využívá reference na kore-
spondující L4 konverzaci, kde jsou tyto informace. L7 konverzace může být šifrována, takže
se ukládá klíč, který odpovídá položce KeyDB. A položka CipherSuite udržuje nastavení
vlastností šifrování. Z navigačních vlastností lze vyčíst, že rámce si ukládají referenci na L7
konverzaci, do které patří. A k tomu PDU mají referenci na L7 konverzaci. Na obrázku D.2
je taky zobrazena tabulka pro PDU. V rámci PDU se ukládá datum prvního a posledního
rámce, směr toku PDU, nejmenší TCP číslo v posloupnosti. V tabulce se také ukládá jestli
je PDU validní a základní statistiky.
Po dokončení obou zpracování se počítají statistiky pro každou konverzaci, které se uloží
do databáze s referencí na danou konverzaci. Obrázek 7.3 demonstruje tabulku, která repre-
2Protocol Data Unit - v aplikační vrstvě PDU jsou data, která jsou v čistém textu, šifrovaná, kompresní.
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Obrázek 7.4: Tabulka, která reprezentuje data ukládaná v rámci vkládaní metadat o souboru
se zachycenou komunikací.
zentuje statistiky pro L3 konverzaci, ale pro L4 a L7 konverzaci jsou podobné. U statistik
se ukládá počet bajtů, počet rámců, datum prvního rámce v konverzaci nebo posledního
rámce, počet chybných rámců apod.
Obrázek 7.4 ilustruje tabulku, která odpovídá rámci. Když se ukládá rámec do databáze,
tak se neukládá úplně zpracovaný rámec, ale jenom ta část, ze které lze rekonstruovat
rámec. Ukládá se typ média, kde byl rámec zachycen, časové razítko, validnost, protokol,
číslo v posloupnosti, délka rámce, délka dat PDU v L7 konverzaci, index rámce, porty
a IP adresy, příznaky pro fragmentaci rámce. Potom se ukládají speciální položky jako
L2Offset, L3Offset, L4 Offset a L7 Offset. Tyto položky slouží k přístupu k čistým datům
v souboru se zachycenou komunikací. Položky L2OffsetCaptureL4, L3OffsetCaptureL4, L4
OffsetCaptureL4 a L7 OffsetCaptureL4 jsou podobné, ale ukazují do souboru, který se
vytvořil při zpracování nad L4 konverzací.
Všechny typy dat se ukládají po tisících, tímto se zrychlí proces nahrávání dat do data-
báze. Entity Framework podporuje tento typ nahrávání, ale je velice neefektivní, protože při
každém SQL dotazu INSERT se generuje i dotaz SELECT nad stejnou entitou, aby načetl
vygenerovaný klíč databází a další položky zpět. Naštěstí existují mnohem lepší řešení jako
třída SqlBulkCopy nebo způsob tabulkových parametrů(Table-Valued Paremeters), která
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je použita v aplikaci. Třída SqlBulkCopy umožňuje přidávat do databáze více než jednu
entitu naráz skrz třídu DataTable, které je využita k naplnění dat a metoda WriteToServer
třídy SqlBulkCopy zapíše data do databáze, obě třídy jsou součástí .NET API. Tato me-
toda v aplikaci nebyla použita, protože má jisté limity, které nebyli možné ignorovat. Ta
nejhlavnější nevýhoda jsou podmínky paralelního přidávání. Paralelní spuštění metodyWri-
teToServer vyžaduje, aby cílový model databáze neměl žádné vytvořené indexy. Ale Entity
Framework vytváří indexy pro každý primární klíč, který nelze smazat. Pokud v databázi
existují indexy, tak vznikají zablokování.
Řešení, které bylo použito, je přístup s tabulkovými parametry. Postup u tohoto pří-
stup je takový, že se nejprve vytvoří typy pro každou entitu v databázi. Tento typ slouží
k deklarování parametru u uložené procedury. Uložená procedura je vytvořena pro každou
entitu a má definovaný parametr kolekce entit (tabulka jako parametr) vytvořených typů.
Data se potom vkládají do databází pomocí vytvořených procedur. Procedury a typy se
vytvářejí dynamicky s pomocí reflexe. Dynamické vytváření představuje jistou nevýhodu,
že .NET typy lze převést na více než jeden SQL typ. Převádění typů z .NET typu na SQL
typ je prováděno pomocí vytvořeného slovníku, kde klíč je .NET typ a hodnota je SQL
typ. Ukázka kódu vytváření slovníku je příloze C. Hodnoty z jednotlivých objektů, které
představují entity, se získají pomocí objektu MappedDataReader3, který využívá EntityFra-
mework.MappingAPI pro Entity Framework.
Ukládání dat na lokálním počítači a na clusteru v rámci distribuované je stejné, ale
hlavní rozdíl je v ukládání L3 konverzace a počtu paralelní komunikace s databází. Vzhle-
dem k tomu, že služba ClientToHeadNodeService distribuuje L4 konverzace, může se stát,
že dvě různé služby HeadNodeToNodeService, zpracovávají L4 konverzace, které jsou různé,
ale patří do stejné L3 konverzace. Takhle, ale by se uložila L3 konverzace dvakrát. Řeše-
ním je ukládat konverzace v rámci služby ClientToHeadNodeService a služba distribuuje
L3 konverzační klíče k ostatním službám. Druhým rozdílem je počet paralelních spojení
s databází. Aby se omezil počet paralelních spojení v distribuované aplikaci, tak se omezuje
pouze na jedno spojení pro jednu službu, protože mnoho spojení databázi zpomaluje. Při
lokálním ukládání toto omezení není.
3Třída, která namapuje objekt jako zadaný parametr v konstruktoru na tabulku, která existuje v databázi.
Třída existuje v rámci EntityFramework.BulkInsert API (https://efbulkinsert.codeplex.com/).
35
Kapitola 8
Porovnání sekvenční a paralelní
architektury a možná rozšíření
Tato kapitola obsahuje naměřené výsledky a závěry o navržené architektuře. Popisuje se
jaký měla architektura dopad na zpracování souboru se zachycenou komunikací. Porovnání
probíhá nad zpracováním na jednom počítači oproti zpracování na clusteru. Porovnávání
je rozděleno i na ukládání do databáze a bez ukládání do databáze. V podkapitole 8.1
je demonstrováno porovnání bez ukládání do databáze a lze vidět jak dlouho trvá přenos
rámců na cluster a samotné zpracování. Podkapitola 8.3 popisuje výsledky testování nad
různými počty služeb(různé architektury) distribuované aplikace. Podkapitola 8.2 se věnuje
porovnávání s ukládáním do databáze a jaké to má následky. V poslední podkapitole 8.4 je
popsána možná budoucí práce a rozšíření distribuované aplikace.
Testování probíhalo na testovacím clusteru, kde každý uzel má 18 GB paměť RAM, 2
procesory Intel Xeon CPU E5520 2.27 GHz a 16 logických jader a 1 TB disk. Propustnost
v síti na clusteru je 1 Gbps.
8.1 Porovnání se sekvenčním a paralelním řešením bez da-
tabáze
Cluster
Velikost souboru[GB] čas[s] čas přenosu[s] čas[s]
0,1 9, 8 21, 82 5, 66
0,2 19, 3 29, 34 6, 02
0,5 22, 8 53, 28 11, 84
0,7 35 80, 85 17
1 40 117, 66 21, 6
2 58, 1 243, 44 26, 39
Tabulka 8.1: Porovnání sekvenčního času na jednom počítači oproti času zpracování na
clusteru distribuovanou aplikací.
Tabulka 8.1 ukazuje, že zpracování na clusteru je rychlejší než zpracování na jednom
počítači. Nicméně, přenos rozděleného souboru se zachycenou komunikací na rámce trvá
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nějaký čas. Lze vidět v tabulce, že čím je soubor větší tím přenos trvá déle, ale s tím se
musí počítat. Uživatel si musí počkat než se rámce přenesou na cluster. Tento test probíhal
tak, že se nejprve přenesly rámce a až poté se začaly zpracovávat, ale ve skutečnosti se rámce
začnou zpracovávat při přijetí prvního bloku. Test byl vyhodnocen tímto způsoben kvůli
demonstraci přenosu a samotného zpracování. Hodnoty v tabulce byli získány nad stejnou
architekturou distribuované aplikace a to tři služby ClientToHeadNodeService a každá ta
služba měla šest HeadNodeToNodeService služeb.
8.2 Porovnání se sekvenčním a paralelním řešením s databází




Tabulka 8.2: Zpracování síťové komunikace s ukládáním do databáze s běžným diskem.
Tabulka 8.2 demonstruje rozdíl času zpracování souboru se zachycenou komunikací
i s ukládáním do databáze oproti času zpracování na clusteru. Architektura distribuované
aplikace se skládala ze dvou služeb ClientToHeadNodeService a každá služba měla připojeno
sedm HeadNodeToNodeService služeb. Databáze byla umístěna na super uzlu a sdílela se
s technologií HPC Pack. Na super uzlu byl běžný 1 TB disk WDC WD 1002FAEX-00Z3A0.
Tabulka naznačuje, že zpracování souboru se zachycenou síťovou komunikací je rychlejší
na jednom počítači v rámci klientské aplikace oproti zpracování distribuovaně na clusteru.
S větším souborem čas roste víc, když se provádí zpracování clusteru s ukládáním do da-
tabáze. Je to způsobeno tím, že aplikace HPC Cluster Manager je postavena na databázi
a ukládá si statistiky o každém úkolu, který se na cluster zavedl včetně výstupu příkazů,
které se spustili v rámci úkolu. Dalším důvodem je, že disk na super uzlu není dostatečně
rychlý a vzniká velké čekání (čekání IO _COMPLETION) na V/V operace.
Velikost souboru[GB] čas[s] Cluster čas[s]
0,1 38 22, 2
0,5 125 75, 2
0,7 200 177
1 411,2 328, 5
2 502,1 400, 5
4,6 899,1 750, 5
Tabulka 8.3: Zpracování síťové komunikace s ukládáním do databáze s SSD diskem.
Tabulka 8.3 ukazuje stejný test jako v tabulce 8.2, ale podmínky jsou jiné. V tomto
testu databáze je umístěna mimo cluster, ale pořád je na stejné síti jako super uzel. Disk na
novém místě, kde je databáze se také změnil na SSD disk, který je mnohem rychlejší než disk
na super uzlu. A paměť RAM je 32 GB. Architektura distribuované aplikace představuje





































Obrázek 8.1: Graf demonstruje závislost architektury distribuované aplikace na čase a uka-
zuje. Různé architektury rovná se různé čase. Červená čára reprezentuje průměr zpracování
nad různými architektury.
Výsledky, které ukazuje tabulka 8.3 ukazuje značné zlepšení. Čas zpracování na clusteru
je v tabulce menší než čas zpracování na jednom počítači v rámci klientské aplikace. Je vidět,
že pro menší soubory je čas poloviční oproti testu v tabulce 8.2.
8.3 Rozdíl v architektuře distribuované aplikace
Na Obrázku 8.1 je ukázáno zpracování souboru se zachycenou síťovou komunikací, který má
velikost 700 MB. Zpracování je demonstrováno grafem, kde je naměřeno zpracování s růz-
nými architektury distribuované aplikace. Graf na obrázku 8.1 ukazuje, že distribuovaná
aplikace je škálovatelná. V tomto testu neprobíhalo ukládání do databáze, protože ukládání
zdržuje databáze, která dostatečně rychle nezapisuje data na disk.
Čas u počtu pěti služeb HeadNodeToNodeService je cca 17 sekund, kdežto u čtyřiceti
služeb je cca 10 sekund. Ale z grafu lze také vyčíst, že při velikém počtu služeb se už čas
tolik neliší.
8.4 Budoucí rozšíření a vylepšení
Z kapitoly 8 lze vyvodit, že jeden z největších faktorů, co se týče rychlosti zpracování sou-
boru je ukládání dat do databáze. Proto je vhodné pro rozšíření distribuované aplikace
zakomponovat podporu více databází. S tím by i souvisela synchronizace databází. Pokud
bude na clusteru nebo i mimo cluster více databází, tak nebudou zatížené tolik disky a dis-
tribuovaná aplikace může rovnoměrně ukládat do databáze. U klientské aplikace by musela
být podpora tahání dat z více databází.
Další možností jako zrychlit nahrávání dat do databáze je využít nativně přeložené
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Netfox Detective
Microsoft HPC Pack WCF
Obrázek 8.2: Obrázek reprezentuje vrstvy nad použitými technologií.
tabulky a uložené procedury. Tabulky lze vytvořit optimalizovaně s ohledem na paměť a tím
urychlit dotazy. Takto nativně vytvořené věci generují knihovny DLL. Nativně přeložené
procedury a tabulky dokáží rychleji pracovat s pamětí a zásadně zrychlit vyhodnocení
dotazu.
V podkapitole 7.2 bylo popsáno plánovaní a zavedení úkolů. Využívá se k tomu nastavení
politiky v aplikaci HPC Cluster Manager na balancovaný a žádná priorita nebo se úkoly
zavedou jako normální příkazy na vybrané uzly v clusteru, ale k tomu je nutné být admi-
nistrátor. Jako rozšíření by mohlo být plánovat na základě vytíženosti paměti a procesoru
uzlu. Každý uzel může mít i různé parametry jako více jader nebo méně paměti, což by se
také mohlo brát v úvahu při plánování.
Stav clusteru lze pouze sledovat pomocí aplikace HPC Cluster Manager na super uzlu,
což není výhodné pro počítače, které nejsou připojeny k do doméně a využívají cluster
vzdáleně. Aby i ty počítače mohli sledovat stav clusteru, je možné implementovat rozšíření
pro klientskou aplikaci, která by tyto statistiky získala. Microsoft HPC Pack poskytuje
několik skriptů pro PowerShell, které získají aktuální stav jednotlivého uzlu nebo i celého
clusteru. Jeden takový skript (cmdlet) je get-hpcmetricvalue, který vypočítá základní statis-
tiky o uzlech jako např. využití procesoru, paměti, disku apod. Další rozšíření by se mohlo
týkat kontroly nad zavedenými úkoly. Možnost úkoly zrušit nebo sledovat detailně jejich
stav nebo i podporovat zotavení po chybě a reagovat na změny v clusteru a pokud nastane
chyba, tak spustit znovu nebo začít od pozice, kde nastala chyba.
Distribuovaná aplikace nepoužívá žádná šifrování, ale v konfiguraci kanálu to lze změnit.
Pro šifrování, autentizaci, integritu, důvěrnost je třeba buď využít Windows zabezpečení
s adresářovou službou (Active Directory) nebo vytvořit na clusteru certifikační autoritu.
A nastavit u kanálu příslušné vlastnosti.
Distribuce rámců podle kapitoly 7.3 probíhá na základě počtu L4 konverzací, které
služba už obsluhuje (zpracovává), kde další L4 konverzaci dostane ta služba, která má
nejméně konverzací nebo se konverzace distribuují náhodně. Nevýhoda je, že nelze před-
povídat jak velká bude L4 konverzace a tak některé služby budou hotové dřív i s více
L4 konverzacemi, protože nebyly moc dlouhé. Může nastat situace, že nějaká služba bude
pracovat mnohem déle než ostatní, protože se špatně rozdistribuovali konverzace. Lze to
vylepšit tím, že by se nejdřív analyzoval soubor se zachycenou síťovou komunikací a vypo-
čítali by se statistiky o konverzacích, které by se využili při plánování úkolů a pro distribuci
konverzací.
V rámci této práce byly implementovány obecné rozhraní jako IJob, který definuje úkol
a rozhraní IData, které definují data, které se mají nahrát na cluster. Vytvořit jednoduchý
úkol, který se má pouze vykonat a skončit tedy není problém. Aplikace Netfox Detective
mimo zpracování síťové komunikace, poskytuje i slídiče (snooper) pro různé protokoly. Tato
analýza lze dělat na clusteru a tím to i urychlit, neboť uložené data jsou už uložené v da-
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tabázi. Nástin tohoto řešení je implementováno v projektu SnooperJob ve zdrojovém kódu
aplikace.
Obrázek 8.2 popisuje vrstvy technologií využité při vývoji distribuované aplikace. Vrstva
technologie WCF představuje implementaci služeb ClientToHeadNode a HeadNodeToNode-
Service a komunikace s nimi. Tato vrstva je zcela oddělena od ostatních. Vrstva klientské
aplikace, která je v tomto případě Netfox Detective pouze implementuje klienty pro ko-
munikaci s ostatními technologiemi. Vrstva, která umožňuje spouštět služby(příkazy) na
clusteru je Microsoft HPC Pack, která lze nahradit zcela jinou technologií. Obrázek 8.2
demonstruje, že technologie Microsoft HPC Pack lze nahradit jinou technologií a ostatní




V kapitole 6 byl popsán a ilustrován návrh distribuované aplikace pro program Netfox
Detective [7]. Je dobré zmínit, že prvotní návrh pro distribuování dat, v této práci data
znamenají buď rámce, nebo soubory s uloženou komunikací, byl ten, že se soubory nejdříve
přenesou na jednotlivé uzly clusteru podle toho co, který zpracovává. Problém s tímto ná-
vrhem je takový, že by trvalo dlouho přenesení velkých souborů na jednotlivé uzly a tím
pádem by se muselo čekat, než se přenesou a poté teprve začít pracovat, kdežto v pozdějším
návrhu se rámce přenášejí postupně od klienta po jednom, což dovoluje začít výpočet hned
po přenesení binárních souborů na uzly. Další věcí bylo zajištění transparentnosti pro uživa-
tele programu Netfox Detective, nezištné přepínání mezi klientským počítačem a clusterem
v závislosti na tom jestli je cluster k dispozici. Tedy implementace musí být provedena
z ohledem na transparentnost aplikace. K tomu i patří samotné zpracování nebo analýza
komunikace, aby neexistovali dva rozdílné způsoby pro cluster a pro klienta. Tedy aby se
zpracovávala komunikace stejným způsobem na klientovi sekvenčně a na clusteru paralelně
a dávala stejné výsledky. A především, aby se nemuseli psát dvě implementace, ale jenom
jedna, která se bude udržovat.
Po prostudování technologie Microsoft HPC Pack1 se zjistilo, že neexistuje v programo-
vém řešení přímá komunikace mezi uzly kromě tedy základních typů aplikací, které byly
zmíněny v kapitole 4. Ale tyto aplikace pro návrh nebyli vhodné, protože nešlo vhodně
upravit komunikaci pro naše účely, ale muselo se držet daných standardů. Další možností je
řešit to pomocí MPI typu aplikace, ale pro tento případ je to příliš složitý způsob a přitom
existuje jednodušší řešení. V práci je nakonec využita technologieWCF od Microsoftu, která
poskytuje širokou škálu rozhraní pro komunikaci mezi počítači. A je také dobrá v tom, že je
snadno přenositelná pro instalaci na jiných počítačích. Poskytuje jednoduše definovat typ
zpráv, jak se budou zprávy přenášet a různé vytváření topologií mezi počítači.
Konfigurace clusteru pomocí technologie Microsoft HPC Pack proběhla velice intuitivně
a rychle. Microsoft poskytuje intuitivní rozhraní k vytvoření vlastního uzlu a následnou
konfiguraci. Pro zprovoznění clusteru je nutné mít adresářovou službu (doménu), aby se
jednotlivé uzly v clusteru našli. Stejně tak zavádění úkolů, přidávání uzlů na cluster a jeho
diagnostika je velice intuitivní a jednoduchá. Dále byla ještě zprovozněna technologie IPMI
nad clusterem. S IPMI je jednoduché jej konfigurovat v případě technických potíží s clus-
terem.
Implementace distribuované aplikace je popsána v kapitole 7. V kapitole je popsáno jak
1Microsoft HPC Pack - middleware pro platformu Windows, který umožňuje spolupráci více počítačů
a vytváření distribuovaného systému.
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se distribuují soubory potřebné ke spuštění služeb. A jak služby distribuují rámce. A také
jakým způsobem se ukládají data do databáze. Architektura distribuovaná aplikace není
fixní a lze ji upravit na vlastní počet jednotlivých služeb. Vrstva technologie Microsoft
HPC Pack je možno nahradit jinou technologií, neboť třída CDeployer, která tuto vrstvu
implementuje, definuje rozhraní IDeployer, takže lze implementovat jiný plánovač podle
rozhraní a nahradit ho v aplikaci. Objekt CWorker, který poskytuje operace pro distribuci
souborů a přístup k plánovači, je navržený tak, že jej lze využít pro více než jeden cluster
v rámci jedné klientské aplikace.
Z výsledků v kapitoly 8 lze vyvodit, že distribuovaná aplikace je rychlejší než zpracování
na jednom počítači. Ale nastává problém u ukládání do databáze, kdy mnoho připojení
zpomaluje databázi a pokud na počítači, kde je umístěna databáze není rychlý disk, tak je
ukládání pomalé. Dost záleží jak je nastavený MS SQL Server na výkonnosti databáze.
Testy s ukládáním do databáze pro soubory nad tři GB je dobré dělat pro více než
šest služeb HeadNodeToNodeService, neboť každá služba si vymezuje určitý počet paměti.
Alokace paměti může vyústit k chybě OutOfMemoryException, protože došla paměť pro
přijetí zprávy. Pro více služeb se paměť lépe udržuje. U distribuované aplikace je omezen
počet paralelních nahrávání do databáze na jeden v jednom okamžiku, aby databáze nebyla
příliš zatížena při spuštění mnoho služeb.
V příloze E se nachází podaný článek do konference Excel@FIT. Článek popisuje dis-
tribuované zpracování zachycené síťové komunikace. Zdůrazňuje vlastnosti použitých tech-
nlogií, které je třeba neignorovat. Článek nebyl přijat, protože nesplňoval požadavky kon-
ference. Recenze zdůrazňovali, že článek pojednává hlavně konfiguraci technologií a samot-
nému zpracování síťových toků distribuovaně se moc nevěnuje. Recenzenti také vytýkali
strukturu a kvalitu textu.
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∙ technická zpráva ve formátu PDF
∙ zdrojový tvar technické zprávy, zdrojové kódy latexu
∙ vygenerovaná dokumentace pomocí SandCastle API
∙ větev projektu Netfox Detective pro cloudové řešení
∙ zdrojové kódy distribuované aplikace jako rozšíření
Adresářová struktura:
root/
Develop-Netfox-Cloud/.........................větev projektu Netfox Detective
HeadNodeServiceDistributor/....příkaz pro službu ClientToHeadNodeService
ProcessL3L4L7/. .................. příkaz pro službu HeadNodeToNodeService
SnooperJob/. ......................... úkol pro analýzu aplikačních protokolů
TestClusterProcessing/.......................testovací program pro cluster
Backend/
Netfox.Framework/. .....modely pro databázi a pro zpracování na clusteru
NetfoxCloud/.........implementace služeb a nahrávání dat do databáze
...








∙ Celá složka NetfoxCloud v projektu Netfox.Framework
∙ Podílení na úpravách modelů v projektu Netfox.Framework
∙ Metody pro práci s clusterem ve třídách PmCaptureBase, PmCapturePcap, Pm-
CaptureMnm, PmCapturePcapNg v projektu Netfox.Framework
∙ úprava třídy ControllerCaptureProcessor pro ukládání zpracovaných informací






∙ Visual Studio 2015 pro přeložení zdrojových kódů a spuštění aplikací
∙ .NET framework 4.6.1
∙ Nainstalovaný cluster pomocí technologie Microsoft HPC Pack a také nakonfi-
gurovaný podle 6.1
∙ počítač, ze které se spouští aplikace patří do stejné domény jako uzly v clusteru
nebo je nastavené uživatelské jméno a heslo ve Windows Credentials pro cluster
na počítači (doporučeno být v doméně)
∙ Pokud se spouští aplikace Netfox Detective je potřeba mít nainstalovaný lokální
databázi SQL Express 2014
∙ Pro cluster je nutné mít databázi MS SQL Server, na kterou dosáhne i lokální
počítač
∙ Existence sdíleného adresáře na clusteru
∙ Nainstalovaný 7-Zip na každém uzlu v clusteru
∙ Příkazy, které spouští služby musí být povolené ve firewallu na každém uzlu v
clusteru
48
Nastavení práce s clusterem lze nastavovat pomocí objektu (třídy) ClusterInfo. Ukázka
nastavení konfigurace je ukázána na kódu Je třeba specifikovat následující vlastnosti. Do-
ménový název super uzlu a jeho IP adresu, která se nastavuje službám ClientToHeadNode-
Service. Cesty k balíčkům, které se mají rozdistribuovat na cluster a k tomu souvisí cesty
kam na cluster. Pro změnu databáze a parametry připojení k ní se nastavuje v souboru
App.config vlastností ConnectionString u příslušného projektu. Podrobnější popis se nachází
ve zdrojovém kódu v komentářích.
var info = new ClusterInfo ()
{







"\\NESHPC -HN\\ NetfoxDetectiveShareOnCluster \\ headnodedistributor \\",
PathOnClusterToDeployDataForNodeJob =




PathToExecutableForHeadNodeJob = "C:\\ headnode.zip",
PathToExecutableForNodeJob = "C:\\ processconv.zip",
NodeGroup = "ComputeNodes",
DoNotUploadExeFiles = false ,




MaxReceivedMessageSize = 709715200 ,
MaxBufferPoolSize = 709715200 ,
MaxConnections = 99000,
MaxBufferSize = 709715200 ,
OpenTimeout = 2,
SendTimeout = 20,




Balíčky se vytvoří přeložením projektů ProcessL3L4L7 a HeadNodeServiceDistributor
ve Visual Studiu v módu Release. Výsledné knihovny a potřebné soubory se zabalí do kom-
presního formátu zip. Výchozí program je 7-Zip, ale lze jej změnit v konfiguraci ClusterInfo.
Testování spuštění clusteru se provádí projekt TestClusterProcessing, který umožňuje zadat
část vlastností před spuštěním distribuované aplikace.
Ukládání do databáze lze otestovat spuštěním projektu Netfox Detective nebo využít



































Vytvořené tabulky konverzací a
PDU pro model databáze
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Obrázek D.1: Tabulka, která reprezentuje data ukládaná v rámci vkládaní L3 konver-
zace (vlevo). Tabulka, která reprezentuje data ukládaná v rámci vkládaní L4 konverzace
(vpravo).
52
Obrázek D.2: Tabulka, která reprezentuje data ukládaná v rámci vkládaní L7 konverzace
(vlevo). A tabulka, která reprezentuje PDU v L7 konverzaci je vpravo.
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Příloha E
Článek podaný do excelu
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http://excel.fit.vutbr.cz




When you need to assess or troubleshoot network by analysing capture file, you want it done
as fast as possible and you do not always have a high-performance computer or there is not
enough memory for the analysis on your computer. Here comes the distributed system, which
allows you to use his high computing power and lot of available memory. Microsoft HPC Pack
technology can be used for creating a cluster with as many nodes as you have access to. I introduce
distributed application, which is scalable, extensible and capable of processing captured network
communication and is developed for Windows platform, which provides technology, like Microsoft
HPC Pack and Windows Communication foundation, for developing distributed application. The
Importing thing also is that client application can be use transparently, switching between local
processing and distributed processing. The application supports multiple capture formats and can
run on any computer on which is installed required technology. In distributed system(cluster), exists
database in order to save statistics and data of captured communication in order to save user’s
computer memory so client’s application can be used for low-performance computers or make data
available to a client after distributed processing.
Keywords: Microsoft HPC Pack — Network Processing with Cluster — WCF — Distributed
Computing
Supplementary Material: N/A
*xhvezd03@stud.fit.vutbr.cz, Faculty of Information Technology, Brno University of Technology
1. Introduction
This paper writes about an extension of Netfox De-
tective application [1], which is a tool for analyzing
network traffic. The purpose of this extension is to
make processed data persistent in the database to make
them available for later analysis. And distributed pro-
cessing of capture files on the cluster. Netfox Detective
application deploys a distributed application on a clus-
ter and uses it for all the heavy-lifting.
Netfox Detective supports multiple capture file
formats. The most popular format is Pcap [2]. Another
one is an extension of Pcap format that has much more
functionality than Pcap, it is PcapNg [3]. Last one is
Window’s capture format Netmon [4]. Every capture
format has advantages and disadvantages related to
processing, more in section 2.
Today is easy to create a custom cluster. The
construction and operation of extremely large-scale,
commodity-computer data centers at low-cost loca-
tions was the key necessary enabler of HPC Comput-
ing [5]. Microsoft HPC Pack technology creates such
cluster from any computer that runs at least Windows
7 operating system.
Database part of the extension has to be available
for local processing and distributed processing, and it
has to appear to the user as transparent. Same applies
to processing captured data, switching between local
processing and distributed processing depending on
whether the cluster is available or not. Potentially, cap-
ture file contains thousands of records that have to be
saved. So, a model had to be created based on already
existing model classes in Netfox Detective application.
Database loading is described in subsection 4.
Distributed application has to provide means for
communication between its components and client
application(Netfox Detective) and divide capture file
onto nodes in the cluster. Similar cloud services or
applications already exists. They allow uploading data
into their storage and processing them for you. How-
ever, this paper is about a specific implementation of
services for Netfox Detective application. The main
difference is that the service is only temporary for
every capture file, and the services run as jobs on a
cluster. Also, the client application does not upload
the whole capture file into the cluster, but only sends
partially parsed frame or block of frames to a service
one at the time.
The distributed application is scalable, extensible,
and can respond to any number of nodes in the cluster
and still be effective. Whole communication between
services on the cluster or between client and cluster are
over TCP protocol implemented by WCF technology.
The database extension is capable of loading thousands
of records into a database without hindering processing
of capture files.
2. Processing capture file
Capture file consists of global header and frames that
consist of the packet header and data. Every capture
format structures frames in a file differently. Pcap
starts with a global header followed by frames as a pair
of a packet header and packet data. PcapNg is similar,
but structures data into more blocks. Also, every block
that represents frame starts and ends with a length
of a block. This duplication can be used to skip the
frame. The exact format of PcapNg can be found
here [3]. Pcap or PcapNg format have to be parsed in
sequential order. That is the main difference between
Pcap or PcapNg, and Window’s Netmon format. In
the global header of Window’s Netmon format is the
FrameTableOffset variable which represents offset to
a frame table. Frame table consists of offsets to each
frame in a capture file, so parsing is faster because a
sequential order isn’t necessary during processing.
After frames are cut out from a capture file. Only
specific frames can pass during processing. It depends
on protocol on transport or network layer of TCP/IP
model. Those protocols are IPv4, IPv6, TCP, UDP if it
is any other protocol, the logic of processing skips the
frame. Frames are divided into conversations based
on a pair of IP addresses and their protocol during
processing. Netfox Detective application distinguishes
three different conversations.
• L3(network layer) conversation is identified
by a pair of IP addresses;
• L3 conversation consist of multipleL4(transport
layer) conversationswhich are characterized as
a pair of IP addresses and protocol;
• Multiple L7(application layer) conversations
belong to an L4 conversation. An application
conversation is distinguished by a pair of IP ad-
dresses, transport ports and a protocol type. The
conversation consists of a pair of flows because
the most of sessions are bi-directional [6]. The
beginning of a TCP session is identified by a
synchronization TCP segment (SYN flag). A
TCP segment with FIN/PSH/RST flag closes the
session [6];
Logic of processing capture file consists of three
steps.
• Parsing of frames;
• Dividing frames into an L3 and L4 conversation;
• Processing L7 conversations from L4 conversa-
tions in parallel;
Already processed capture file, conversations, and
frames are data that application loads into a database.
Subsection 4.1 describes the exact format of tables and
columns.
2.1 Distributing capture file
Count of frames, conversations can not be predicted.
Frames do not have to be in order, but rather than
that they intermingle in a capture file. Based on that
knowledge, the services distributes frames at random.
Crucial information to a distributed application is
source and destination IP address and protocol. From
that info, L4FlowKey is created, which needs all of
those three variables. Following by L3Key, which
only requires IP addresses. At client application level,
L3 conversation’s frames are distributed based on L3Key.
And at a service level, L4 conversation’s frames are
scattered based on L4FlowKey.
3. Cluster and scheduling services as
jobs
The cluster was created by Microsoft HPC Pack and
must have following properties. Every node in a cluster
belongs to an active directory [7]. The cluster consists
of one head node and multiple nodes. The primary
job of head node is managing, scheduling, diagnosing,
all nodes in the cluster. Also, cluster has to provide a
database, CA1, DNS2 server so nodes on the private
network can reach outside. Nodes are connected to
head node by a private network, and only the head
node can reach outside to the internet. Cluster can be
set up with HPC Cluster Manager3 client application
provided by Microsoft HPC Pack [8].
3.1 Services and distributing frames
Distributed application consist of multiple services that
are implemented by Windows Communication Founda-
tion(WCF). WCF is Microsoft’s unified programming
model for building service-oriented applications, and it
enables developers to build secure, reliable, transacted
solutions that integrate across platforms and interoper-
ate with existing investments [9]. Services can be two
of a kind.
• ClientToHeadNodeService, this service runs only
nodes that have a public IP address because
client application has to reach it from the out-
side;
• HeadNodeToNodeService, this service is doing
the actual processing and can run any node in
the cluster;
Every HeadNodeToNodeService subscribes for a
processing L4 conversations to a ClientToNodeService.
ClientToNodeService maintains a queue of subscribed
HeadNodeToNodeServices and dictionary of already
assigned L4 conversations to a HeadNodeToNodeSer-
vice.
The client application sends messages in the fol-
lowing format to a ClientToNodeService.
Message format:
• L4FlowKey;
• Block of frames that belongs to an L4 con-
versation, characterized as L4FlowKey;
When ClientToHeadNodeService receives mes-
sage.
1CA -certification authority is an entity that issues digital cer-
tificates.
2DNS - domain name server.
3HPC Cluster Manager - is a tool for managing the cluster.
• It tries to find L4FlowKey in dictionary and for-
wards it to corresponding HeadNodeToNodeSer-
vice, and
• if the key is not present in the dictionary, then it
chooses at random from already subscribed ser-
vices or dequeue from the queue of subscribed
HeadNodeToNodeServices.
The process of distributing frames is illustrated in
the picture 1.
Services are self-hosted, they do not need an ap-
plication server to host. Protocol for transferring mes-
sages is TCP, and the corresponding binding is NetTcp-
Binding. WCF serializes every message before trans-
ferring. WCF uses .NET’s ready-made support for
serialization. .NET automatically serialize and deseri-
alize objects using reflection [10]. .NET captures the
value of each of the object’s fields and serializes to
a memory, to a file, or to a network connection. For
deserialization, .NET creates an object of matching
type, reads its persisted values, and sets the values
of its fields using reflection [10]. After serialization,
NetTcpBinding transfers data in binary format.
3.2 Scheduling jobs
There is two kind of jobs that corresponds to Client-
ToNodeService or HeadNodeToNodeService. The job
that corresponds to a ClientToNodeService needs more
processing power because it has to be able to distribute
thousands of messages. On the other hand, the job
that corresponds to a HeadNodeToNodeClient needs
more memory, because of processing conversations.
But, because the count of frames in each conversation
is unpredictable, assigning the job’s resources is diffi-
cult. The job could take 4 GB of RAM memory or just
500 MG based on how much L4 conversations gets.
Therefore, some special scheduling was difficult to do.
Instead of creating a custom scheduler for jobs, the
Microsoft HPC Pack scheduler was used. Only job’s
properties are adjusted to point the scheduler in the
right direction.
The distributed application provides job factory. It
enables the client application to create as many jobs
as it needs. The picture 2 illustrates the possible ar-
chitectures that client can create. More ClientToN-
odeService jobs to speed up distributing process and
more HeadNodeToNodeService jobs to enable better
distribution of capture file.
Microsoft HPC Pack provides a scheduler on the
head node. The scheduler has its policies and through
them, the default behavior of scheduler can be changed.
The default behavior is a queue mode. That means,












































Figure 1. Picture illustrates a process of distributing frames across services. There are only a two L3 and L4
conversations. Every HeadNodeToNodeService have been already registered. So, the client application sends
messages based on L3Key to a corresponding ClientToNodeService. Then ClientToNodeService sends







Figure 2. Picture represents all possible architectures
of distributed application. Green servers represents
the ClientToNodeService and purple servers
represents the HeadNodeToNodeService.
the job, otherwise queued the job[7]. The other is a
balanced mode, this is the set behavior. The job’s re-
sources can grow or shrink [7]. The balance mode
takes away resources from jobs and gives it to newly




Besides jobs, Microsoft HPC Pack offers another
option for executing a command on the cluster. Ex-
ecute command directly on specifics nodes under a
condition that the command was run on a cluster by an
administrator. The client application finds a node with
the minimum number of already running commands
and executes the command there.
In conclusion, there are two options, schedule a
jobs or run commands as administrator.
4. Loading data into a Database
If the cluster is not reachable for the client application,
the client application uses MS SQL Express for local
database. In the cluster is MS SQL Server as a global
database. The two databases are completely separate,
and they do not interact with each other in any way.
The database model was created by Entity Frame-
work4, which is the principal tool for manipulating a
database for the Netfox Detective(client application).
In the Netfox Detective application are already exist-
ing model classes for frames, captures, conversations,
and statistics, so the code-first approach was the better
choice for creating the model.
Loading of thousands of entities into the database
in a reasonable time is needed so the client application
has the results as soon as possible. Therefore, saving
one entity at the time is not an option. The best op-
tion is to use bulk insert instead. That raises an issue.
Deadlocks happen while executing bulk insert on the
same table at the same time. The first possible solution
is SqlBulkCopy class, which allows to write into table
via DataTable5 class. It supports parallelism, but there
is one condition, the target table can not have any in-
dexes. That is an issue, because Entity Framework with
code-first6 approach needs indexes for primary keys.
Another option is Table-Valued parameters, which is
creating types as table and creating stored procedures
that have a collection as a parameter. With this ap-
proach application can execute several bulk inserts
at once because execution of stored procedures han-
dles MS SQL Server(Express). Entity Framework also
supports bulk inserts, but it too slow hence unusable.
The Table-Valued parameters turned out to be the best
solution.
4.1 Data in database
Bulk insert with complex models that have entities
with references to other entity can be performed firstly
on a table with no references. Then retrieve keys of
those entities and set them to entities that have the ref-
erences. Lastly, execution of a bulk inserts on entities
with references.
In the database are already processed data. For
capture file is saved a file path, a hash of a file, and file
type. For conversations is saved protocol, IP addresses,
ports, etc. Also, every conversation has its statistics.
Statistics consist of byte count, count of malformed
frames, count of frames, time of first and last seen
frame, etc. Frames are saved in the following format.
• Source and destination address with ports;
• timestamp, protocol, IsMalformed, IPv4FMf
flag, message length, original length;
4Entity Framework (EF) is an object-relational mapper that en-
ables .NET developers to work with relational data using domain-
specific objects. It eliminates the need for most of the data-access
code that developers usually need to write.
5DataTable - class in .NET that represents the table and its
mapping and corresponding data.
6Code-first - to build model of database from already existing
model classes.
• IPv4Identifaction, IPv4FragmenOffset, TCPSe-
quenceNumber, TCPAcknowledgmentNumber,
L7PayloadLenght, frame type, link type;
• L2Offset that indicates the start of packet pay-
load in the capture file;
• L3Offset, L4Offset, L7Offset;
5. Architecture of distributed process-
ing
The architecture of sample cluster is in the picture 3.
The picture describes steps that the client application
performs. The client application has to connect to all
the ClientToHeadNodeServices and initialize it, to do
that the client application needs to know the URL of
a service. Operating system grants services their port
or administrator can specify the range of ports and the
service chooses some port from that range. If the range
runs out, then port sharing is activated.
Every job has to execute a command to perform
the job.
• Command for a job of ClientToHeadNodeSer-
vice has to specify the IP, and how the URL will
be sent to a client. Either via database or through
CommonService7 that client would host. As a
default behaviour, the client retrieves the URL
via a database.
• Command for a job of HeadNodeToNodeService
has to specify URL of ClientToNodeService so
service can subscribe for L4 conversations.
In both commands, share folder and working di-
rectory need to be set. The client application starts the
distributed application by performing the following
steps.
1 The client application uploads necessary files for
executing the job command(files are uploaded to
share folder), in the picture 3 the black line. But
there is a possibility that the command is already
in the cluster, so the client always checks if his
version of the command is already in the cluster;
2 Next step is scheduling a ClientToHeadNodeSer-
vice jobs on nodes that have a public IP address,
the service saves into a database its URL and
then the client application retrieves the URL
from a database;
3 Then client application initializes the service
and schedule remaining HeadNodeToNodeSer-
vice jobs and waits for them to subscribe for L4
conversations;




















Figure 3. Black lines indicate distributing necessary files(.exe, ...) to run the specified command on the cluster.
Green line demonstrates scheduling a ClientToNodeService as a job on a node that has a public IP address. The
purple line indicates when the client application gets URL. After that, the client application can connect to and
initilize service. Lastly, the client application schedules remaining jobs on nodes(indicates brown line). Start of
sending frames and forwarding frames describes yellow lines. And the red lines show a
HeadNodeToNodeServices subscribing for an L4 conversation.
4 After that client application starts sending frames
to ClientToHeadNodeService and the service
forwards it to HeadNodeToNodeServices;
5.1 Optimal configuration
How to set properties for job or service correctly is a
serious thing to consider. These properties also depend
on how big is the cluster, if the cluster is big and has
high performance then these properties can have higher
values, but if that is not the case, then they should be
set to lower values. The most critical resources for
a job are maximum, a minimum number of cores or
nodes, because the service has to serve as many clients
as possible. Another thing is scheduling mode, and
there are two options queued and balanced mode.
ClientToNodeService has to be able to process sev-
eral calls at once, and also HeadNodeToNodeService
has to be able to receive multiple calls at once, so
both services have concurrency mode set to multiple.
Also, both service needs to maintain state, ClientTo-
HeadNodeService has to remember to which service
to send the frame of conversation and HeadNodeToN-
odeService has to keep track of how many frames it
received, so instance mode is set to single. For per-
formance issues, properties like maximum objects in
the graph, which means how many properties of data
contract can be in one message, the maximum size of
the message, maximum buffer size and pool are set to
highest possible value.
6. Testing the architecture
The picture 3 in section 5 describes the architecture of
a test cluster. Every computer in the cluster has the fol-
lowing parameters, RAM memory 18 GB, Intel Xeon
CPU E5520 2.27 GHz(2 processors) and 16 logical








































Different processing times based on number of jobs
Figure 4. The graph shows that the distributed application is scalable. The distributed application can
accomplish less processing time with more jobs. The red line represents the average time.
6.1 Processing without loading into a database
Table 1 shows that processing on the cluster is faster
than processing on a single computer. However, the
transfer time puts it in another perspective. It takes
a time to distribute the capture file. As the file size
of capture file grows, the transfer time grows with
it. So, the user has to expect some delay before the
actual processing starts. The architecture of services
in this test were three ClientToNodeServices and each
of them had six HeadNodeToNodeServices.
Table 1. Comparison of local processing time and
processing time on the cluster.
Cluster
Size[GB] Local time[s] Transfer time[s] time[s]
0,1 9,8 21,82 5,66
0,2 19,3 29,34 6,02
0,5 22,8 53,28 11,84
0,7 35 80,85 17
1 40 117,66 21,6
2 58,1 243,44 26,39
The figure 4 describes a graph that shows process-
ing of 700 MB’s file. Each dot in the chart accounts for
a different number of jobs(HeadNodeToNodeServices),
and the red line indicates the average time. The graph
shows that with more jobs better performance can be
achieved.
6.2 Processing with loading into a database
Table 2. Processing and loading data into a database
locally. Numbers in the brackets represents number of
parallel bulk inserts. Time si represent by finished
parsing/finished loading to a database.




Table 2 shows how much time it took to add the
capture files into a database. In this case, local pro-
cessing is faster than cluster processing because the
database on the head node is too slow to process more
queries at same time. To be specific, on the test clus-
ter is not a fast HDD, so database generates a lot of
IO COMPLETION waits during processing and load-
ing.
Microsoft HPC Pack technology has a great influ-
ence on a performance of a database on the head node.
The technology uses to save statistics, diagnostics, the
output of jobs into a database. It slows down the load-
ing process because of it, so it is better to have the
database elsewhere.
7. Conclusions
This paper was about a distributed application that is
implemented by WCF services and based on schedul-
Netfox Detective
Microsoft HPC Pack WCF
Figure 5. Picture represents layers of technology.
ing jobs through Microsoft HPC Pack technology. Re-
sults indicate that distributed processing is more effi-
cient than local processing. The cluster can process
bigger files that single computer could not. Some jobs
can get more L4 conversations than others because a
ClientToHeadNodeService distributes frames at ran-
dom. That can result in slower performance since one
job is doing more work. However, count of frames of
each conversation is unpredictable, so random distri-
bution suffice.
The article shows that the properties of jobs and
services have a significant influence on the perfor-
mance.
The client application can schedule as many Client-
ToHeadNodeServices as it wants to boost the perfor-
mance. The cluster can serve multiple clients at once.
But, the process of transferring frames to a service is
taking some time.
The figure 5 describes all the layers in technology.
Services that are implemented in WCF. The main thing
that you can take from this picture is that layer, which
implements Microsoft HPC Pack technology can be
replaced by another similar technology and the layer
next to it(WCF) and below(client application), can stay
intact.
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