analyze the absolute error estimate of Auchmuty [l] developed for linear systems.
an approximation to A-l satisfying (IBA -111 < 1, the matrix norms are multiplicative, and the vector norms are consistent.
Estimating (1) requires the knowledge of l/All and IIA-ljl, w I e estimate (2), which is due to h'l Aird and Lynch [3, 4] , requires an approximate inverse B of matrix A. Auchmuty's estimate [l] requires neither information. Let x E R" be an arbitrary approximate solution (r(x) # 0). Then
IIr(4 II: llx -x*llP = C~~ATr(x)(~q' l<PIW (3)
The author acknowledges the help and comments of Dr. C. Hegediis and a useful remark of G. Michaletzky. Auchmuty's estimate seems unnoticed although computational experiments indicate that the error constant c is usually less than 10 in practice [6] . Such a ratio between the estimate and the estimated quantity is usually acceptable (see, e.g., [7, p. 2941) .
In the sequel, we investigate the Auchmuty estimate for the Euclidean norm, which has the form with (5)
We first show that the error estimate is a consequence of the Kantorovich inequality. This approach leads to the exact value of C&(A) and the characterization of all cases when equality appears in the upper bound of (5). Using the Greub-Rheinboldt formulation of the Kantorovich inequality, we derive the geometric interpretation of the estimate. This shows that Auchmuty's lower estimate orthogonally projects the error vector 2 --z* into the subspace span (ATr(x)). We also make some probability reasoning about the possible values of c and Cz(A) giving a better background for the numerical testing. The Auchmuty estimate is then extended to nonlinear systems of the form F(x) = 0. This result can be used in conjunction with the Newton and Newton-like methods. We carried out an intensive computational testing for linear systems. The results which indicate the usefulness of the estimate are evaluated in Section 6, where a practical version (formula (28)) is also suggested.
DERIVATION AND GEOMETRY OF THE AUCHMUTY ESTIMATE
We first show that Auchmuty's estimate is a consequence of the Kantorovich inequality given in the following form (see, e.g., [S-lo] Observe that
if Q(A) is large enough. As r(x) = Ae (e = x -CC*), we can write the error constant c in the form c2 = (e' (ATAj2e) (eT4
Observe that c is invariant under the transformation e -+ ye. So the error constant c depends only on the direction of the error vector e. For later use, we introduce the notation c = c(A, e).
For the geometrical interpretation of the estimate, we need the Greub-Rheinboldt reformulation of the Kantorovich inequality [8, 9] . 
The definition of cosine and the Greub-Rheinboldt inequality (14) with E = I imply that
Inequality (15) We can now express Auchmuty's estimate as follows. 
So we can think that Auchmuty's lower estimate orthogonally projects the error vector e into the subspace span(ATAe) = span(ATr). The smaller the angle (ATAe,e)d, the better the estimate.
COMPARISON OF THE ESTIMATES
We compare estimates (1) and (5). Th ese estimates give the inclusion intervals If the matrix A is assumed to be random, we can use the special relationship between Cz(A) and K,~(A) and known results on the condition number distribution of random matrices [13, 14] .
The matrix A E R"'" is called Gaussian if its elements are independent standard normal random variables. For the condition number &D(A) = IIAIIFIIA-~~I~, Demmel proved that

P(KD(A) 2 t) 5 2 [(1+$1], (21)
if A E R"'" is a Gaussian matrix (see [13, Theorem 5.2; 141) . This tail probability bound is proportional to n/t. It is less than 1, if t exceeds about 5n3. So for Gaussian matrices of a given order n, it is very unlikely that KD(A) exceeds a rather large
value of t. As &(A) 5 &s(A) I KD(A), one can easily obtain
P(C L t) I P(C2(A) L t) 2 P(~cD(A) 2 t) < 2 [(1+
if A E Rnxn is a Gaussian matrix. Edelman [14] proved that for Gaussian matrices A, E RnXn, E (log (~2 (A,)) ) z log n + 1.537,
as n + 00. This result indicates that K~(A) is unlikely to be large for such random matrices.
From (23) (24) as n + co. This bound gives a rather large value for Cz(L,) (Z ~z(L~)/2). Numerical testing up to the size n = 300 indicates that E(c (A, e) ) is likely to be small for both A, and L, (I 2).
THE EXTENSION OF AUCHMUTY'S ESTIMATE TO NONLINEAR SYSTEMS
We consider the nonlinear algebraic systems of the form F(x) = 0,
F : R" -+ R",
and assume that the Jacobian matrix F'(z*) is invertible, F' E Cl(S(x*, 6)), and IIF' -F'(y)ll, I %r -y//12, v'z, y E s (5*, 6).
Here S(z*,6) = {X 1 1/x* -~(12 < S} and 6 > 0. Assume that 5 is close enough to x*. Let
B = F'(z)F'(x)~
and apply the Kantorovich inequality (7). We obtain where gi = c~i (F'(z) ).
L t e z = F(z).
From the Lipschitz continuity, it follows that F(s) = F/(x)(x -z*) + O( Ilellz) and F'(x)-lF(x)
= 2 -x* + 0( Ilell~). Hence, 
NUMERICAL TESTING
For linear systems, we investigated the value of c(A, e) when e is a uniformly distributed random vector on the surface of the n-dimensional unit sphere S,. This means that the computed solution P satisfies the perturbed equation AZ = b + Ae, where e E S, is uniformly distributed. The test matrices were mainly taken from the Higham collection [7] (gallery in MATLAB 5.1).
We selected two groups of test problems. Groups 1 and 2 consist of 42 and 8 variable size test problems (matrix families), respectively.
In Group 1, the size of the matrices were chosen as 72 = 10,20,. . . ) 300. This choice gives 1260 matrices in Group 1. This group consists of two subgroups, namely, matrices with relatively small and matrices with relatively high condition numbers.
In Group 2, the size of the matrices were chosen as n = 5,10,15,. . ,50. The results presented in Table 1 were obtained. The results of Group 1 testing are shown in Figures 1-3 . In Figure 1 , we can see that the average of E(A)s (c(n)) tends to increase with n.
This tendency is similar to the Edelman result given by (23). 
where the coefficient of Q(A) is not significantly different from 0 at 95% confidence level.
In 
where the coefficient of Q(A) is not significantly different from 0 at 95% confidence level. So we can conclude again that c(A) depends on dim (A) rather than cond (A). In Group 2, the 90th percentile of z(A)s is 22.482, which indicates that E(A) is likely to remain small. Those matrices for which E(A) exceeded 22.482 were the invol and ipjfact.
In most of the Group 1 and 2 cases when E(A) exceeded the 90th percentile, the singular values are concentrated roughly in two clusters, where the cluster members are of equal size in each group. Usually the first cluster contains a few large singular values while the remaining singular values, which belong to the second cluster, are small. In the case of the moler matrix, the situation is the opposite. It has only a few small singular values of the same size, while the remaining ones are large and approximately equal. So we can think that the above singular value distribution is at least partially responsible for E(A) being high.
We can now make the following conclusions. The average of the error constant c in Auchmuty's estimate is slowly increasing with n, and it depends on n rather than cond (A). Upon the basis of the observed trend of c(n) and the regression results (26),(27), the following estimate holds with a high degree of probability:
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