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Sommaire
Ce memoire est consacre a la theorie de 1'information quantique et, en particulier, aux
ordinateurs quantiques. Les ordinateurs quantiques utilisent Ie prmcipe de superpo-
sition, Pinterference et la non localite pour mener a terme certains calculs beaucoup
plus rapidement que leur contrepartie classique.
Les quatres premiers chapitres de ce document sont ecrit sous forme d'introduction
pedagogique aux principes de base de 1'informatique quantique. On y presente d'abord
quelques consequences des postulats de la theorie quantique sur la manipulation de
Pinformation pour ensuite s'interesser au concept meme d'ordinateur quantique. On
decrit par la suite Ie phenomene de decoherence et ses consequences sur la manipu-
lation de 1'information quantique. Cette introduction a 1'informatique quantique se
termine par une presentation des techniques de correction quantique d'erreurs. On
presente en particulier Ie code [[1,9,1]] de Shor et comment celui-ci peut venir a bout
de la decoherence et des portes logiques imparfaites.
On s'interesse ensuite a une architecture d'ordinateur quantique basee sur les jonc-
tions Josephson entre electrodes supraconductrices de type d (i.e. cuprate). Apres
avoir decrit les elements de base de cette architecture, on expose une methode permet-
tant Pinitialisation de 1'ordinateur et la mesure de 1'etat des qubits. On montre ensuite
comment freiner 1'evolution des qubits passifs en utilisant une technique s'approchant
de 1'echo de spins en RMN. A 1'aide de ce resultat, on montre finalement comment
realiser un ensemble complet de portes logiques quantiques sur ce systeme, prou-
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Introduction
C'est en 1965 que G.E. Moore, co-fondateur de la societe Intel, nota que chaque
nouvelle puce contenait environ deux fois plus de transistors que son predecesseur,
de meme chacune etait disponible entre 18 et 24 mois apres ce dernier. II realisa
que si cette tendance se maintenait, cela signifiait une augmentation exponentielle
de la puissance de calcul. Cette tendance est toujours d'actualite et ce qui etait une
remarque interessante en 1965 constitue aujourd'hui une ligne directrice de 1'industrie.
Mais cette miniaturisation n'est pas sans limite. En effet, une limite fondamen-
tale est qu'un transistor ne peut etre"'constitue de mains d'un atome. Les transistors
actuels etant composes de quelques millions d'atomes, il semble que 1'industrie n'aura
pas a se preoccuper de cette contrainte avant quelques dizaines d'annees. Une con-
trainte beaucoup plus pressante existe toutefois. II est bien connu que la technologie
des semiconducteurs est presentement basee sur Ie silicium. Une des raisons princi-
pales de ce choix est la grande qualite de 1'oxyde natif de ce materiau. Or une etude
recente [1, 2] montre qu'une couche de dioxide de silicium doit avoir une epaisseur
d'au moins 5 atomes pour fonctionner comme un isolant. Sous la limite des 5 atomes,
les effets quantiques deviennent importants et on s'attend a avoir conduction par effet
tunnel.
Les transistors commerciaux actuels utilisent une couche d'oxyde d'une vingtaine
d'atomes d'epaisseur et il est prevu que la limite critique de 5 atomes sera atteinte
en 2012. Lorsque tel sera Ie cas, la miniaturisation ne sera plus possible sans 1'apport
d'une nouvelle technologie.
Une solution envisageable a ce probleme du a la miniaturisation est de prendre en
consideration les effets quantiques dans notre description de 1'information et de les
utiliser a notre avantage pour mener a bien des calculs. Dans cette situation, on
peut alors mettre a profit les phenomenes quantiques tels les superpositions d'etats,
1'interference et la non localite (theoreme de Bell). Un systeme capable de mettre a
profit ces phenomenes pour mener a terme des calculs est un ordinateur quantique.
Cette notion d'ordinateur quantique a ete introduite au debut des annees 1980 mais
n'a vraiment ete prise au serieux qu'en 1994 lorsque Peter Shor, des laboratoires de
AT&T, a mis au point un algorithme quantique de factorisation. Depuis, la majorite
des questions theoriques concernant Ie fonctionnement de ces systemes ont ete resolues
[3] mais plusieurs aspects de la realisation pratique de tels systemes representent
toujours un probleme majeur. C'est dans Ie contexte de la realisation pratique d'un
systeme quantique de manipulation de 1'information que se situe ce memoire.
Les premiers chapitres de ce document se veulent une introduction aux idees de
base de 1'informatique quantique. Ainsi, dans Ie premier chapitre, on s'attardera
principalement a presenter quelques consequences des postulats de la theorie quan-
tique sur Ie traitement de 1'information. Le deuxieme chapitre constitue qu ant a lui
un tour d'horizon des notions fondamentales concernant les ordinateurs quantiques.
C'est done dans ce chapitre que seront definies les notions de qubit et de parallelisme
quantique. Les operations logiques quantiques ainsi que la notion d'universalite y
seront aussi abordees.
Le troisieme chapitre s'interesse quant a lui a 1'une des difficultes majeures pour la
realisation d'un ordinateur quantique : la decoherence. On presentera un modele de
decoherence pour ensuite montrer 1'effet de ce phenomene sur un registre quantique.
Le chapitre suivant presente 1'une des percees les plus importantes du domaine :
la correction quantique d'erreurs. On montrera alors comme appliquer une methode
basee sur les techniques classiques de correction d'erreurs pour vaincre la decoherence.
On verra aussi comment ces techniques nous permettent cTutiliser des portes logiques
imparfaites.
Le cinquieme chapitre est Ie coeur de ce memoire et contient la plupart des resultats
originaux. Dans ce chapitre, on s'interese a une architecture particuliere d'ordinateur
quantique due a Alexandre M. Zagoskin de 1'Universite de la Colombie-Britanmque
[4] . Dans la premiere section, on revolt les principales difficultes techniques liees
a la mise en place d'un systeme quantique de manipulation de Pinformation pour
ensuite decrire les elements de base de 1'architecture suggeree par A.M Zagoskin. On
s'interessera par la suite a la realisation d'operations logiques de base sur ce systeme
pour finalement presenter quelques perspectives de recherche.
Chapitre 1
Theorie quantique et information
Tout calcul est execute par un systeme realisable physiquement et qui obeit aux lois
de la physique. De meme, toute information est necessairement encodee a 1'aide d'un
systeme physique. On est done en droit de se questionner sur Ie role des lois de la
physique concernant Ie traitement de 1'information.
Des Ie debut du siecle, la thermodynamique a ete exploitee dans ce but s'est revelee
tres fructueuse [5, 6, 7, 8]. En efFet, apres la deuxieme guerre, Claude Shannon etablit
les bases de la theorie de 1'information en montrant que 1'information d'un message
X, ecrit dans un alphabet {x} pour lequel chaque x a une probabilite d'occurence
p(x), est quantifiee par 1'entropie de Shannon
H(X) = -Y^p(x)\os,p(x). (1.1)
Par la suite, Rolf Landauer (1961) montre qu'effacer de 1'information est un pro-
cessus necessairement dissipatif. II est alors clair que les calculs non reversibles
(qui effacent de Pinformation en cours d'excution) ont un cout thermodynamique
minimal. Charles Bennett montre ensuite (1973) que tout calcul peut etre effectue
reversiblement et par consequent sans cout energetique (Pordinateur eflFectue Ie cal-
cul, copie Ie resultat final puis renverse Ie calcul pour completer Ie cycle thermo-
dynamique). Utilisant ces derniers resultats et se basant sur les travaux de Szilard
(1929), Bennett parvient (1981) a une solution au paradoxe du demon de Maxwell. Le
demon peut apprendre ou se trouvent les molecules sans faire de travail et sans aug-
menter 1'entropie de 1'environnement. Celui-ci peut alors mettre a profit la difference
de temperature qu'il a creee pour faire un travail utile. Toutefois, selon Bennett, Ie
demon est un systeme physique et par consequent a une memoire finie (si 1'univers est
fini il est impossible, par manque de ressources, d'avoir une memoire infinie). II devra
alors regulierement "reinitialiser" sa memoire ce qui, selon 1'argument de Landauer,
est un processus dissipatif et done irreversible. II y a alors augmentation de Pentropie
tel que present par la deuxieme loi.
Les analogies entre thermodynamique et information sont riches mais 1'univers sem-
ble etre fondamentalement quantique. C'est done vers cette theorie que 1'on doit se
tourner dans Ie but de pousser davantage notre questionnement sur les implications
des lois de la physique sur Ie traitement de 1'information. Avant d'aborder a propre-
ment parler la manipulation de 1'information quantique (i.e. Ie concept d'ordinateur
quantique), examinons quelques consequences des postulats de la theorie quantique
sur Ie traitement de 1'information.
Premierement, Ie postulat de reduction nous apprend que, lors d'une mesure, 1'etat
du systeme mesure est altere de fa^on irreversible. Get etat de fait n'a aucune con-
trepartie classique et il est possible de lire un texte (comme celui-ci) sans en modifier
Ie contenu. De plus, Ie resultat d'une telle mesure est stochastique. De ce fait, il est
possible de generer des sequences de nombres purement aleatoires1. Encore une fois,
aucun phenomene classique n'a ce caractere.
De meme, deux observables A et B ne commutant pas ne peu vent avoir simul-
tanement des valeurs bien definies. De ce fait, la mesure de 1'observable A influence
Ie resultat d'une mesure subsequente de B. Le fait d'acquerir de 1'information sur un
systeme perturbe done 1'etat de celui-ci, ce qui n'a evidemment aucune contrepartie
classique.
Par ailleurs, il est impossible de copier 1'information quantique avec une fidelite
1 On peut par exemple preparer n spins 1/2 selon 1'axe z puis les mesurer selon x pour obtenir
une sequence aleatoire de n bits.
arbitraire2. Le principe de "non clonage" du a Wootters et Zurek [9] et independament
Dieks [10] est une consequence de la linearite de la mecanique quantique.
Imaginons qu'il existe un operateur U copiant 1'etat d'un systeme quantique avec
une fidelite arbitrairement grande
U|T)|0)=lt)lt);
U I ^) I 0) = | ->} | ^},
ou I f) et | —)•} sont des etats orthogonaux representant par exemple 1'etat de po-
larisation d'un photon et |0), 1'etat nul, representant alors 1'etat vide du champ
electromagnetique. Le premier ket est 1'etat a copier et Ie second, initialement dans
1'etat nul, est Ie clone. Considerons maintenant la copie d'un etat arbitraire a 1'aide
de ce meme operateur
U(a 11) + & | -Q) | 0) = a U |t) | 0) + 6 U | -^) | 0)
=a|t)|t}+6|-^|-,} (1.5)
^•(a\^+b\^))<S(a\i)+b\^)).
L'etat final ne correspondant pas a un etat produit tensoriel de 1'original et de son
clone, on en deduit que U ne peut realiser Ie clonage parfait d'un etat arbitraire3.
2La fidelite F de 1'etat ^) relativement a 1'etat | •0) est definie comme la projection de | (f)} sur
w
F=\W}\2. (1.2)
De fa^on plus generale, la fidelite de la matrice densite p par rapport a| '0) est
F=^\p\^}. (1.3)
Dans Ie cas du clonage quantique, la fidelite est en quelque sorte une mesure de la reussite de
1'operation. Ainsi, 11^) represente 1'etat initial tandis que | (f)) ou p represente 1'etat clone. Une
fidelite F = 1 correspond alors a un clonage parfait.
3Selon (1.3), la fidelite du clonage (1.5) est F = |a|2 |a|2 + |6|2 |b|2, ce qui est toujours plus petit
que 1 si aucun des coefRcients a et b n'est nul.
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1.1. MESURE DE L'lNFORMATION QUANTIQUE
Notons que s'il etait possible de copier un etat arbitraire avec une grande fidelite, il
serait alors possible d'arriver a connaitre 1'etat de ce systeme sans Ie perturber en Ie
copiant puis en mesurant les copies.
1.1 Mesure de Pinformation quantique
Comme dans Ie cas classique, 1'information quantique est quantifiee a 1'aide de la
notion d'entropie. Dans ce cas, on utilise toutefois 1'entropie de von Neumann
S(p)=-Tv(p\og,p)^ (1.6)
pour une matrice densite p. Pour un etat pur S(p) = 0, tandis que pour un etat
mixte, 0 < S(p) ^ n, 1'egalite etant atteinte pour un etat maximalement mixte (i.e.
proportionnel a 1'operateur identite) de n systemes a deux niveaux.
1.2 Enchevetrement
L'etat final lors de la tentative echouee de clonage (1.5) ne peut etre exprime comme
un produit tensoriel des etats de ses sous-systemes. De meme, les proprietes du
systeme global ne peuvent etre decrites en termes des proprietes individuelles de ces
sous-systemes. On dit alors que ces etats sont enchevetres (ou non separables). La
notion d'enchevetrement a ete introduite par Schrodinger en 1935 [11, 12, 13] et
traduit la presence de correlations non locales entre les sous-systemes.
On distinguera ainsi les etats enchevetres (ou non separables), des etats produits
tensoriels (ou non enchevetres, separables). Un etat separable p-eut toujours etre
represente comme un produit tensoriel de 1'etat de ces sous-systemes. Par exemple,
pour deux systemes A et B :
WAB=\'f')A®WB- (1.7)
4De 1'anglais entanglement, parfois traduit par intrication.
1.2. ENCHEVETREMENT
A 1'oppose, un etat enchevetre ne peut etre factorise, par exemple :
I I')AB = 1^.4 ® lx)s + I")/, <8 !$)„. (1.8)
Pour les systemes composes, 1'etat de chaque sous-systeme individuel est decrit a
1'aide de la matrice densite reduite obtenue de la trace sur les degres de liberte des
autres sous-systemes. Ainsi, pour un etat separable, les sous-systemes seront decrits
par des etats purs. Par exemple, Ie sous-systeme A de | ^}^g s'exprime comme
PA = Tl-B | 3>)^ <$ |
=I^A<^1.
Pour les etats enchevetres, les sous-systemes seront plutot decrits par des etats mixtes.
Les correlations non locales entre les sous-systemes d'un etat enchevetre sont revelees
par une serie de mesures. Par exemple, lors de mesures sur 1'etat \^)^B, les resultats
ne presenteront que des correlations classiques. Ainsi, lors d'une mesure selon 1'axe z
sur deux spins dans 1'etat | ft) ^, les resultats seront correles : on obtiendra | ^) pour
les deux sous-systemes. Toutefois, si 1'on mesure Ie premier spin selon z et Ie second
selon re, les resultats ne seront pas correles puisque Ie resultat de la mesure selon x
d'un spin oriente selon z est totalement aleatoire.
A Poppose, lors de mesures de 1'etat enchevetre | ^+) = (|^) + \W)/V2^ les
resultats seront opposes peu importent les bases respectives choisies pour la mesure.
Connaissant 1'etat du premier spin, on peut en deduire aussitot 1'etat du second. La
mesure d'un des sous-systemes pour un etat enchevetre a ainsi pour consequence de
determiner 1'etat des autres sous-systemes meme si ceux-ci sont eloignes et n'intera-
gissent pas au moment de la mesure. C'est ce que 1'on entend par correlations non
locales.
Pour Petat | ^+) de 1'exemple precedent, on sait que Ie premier spin est dans 1'etat
I"[} et Ie second | ^}, ou vice versa, mais on ne peut dire dans lequel des etats ils
sont avant la mesure. Tout ce qui est prealablement defini est que les spins sont
dans des etats differents. En ce sens, pour un etat non separable, 1'information est
distribuee entre les sous-systemes de sorte qu'aucun des deux ne contient individu-
1.2. ENCHEVETREMENT
ellement cTinformation.
Ainsi, pour | V'+), 1'etat du sous-systeme A est decrit par une matrice densite pro-
portionnelle a 1 identite
^=TrB{|^+)^+|}
<\ft 0 ^ (1.10)
0 1/2^
Puisque les coherences (i.e. les elements hors-diagonaux) sont nulles, cet etat ne
contient aucune information de phase. Cette information est contenue dans les
correlations non locales entre les sous-systemes qui ne sont pas accessibles lorsque
1'on considere seulement une partie du systeme global. Notons que la trace par-
tielle d'un etat enchevetre ne donne pas necessairement un resultat proportionnel a
Pidentite. Lorsque c'est Ie cas, on dit qu'il s'agit d'un etat d'enchevetrement maximal.
Ce dernier exemple conduit a la notion de mesure de 1'enchevetrement [5, 14, 15].
Pour les etats purs5, la mesure unique de Penchevetrement est
E(\^)^)=S(pA)=S(pB), (1.11)
ou S(p) est 1'entropie de von Neumann et PA (pa) est la matrice densite reduite du
sous-systeme A (B). La quantite E, nommee simplement enchevetrement, prend des
valeurs allant de zero, pour un etat separable, a log2 N, pour un etat d'enchevetrement
maximal de deux sous-systemes de dimensions N. Pour 1'etat | ^+) d'enchevetrement
maximal, on o, E = 1.
Notons que Penchevetrement est invariant sous 1'application d'operations locales
unitaires, i.e. sous toutes transformations U pouvant s'exprimer sous la forme d'un
produit d'operateurs U = UA 0 UB. Ainsi, 1'enchevetrement ne peut etre cree locale-
ment de sorte que deux experimentateurs, Alice et Bob, n'ayant acces qu'au sous-
systeme A et B respectivement, ne peuvent creer d'enchevetrement a 1'aide d'actions
5Dans Ie cas des etats mixtes, la situation est beaucoup plus complexe et il s'agit d'un sujet actif
de recherche. A ce jour (ete 1999), il n'y a pas de consensus quant a la definition d'une mesure
unique d'enchevetrement pour de tels etats.
1.2. ENCHEVETREMENT
locales et de communication classique. Pour creer de 1'enchevetrement, ils devront
faire interagir leur particule (ou mettre a profit une paire de particules enchevetrees





Avant de s'interesser aux ordinateurs quantiques, attardons-nous aux concepts de
base regissant leur contrepartie classique [16, 17]. L'element de base de 1'informatique
classique est Ie bit (pour binary digit) et est materialise par un systeme macroscopique
a deux niveaux. Un ordinateur classique est un systeme compose d'un ensemble de
bits (un registre) sur lesquels est appliquee une suite d'operations logiques portant la
configuration initiale du registre vers une configuration finale, Ie resultat.
Ces operations sont representees sous forme de portes logiques obeissant a 1'algebre
booleenne. Une porte logique agissant sur un seul bit n'a que deux valeurs d'entrees
possibles (0 ou 1). De ce fait, il n'existe que 2=2 operations differentes sur un
bit : Pinversion (NOT) et 1'identite (un simple fil). De meme, pour deux bits, quatre
valeurs sont possibles (00, 01, 10 et 11) et par consequent 42 = 16 portes differentes.
Mais toutes ces portes ne sont pas necessaires et on peut montrer que la porte NAND
(figure 2.1) est suffisante. On peut done realiser toute operation logique voulue a
Faide de cette seule operation. Elle est alors dite universelle pour Ie calcul classique1
1 II est important de noter que pour que la porte NAND soit universelle elle doit etre accompagnee
des portes FANOUT (duplication d'un bit), EXCHANGE (echange de deux bits) et d'un reservoir
de bits '0' et de bits '1'. Dans Ie cas classique, ces elements sont triviaux et il est coutume de
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[16]. Un ordinateur ayant cette porte dans son repertoire et pouvant agir sur un



















Figure 2.1: Representation graphique et table de verite de la porte NAND.
Le NAND est toutefois irreversible : puisque cette porte a moins de bits de sorties
que de bits d'entres, connaissant Ie bit de sortie il est impossible de dire quelle etait
la valeur des bits d'entrees. Ainsi, pour chaque utilisation de cette operation, un
bit d'information est efface et, en raison du principe de Landauer, il y a dissipation
d'energie. On peut cependant eviter cette dissipation en copiant les bits d'entrees
vers la sortie de fagon a en faire une porte reversible.
Pour eviter cette perte d'information, on peut aussi imaginer de nouvelles portes
reversibles. Parmi celles-ci mentionnons Ie Controlled-NOT et la porte de Toflfoli 16].
Ces portes, ainsi que leur table de verite, sont presentees a la figure 2.2. Notons que
la porte de TofFoli est universelle pour Ie calcul classique reversible.
2.2 Qubits
Le bit quantique ou, plus simplement, qubit (quantum bit) est 1'unit'e fondamentale de
Pinformation quantique. Un qubit est un systeme quantique residant dans un espace
d'Hilbert de dimension deux. Un bit quantique peut done prendre deux valeurs, notees
|0) et |1), avec {i\j} = 6ij et z,j = {0,1}. En raison du principe de superposition,
les omettre dans la description d'un ensemble complet [16]. On affirmera done que Ie NAND est




























































































Figure 2.2: Representation graphique et table de verite de quelques portes reversibles. Toutes les
portes reversibles ont autant de bits d'entrees que de sorties. (a) NOT (b) Controlled-NOT. Cette
porte inverse Ie second bit si Ie premier est 1. (c) Porte de Toffoli. Cette porte agit comme un
Controlled-Controlled-NOT : si les premier et second bit sont 1, Ie troisieme est inverse.
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un qubit peut aussi exister dans une superposition de ces etats
|^)=a|0)+6|l) (2.1)
avec a et b des coefficients complexes representant les amplitudes de probabilite
d'obtenir | 0) ou 11) respectivement lors de la mesure de |'!/'}. Ces coefficients satis-
font la condition de normalisation |a|2 + \b\2 = 1. Toujours en raison du principe de
superposition, un qubit a aussi la possibilite d'etre enchevetre avec d'autres qubits.
Puisque a et b prennent un continum de valeur, il semble qu'un qubit encode une
quantite infinie d'information classique. Toutefois, on peut montrer, a 1'aide de la
limite de Holevo [5], qu'il n'est possible d'extraire qu'un seul bit d'information clas-
sique d'un qubit. D'ailleurs, lors de la mesure de 1'etat | ^) dans la base {| 0},11}},
on obtient | 0} ou 11) et non une superposition de ces etats. II s'agit d'un resultat
classique et on obtient alors un bit d'information classique de cette mesure.
On definit un registre quantique comme un ensemble de qubits. Ainsi, un registre
de n qubits est un espace cTHilbert de dimensions 2n. Dans la base {| 0), 11)} , on
note ces etats a n bits quantiques
I qn-i} ^ • • • <^> \Qi} ® I 9o) = | 9n-i • • • qi 9o> , (2.2)
ou chacun des qi prend la valeur 0 ou 1. Pour simplifier la notation, on associe a
Paide de la relation x = ^^Jo1 ^' un nombre decimal x a cette chaine binaire. Par
exemple, on a les correspondances suivantes pour des registres ayant respectivement
3, 4 et 8 qubits
|000)<-^|0);
I 0101} <—, I 5); (2.3)
110011110) ^—» 1158) .
Lorsque la taille (n) du registre est specifiee, il n'y a pas d'ambiguite possible avec
cette notation. Utilisant la representation decimale, on ecrit la superposition lineaire







ou ^2n-l^/x=0 \a^\ = 1. Lors d'une mesure de cet etat ou 1'on projette chacun des qubits
sur la base de calcul {| 0},11)},la probabilite d'obtenir | x) est laj . Le resultat de
cette mesure, correspond a n bits cTinformation classique.
Evidemment, il n'est pas necessaire de se limiter a des mesures sur tout Ie reg-
istre. II est possible de mesurer une partie seulement du registre definissant par Ie
fait meme la valeur des autres qubits s'ils etaient enchevetres avec les qubits mesures.
Ces mesures partielles sont utilisees par la plupart des techniques de correction quan-
tique d'erreurs et par certains algorithmes quantiques. De meme, par 1'utilisation de
qubits auxilliaires, il est possible d'effectuer des mesures ne correspondant pas a une
projection orthogonale (on nomme ce type de mesures POVM, de 1'anglais Positive
Operator Valued Measures [18]).
2.3 Operations logiques
De fagon generale, un calcul quantique est realise en trois etapes :
1. Preparation de 1'etat initial : | input);
2. Calcul : | output) = U | input);
3. Mesure : projection sur la base de calcul,
Les etats | input) et | output) sont des combinaisons lineaires des etats de la base de
calcul {| 0), 11}}0". La dynamique du systeme, i.e. 1'operateur d'evolution U, est
choisie de fa^on a correspondre au calcul desire (U est done Ie "programme quan-
tique"). La derniere etape, la mesure, est habituellement realisee dans la base de
calcul. Le resultat est classique et probabiliste.
L'equation de Schrodinger nous apprend que 1'evolution d'un vecteur d'etat est
unitaire et de ce fait, toutes les operations logiques quantiques sont elles-meme uni-
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taires. De meme, elles doivent etre reversibles puisque 1'inverse d'un operateur uni-
taire, U-l = U+, existe toujours. Le calcul quantique est done, en quelque sorte,
analogue au calcul classique reversible (en fait, ce dernier est un sous ensemble du
calcul quantique [19]).
L'operation U, correspondant au 'programme quantique', est generalement realisee
par une sequence d'operations unitaires agissant chacune sur un petit nombre de
qubits. Definissons maintenant ces operations logiques de base (Ie "langage de pro-
grammation quantique").
On distingue trois types d'operations logiques quantiques : les operations sur un
qubit, les operations locales sur n > 1 qubits et les operations non locales sur n >
1 qubits. Les operations sur un qubit sont les matrices de rotations : Rn(6>) ==
g-m.o-0/2^ Q^ ^ gg^ ^ direction de 1'axe de rotation et cr Ie vecteur des matrices de
Pauli. Une operation a un qubit largement utilisee en informatique quantique est la
transformation d'Hadamard (parfois nommee transformation de Walsh-Hadamard)
H = Rn=4_^x+z^(71')- C)n Peu^ ecrll'e cette transformation sous la forme
Rn=^(x+z)W = Ic°s(^/2) - ^(^ + ^) sin(7r/2)
-,. . v' (2-5)
= —^(^+a-z)»
de sorte que, dans la base de calcul et prenant comme convention | 0) = (1,0)T et
11) = (0,1)T, cette operation s'exprime comme suit sous forme matricielle
(2.6)
Ainsi, cette porte a pour eflfet de creer des superpositions d'etats ,
H:|0)^^(|0)+|l));
(2.7)
H: |1) -^(10) -|1)).
Remarquons que les relations (2.5) et (2.6) differe par une phase —i. Puisqu'il s'agit
d'une phase globale ne dependant pas de 1'etat du qubit celle-ci est sans consequence
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et peut etre ignore.
De fagon plus intuitive, on represente les operations logiques sous forme de circuits
quantiques. Dans cette notation, les qubits sont representes par des lignes horizontales
et on place les operations, successivement de la gauche vers la droite, sur ces lignes.
Le circuit effectuant 1'operation d'Hadamard est presente a la figure 2.3.
H
Figure 2.3: Porte d'Hadamard.
Les operations locales sur n > 1 qubits s'expriment sous la forme d'un produit
tensoriel d'operateurs. Une telle transformation agissant sur deux qubits s'exprime
comme Ui2 = Ui 0 U2, ou Ui est une transformation agissant sur Ie zleme qubit seule-




\Qnl B • • • Cbnn B
(2.8)
Le circuit realisant 1'operation Ui2 est presentee a la figure 2.4. Ces transformations
locales ne peuvent creer d'enchevetrement.
Ui
u-
Figure 2.4: Operations locales sur deux qubits.
Les transformations non locales ne peuvent quant a elle s'exprimer sous forme
d'un produit tensoriel d'operateurs et sont les seules operations, parmi les trois types
17
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definis precedemment, pouvant engendrer de 1'enchevetrement. La plus importante
de ces transformations est Ie Controlled-NOT, deja introduite a la section §2.1. Cette
operation notee CNy avec i et j les bits de controle et cible respectivement, a 1'effet
suivant : €N12 |%,j) = |%,%©j), ou (& denote 1'addition modulo2 2. Cette operation
est similaire a celle introduite dans Ie cas classique sauf qu'elle est ici habilitee a operer
sur des superpositions d'etats. De meme, la porte de Toffolli, notee ici CCN^j,fc, est
non locale et peut creer de 1'enchevetrement. Cette porte efFectue la transforma-
tion suivante sur trois qubits : €NN1231 %,j, k) = \'iijiijQ>k). Les representations
graphiques de ces portes ont ete presentees a la figure 2.2.
On combine les portes logiques pour realiser des circuits plus complexes. Con-






Figure 2.5: Concatenation de portes logiques en un circuit plus complexe. (a) Circuit enchevetrant
une paire de qubits. Le premier bit quantique (ligne du haut) definit la phase relative de 1'etat final
et Ie second (ligne du bas) sa parite. Dans ce contexte, un etat \i,j} est dit pair si i ^ j = 0 et
impair sinon. (b) Circuit echangeant 1'etat de deux qubits.
Le circuit de la figure 2.5 (a) a 1'effet suivant sur les etats de la base de calcul
|00)^4-^(|0)+|1))|0)^-^(|00)+|U))=|^+);
|01) ^4 -^(|0) + |1» 11) "^ 4?(|01) + |10)) = |^+) ;
v^
|io}^4-^(|o)-|i))|o)-CN^^(|oo)-|n))=|r);
|ii) ^4-^(|o)-|i)) |i)-CN^-^(|oi)-i io))= |r).
v^
(2.9)
2Si a — 6 € nZ alors on dit de a et b qu'ils sont congruents modulo n : a = 6 mod n. Dans Ie cas
qui nous interesse, on a done 0=0 mod 2, 1 •= 1 mod 2, 2 s 0 mod 2, ...
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Ainsi, ce circuit a pour action d'enchevetrer les qubits en faisant la correspondance
entre la base de calcul et la base {| (f)+) , [ (f)~) , | ^ }, | lt/}~)}- Cette derniere base,
communement appellee "base de Bell" , est la base des etats a deux bits quantiques
d'enchevetrement maximal.
Le circuit de la figure 2.5 (b), quand a lui, echange 1'etat des deux qubits. On note
cette operation Sw (pour swap)
SWi2|t,J")=CNi2CN2lCNi2|z,j)
= |%e%©j,%ej ®2©%®j) (2.10)
= b'^},
ou on a utilise Ie fait que % © % = 0 et % ©0 = %, V %.
2.4 Universalite
Comme dans Ie cas classique, plusieurs portes logiques quantiques sont possibles mais
elles ne sont pas toutes necessaires. A ce sujet, D. Deutsch a montre (1989) qu'une
generalisation de la porte de TofFoli est universelle pour Ie calcul quantique. Cette
operation, maintenant connue sous Ie nom de porte de Deutsch, agit sur trois qubits :





i cos (/ sin i
sin 0 i cos 6
(2.11)
avec 0/7T irrationnel [20]. Afin de pouvoir realiser cette transformation, on doit faire
interagir simultanement trois qubits. II s'avere difficile de realiser physiquement une
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telle interaction [21] et il est ainsi grandement avantageux d'avoir une porte universelle
a deux qubits. (Puisqu'une porte universelle doit pouvoir creer de 1'enchevetrement,
il n'y a pas de portes universelles a 1 qubit seulement.) Heureusement, D. DiVincenzo
(1995) a montre qu'un ensemble de portes a un et deux qubits est complet pour Ie
calcul quantique [21]. De meme, S. Lloyd (1995) [22] et Deutsch et. al. (1995) [23]
ont independamment montre que presque toutes operations sur n ^ 2 qubits sont
universelles.
D un point de vue classique, ce resultat est surprenant puisqu'il faut au moins 3
bits pour qu'une porte reversible classique soit universelle et il n'existe pas d'ensemble
complet de portes reversibles agissant sur seulement deux bits. En informatique
quantique, ce plus grand choix de portes universelles est du a la plus grande richesse
du calcul quantique. Dans Ie cas du calcul classique reversible, 1'evolution temporelle
des bits est decrite a 1'aide de matrices unitaires dont les elements sont des zero ou
des un. Dans Ie cas quantique ces elements sont des nombres complexes arbitraires.
Construisant sur les resultats precedents, A. Barenco et. al. (1995) 19] ont montre
que 1'ensemble forme de toutes les operations unitaires a un qubit (i.e. U(2), Ie groupe
des matrices unitaire de dimensions 2) et du Controlled-NOT (qui n'est pas par elle-
meme universelle) est suffisant pour realiser sur n bits quantiques toutes operations
appartenant a U(2n) et forment done un ensemble complet.
Cependant, C/(2") est isomorphe a U(l) x SU(2n), avec SU(2n) Ie groupe des ma-
trices unitaires de dimension 2" et de determinant unite [24]. Le groupe U(l) est
constitue des 'matrices' unitaires eis de tailles 1 x 1 et les matrices e In, avec In la
matrice identite de dimension n, forment une representation matricielle de dimension
n de ce groupe. Ainsi, U(l) correspond a une phase globale n'ayant aucune signi-
fication physique sur un vecteur d'etat. De ce fait, et des resultats de [19], on en
deduit qu'il est suffisant pour pouvoir qualifier un ordinateur quantique d'universel,
que celui-ci soit capable de generer SU(2n) sur n bits quantiques. II est done suffisant
qu'un tel ordinateur ait dans son repertoire les generateurs de SU(2) et la porte CN.
Notons cependant que Pensemble complet suggere ici n'est pas necessairement op-
timal. La determination de 1'ensemble complet optimal doit se faire en fonction de
1'architecture de 1'ordinateur quantique utilisee et du calcul a effectuer.
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2.5 Puissance du calcul quantique
Ainsi, les ordinateurs quantiques operent selon des lois bien difFerentes de celles des
ordinateurs classiques. On est done en droit de se demander s'il y a des calculs
qu'un ordinateur quantique peut realiser mais que sa contrepartie classique ne peut
effectuer.
Pour repondre a cette question, remarquons qu'un registre de n qubits peut etre
represente par un vecteur dans un espace de dimension 2". L'application de portes
logiques correspond a la rotation et la mesure a la projection de ce vecteur. Toutes ces
operations (description d'un vecteur, rotation et projection) peuvent evidemment etre
realisees par un ordinateur classique. On en deduit done qu'un ordinateur classique
peut simuler arbitrairement bien un ordinateur quantique [25]. Par consequent, tout
calcul pouvant etre realise a 1'aide d'un ordinateur quantique peut, en principe, etre
mene a bien par un ordinateur classique.
Considerons les ressources necessaires a une telle simulation. Prenons par exemple
un ordinateur quantique de 100 qubits, un nombre bien modeste comparativement
aux nombres de transistors utilises par les ordinateurs actuels. Dans ce cas, Ie vecteur
d'etat du registre reside dans un espace d'Hilbert de dimension 2100 % 1030. Pour en-
coder cette information, un ordinateur classique aura done besoin de ~ 1030 nombres
complexes. Aucun ordinateur classique actuel ou envisageable n'a assez de memoire
pour venir a bout de cette tache. De meme, simuler une operation logique signi-
fie calculer la rotation d'un vecteur dans un espace de dimension ~ 10 °. Encore
une fois, aucun ordinateur classique n'a la capacite de realiser cette operation. Con-
siderons maintenant les ressources en temps necessaire lors de 1'initialisation (i.e. lors
de preparation du registre dans un etat produit tensoriel des 100 qubits). Dans Ie
cas classique, il est necessaire de specifier 2100 w 1030 coefficients. •Si un milliard de
ces coefficients sont entres a la seconde, cette operation prendra plus de temps que
Page de Punivers ! Dans Ie cas quantique, on a evidement besoin d'au plus n = 100
operations.
Comme 1'illustre 1'exemple precedent, pour une croissance lineaire de la taille de
Pordinateur quantique, la complexite de la simulation classique croit exponentielle-
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ment. Ainsi, la simulation d un ordinateur quantique est en principe realisable mais
en pratique souvent impossible. Cette constatation a conduit Richard Feynman en
1982 a speculer qu'un ordinateur quantique pourrait avoir une puissance de calcul
au-dela de celle de tout ordinateur classique.
2.6 Parallelisme quantique
Le principe de superposition confere done aux ordinateurs quantiques une grande
puissance de calcul. Pour comprendre davantage 1'origine de cette puissance, con-
siderons 1'exemple suivant.
Soit une fonction3 / : {0,1}" —)• {0,1}" pour laquelle on dispose d'un circuit quan-
tique, note U/ :
x)
\W)
Figure 2.6: Circuit non local pour Ie parallelisme quantique.
Le circuit effectuant la transformation U/ est realise a 1'aide des operations de
base decrites aux sections §2.3 et §2.4. On ne s'interesse pas ici aux details de cette
construction et on considere ce circuit comme un oracle quantique donnant a tout
coup la bonne reponse.
La fonction / n'etant pas necessairement bijective, et par consequent reversible, ce
circuit agit sur deux registres. Le premier contient la valeur d entree pour laquelle
on cherche a connaitre / tandis que Ie second, initialement dans 1'etat |0), reQoit
3De fa^on plus generale, on peut prendre une fonction / : {0,1} -)• {0,1} , avec m ^ n en
utilisant des qubits auxilliaires.
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Ie resultat du calcul. La transformation Uy est alors reversible puisque Ie premier
registre reste inchange par Ie calcul.
Afin de connaitre la valeur de f(x) pour un re € {0, 1}" particulier on applique Uy
sur \x} | O):
Uf.\x)\0}^\x}\f(x)). (2.12)
Comme 1'etat initial, Ie resultat de ce calcul correspond a 2n bits classiques (n par
registre) et un ordinateur classique aurait put obtenir ce resultat en un temps pro-
portionnel. Considerons maintenant un autre etat initial : la superposition uniforme
de toutes les valeurs possibles de x : -^ S^=o1 I x)- ^ors ^e I'application de U^ sur
cet etat, on obtient un etat enchevetre des deux registres
2"-1 , 2"~1
U/2^ E 13:) 1°) = 2^ E 1^1 /^)). (2.13)
a;==0 a;==0
Utilisant les memes ressources en temps et en memoire que (2.12) (en fait, seule la
preparation de 1'etat initial varie; comme souligne a la section §2.5, cette preparation
necessite au plus un nombre d'operations lineaire en n), f(x) a ete calculee pour 2"
valeurs de x.
L'ordinateur quantique a ainsi calcule la valeur de / pour un nombre exponentiel
de valeur de x en un seul calcul et done en un temps proportionnel a celui qu'un
ordinateur classique aurait pris pour calculer un seul de ces resultats. En raison de la
linearite de 1'equation de Shrodinger, Ie calcul est effectue simultanement sur tous les
"embranchements" de la fonction d'onde. C'est ce que 1'on entend par parallelisme
quantique.
Si la fonction / est bijective , la mesure du premier registre sur'l'etat final (2.13)
donne un resultat | xo) choisi aleatoirement parmi les 2" valeurs possibles. Le systeme
4Si / n'est pas une bijection, la mesure du premier registre entraine 1'efFondrement du second
registre vers la superposition de toutes les valeurs de / correspondant au resultat obtenu dans Ie
premier. Par exemple, pour une fonction / de periode R, obtenir XQ lors de la mesure du premier
registre resulte en 1'etat final 13;o) (| f(xo)} + | /(a;o + -R)) + • • •). Cette selection de 1'etat du second
registre par une mesure du premier est une consequence de 1'enchevetrement. L'algorithme quantique
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est alors projete vers 1'etat | XQ) \ f(xo)), un etat que 1'on peut qualifier de classique au
sens ou toute superposition et enchevetrement ont ete detruit. II est alors impossible
d'obtenir, par une mesure subsequente, la valeur de / pour un x different de XQ.
2.7 Exemple cTalgorithme quantique : probleme
de Deutsch
A la vue de 1'exemple precedent, il semble que Ie parallelisme quantique ne soit
pas bien utile : il est vrai que 2" calculs sont effectues simultanement mais, suite
a la mesure, seulement 2n bits d'information classique sont obtenus. Toutefois,
1'ingeniosite des algorithmes quantiques est de mettre a profit ce parallelisme tout
en utilisant judicieusement Ie phenomene d'interference et 1'enchevetrement.
L'algorithme de Deutsch est I5 un des premiers algorithmes quantiques a avoir ete
developpe. Celui-ci resout un probleme academique mais est suffisamment simple
pour mettre clairement en evidence les phenomenes de parallelisme et d'interference [26],
Considerons a nouveau une fonction / n'agissant ici que sur un qubit / : {0,1} —)•
{0,1}. Le probleme de Deutsch consiste a determiner si cette fonction est 'constante'
(/(O) = /(I)) ou 'balancee' (/(O) -^ /(I)). Pour repondre a cette question, on a acces
a un oracle quantique effectuant la transformation U/ suivante :
^f.\x}\y}-^\x)\y^f(x)). . (2.14)
Afin de comprendre Ie fonctionnement de cet algorithme, appliquons Uy sur une
paire de registres initialement dans 1'etat |a;) (| 0) - | 1})/\/2, avec x e {0, 1} :
de factorisation de Shor utilise ce caractere non local de 1'information quantique.
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|0)-]1) _ i ,v |0®/(^))-|1©/(^))






Selon la valeur de f{x), cette transformation ajoute une phase globale —1 laissant
inchange 1'etat physique de la paire de qubits. Fort de ce resultat, on applique U/ sur
l'etat(|0)+|l))(|0)-|l))/2:
|.0) +| 1) |0) - |1) ^ \ ( ^ \ 0 © /(O)) - 11 ® /(O))-^/ V2 V2 ~V2V/ V2
^ ^|0©/(1))-|1®/(1))^ ^




ou, de (2.16) a (2.17), on a utilise (2.15). Puisque /(0)©/(1) vaut 0 si / est constante
et 1 si / est balancee, la reponse au probleme se trouve encodee par la phase relative
du premier qubit. Afin d'extraire cette information, on applique une transformation
d'Hadamard sur Ie premier qubit pour obtenir
(1 + (_I)/(O)®/(D) | o) +(i_(-i)/(o)e/(D)|i)
~n' ' • ^
On verifie facilement que la mesure de cet etat donne, avec certitude, 11) si / est
balancee et 10) dans Ie cas contraire. Ainsi, par une seule utilisation de notre or-
acle quantique, il aura ete possible d'obtenir la reponse au probleme de Deutsch.
Classiquement, la resolution de ce probleme necessite deux utilisations de 1 oracle.
Comme annonce en debut de section, cet algorithme utilise Ie parallelisme quantique
(eq. (2.16)), 1'interference (eq. (2.19)) mais n'utilise pas 1'enchevetrement.
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Get exemple est peu naturel et ne justifie pas les efforts considerables qui sont
presentement investis dans la construction d un ordinateur qu antique. Des algo-
rithmes quantiques efficaces et ayant un potentiel d'application important existent
toutefois. On pense principalement a 1'algorithme de Shor (1994) et a celui de Grover
(1996). Le premier resout Ie probleme important de la factorisation d'un nombre n en
ses facteurs premiers p et q. L'importance de cet algorithme vient du fait que la ma-
jeure partie des methodes d'encryption sont fondees sur la difficulte de la factorisation.
L'algorithme quantique de Shor resout ce probleme en un temps exponentiellement
plus court que 1'algorithme classique connu (publiquement) Ie plus efficace. Get al-
gorithme quantique utilise massivement Ie parallelisme quantique, 1'enchevetrement
et 1'interference. Quant a 1'algorithme de Grover, celui-ci est utile pour la recherche
dans une base de donnees desordonnees. Classiquement, trouver, avec une probabilite
j, un item parmi n items demande | acces a la base de donnees. L'algorithme quan-
tique de Grover resout ce probleme, avec une grande probabilite de succes, en 0(^/n)
(i.e. ordre de ^/n) essais. Get algorithme utilise aussi Ie parallelisme quantique,
1'enchevetement et 1'interference.
Puisque les algorithmes quantiques efficaces utilisent Penchevetrement, il semble
que ce soit 1'une des ressources essentielles d'ou un ordinateur quantique tire sa puis-
sance. Certains vont meme jusqu'a affirmer que Ie principe de superposition n'est
pas, en lui meme, 1'aspect essentiel qu'un ordinateur quantique utilise pour reussir
une acceleration exponentielle des temps de calcul mais que la ressource essentielle
est plutot 1'enchevetrement. Cette derniere hypothese ne fait pas 1'unanimite et fait




3.1 Transition du quantique au classique
L'evolution d'un systeme quantique est decrite par Pequation de Schrodinger
^|V>(t))=H(t)|^(t)). (3.1)
L'Hamiltonien H etant un operateur unitaire, cette relation est unitaire et par conse-
quent decrit une evolution reversible. De meme, Pequation (3.1) est lineaire de sorte
qu'un vecteur d'etat peut evoluer dans Ie temps vers une superposition d'etats. Pour
les systemes microscopiques, ces predictions jouissent de verifications experimentales
quotidiennes.
Toutefois, nos perceptions nous presentent un monde n'etant certainement pas
reversible : une fleche du temps existe. De plus, nous ne percevons jamais d'objets
macroscopiques existant dans une superposition d'etats (ou les consequences d'une
telle superposition). II semble done que la relation (3.1) ne soit pas applicable au
monde macroscopique.
L'interpretation de Copenhague n'indique toutefois pas de limite claire entre "monde
quantique" et "monde classique", limite a partir de laquelle Fequation (3.1) n'est plus
valide. Ce desaccord entre perception et prediction est a Porigine d'un inconfort chez
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de nombreux physiciens et plusieurs out cherche a resoudre cette situation en pro-
posant de nouvelles interpretations a la theorie quantique.
II semble cependant qu'il soit possible de venir a bout de cet inconfort a Finterieur
du cadre conceptuel fourni par 1'interpretation traditionnelle de la theorie quan-
tique, 1'interpretation de Copenhague. En effet, Ie postulat concernant 1'evolution
des systemes quantiques nous apprend que 1'evolution d'un vecteur d'etat est regi
par 1'equation (3.1), ou H(t) est 1'observable associee a 1'energie totale du systeme
[31]. Or, un systeme n'est jamais completement isole de son environnement de sorte
que 1'equation (3.1) n'est qu'approximative si H n'est pas PHamiltonien complet du
systeme etudie (poussant ce raisonnement a 1'extreme, H doit etre 1'Hamiltonien de
1'univers). De ce fait, lorsque 1'on considere un systeme, sans tenir en compte des
interactions de celui-ci avec son environnement, 1'evolution n'est plus unitaire et il y
a perte de coherence vers les degres de liberte inaccessibles de 1'environnement. C'est
Ie phenomene de decoherence [32].
Cette perte de coherence est due a Penchevetrement du systeme etudie avec son
environnement ainsi qu'a notre incapacite de tenir compte de tous les degres de li-
berte de 1'environnement. Pour fixer les idees, considerons par exemple un qubit (q)
interagissant avec un environnement (E) initialement dans 1'etat | 0}^, de fagon a ce




On peut considerer Ie systeme E comme etant, par exemple, 1'environnement electro-
magnetique du qubit. Ainsi, Ie champ electromagnetique est initialement dans 1'etat
vide | 0)^ et, avec une probabilite 1 — p, il reste inchange par 1'iriteraction avec Ie
qubit. Avec probabilite p il y a cependant creation de photons, Ie nombre etant regi
par 1'etat du qubit. Notons que cette interaction choisi une base preferentielle : la
base de calcul {| 0) , | l)g}. II s'agit de la seule base dans laquelle Ie qubit ne change
pas de valeur lors de 1'interaction.
Sur un qubit initialement dans une superposition d'etats, cette interaction produit
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un etat enchevetre du qubit et du champ electromagnetique :
I 1'),E = V^P (l 0), + I 1),) WE+VP (l 0), I 1)^ + I 1), I 2)^) . (3.3)
Les degres de liberte de 1'environnement nous etant inacessibles (i.e. on ne peut
mesurer et manipuler individuellement les photons comme on Ie fait pour les qubits),
on ne peut inclure 1'etat de celui-ci dans notre description du systeme. L'etat final du
qubit est alors donne par la matrice densite reduite obtenue de la trace sur les degres
de liberte de Penvironnement
P,=TTE\^),E^\
1 ( 1 1^ (3.4)
2\l-p 1
ou TIE signifie la trace sur la base {| 0)^ , | l)g , [ 2)^}. Ainsi, les termes diagonaux (les
populations) restent invariants tandis que les termes hors-diagonaux (les coherences)
decroissent d'autant plus que la prob&bilite de transition est importante.
Si Fenvironnement a une probabilite de transition T par unite de temps, la propa-
bilite p apres un laps de temps A^ est p = FA^. L'etat du qubit, apres un temps
t = nA^, est alors
^=1((,-I,).(I7>")-
Ce resultat est obtenu de la trace sur la matrice densite [}qE (pq <S> \ 0)^ (0 |) U^ dans
la base {[ 0)g , | l)jg , | 2)^}. En repetant cette procedure n fois, on obtient (3.5). Pour
A^ —)• 0, on a (1 — p)n = (1 — FA^)*/ —> e-rt et par consequent, une attenuation
exponentielle des coherences. En somme, si Ie qubit etait initialement prepare dans
1'etat a | 0) + b\ 1), il sera, en raison de 1'interaction avec son environnement, apres
1 Get exemple precise 1'idee de base preferentielle. En effet, si 1'on choisit de representer ini-
tialement Ie qubit dans la base |±) = (|0) ±| l))/v/2, la relation (3.3) nous apprend que, suite a
Pinteraction, il n'est plus possible d'utiliser cette base pour decrire 1 etat du qubit. II est toutefois
toujours possible d'utiliser {| 0), 11)}, qui forme done une base preferentielle.
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un temps t > F dans la superposition incoherente pq = |a| [ 0) (0 | + \b\ \ 1) (1
Toute 1'information de phase etant contenue dans les coherences, on dit qu'il y a eu
"ecoulement" d'informations vers les degres de liberte inacessibles de 1'environnement.
Notons que la decoherence se produit dans la base preferentielle { 0), 1)}.
Pour les objets macroscopiques, 1'interaction avec 1'environnement est importante et
la decoherence est tres rapide. On comprend alors pourquoi on n'observe pas de super-
position d'etats dans Ie monde macroscopique. Ainsi, a Pinterieur de 1'interpretation
de Copenhague, il est possible de rallier perception et prediction2.
Mentionnons finalement la distinction importante entre decoherence et dissipation.
Par exemple, pour un grain de poussiere initialement prepare dans la superposition
d'etats de position | —x} + | re), la decoherence se fera sentir des qu'un photon aura
diffuse sur la poussiere. Toutefois, Ie grain de poussiere etant massif, son mouvement
n'est que tres peu perturbe par les photons diffuses. II y a done deux echelles de
temps caracteristiques dans ce probleme : Ie temps de decoherence tdec et Ie temps de
dissipation t^is (Ie temps pour qu'une proportion significative de 1'impulsion du grain
soit transferee aux photons). Evidemment, on peut s'attendre, pour les objets macro-
scopiques, a ce que tdec <€ tdis- En effet, dans un modele particulier de decoherence
[32], on a tdec/tdis = 10-4° pour une particule d'un kilogramme a la temperature de la
piece et dans une superposition d'etats de positions tel que Arc = 1 cm. Ainsi, pour
cet exemple particulier, meme si Ie temps de dissipation etait de 1'ordre de 1'age de
Punivers tdzs ~ 1017s, les coherences seraient detruites dans un temps tdec ~ 10~23s.
2 On voit id encore toute 1'importance de 1'information : c'est en raison d'une perte d'information
que la reduction du paquet d'ondes se produit. En fait, 1'information n'est pas reellement perdue
mais elle se trouve encodee dans les correlations non locales entre Ie systems etudie et son en-
vironnment. Ainsi, il est en principe possible d'extraire 1'information de phase ayant "coule" vers
1'environnement et ainsi reconstruire la superposition d'etats. Toutefois, en pratique une telle mesure
apparait impossible.
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3.2 Decoherence en tant que source d?erreurs
Pour profiter de la puissance de calcul d'un ordinateur qu antique, celui-ci doit etre
capable de supporter des superpositions et de 1'enchevetrement pendant tout Ie temps
du calcul et ce sur un grand nombre de qubits. Malheureusement, d'apres la discussion
precedente, il est clair que les qubits ne sont jamais completement isoles de leur
environnment. Ainsi, un ordinateur initialement decouple de Penvironnement
1^(0))= Y^a^x) 0 ^ | eo) ., (3.6)
.^-^1
Ordinateur Environnement
se retrouve rapidement enchevetre avec celui-ci
\tp(t)}=^a^x}^\e,(t)}. (3.7)^1
En raison de cette interaction, il y a decoherence et la perte d'information resultante
peut etre consideree comme la creation d'erreurs. Pour fixer les idees, considerons Ie
modele suivant de decoherence : 1'interaction generale d'un qubit avec son environ-
nement conduisant a 1'evolution
|e)|0)^|eo)|0)+|e?)|l);
e)|l)->|ei)|l)+ ^)|o),
avec | eo,i) et e^i) 1'etat de 1'environnement apres 1'interaction (ces etats ne sont
generalement pas normalises ou orthogonaux) [33, 34]. Cette interaction peut etre
reecrite sous la forme suivante
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avec | e±) = (| eo) ± |ei))/2 et | e^) = (| e^) ± [ ef))/2, o-a une matrice de Pauli et
11'operateur identite. En raison de la linearite, 1'etat d'un registre de n qubits pour
lequel Ie j>'ieme qubit subit une interaction du type (3.8) peut alors s'ecrire
e}^aj3;}-^{|e+)I+|e-)^+|e^)^-|eB)^}^a,|a;), (3.10)
avec o~3Q n'agissant que sur Ie jwme qubit. Ainsi, 1'interaction avec 1'environnement se
reduit a quatre types d'erreurs sur un qubit. Premierement Ie qubit reste inchange
(correspondant a 1'operateur identite) et devient correle a | e-i-). Ensuite, Ie qubit subit
une erreur de phase (correspondant a Oz} et devient correle a e-). Troisiemement,
la valeur du qubit bascule (correspondant a 0-3;), cette possibilite est reliee a e5).
Et, finalement, Ie qubit subit les deux erreurs precedentes : changement de phase et
bascule (correspondant a —iffy) pour etre correle avec ej3).
Puisque les matrices de Pauli forment une base pour les matrices 2 par 2 [31], toute
erreur sur un qubit peut etre reduite a une combinaison lineaire des quatre erreurs
precedentes. Ces quatre erreurs decrivent ainsi toutes les possibilites.
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Chapitre 4
Correction quantique d erreurs
Une machinerie tres sophistiquee a ete developpee pour la correction classique d'erreurs
[35]. Ces techniques sont utilisees dans Ie but de proteger d'erreurs eventuelles la
memoire des ordinateurs conventionnels et les communications. Le principe a la base
de ces techniques est la redondance.
L'exemple suivant presente Ie code correcteur classique probablement Ie plus simple
(et Ie moins efficace) : on remplace un bit par trois copies de celui-ci
0-^(000); 1-^(111). (4.1)
Une erreur peut faire basculer la valeur d'un bit, du premier par exemple
(000) -^ (100); (111) -^ (Oil), (4.2)
mais il est toujours possible de recuperer la valeur initiale par vote majoritaire. Ce
simple code peut corriger une erreur mais est mis en defaut par deux erreurs.
De fagon plus formelle, les "mots logiques" de k bits (dans 1'exemple precedent 0
et 1) sont encodees en "mots de code" de n > k bits (000 ou 111). Ces derniers
sont choisis parmi les 2n sequences de n bits de fagon a ce que, suite a 1'alteration
d'au plus t bits, les mots logiques puissent etre recuperes. On dit alors qu'il s'agit
d'un code de classe [[k, n, t]] encodant k bits en n bits et pouvant corriger jusqu'a t
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erreurs . L'exemple precedent est done un code [[1,3,1]].
Ainsi, on protege 1'information classique en utilisant Ie fait qu'il est possible de la
copier et qu'elle est numerique : une erreur sur un bit ne peut qu'inverser la valeur
de ce bit et non Ie changer d'une petite quantite. Toutefois, ces deux proprietes font
defaut a Pinformation quantique : il n'est pas possible de copier 1'information quan-
tique et celle-ci est analogique, i.e. un qubit a | 0) + b 11) peut prendre un continuum
de valeurs donnees par les coefficients a et b. Ainsi, comme presente au chapitre
precedent, on doit faire face en informatique quantique non pas a un, mais plutot
quatre types d'erreurs.
De plus, la mesure perturbe inevitablement 1'etat du systeme. La mesure qui
precede Ie vote majoritaire dans Ie cas du code classique [[1,3,1]] correspond ainsi a
une etape destructrice et irreversible dans Ie cas quantique. II est done impossible
d'utiliser directement les techniques classiques pour proteger 1'information quantique.
De meme, en plus des erreurs dues a la decoherence, il est aussi necessaire de
corriger les erreurs occasionnees par les portes logiques imparfaites. En effet, il est
fort probable que les rotations engendrees par les portes quantiques ne soit pas tout a
fait exactes. Ainsi, si Ron cherche a appliquer 1'operation U, 1'operation effectivement
realisee sera en fait
U/=U(1+0(£)). (4.3)
L'operation effectuee difFere alors d'une quantite de 1'ordre de £-, une petite constante,
de la transformation voulue. Apres environ 1/e operations, ces erreurs deviennent
assez importantes et faussent les resultats.
lDans la litterature, on note generalement par [fc, n, t] ([[fc, n, <]]) les codes classiques (quantiques).
Dans ce texte, on ne suivra pas cette convention : [[fc,n,<]] sera utilise pour designer les codes
classiques et quantiques.
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4.1 Code quantique [[1,9,1]] de Shor
Malgre ces difficultes apparentes, Peter Shor [33] et independamment Andrew Steane
[36] ont decouvert en 1995 comment encoder Pmformation quantique pour la proteger.
Ceux-ci ont montre qu'il est possible d'utihser 1'enchevetrement afin de distribuer
Finformation de k qubits de faQon non locale sur n > k qubits. Ainsi, les codes
correcteurs quantiques combattent 1'enchevetrement (avec 1'environnement qui est
cause de la decoherence) a 1'aide de 1'enchevetrement !
Afin de comprendre comment fonctionnent ces codes, etudions plus en detail Ie code
propose par Shor [5, 33]. Considerons d'abord 1'erreur correspondant a la matrice de
Pauli Ox '. Ie renversement de 1'etat d'un qubit ("bit flip"). II s'agit du meme type
d'erreur que rencontree dans Ie cas classique, ce qui suggere d'utiliser un code base
sur Pexemple de la section precedente :
I 0) -^ I Oz.) = | 000); 11) -^ I Iz,) = | 111), (4.4)
avec | OL) et | Iz,} les nouveaux etats logiques. Une superposition d'etats devient alors
a | 0} + 6 11) -)- a | OL) + 6 | Ij,) = a | 000}+ &|111) . (4.5)
Ce code ne viole pas Ie principe de "non clonage" puisque 1'etat final n'est pas un
produit tensoriel de 1'etat du qubit logique avec ses copies mais correspond plutot a
un etat enchevetre. Get etat est bien connu dans Ie milieu de 1'information quantique
et porte Ie nom d'etat GHZ (pour Greenberger-Horne-Zeilinger). II s'agit, dans Ie cas
a = 6, de 1'etat d'enchevetrement maximal pour trois qubits [37].
Apres transmission de 1'etat encode (transmission dans Ie temps (memoire) ou dans
1'espace (communication)) un des qubits voit sa valeur etre inversee
a | 000) + b | 111) -, a \ 100) + 6 | Oil) (4.6)
Dans Ie cas classique, 1'etape suivante est la mesure de chaque bit individuellement
afin de proceder au vote majoritaire. Cependant, si 1'on mesure ici Ie premier qubit et
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que 1'on obtient 1), 1'etat du systeme est projete vers 100) et 1'information contenue
dans les coefficients a et b est perdue.
On cherche done ici a connaitre, s'il y a lieu, la position du qubit errone sans
perturber 1'etat encode. Pour ce faire, on utilise Ie circuit de la figure 4.1. Dans ce
circuit, les trois lignes du haut representent les qubits du code : a| 0 0 0} + &| 1 1 1),
















X— 192 e 90}
Figure 4.1: Circuit de detection pour les erreurs o-a: pour Ie code (4.5),
Apres avoir applique ce circuit, les qubits auxiliaires prennent les valeurs \q\ © qo)
et | 92 © 9o)- Ainsi, si gi est different de go? Ie premier qubit auxiliaire prend la valeur
11) et de meme pour Ie second dans Ie cas ou 92 est diflFerent de qo. Applique sur
1'etat (4.6), on obtient
a|100)+6|011)) | 01).. (4.7)
On mesure ensuite les auxiliaires dans la base de calcul. II s'agit d'une mesure partielle
qui n'affecte pas Pinformation encodee par Ie mot de code. Comme Ie montre Ie
tableau 4.1, la valeur des qubits auxiliaires, lue comme un nombre binaire, donne la
position du qubit errone. Connaissant, s'il y a lieu, Ie position de 1 erreur, il ne reste
plus qu'a appliquer Ra.(7r) = 0-3; sur Ie qubit errone afin de retrouver 1'etat original.
Cette technique de detection et correction peut aussi venir a bout des erreurs dues
aux operations logiques imparfaites. Considerons 1'erreur suivante (on omet ici les
facteurs de normalisation)
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Tableau 4.1: Relation entre la valeur des auxiliaires et la position du qubit erronee pour Ie code
de 1'equation (4.5).
I ooo) +1 in) -^Vl-e(\ 000) + | 111}) + Ve (| 100) + |Oil)), (4.8)
ou e est une petite constante. L'application du circuit de detection sur Ie membre de
droite de 1'expression precedente produit
{VT~e (| 000) + | 111))+ ^e (|100} + | Oil})} | 00)
-^ Vl-~e {[ 000) + | 111}} | 00) + Ve{\ 100)+|Oil)}| 01).
(4.9)
On mesure ensuite les auxiliaires pour obtenir | 00) (| 01)) avec une probabilite |1 — e\2
(\e | ). Ainsi, avec une grande probabilite on obtient | 00) et 1'etat du systeme est
projete vers | 000} + | 111); aucune correction n'est alors necessaire. Dans Ie cas ou
I 01) est obtenu, Ie systeme est projete vers 1100) + | Oil) et on corrige en renversant
la valeur du premier qubit. Cette technique de correction peut done corriger les
erreurs continues (i.e. analogiques) en projetant 1'etat encode dans un sous-espace ou
Perreur peut etre corrigee. Cette methode numerise done en quelque sorte les erreurs
analogiques.
En plus des renversement de qubits, il est necessaire de prendre en consideration
les erreurs de phase (az)
a I Oz,) +b\ U} -> a | OL) - b\ U) . (4.10)
Ce type d'erreur peut etre detecte puis corrige en utilisant a nouveau la redondance
propre aux techniques de correction d'erreurs mais, dans ce cas, pour 1 information
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de phase
I o) ^ \OL} ^ (I 000}+I 111})(I 000}+I 111))(I 000)+I 111));








Un qubit est done encode en trois blocs de trois qubits. On obtient (4.11) a 1'aide du




















Figure 4.2: Circuit encodeur pour Ie code [[1,9,1]] de Shor. La premiere ligne horizontale
represente Ie qubit logique et les 8 dernieres des auxiliaires.
La detection d'erreur de phase est realisee a Paide du circuit de la figure 4.3.
Les neufs premieres lignes sont les qubits du code et les autres des auxiliaires. Les
operations d'Hadamard sur les qubits du codes ont pour effet d'encoder 1'information
de phase de chacun des blocs dans les qubits du bloc correspondant. Par exemple,
pour un bloc dans 1'etat |000}+|111) on a
4= (1000} +1 111)) H1'H2)HS) ^ (1000) + I Oil) +:| 101} + 1110}). (4.12)
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Figure 4.3: Circuit de detection servant a la detection d'erreur de phase pour Ie code [[1,9,1]] de
Shor.
Tous les etats de cette superposition ont la meme parite et c'est celle-ci qui contient
Pinformation de phase. On applique ensuite un CN sur chacun des qubits encodeurs
de fa^on a ecrire cette information de phase sur les auxiliaires. Pour 1'etat (4.12),
cette operation laisse inchange Pauxiliaire correspondant (dans Ie cas [ 000) — |111),
on verifie que 1'auxiliaire prend alors la valeur |1)). Notons que ces operations
n'enchevetrent pas les blocs et leur auxiliaire. Puisque HH = I, la seconde appli-
cation des portes d'Hadamard ne fait que retourner les blocs vers leur etat initial. On
trouvera en annexe A une verification de ce circuit par un code developpe a 1'aide du
langage de manipulation symbolique Mathematica.
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La seconde etape de detection d'erreur est similaire au cas de la figure 4.1 et indique,
s'il y a lieu, la position du bloc ayant une phase differente par rapport aux autres.
Suite a 1'operation de ce circuit, il ne reste plus qu'a mesurer les deux derniers auxili-
aires et a corriger 1'erreur de phase en appliquant RzW = ^z sur le qubit err one. Pour
corriger une erreur correspondant a —iay sur un qubit, on applique successivement
les techniques de correction d'erreurs de renversement et de phase.
L'equation 4.11 correspond au code [[1,9,1]] de Shor et, a 1'aide des circuits de
detection d'erreurs de renversement (figure 4.1) et de phase (figure 4.3), protege un
qubit de 1'une des quatre erreurs possibles3 : I ,c^, 0^ et —iay.
On adapte facilement cette technique a la correction de deux erreurs. En effet, pour
1'exemple classique (4.1), la generalisation a deux erreurs est
0 -> (00000); 1 -. (11111). (4.13)
Par vote majoritaire, on peut alors detecter puis corriger jusqu'a 2 erreurs. Par
analogie, on obtient alors pour Ie cas quantique
I 0) -^ I Oz,) = (| ooooo) +1 mn)) (| ooooo) +1 mil)) (| ooooo)+|11111))
(I ooooo) +1 urn)) (I ooooo) +1 mn)) ;
(4.14)
11} -^ 11^,} = (I ooooo) -1 mn)) (| ooooo) - 111111}) (| ooooo) -1 mil})
(I ooooo) -1 urn)) (| ooooo) -1 mil)) ;
(4.15)
II s'agit d'un code [[1,25,2]]. En poussant davantage 1'analogie, pour la correction
d'un nombre arbitraire t d'erreurs, on obtient un code [[1, 2^+1, t]] dans Ie cas classique
et [[1, (2^+1) , t]] dans Ie cas quantique. On peut done corriger un nombre arbitraire
3 En fait, ce code peut detecter et corriger un reversement par bloc de 3 qubits et un reversement
de phase parmi les 3 blocs. Toutefois, si dans un meme bloc plus d'un qubit est inverse ou si plus
d'un bloc a subit une erreur de phase, ce code ne comgera pas vers Ie bon etat. On place done ce
code dans la classe [[1,9,1]] puisqu'il ne peut corriger qu'une erreur generate sur un des 9 qubits
encodeurs.
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d'erreurs a 1'aide de ce type de code. Toutefois, la taille des mots de code croit
rapidement et, de ce fait, la probabilite que des erreurs surviennent aussi.
Notons qu'avant une nouvelle utilisation, les qubits auxiliaires doivent etre reinitia-
Uses. Cette operation n'est pas reversible et la correction d'erreurs est par consequent
un processus dissipatif.
Notons finalement que Ie succes des codes correcteurs quantiques est du au fait que
1'information est distribuee non localement sur les qubits du mot de code. De ce fait,
mesurer un seul qubit ne donne aucune information : on ne peut determiner par une
mesure sur un seul qubit si 1'etat encode est | 0) ou 11). L'environnement peut ainsi
perturber un qubit mais il n'y a pas d'information perdue parce qu'un seul qubit
n'en contient pas. En d'autres mots, 1'information non locale des mots de code est
invulnerable face aux perturbations locales.
4.2 Calcul quantique tolerant aux imperfections
L'extension naive du code [[1, 9,1]] de Shor en un code corrigeant un nombre arbitraire
d'erreurs est tres inefficace puisqu'elle utilise un grand nombre de qubits. Des codes
correcteurs plus efficaces existent toutefois pour la correction d'une [34] et de plusieurs
erreurs [5]. Cependant, ces techniques exigent que les operations d'encodage et de
correction soient efFectuees sans erreurs. Dans Ie cas contraire, 1'utilisation de ces
techniques ne fait qu'entrainer des erreurs supplement aires et Ie calcul en cours deraille
rapidement.
Pour venir a bout de ce probleme, des techniques de calcul quantique tolerants
aux imperfections (fault-tolerant quantum computing) ont ete mises au point [38, 39,
40]. Ces methodes utilisent un encodage repete des qubits : un qubit est encode
(generalement a 1'aide du code Calderbank-Shor-Steane (CCS) [[1,7,1]], voir par ex-
emple [39]) puis chacun des qubits encodeurs sont a leur tour encodes de la meme
fagon. On repete ce processus jusqu'a avoir L niveaux d'encodage. On applique en-
suite, de fa^on repetee, les techniques de correction d'erreurs simultanement avec Ie
calcul de sorte qu'il est possible de corriger les erreurs dues a la decoherence et aux
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portes logiques imparfaites au fur et a mesure qu'elles surviennent.
En utilisant cet enchainement de plusieurs niveaux d'encodage, on peut verifier
que si Ie taux d'erreur (sur les qubits encodeurs) par porte et par unite de temps
est plus petit qu un certain seuil, il est possible de realiser des calculs quantiques
arbitrairement longs avec un taux d'erreur sur les qubits logiques arbitrairement petit.
Ce taux depend du modele de decoherence etudie et varie entre 10~4 et 1/700 [41].
Ces techniques de calcul quantique tolerant aux imperfections exigent que les erreurs






Les annees quatre-vingt out connu, avec les travaux de Benioff 44], Feynman 45] et
Deutsch [46], les premiers balbutiements de Pinformatique quantique. Ces premieres
investigations s'interessaient avant tout a des preuves de principe basees sur des
modeles abstraits de systemes quantiques dont la dynamique pouvait etre controlee
de fa^on a executer un calcul. Ces explorations theoriques ont toutefois fait 1'objet de
critiques importantes, principalement parce qu'elles etaient totalement deconnectees
de la realite experimentale [47] .
Ce n'est qu'avec la presentation par Shor (1994) d'un algorithme quantique de
factorisation [48] que la question de realiser concretement un ordinateur quantique a
reellement ete ab or dee.
Afin de pouvoir manipuler 1'information quantique en preservant la coherence de
phase, un systeme physique doit repondre a plusieurs criteres [49] :
1. L'espace d'Hilbert doit etre connu precisement.




3. Les qubits doivent etre isoles de leur environnement de fagon a ce que Ie temps
de decoherence soit suffisamment long pour pouvoir mener a terme les calculs.
4. On doit etre capable d'appliquer, avec une grande precision, un ensemble com-
plet de portes logiques.
5. On doit disposer d'une methode tres efficace de mesure des qubits.
Ces contraintes sont tres exigeantes et, jusqu'a un certain point, contradictoires :
les qubits doivent etre tres bien isoles mais on doit y avoir acces pour les manipuler
et les mesurer.
Plusieurs architectures satisfaisant plus ou mains ces contraintes ont neanmoins ete
proposees dans la deuxieme moitie de cette decennie. Parmi celles-ci, on pense en
particulier aux pieges a ions lineaires (Cirac et Zoller, 1995 [50]), aux cavites op-
tiques (Turchette et. al., 1995 [51]) et plus recemment a 1'utilisation des techniques
de resonance magnetique nucleaire (Cory et. al.^ 1997 [52] et independamment Ger-
shenfeld et Chang, 1997 [53]).
Appliquer ces suggestions a la realisation d'un ordinateur quantique ayant un petit
nombre de qubits (1 ou 2) ne pose pas de probleme majeur. Toutefois, 1'extension de
ces idees a un plus grand nombre de qubits s'avere un probleme de taille. Ainsi, a ce
jour, a P aide des techniques de RMN, qui menent Ie peloton, seulement 7 qubits ont
pu etre controles de fa^on coherente [54] et ce malgre Ie travail de nombreux groupes
de recherche depuis maintenant plus de deux ans.
Dans Ie but de construire un ordinateur quantique utile (n > 1000), la capacite
d'integrer un grand nombre de qubits est cruciale et plusieurs s'accordent maintenant
pour dire qu'a long terme, les techniques plus traditionnelles de micro fabrication
seront la meilleure fagon de relever ce defi [55, 56]. En effet, par 1'utilisation de
ces techniques, la recherche sur les ordinateurs quantiques beneficierait directement
de la grande expertise deja acquise et des developpements futurs dans Ie domaine
de la micro fabrication et de la physique des systemes mesoscopiques. C'est ainsi
que beaucoup d'efforts out ete investis dans la recherche de systemes mesoscopiques
repondant aux 5 criteres precedents et plusieurs architectures ont deja ete proposees :
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points quantiques [57], transistors a resonance paraelectronique [58, 59], jonctions
Josephson [60, 61, 4], ...
Dans ce chapitre on s'interesse a 1'une de ces dernieres suggestions basee sur 1'effet
Josephson et due a Alexandre M. Zagoskin de PUniversite de la Colombie-Britannique
[4]. On commencera par une presentation de quelques effets quantiques macro-
scopiques observes dans les supraconducteurs. Par la suite on s'attardera au concept
de niveaux d'Andreev puts a un cas particulier de jonction Josephson : les jonc-
tions DND triangulaires. Ce dernier exemple nous conduira naturellement aux qubits
supraconducteurs qui nous interessent ici. Par la suite, on decrira comment realiser
un ensemble complet de portes logiques sur ce systeme [62], pour finalement aborder
quelques perspectives d avenir. Rappelons que ce chapitre, et plus particulierement
la section §5.7, contient la plupart des resultats originaux de ce memoire.
5.2 EfFets quantiques macroscopiques
Dans la recherche d'un systems repo'ndant aux criteres precedents, les supraconduc-
teurs semblent etre un choix naturel. En effet, la supraconductivite et ses consequences
indiquent que la coherence quantique de phase peut etre maintenue sur des longueurs
macroscopiques dans les supraconducteurs. Dans cette section, nous nous attarderons
a quelques-unes de ces consequences.
5.2.1 Effet Josephson
Premierement, il est bien connu qu'en 1'absence de champ electrique et magnetique
une jonction formee de deux supraconducteurs de type s separes d une mince couche
isolante (jonction SIS) est traversee par un courant continu spontane
Is=lcsm<f). (5.1)
Dans cette expression, (f) est la difference de phase entre les supraconducteurs et 1c Ie
courant critique, i.e. Ie supercourant maximal supporte par la jonction. De meme,
45
5.2. EFFETS QUANTIQUES MACROSCOPIQUES
en presence d'une difference de potentiel V entre les supraconducteurs, la difference
de phase evolue dans Ie temps selon la relation
d^^w
~dt = -fi~ ^•z
de sorte que Ie courant traversant lajonction est un courant alternatif d amplitude 1c
et de frequence 2eV/h. Utilisant les relations (5.1) et (5.2), on obtient 1'energie libre
emmagasinee dans la jonction par integration du travail electrique
F = I LV dt
-^••» M
= a — Ej cos (j),
avec Ej = hlc/'2e et a une constante d'integration.
Les relations (5.1) et (5.2) correspondent a 1'effet Josephson CC et CA, respec-
tivement. Celles-ci s'obtiennent facilement en considerant Ie transport de paires de
Cooper par effet tunnel coherent entre les electrodes supraconductrices [63].
5.2.2 Fluctuations de phase
Dans la discussion precedente, la difference de phase supraconductrice (f) a ete con-
sideree comme une variable semi-classique ayant une valeur bien definie. Toutefois, il
existe une relation d'incertitude
AA^ ^ 1 (5.4)
limitant la precision avec laquelle N et (f) peuvent etre determines simultanement1 (N
est id Ie nombre de paires de Cooper transferees d'une electrode a l'autre),[65, 64].
lNotons que cette relation n'est pas juste si AN est tres petit. En efFet, si AN —r 0 alors,
selon (5.4), A<^> -4- oo ce qui n'a aucun sens puisque la phase est definie module 27T. La relation
d'incertitude (5.4) n'est done raisonnable que pour AN grand et A(^> petit. Voir la section §1.4.3 de
la reference [64] pour plus de details a ce sujet.
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Dans Ie cas d'un systeme macroscopique, N est tres grand et il est alors possible de
connaitre N et 4> avec peu d'incertitude relative.
Toutefois, pour un systeme mesoscopique, ce n'est plus Ie cas et la phase n'est plus
une quantite bien definie. Pour s'en convaincre, considerons maintenant une jonction
isolee de capacite C et a temperature nulle. Utilisant la relation 5.3 et incluant Ie
terme capacitif, Fenergie de la jonction s'ecrit, a une constante pres,
E=-EJCOS^+^, (5.5)
ou Q = 2Ne. En representation de phase [64], on obtient 1'Hamiltonien correspondant
a P aide de la transformation N —f i4i '•
H = -Ej cos (^ - 4£^, (5.6)
avec Ec = e2/2C. Le premier terme de cette relation peut etre assimile a une energie
potentielle et Ie second a une energie cinetique. Lorsque Ej ~^> Ec, Ie systeme tend a
maximiser Ie premier terme, cos <^, de' (5.6) de fagon a minimiser 1'energie. De ce fait,
la phase est localisee autour de (f> = 0 et Pincertitude sur cette quantite est petite.
A 1'oppose, si Ec ^> Ej, Ie systeme maximise plutot Ie second terme et la phase est
completement delocalisee. L'incertitude sur cette quantite est alors grande. Ainsi,
pour une faible capacite, et par consequent une jonction de petite taille, la phase n'est
pas une quantite bien definie et il y a fluctuation de phase car Ec domine.
5.2.3 Observations experimentales
Les effets quantiques macroscopiques dans les supraconducteurs ont regu beaucoup
d'attention et ce principalement depuis les travaux de A.J. Leggett au debut des
annees 1980. Celui-ci s'interessait a la validite de la theorie quantique au niveau
macroscopique et, en particulier, a determine! quels systemes physiques pourraient
presenter des phenomenes quantiques macroscopiques : effet tunnel macroscopique
(effet tunnel entre deux etats ayant des proprietes macroscopiques difFerentes) et effet
tunnel coherent macroscopique (oscillations coherentes entre ces deux etats macro-
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scopiques). Leggett arrive alors a la conclusion que les systemes supraconducteurs,
et en particulier les jonctions Josephson, sont parmi les meilleurs candidats [66].
Par la suite, Caldeira et Leggett [67] et Leggett et. al. [68] se sont interesses aux
effets de la dissipation (du couplage a Penvironnement) sur ces phenomenes quan-
tiques macroscopiques. La conclusion principale de ces etudes est que 1'environnement
tend a supprimer les effets quantiques (voir section §3.1). En particulier, 1'efFet tun-




Figure 5.1: Potentiel effectif pour Panalogue mecanique d'une jonction Josephson SIS traversee
par un courant I. Les taux d'activation thermique et tunnel sont respectivement FA et TT. ijjo est la
frequence des petites oscillations dans un puits et A[/ la hauteur de la barriere de potentiel. Cette
hauteur est fonction du courant applique.
Depuis ces travaux, beaucoup d'efforts ont ete investis dans Ie but d'observer
experimentalement ces phenomenes dans les systemes supraconducteurs. En par-
ticulier, Martinis et. al. [69] ont pu observer les consequences de 1'efFet tunnel macro-
scopique du degre de liberte de phase dans une jonction Josephson SIS. Pour observer
cet efFet, ceux-ci ont applique un courant continu I sur une jonctipn SIS. On peut
montrer que dans cette situation, la dynamique de la jonction est equivalente a celle
d'une particule de masse M = (h/2e)2C se depla^ant dans Ie potentiel
U((f)) = -Ejcos(f>- ^, (5.7)
de la figure 5.1, ou (f) joue Ie role de coordonnee. Lorsque Ie courant I est faible, la
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phase reste piegee dans un des minima de ce potentiel et, tel qu'indique par la relation
(5.2), on ne mesure pas de difference de potentiel aux bornes de la jonction.
Deux mecanismes permettent a la phase de s'echapper d'un minimum local : 1'acti-
vation thermique (la particule passe par dessus la barriere de potentiel) et 1'efFet tunnel
(celle-ci passe au travers de la barriere), voir figure 5.1. Le taux d'activation thermique
est donne par FA ~ ujQe~^ulkBT', ou c^o est la frequence des petites oscillations dans
un puits et A£/ la hauteur de la barriere de potentiel. Pour de faible temperatures
ce processus est gele et il n'y a plus que 1'effet tunnel, dont Ie taux est donne par
la relation FT ~ a;oe-At//^°, qui permet a la phase de quitter un minimum local.
Notons que lorsque la particule quitte un minimum par 1'un de ces processus, celle-ci
a suffisamment d'energie et se met a devaler Ie potentiel de la figure 5.1. La phase
varie alors dans Ie temps et de ce fait une difference de potentiel s'etablit aux bornes
de la jonction.
Experimentalement, on varie Ie courant applique J, et done la hauteur de la barriere
de potentiel, jusqu'a mesurer une difference de potentiel aux bornes de la jonction.
En repetant a plusieurs reprises cette.procedure, on obtient une distribution de prob-
abilite de transition en fonction de A U. Les resultats ainsi obtenus sont en tres b on
accord avec la theorie et en particulier avec Ie modele de Leggett. Notons que ce
meme groupe a aussi pu mettre en evidence la quantification des niveaux d'energie
dans ces puits [69].
Plus recemment, Rouse et. al. ont pu observer 1'efFet tunnel resonnant macro-
scopique entre les etats a zero et un quantum de flux d'un SQUID [70]. Ceux-ci
ont observe que Ie taux de transition presente une serie de maxima correspondant a
la situation ou Ie fondamental du premier puits (0 quantum de flux) coincide avec
un etat excite du second puits (1 quantum de flux). Encore une fois, Paccord entre
theorie et experience est excellent [70, 71].
Ainsi, plusieurs effets quantiques macroscopiques ont pu etre observes dans les
supraconducteurs et en particulier a 1'aide de jonctions Josephson. Toutefois, 1'effet
tunnel coherent n'a pas encore ete observe dans ces systemes mais beaucoup d'efforts




L'efFet Josephson n'est pas limite aux jonctions SIS et a une dependance en sin (f)
du courant : cet effet apparait dans toutes situations ou un supercourant circule en
raison d'un transport coherent de paires de Cooper a travers un lien faible (weak
link). Par lien faible on entend une region de lajonction ou les correlations supracon-
ductrices ne sont pas supportees, par exemple : conducteur normal (jonction SNS),
constriction dont Ie diametre est petit par rapport a la longueur de coherence ^o
(jonction ScS), barriere de grain (jonction SgS), etc. De fagon generale, on note ces
jonctions SXS, ou X represente Ie lien faible. Evidemment, 1'effet Josephson n'est
pas limite aux electrodes supraconductrices de type s et s'observe egalement pour les
supraconducteurs de type d (cuprate par exemple). On a alors des jonctions SXD et
DXD.
Une description detaillee de ces structures depasse Ie cadre de ce texte traitant
d'informatique quantique et n'est pas necessaire a la comprehension des sections suiv-
antes. On se contentera done de presenter une image intuitive de la physique de ces
systemes2.
Pour decrire un systeme supraconducteur ayant des variations spatiales du parametre
d'ordre, on utilise 1'equation de Bogoliubov-de Gennes (BdG) [64, 73]. L'equation de
BdG,
f-^v2-^ ^w V"»^M21;(,)' ^"^)^)=E-^)' (5-8)
est une equation de Schrodinger a deux composantes, Un et Vn, decrivant respective-
ment des quasiparticules de type electrons et de type trous. Dans 1'equation (5.8), ^
est Ie potentiel chimique et A(r) Ie parametre d'ordre. Celui-ci doit,'en principe, etre
determine de fagon auto-coherente a 1'aide de la relation A(r) = A ^^ ^Un(l - 2/n),
ou fn est la fonction de distribution de Fermi et A (> 0) une constante.
Pour une jonction SNS, on peut montrer que 1'equation (5.8) a des solutions decrois-
2Le lecteur interesse trouvera une introduction a la physique de ces structures mesoscopiques a
la section §4.5 de la reference [64].
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Figure 5.2: Etat lie transportant Ie courant dans une jonction SNS. Un tel etat lie est une manifes-
tation des reflexions d'Andreev multiples aux interfaces NS et SN. Un cercle plein (vide) represente
un electron (trou). Les ovales contenant deux cercles representent une paire de Cooper.
sant exponentiellement dans les electrodes supraconductrices et des solutions liees
dans la partie normale (pour des energies inferieures au gap des regions supraconduc-
trices). Ces etats lies sont les niveaux d'Andreev et jouent un role central dans Ie
transport du supercourant a travers la jonction. L'image physique qui ressort de ces
etats est la suivante : un quasielectron se dirigeant vers 1'interface NS avec une vitesse
de groupe Vg est transforme a Pinterface en un quasitrou de vitesse —v?, figure 5.2.
Par la suite, ce quasitrou incidant sur Pinterface SN est reflechit en un quasielectron
et Ie processus recommence. Ces reflexions multiples forment un niveau d'Andreev.
(Le processus inverse est evidemment possible : un quasitrou se deplagant vers la
droite est reflechit en un quasielectron se propageant vers la gauche).
Ainsi, suite a la reflexion d'Andreev a Pinterface NS, un electron initialement au-
dessus de la surface de Fermi dans Ie conducteur normal quitte la partie normale
pour 1'electrode supraconductrice en formant une paire de Cooper avec un electron,
initialement dans la mer de Fermi. Le trou "reflechi" dans Ie processus est celui laisse
dans la mer de Fermi par Ie second electron. L'electron et Ie trou transportant Ie
courant dans la meme direction, ce mecanisme est responsable du transfert d'une
paire de Cooper d'une electrode supraconductrice a 1'autre.
Dans Ie cas d'une jonction SXD, deux families distinctes de niveaux d'Andreev ex-
istent. En efFet, dans un supraconducteur de type d, Ie parametre d'ordre a un signe
different selon la direction de la trajectoire dans 1'espace des vecteurs d'onde, figure 5.3
[74]. En ecrivant Ie parametre d'ordre sous la forme |A|e^ (done en 1'approximant par
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Figure 5.3: Jonction SND. Les lobes positifs du parametre d'ordre du supraconducteur de type d
sont grises. (Figure adaptee de [64].)
une fonction changeant de signe de fagon discontinue), cette difference de signe peut
etre traitee comme une difference de phase TT intrinseque entre les electrodes supra-
conductrices : (/) = (f) (niveau connectant Pelectrode S au lobe positif du parametre
d'ordre de la jonction D) et (^ = ^ + TT (lobe negatif)3. On distingue done deux
types de trajectoire entre les electrodes S et D et par consequent deux families de
niveaux d'Andreev distinctes. Dans ces jonctions, Ie courant Josephson est du a ces
deux contributions dont Pimportance relative depend de 1'orientation du parametre
d'ordre de Pelectrode de type d par rapport a 1'interface ND.
Dans Ie cas d'une jonction DXD, cette multiplicite des niveaux d'Andreev existe
aussi et la difference de phase effective entre les electrodes depend de 1'orientation de
chacun des parametres d'ordre par rapport aux interfaces.
5.4 Jonctions DND triangulaires
Considerons maintenant la jonction Josephson de la figure 5.4. Celle-ci est formee
d'une region normale de forme triangulaire separant deux electrodes supraconductri-
ces de type d. Pour cette configuration, A. Zagoskin a montre [4] que Ie courant total,
transporte par les niveaux d'Andreev et traversant 1'electrode A de la jonction, est
donne par
3En realite, comme Ie suggere la representation imagee de la figure 5.3 et contrairement a
1'approximation utilisee id, Ie parametre d'ordre d'un supraconducteur de type d varie de fa^on
continue et s'annule dans certaines directions.
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Figure 5.4: Jonction DND triangulaire. Les lobes positifs du parametre d'ordre du supraconduc-




I+ZCT FW+ 1 - ZW F(^+7T) (5.9)
Dans cette relation, jc est la densite de courant critique de la jonction, W la taille
transversale de la region normale, F{(/)) est la fonction creneau de periode 27T et
d'amplitude unite et Z(ft) une fonction qui depend de 1'orientation du parametre
d'ordre des electrodes supraconductrices a tr avers 1'angle de desalignement fl. Dans
Ie cas de la jonction presentee a la figure 5.4, on a la relation suivante entre (^o, la
phase a 1'equilibre, et Z(^2) :
IN") I =± 1 - ZW sin [^7T = ±—7=—7T.v^ (5.10)
La relation (5.9) ainsi que la distribution de courant a 1'interieur de la partie normale
de la jonction sont representees a la figure 5.5. Des figures 5.5 b) et c), on remarque
clairement un courant spontane circulaire dans la region normale de ces jonctions
triangulaires. Le sens de circulation de ce courant depend de la phase ±(^Q. Notons
qu'aucun courant net ne s'ecoule entre les electrodes lorsque (f) = 0o (figure 5.5 a);
voir aussi la reference [75] a ce sujet).
L'energie Josephson correspondant a ce courant est obtenue des relations (5.3) et
(5.9) et est presentee a la figure 5.6. La dynamique de cette jonction est equivalente
a celle d'une particule de masse proportionnelle a la capacite du terminal A et se
deplagant dans Ie potentiel de la figure 5.6.
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Figure 5.5: a) Relation courant-phase pour une jonction DND triangulaire. L'angle de
desalignement est 0 = TT/S. b) Distribution de courant dans la region nor-male de la jonction.
Gas 0 = —<^o » —0.277T c) Version de b) avec (f) = (/)Q w 0.277T. (Figures adaptees de [4].)
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Figure 5.6: Potentiel effectif du systeme. Le desalignement est fixe a f2 = TT/S. (Figure adaptee
de [4].)
Le potentiel dans lequel se deplace cette masse est une serie de double puits de
potentiel. Puisque la hauteur de la barriere de potentiel d'un double puits a 1'autre
est grande (et par consequent la probabilite tunnel tres faible) , on se limite au double
puits central de la figure 5.6. De meme, lorsque la condition
A[/ -» ^o > ^^T (5.11)
est respectee, il est possible de se limiter au deux premiers niveaux de chaque double
puits seulement [68]. On se limite done a un espace d'Hilbert de dimension 2. Dans
cette derniere relation, A£/ est la hauteur de la barriere de potentiel entre les etats
—(^O/TT et (f)Q/TT, hujQ 1'energie associee aux oscillations dans un puits et /CB^ 1'energie
thermique.
Finalement, on choisit la taille du terminal A de la jonction petite de sorte que
la capacite associee soit petite. Dans ce cas, Pincertitude sur la phase est grande
(voir section §5.2.2) et elle n'est plus une quantite semi-classique bien definie4. Par
consequent, la particule associee est delocalisee dans Ie double puits de potentiel et il
y a possibilite d'effet tunnel coherent. Notons finalement que puisque Ie flux associe
au courant spontane circulaire dans la region normale est plus petit que Ie quantum
de flux (voir section §5.8), Ie couplage a 1'environnement est plus faible que dans Ie
cas d'un simple SQUID et, de ce fait, les chances d'observer 1'effet tunnel coherent
sont meilleures dans ce systeme.




Ayant limite 1'espace d'Hilbert de lajonction DND triangulaire a un espace de dimen-
sion 2, celle-ci peut jouer Ie role de qubit. Aux minima en ±^»o du puits de la figure
5.6 on associe les etats de base d'un qubit : | —(po) = | 0} et | ^>o) = 11). Ainsi, c'est la
difference de phase entre les electrodes supraconductrices qui joue ici Ie role de qubit.
Rappelons qu'a ces etats de base sont associes des courants spontanes circulant dans
Ie sens horaire ou anti-horaire respectivement.
Afin de pourvoir manipuler et lire 1'etat des qubits, on ajoute auxjonctions DND tri-
angulaires une pointe de microscope a force magnetique [76] (que 1'on peut approcher
et eloigner a volonte de la jonction) et une de de parite connectant Ie terminal A a un
reservoir d'electrons. (Une de de parite laisse passer seulement des paires de Cooper
et seulement a certains voltages, voir section §5.6.) La figure 5.7 presente un qubit
supraconducteur tel que suggere par AM. Zagoskin et utilisant ces concepts.
k
Figure 5.7: Qubit supraconducteur forme par une jonction DND. Les terminaux A et B sont des
supraconducteurs de type d (cuprate par exemple), N un conducteur normal, PK une de de parite,
M pointe de microscope a force magnetique et 0,1'angle de desalignement entre les reseaux cristallins
de A et B. Le terminal B est dive dans les directions (110) et (110). Les lobes positifs du parametre
d'ordre sont grises.
En raison des fluctuations quantiques de phase, Ie qubit peut etre prepare dans
une superposition d'etats de phase lorsque Ie terminal A est isole de la masse. La
reduction de la fonction d'onde est realisee en connect ant ce terminal a une source
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exterieure d'electrons (la masse) a 1'aide de la de de parite. En raison de la relation
d'incertitude entre phase et nombre de particules, les fluctuations de phase sont alors
bloquees car N peut fluctuer [65].
Pour un systeme a plusieurs qubits, Ie terminal B forme un "bus" commun (figure
5.8). Dans ce cas, des cles de parite (ayant des caracteristiques differentes de celle
reliant les terminaux A a la masse) relient les qubits adjacents.
5.6 Cle de parite
Considerons un grain non supraconducteur entoure par trois electrodes non supra-
conductrices de capacites mutuelles respectives Ci, C'z et Cg, figure 5.9. La distance
entre les electrodes 1 et 2 et Ie grain est petite de sorte que lorsqu'un voltage suff-
isamment eleve est applique, la probabilite qu'un electron passe par effet tunnel d'une
electrode au grain (ou du grain vers une electrode) est grande. A 1'oppose, 1'electrode
g est placee loin du grain de fagon a-ce que la probabilite tunnel soit petite. Ainsi,
aucun courant ne circule entre cette electrode et Ie grain. De meme, les electrodes
sont suffisamment eloignees les unes de autres pour que 1'on neglige tout couplage
entre celles-ci. On verra que, dans Ie cas supraconducteur, ce systeme laisse passer
des paires de Cooper et ce seulement pour certains voltages de grille Vg. II s'agit done
cTun 'transistor a paires de Cooper'.
Lorsque les capacites sont suffisamment petites5,1'energie electrostatique correspon-
dant a Pajout d'un electron sur Ie grain
Ec=&' (5-12)
ou Cs = C\ 4- Cr2 + C'g, est suffisamment grande pour jouer un role important sur la
caracteristique I — V du systeme [65, 64].
50n doit avoir C sufRsamment petit de sorte que Ec 3> kaT. De meme, la resistance entre
Ie grain et les electrodes doit exceder RQ = h/4e2, la resistance quantique, de fa^on a ce que les







Figure 5.8: a) Registre de qubits. Les terminaux A sont connectes par des cles de parite. Deux
qubits sont representes. b) Version de a) utilisant une barriere de grain (G). Les resultats pour la
jonction DND s'appliquent sans changement a ce cas. Pour simplifier la discussion, on ne traitera
que Ie cas DND dans Ie texte.
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T Kg
Figure 5.9: Transistor a un electron. Dans Ie cas d'un systems supraconducteur, la parite du
nombre d'electrons sur Ie grain est importante. II s'agit alors d'une de de parite.
En effet, 1'energie electrostatique d'un condensateur isole C est donnee par Q2/2C =
C7y2/2, ou Q (^ 0) et —Q sont les charges sur les electrodes et V = Q/C. Si un
electron est transfere par effet tunnel de 1'electrode negative vers sa voisine positive,
la charge du systeme devient (Q — |e|) et son energie (Q — |e|)2/2C. (On prend ici
comme convention e = — e , la charge de 1'electron incluant son signe.) Ce transfert
d'un electron correspond a une augmentation de 1'energie du systeme si Q < e|/2 ou,
de fagon equivalente, si V < \e\/2C. Ainsi, Ie transfert d'electrons d'une electrode a
1'autre est energetiquement defavorable et est bloque pour des voltages inferieurs a
\e\/2C. II s'agit de la barriere de Coulomb. En raison de cette barriere, aucun courant
ne circulera a travers Ie dispositif de la figure 5.9 tant que Ie voltage des electrodes 1
et 2 n'aura pas atteint |e|/2Cfi et \e\/2Cei respectivement.
Considerons maintenant 1'energie totale du dispositifde la figure 5.9 ayant n electrons
en exces sur Ie grain et fixant Vi = Vs == 0- La charge effective induite par 1'electrode
g sur Ie grain est qg = CgVg de sorte que la charge totale est gy = ne-^-CgVg. L'energie
electrostatique du grain6 est alors donnee par la relation (5.12) qui devient dans ce
cas
Une analyse plus detaillee prenant en compte de 1'energie electrostatique du grain ainsi que Ie
travail effectue par les sources de voltage Vi, V^ et Vg lorsqu'un electron passe d'une electrode au
grain (ou 1'inverse) par effet tunnel est presentee a la section §7.5 de la reference [65] et conduit a
un resultat similaire.
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E^ =&
(5.13)
{CgVg + nef .^V^nef
Bien qu'aucune charge ne soit transferee par Pelectrode g, Ie voltage applique sur
celle-ci affecte Ie transport a travers Ie grain. Ainsi, lorsque V\ = Vs = Oi comme
dans Ie cas de 1'equation (5.13), seul Vg afFecte la dynamique du dispositif. Dans ce
cas, Pequation (5.13) decrit une famille de paraboles, chacune definie par n, Ie nombre
d'electrons sur Ie grain, figure 5.10 a). Lorsque CgVg/e = (n±j), 1'energie du systeme
avec n et n =h 1 electrons est classiquement degeneree. Un electron peut alors sortir
ou entrer du grain par effet tunnel. Le dispositifde la figure 5.9 agit ainsi comme un
transistor a un electron, laissant passer un electron a la fois et seulement a certains
voltages Vg.
Dans Ie cas d'un grain supraconducteur, on doit tenir compte de 1'appariement
electronique. Ainsi, si Ie nombre d'electrons sur Ie grain est pair, ceux-ci sont tous
apparies en paires de Cooper. Toutefois, si n est impair, un electron occupera un
etat excite d'energie au mains A, ou A est Ie gap supraconducteur. La relation (5.13)
prend alors la forme [64]
E(n) = ^- (C,V, + nef + n,A, (5.14)
avec n = 2nc+ng et ou ric est Ie nombre de paires de Cooper etriq = 0 ou 1, Ie nombre
cP electrons non apparies. Dans la description de ce systeme, on distingue deux cas :
A < £c et A > Ec. Ces deux situations sont representees aux figures 5.9 b) et c).
Dans Ie premier cas, il y a toujours resonance entre les etats a n et n-\-l electrons
mais les voltages auxquels se produisent ces resonance sont deplaces par rapport au
cas non supraconducteur. Dans Ie second cas, les energies E(n) et E(n 4- 2) sont
classiquement degenerees pour les valeurs de CgVg/e impaires.
Pour un systeme entierement supraconducteur, Ie grain agit comme lien faible entre
les electrodes 1 et 2 et un courant Josephson apparait s'il y a une difference de phase
entre ces electrodes. La degenerescence entre E(n) et E(n±2) permet alors Ie transfert
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Figure 5.10: a) Grain normal. b) Grain supraconducteur avec A < Ec. c) Grain supraconducteur
avec A > Ec. Les points noirs indiquent les regions ou la valeur de n dans 1'etat-fondamental change.
En ces points, Ie transport se fait sans barriere energetique. (Figures adaptees de [65].)
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coherent de paires de Cooper. Ainsi, lorsque Ie dipositifde la figure 5.9 est entierement
supraconducteur et si A > Ec, il agit comme transistor laissant passer des paires de
Cooper et ce seulement a certains voltages Vg, tel qu'annonce en debut de section.
Ces transistors "a paires de Cooper" sont les cles de parite du dispositif de la figure
5.8.
5.7 Mesure, initialisation et operations logiques
Decrivons maintenant comment Ie dispositif de la figure 5.8 repond aux criteres ^1,
#2, #4 et =^5 de la section §5.1, [62]. On sait que 1'etat fondamental de 1'une de
ces jonctions triangulaires est doublement degenere. Sans perturbations exterieures,
ce systeme est alors limite a un espace d'Hilbert ^i(2) de dimension deux. Un
arrangement de n de ces jonctions a done comme espace d'etat Ie produit tensoriel
de n espaces d'Hilbert a deux dimension, Kt = ^i(2) 0^1 (2) 0 • • • 0^i(2), pour un
espace de dimension totale 2n. L'espace d'Hilbert de ce systeme est bien caracterise et
Ie premier critere est de ce fait satisfait. Les deuxieme, quatrieme et dernier criteres
portent sur les operations de base : 1'initialisation, les operations logiques et la mesure.
La mesure (critere ^5) est realisee sur ce systeme en deux etapes et peut etre
efFectuee sur un seul qubit ou simultanement sur un groupe de qubits. La premiere
etape, 1'effondrement de la fonction d'onde, est realisee en bloquant les fluctuations
de phase dans Ie terminal A du qubit a mesurer. En pratique, on effectue cette
operation en appliquant un potentiel Vg sur la de de parite reliant Ie terminal A
du qubit a mesurer a la masse de fa^on a permettre Ie transfer! d'electrons. En
raison de la relation d'incertitude entre phase et nombre de particules, les fluctuations
quantiques de phase sont alors bloquees. Un qubit se trouvant initialement dans une
superposition d'etats se trouve alors dans un de ses etats de base. Celui-ci a alors
un etat de phase bien defini, correspondant a une circulation du courant spontane
dans Ie sens horaire ou anti-horaire. La lecture de ce courant, et par consequent de
1'etat du qubit, est realisee a 1'aide d'une pointe de microscope a force magnetique.
(De fagon a eviter tout couplage, cette pointe est reculee lors des calculs.) Le flux
associe au courant spontane est sufHsant pour permettre la lecture efficace de 1'etat
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des qubits mais trop petit (<^ <^o) pour conduire a un couplage inductif entre ceux-ci.
Figure 5.11: EfFet d'un champ magnetique sur un qubit. La barriere de potentiel est beaucoup
plus elevee pour passer du puits de droite au puits de gauche que 1'inverse. Apres un certain temps,
Ie qubit se retrouvera, avec une tres grande probabilite, dans Ie puits de gauche.
L'initialisation (critere ^2) est realisee, par exemple, en appliquant un champ
magnetique exterieur a 1'aide de la pointe M. A ce champ exterieur est associe un flux
induisant un courant dans la 'boucle de courant spontane' presente dans la region
normale de la jonction. A ce courant est associe une energie qui a pour effet de lever
la degenerescence favorisant ainsi un des etats de base, figure 5.11. A Paide de cette
technique, il est possible d'initialiser les qubits individuellement ou globalement. De
plus, il est possible d'initialiser simultanement tous les qubits en faisant circuler un
courant spontane dans Ie terminal B.
Decrivons maintenant comment realiser les operations logiques de base (critere ^4).
Afin de maintenir la coherence, les electrodes A sont isolees de la masse lors des calculs.
Les operations de base a un qubit definies sur ce systeme sont les rotations autour





L'operation Rx(0) est possible grace aux oscillations naturelles du systeme entre les
etats de base | 0} et 11). En effet, en negligeant tout couplage a 1'environnement on
peut modeliser la dynamique d'un qubit par 1'Hamiltonien effectif
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H=£;|- J+AL -| (5.17)
dans la base de calcul. Le coefficient E correspond a 1'energie du fondamental et
Ie second membre de droite de (5.17) represente phenomenologiquement Ie couplage
entre les puits du au fait que la hauteur de potentiel U(0) n'est pas infinie.
En raison de ce couplage, les etats propres du systeme ne sont plus les etats de la
base de calcul mats plutot des combinaisons lineaires de ceux-ci
|±)=|(|0)±|1}), (5.18)
avec comme energies propres associees E^ = E±A. Ces nouveaux etats propres cor-
respondent a des etats completement delocalises entre les deux puits et la probabilite
de trouver Ie qubit dans 1'un de ces puits varie alors dans Ie temps selon la formule de
Rabi [31]. II y a done oscillations entre les etats de base. En fixant Ie zero d'energie a
E et en utilisant une notation plus compacte, on reecrit 1'Hamiltonien (5.17) comme
H=A^. (5.19)
Ainsi, sans perturbation exterieure, les qubits sont en rotation par rapport a un axe
x effectif :
|^(t))=e-Ht/'l|V>(0))
,-iax^t/h= e IV'(O)) (5.20)
= R,(0) |^(0)),
ou I ^(0)) decrit 1'etat initial des qubits et 0 = It/^/h. (La renormalisation de
1'energie, effectuee entre les relations (5.17) et (5.19), ne correspond qu'a une phase
globale sans consequence physique dans 1'application des operations logiques.)
L'operation RzW est quant a elle realisee en levant la degenerescence entre les
etats de bases | 0) et 11), figure 5.12. En effet, en appliquant par exemple un champ
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(a) (b)
Figure 5.12: a) Sans perturbation exterieure les etats propres sont completement delocalises. I
represente la largeur des niveaux. b) Leve de la degenerescence par une energie e.
magnetique local pres de la region normale d'un qubit ou un supercourant local dans
Ie terminal B, 1'Hamiltonien (5.17) devient
H= ^£<7,+A^, (5.21)
ou e represente la difference d'energie entre les fondamentaux de chaque puits, figure
5.12 b). Lorsque e est superieure a la largeur des niveaux, 1'efFet tunnel resonnant
est bloque et on peut considerer que A —> 0 [77] dans 1'Hamiltonien effectif (5.21).
Celui-ci genere alors une rotation autour d'un axe z effectif
|^(t)> = e-iHt/A 1^(0))
^ ^-ie^t/2h | ^(o)) (5.22)
=R^)WO)),
avec (f) = et/h. On sait done comment appliquer les operations logiques Ra, et Rz sur
un qubit.
Toutefois, comme Ie suggere 1'Hamiltonien (5.19), 1'etat au repos de ce systeme cor-
respond a Fapplication de 1'operation logique R^O). Pour un 'ordinateur quantique' a
un qubit cette situation ne pose pas de probleme puisque les operations logiques sont
appliquees sequentiellement, sans temps d'attente. De meme, si un temps d'attente
(periode ou aucune operation logique n'est appliquee) est necessaire, il suffit de Ie
choisir de faQon a ce qu'il soit un multiple de la periode d'oscillations naturelles du
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systeme. En d'autres termes, pour un qubit, une periode d'attente doit correspondre
a un multiple de 27T : Ra. (27m) = ±1 avec n est un entier.
Pour plusieurs qubits, la situation est plus delicate. Dans ce cas, les qubits passifs
(sur lesquel n'est appliquee aucune operation logique) doivent etre "geles" pendantIe
temps d'application des operations sur les qubits actifs (sur lesquels sont appliquees
les operations logiques). Par exemple, si RzW est appliquee sur Ie premier qubit, les
autres doivent rester inchanges par cette operation. Puisque Ie temps d'application
des operations logiques sera typiquement incommensurable avec Ie temps requis pour
que RxW soil egale a 1'identite, une technique pour geler 1'etat des qubits passifs
s'avere necessaire.
Pour venir a bout de ce probleme, il est avantageux d'avoir un etat au repos pour
lequel 1'efFet tunnel est bloque de fa^on coherente tout en conservant 1'energie des
etats | 0) et 11) degeneree. On realise cela en introduisant une capacite exterieure
Cext reliee au terminal A, comme propose dans [61]. En effet, Ie taux tunnel est
donne par TT ~ ujoe~u{o)/hwo, ou UJQ oc l/v/^ est la frequence des petites oscillations
dans un des puits de la figure 5.6 et U(0) la hauteur de la barriere de potentiel, [4].
En raison de la dependance en VC de Pexposant, FT est exponentiellement attenue
par une augmentation de C. Ainsi, pour Cext suffisamment grand, 1'efFet tunnel
est bloque tout en conservant la degenerescence entre les etats logiques. Toutefois,
une telle capacite exterieure peut etre source de decoherence en raison des processus
inelastiques qui auront lieu si Ie circuit est normal. De meme, choisir une capacite et
un circuit la reliant avec Ie terminal A supraconducteur introduira une evolution non
voulue des etats de base en raison du couplage Josephson entre Ie circuit externe et
Ie terminal A7.
Une solution alternative a ce probleme est d'utiliser une technique s'approchant de
la refocalisation utilisee en RMN [78, 79]. Cette methode consiste en.des perturbations
periodiques abruptes et d'amplitude 8E legerement superieure a la largeur des niveaux
7Toutefois, si la capacite exterieure est suffisamment grande, Ie courant traversant Ie circuit
exterieur sera petit et 1'energie Josephson associee sera elle-meme petite. L'utilisation d'une ca-
pacite exterieure pourrait done, selon les parametres du systeme, etre possible mais compliquerait
la fabrication de ces qubits.
66
5.7. MESURE, INITIALISATION ET OPERATIONS LOGIQUES
Figure 5.13: Dependance temporelle de 1'angle de rotation (p'(t} (trait plein) et de 1'energie (traits
pontilles).
d'energie du potentiel de la figure 5.6. La difference d'energie entre les etats de base
est alors variee, avec une periode 2r, abruptement de 6E a —8E. Explicitement, ceci
correspond a la sequence d'impulsions
-^ R,(+8Er/h) -> R,(-6ET/h) -^ R^ET/H) (5.23)
Avec 1'application de cette sequence ^.F angle de rotation autour de Paxe z acquiert
une dependence temporelle (p (t) et est donne, dans Ie cas ideal, par une fonction
triangulaire de periode 2r (figure 5.13). De meme, 1'effet tunnel coherent est bloque
puisqu'il n'y a plus resonance (voir figure 5.12).





ou F(t^ 2r) est une fonction triangulaire de periode 2r et d'amplitude unite. En se
limitant a des observations stroboscopiques de periode T, 1'efFet de cette refocalisation
sur un qubit s'ecrit
^ ^-i(Tz(8ET-8Er+SET—-)/2h (5.25)
de sorte que, dans Ie pire des cas, U(^) = exp [iaz8Er/2h]. Pour r suffisamment petit,
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U(t) w 1. Ainsi, a 1'aide de cette methode on obtient un etat au repos pour lequel
les qubits ne sont pas perturbes par Peffet tunnel ou par 1'accumulation de phase
relative.
Les portes logiques peuvent etre appliquees simultanement a cette refocalisation.
En effet, puisque Rz(y) commute avec la sequence (5.23), cette operation peut etre
appliquee sur un qubit ou en parallele sur un groupe de qubits tout en realisant la
refocalisation sur tous les qubits (actifs et passifs). Dans ce cas, revolution d'un qubit
actifest donnee par exp \—io-z (Jo^/ ^/(^) + (^) /2 %; R^t^)- Ainsi, 1'application de
Rz((p) sur Ie premier qubit, combinee a Papplication d'une refocalisation global sur
tous les qubits, conduit au resultat voulu : RzW ^> I <S> •' • <3> I. L'application de
RxW se reduit a arreter la refocalisation sur les qubits actifs pour la periode voulue
d'application de Rx{0). Cette operation, combine a la refocalisation sur les qubits
passifs, conduit aussi au resultat global desire.
Notons que la periode de perturbation 2r ne doit pas correspondre a une frequence
propre du systeme de fagon a ne pas introduire de transition a 1'interieur d'un meme
puits. Une telle transition aurait pour effet d'introduire un dephasage. De meme,
on doit s'assurer que Ie fondamental d'un puits n'entre pas en resonance avec un
etat excite du second puits lorsque 1'on applique une impulsion de refocalisation.
Dans ce cas, il y aurait effet tunnel entre ces niveaux ce qui rendrait la technique
de refocalisation inutile. De plus, dans Ie cas non ideal, on doit s'assurer que la
transition entre 6E et —6E soit plus rapide que Ie temps caracteristique de 1'effet
tunnel de fa^on a ne pas permettre de transition entre les puits lorsque ceux-ci sont
pres de ou a la resonnance. Notons aussi que la technique de refocalisation n'est pas
necessaire pendant 1'application de Rz(y) si la frequence associee a cette rotation est
beaucoup plus grande que celle correspondant a Peffet tunnel.
Pour de petits r, la methode proposee id s'approche de la technique de reduction
dynamique de decoherence proposee recemment par L. Viola et. al. [80, 81] et
pourrait, en principe, servir a cette fin. Cette technique, dite de 'controle "bang-
bang" quantique', est basee sur 1'application repetee de impulsions inversant 1'etat
des qubits et conduit a 1'inhibition de la decoherence si Ie delais entre ces impulsions
est plus petit ou de Pordre du temps de correlation de Fenvironnement. Ce temps
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de correlation est donne par 1'inverse d'une frequence de coupure naturelle Tc ~ u^
(frequence de coupure ultraviolette) et determine 1'echelle de temps la plus rapide de
1'environnement. Dans ce contexte, on montre facilement, a 1'aide de la theorie de
Phamiltonien moyen [79, 82] (voir en particulier la relation (38) de la reference [82]),
que la sequence (5.23) avec (f) = TT conduit a une supression des couplages en 0-3. et o-y
avec Penvironnement.
Notons que dans Ie cas de semiconducteurs, ou la decoherence est causee par les
phonons, Tc est donne par 1'inverse de la frequence de Debye ujc ^ 1013s-l [81]. Dans
Ie cas des qubits supraconducteurs consideres ici, T tres petit signifie r ^ 4» ()u
tb ~ l/Vf est Ie temps ballistique (Ie temps requis pour la formation des niveaux
d'Andreev dans la partie normale du systeme), I la taille du systeme et Vf la vitesse
de Fermi. Des estimations de la reference [4], on & I ~ 10 A, v/ ~ 10 7cm/s et
done tb ~ 10- s, un estimation similaire a celui de la reference [81]8. Toutefois,
Fapplication de la refocalisation dans Ie contexte de la reduction de decoherence peut
s'averer difficile en pratique. Cela est du, en particulier, aux tres petites echelles de
temps en jeux.
En plus des operations logiques sur un qubit, des operations non locales a plusieurs
qubits sont necessaires. Dans ce systeme, une telle operation est realisee en ouvrant la
de de parite connectant les terminaux A de qubits adjacents (figure 5.8). Avec cette
de ouverte, un courant Josephson circule entre les etats de phases opposees (Ie courant
Josephson dependant de la difference de phase entre les electrodes supraconductrices).
Ainsi, un courant ne circule pas pour les combinaisons | 00) et 111), tandis qu'un
courant Josephson circule pour | 01) et 110) qui correspondent a des etats de phases
opposees. A ce courant est associe une energie Josephson Ej ~ [1 - cos(2(^o)] et les
etats de phases opposees accumulent en consequence une phase Ejt/h avec Ie temps :
I oo) +101} +110} +1 ii) -4 | 00) + e-iEJtlh | 01} + e-iEJt/h 110} + 111). (5.26)
Cette evolution correspond a 1'application d'une phase relative conditionnelle (CP(7),
8I1 est important de comprendre que les temps donnees ici ne sont pas les temps de decoherence
mais bien les temps de correlation. Ceux-ci sont en general beaucoup plus petit que les temps de
decoherence.
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pour Conditionnal Phase shift) et peut etre representee dans la base de calcul, a une







ou 7 = Ejt/h. Remarquons que 1'etat initial de la relation (5.26) est separable tandis
que Petat final ne 1'est pas. L'operation CP(7) correspond done bien a une operation
non locale.
Puisque cet operateur est diagonal dans la base de calcul, il commute avec la
sequence de refocalisation. Ainsi, si Penergie Josephson Ej correspondante ne per-
turbe que legerement les niveaux d'energie des qubits individuels, cette derniere
operation peut etre realisee simultanement avec la sequence de refocalisation. Cette
condition peut toujours etre realisee'par un choix approprie du voltage Vg de la de
de parite, de ce fait choisissant la transparence (i.e. la probabilite tunnel) et 1'energie
Josephson correspondante. L'evolution d'une paire de qubits subissant Poperation






ou on a utilise (2.8) pour ecrire de fa^on matricielle 1'effet de la refocalisation sur une
paires de qubit. Ainsi, 1'operation CP n'est pas perturbee par Ra;.
A Faide de ces operations sur un et deux qubits, il est possible de realiser Poperation
logique Controlled-NOT sur une paire de qubits. En effet, €N12 est realisee sur ce
systeme, a une phase globale pres, par la sequence de transformations
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CNi2 = 6t57r/4R,2(7T/2)R,2(7T/2)M7T/2)R^(7T)R.l(7T/2)
XCP(7T/2)R,2(7T/2)R,2(37T/2)R,2(7T/2),
ou Raj applique Ra sur Ie jleme qubit tout en laissant les autres inchanges, par exemple :
Rzi = R^(g)l0---0]I.
De plus, dans 1'architecture proposee a la figure 5.8 il n'est possible d'appliquer
des portes non locales que sur des qubits (physiquement) adjacents. Afin de realiser
un calcul quantique utile, il est necessaire d'interagir avec plusieurs qubits. On doit
alors introduire un operateur qui echange 1'etat de deux qubits. Un tel operateur,
note Sw^, a deja ete introduit (section §2.3) et est obtenu par Papplication de trois
Controlled-NOT. Puisque Ie Controlled-Not est dans notre repertoire, Ie Swap Vest
aussi.
L'utilisation repetee de cet operateur permet de juxtaposer toutes paires de qubits
et, de ce fait, d'appliquer un Controlled-NOT sur toutes paires de qubits. Considerons
par exemple Ie cas d'un registre de trois bits quantiques |a,6,c). Afin d'appliquer
CNi3 sur ce registre les operations suivantes sont necessaires
CNis | a, 6, c) = Sw23CNi2Sw23 I a, 6, c)
=Sw23CNi2|a,c,6)
= Sw23 | a,a 9 c,&)
= |a,6,a © c).
La generalisation a un nombre arbitraire de qubits s'ensuit facilement.
En somme, on a montre comment appliquer les operations logiques Rx(0) et Rz(ip)
sur un bit quantique et 1'operation non locale CP(7) sur deux bits quantiques. On a
ensuite montre comment obtenir un C NOT de ces operations de base. En raison des
relations de commutation entre les matrices de Pauli, ces deux rotations sur un qubit
sont suffisantes pour generer SU(2). Par des combinaisons appropriees de Ra; et R^, il
est done possible de realiser toutes les operations logiques a un qubit sur ce systeme.
Puisque 1'on peut realiser la porte Controlled-Not a 1'aide de ces rotations et de
la transformation CP, on en deduit, des resultats de [19] et de la section §2.4, que
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{Ra;, Rz, CP} forment un ensemble complet pour Ie calcul quantique. II est ainsi pos-
sible de generer SU(2n) sur un tel ordinateur quantique supraconducteur de n qubits
a Paide de sequences appropriees d'operations choisies dans Pensemble {Ra., R^, CP}.
L'architecture proposee a la figure 5.8 correspond done a un ordinateur quantique
universel.
5.8 Estimations et ordres de grandeur
Presentons maintenant quelques estimations et ordres de grandeur pour un qubit
base sur les jonctions D-(barriere de grain)-D, figure 5.8b). Premierement, Ie flux
magnetique associe au courant spontane circulant dans la barriere de grain, figure
5.5, est donne par ^s = cLIs. En approximation, on considere une boucle de courant
circulaire de rayon R de sorte que 1'inductance est ~ R/c2 [83]. La densite de courant
dans la barriere de grain est estimee a [4, 75]
,,~^, (5.3.)
ou Vf est la vitesse de Fermi, Xf la longueur d'onde de Fermi et A 1'aire de lajonction
(notons que que jc est une densite de courant de surface : [jc\ = [A/cm]). Dans notre
cas, on prend R ~ 1000A, Vf ~ 107cm/s et A/ = h/m*Vf ~ h/lOrrieVf ~ 5A ou
m* ~ lOme est la masse effective dans Ie YBCO [83]. On peut done ecrire pour Ie
flux spontane
^ ^ ^- ^ lN^eVf. (5.32)
c c
ou N^_ ~ -R/A/ est Ie nombre de modes de transport dans Ie systeme [64]. En unite
de quantum de flux magnetique, ^o = hc/2e, on peut reecrire cette expression sous
la forme
N^evf 2e ^ e2 N^_Vf ^ 1 ^ v;
^ ^ _^__^^_ ^ ^ ^—— ^o ~ -^—— ^o- (5-33)
C hC ~ HC T\ C ' \.'6'( 7T C
A Paide des ordres de grandeur annonces, on trouve $5 ~ 10-4^o. Determinons
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maintenant Ie moment magnetique m^ associe a ce courant spontane. On sait que Ie
module du moment magnetique est I/c x Aire. On obtient done dans notre cas
3,R , _ ^ ^e^;ms~:—A~———. (5.;
c c
En fonction du magneton de Bohr, P.B == e^/2mg, on reecrit mg comme
^meN^Rvf
ms ~ ————- ^B (^-
pour obtenir mg ~ 10 fip.
Dans la region normale de la jonction, les modes de transport sont formes par les
niveaux d'Andreev. Ces niveaux sont quantifies et 1'energie moyenne e entre deux de
ces niveaux est 4, 64, 75]
c~ ^ ~ 10-16 erg. (5.36)
En raison de cette quantification, il n'y pas d'excitation elementaire dans la region
normale de la jonction ayant une energie inferieure a e. De ce fait, si la temperature
du systeme est inferieure a T ~ e ka ~ ^-K les excitations thermiques sont gelees.
Le transport a travers la region normale se fait alors de faQon coherente et done
sans dissipation. Toutefois, les fluctuations de phase dans Ie terminal A generent
un voltage CA (eq. (5.2)) et ce voltage peut provoquer des transitions interniveaux.
Dans ce cas, Ie transport n'est plus coherent et il y dissipation. Pour eviter cette
situation, on doit avoir
t2e(Vj} ~ h^/{y2) ~ ^o < e, •' (5.37)
ou (Jo ~ \/N\_e£Q/h [75] est la frequence des oscillations autour des minimas du
potentiel de la figure 5.6 et £Q est 1'energie electrostatique due a la capacite classique
C du terminal A : CQ = e2/2C. En utilisant Pexpression approximative pour UJQ on
peut reecrire 1'inegalite (5.37) sous la forme
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^Q < ^ (5.38)
1±
ou encore, en utilisant la relation pour e
^o < ^. (5.39)
Puisque ~ 2R/Vf est Ie temps que prend un electron et Ie trou "reflechi" dans Ie
processus d'Andreev pour traverser la region normale, cette derniere inegalite signifie
que les oscillations de phase doivent etre suffisamment lentes pour laisser au systeme
Ie temps de reajuster les niveaux d'Andreev. Dans Ie cas contraire, Ie transport
coherent n'a pas Ie temps de s'etablir et un courant dissipatif circule alors. Pour que
cette contrainte soit respectee, on deduit de (5.38) que la capacite du terminal A doit
etre superieure ou egale a
=-2,
C^in = e^- ~ 10-13F. (5.40)
De meme, de (5.39) on obtient la frequence d'oscillations UJQ maximale :
^max ~ |-i ~ 1011S-1. (5.41)
A F aide de cette relation pour Umax on peut maintenant estimer Ie taux de transition
entre les deux etats de phase ±y?o- Des travaux de Leggett et. al. [68], on sait
que ce taux est donne par la somme du taux de transitions activees thermiquement
FA ~ UQe~u(o^kBT (au-dessus de la barriere de potentiel C/(0), figure 5.6) et du taux
de transitions tunnels YT ~ ujQe~u{Q}lfwo (sous la barriere). Le potentiel U(y) est
donne par la relation [64]
UW=r^(\<l>\-4>o)2, (5.42)
de sorte que £7(0) = A^j_€^/47r2. A la temperature T, 1'activation thermique est
negligeable de sorte que seul FT contribue. Pour ujmax (= ^/^ eq- (5.37)), on obtient
Ie taux tunnel maximal
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U(0) _]v, ( ^SL\2
FT max ~ ^maa- e-ft:^^ ~ t^max e~1'^^) . (5.43)
Pour (po ~ 0.27T (et done ^ ~ 0.3), on obtient FT de 1'ordre du G H z. La frequence
obtenue id est une estimation de la frequence caracteristique de 1'operation Rx(0). La
largeur des niveaux d'energie est de 1'ordre de AE ~ h//^t ~ hFT ~ 10- erg. Cette
derniere estimation correspond a Pordre de grandeur de 1'energie e minimale associee
a 1'operation Rz(y).
5.9 Perspectives
Considerons maintenant quelques avantages et inconvenients de cette architecture
particuliere d'ordinateur quantique pour ensuite aborder quelques aspects qui restent
a etudier.
Les jonctions presentees a la figure 5.8 ont 1'avantage d'avoir un flux magnetique
spontane ^5 beaucoup plus petit que Ie quantum de flux <I>o- Le couplage inductif
entre qubits et Ie couplage a Penvironnement (du a ce flux) est alors beaucoup plus
faible que dans Ie cas d'un SQUID, augmentant de ce fait les chances d'observer 1'efFet
tunnel coherent dans ce systeme. De meme, on remarque que la hauteur de la barriere
de potentiel U(0) = N^e^/^TT2 varie avec 0o et done avec 1'angle de desalignement
^. Ainsi, contrairement au cas de 1'architecture suggeree par lofFe et. al. [61], la
probabilite tunnel (5.43) peut etre choisie parmi une grande plage de valeurs, de
fa^on a obtenir des conditions optimales. De meme, et toujours contrairement a [61],
la hauteur de la barriere de potentiel separant un double puits d'un autre (figure 5.6)
est tres grande dans ce systeme et la probabilite tunnel alors presque nulle.
Mentionnons aussi' que, par opposition a 1'architecture suggeree -par Mooij et. al.
[84], les jonctions presentees a la figure 5.8 ont 1'avantage d'etre relativement facile-
ment integrables a une structure a plusieurs qubits.
Citons maintenant quelques problemes et difficultes potentiels. Premierement, la
mesure, Pinitialisation et 1'operation R^, telles que presentees id, necessitent une
pointe de microscope a force magnetique. Pour plus d'efficacite, on utilisera une
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pointe par qubit (ou par groupe de qubits). De plus, atm de minimiser Ie couplage
a Penvironnement, ces pointes devront etre reculees lors des calculs. En pratique, il
semble qu'il puisse etre difficile d'utiliser de telles pointes de microscope. D'autres
techniques pour realiser ces operations sont toutefois possibles. De plus, en pra-
tique, la difference de conductivite entre 1'etat ouvert et 1'etat ferme des cles de
parite (laissant circuler ou non un courant) n'est d'environ que d'un facteur cent [85].
Ainsi, ces elements causeront un couplage non voulu a la masse et aux qubits voisins.
Evidemment, les consequences d'un tel couplage peuvent etre desastreuses du point
de vue de la manipulation de Pinformation quantique. On peut toutefois s'attendre a
obtenir des cles de parite de plus en plus efficaces avec 1'amelioration des techniques
de fabrication.
Au niveau de la fabrication, il n'y a pas que les cles de parite qui causent probleme.
En efFet, la fabrication des jonctions DND qui sont au coeur de cette architecture
n'est elle-meme pas chose facile. En particulier, dans Ie cas des jonctions triangu-
laires, controler 1'angle de desalignement et par consequent la phase a 1'equilibre 0o
n'est pas une mince tache. Notons aussi que les jonctions fabriquees ne seront pas
toutes identiques. Ainsi, on doit s'attendre a des variations dans les proprietes (phase
a 1'equilibre, barriere tunnel, ...) des qubits. Ce probleme peut, en partie, etre resolu
en mesurant prealablement toutes les proprietes necessaires des qubits puis en cor-
rigeant classiquement pour ces differences lors de 1'application des portes logiques.
Notons par ailleurs que, contrairement a 1'architecture de Mooij et. al. [84] qui
n'utilise que des supraconducteurs conventionnels, on devra porter attention aux
quasiparticules nodales dans les qubits formes de supraconducteurs de type d qui
nous interessent ici [86]. Ainsi, avant de passer au laboratoire pour la realisation
experimentale d'un ordinateur quantique utile (n > 1000) utilisant ces jonctions,
beaucoup de travail theorique reste a faire.
En particulier, des estimations des dimensions et frequences caracteristiques de ces
jonctions ont ete presentees a la section §5.8 mais une analyse plus precise est requise.
En particulier, les energies caracteristiques correspondant aux rotations par rapport
aux axes z ainsi que Ej pour Poperation CP doivent etre determinees.
De plus, une analyse plus detaillee de la technique de refocalisation est necessaire.
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On doit entre autres s'assurer que la perturbation periodique n'entraine pas de transi-
tions dans un meme puit et entre les puits. L'utilisation potentielle de cette technique
de refocalisation global dans Ie cadre de la reduction de decoherence devra aussi etre
etudiee.
Beaucoup de travail reste a faire sur la caracterisation des sources de decoherence et
du temps de decoherence, ^, de ce systeme (critere #3 de la section §5.1). Ce temps de
decoherence doit etre compare aux frequences caracteristiques des operations logiques
afin d'obtenir une estimation du nombre de portes qu'il sera possible d'appliquer sur
ce systeme.
Deux series de resultats experimentaux recents sur des systemes supraconducteurs
mesoscopiques permettent toutefois d'etre optimiste quant au temps de decoherence
du systeme considere ici. En effet, une experience recente par un groupe frangais
87] montre qu'il est possible de preparer une 'boite supraconductrice' dans une su-
perposition coherente d'etats de charges. Cette etude montre aussi que la source de
decoherence principale pour un tel systeme est la dissipation induite par 1'environne-
ment electromagnetique du circuit. Le temps de decoherence estime est superieur a
10^5. Un second groupe a recemment pousse plus loin cette realisation experimentale
88]. En plus de preparer une superposition coherente d'etats de charges (i.e. un
qubit), ceux-ci ont reussi a controler 1'etat de ce qubit de fagon coherente a 1'aide
de courtes impulsions electriques. La figure 5.14 presente la 'boite supraconductrice'
utilisee par cette equip e.
[Q: tunnel junction
: capacitor




La 'boite', faite d'aluminium et de dimensions 700 x 50 x 15nm, contient ~ 108
electrons de conduction. Les energies caracteristiques du systemes sont : 1'energie
electrostatique correspondant a 1'ajout d'un electron sur la boite Ec = e2/C-z ^
liy^ueV, ou <7s est la capacite totale de la boite, 1'energie Josephson Ej((f) = 0) w
S4:p,eV et Ie gap supraconducteur A ^ 230/26 V. Les experiences sont conduites dans
un refrigerateur a dilution a la temperature cTenviron 30mK (ksT % 3p,eV)9. (No-
tons que Ej < Ec < A et que toutes ces energies sont beaucoup plus grandes que
kgT, ceci correspond au regime pour lequel les effets de parite sont importants [65].)
Pour ce systeme, Ie temps de decoherence mesure est d'environ 2ns. Ce resultat est
beaucoup plus petit que les IQ^s du groupe frangais et est du a 1'effet de la jonction
sonde (probe) qui 'mesure' constamment 1'etat du systeme. Malgre Ie cours temps de
decoherence obtenu, cette derniere experience montre la validite du concept de qubits
'mesoscopiques' qui nous interesse ici.
II sera aussi essentiel de calculer en detail 1'evolution d'un qubit lorsque celui-ci
est relie a la masse a 1'aide de la cle de parite et ainsi s'assurer que cette operation
correspond bien a une mesure a la von Neumann (i.e. projection orthogonale sur la
base de calcul). II sera aussi necessaire de determiner Peffet de cette mesure sur les
qubits adjacents. Un point de depart pour ces calculs sont les travaux recents de A.
Shnirman et G. Schon [89].
II sera de meme profitable de chercher des realisations plus efficaces des portes
importantes CN et Sw et d'optimiser Putilisation des 'Swaps'. En effet, 1'equation
(5.30) montre qu'il est tres couteux, en terme de nombre d'operations, de ne pouvoir
9 L'experience consiste a preparer Ie systeme de fa^on a ce que la boite soit electriquement neutre.
On note cet etat | 0) signifiant qu'il y a aucun (0) electron en exces.sur la boite. On applique ensuite
une impulsion electrique pendant un temps A< (les impulsions utilisees sont extremement courts et
varient entre 80 et 450ps). Cette impulsion est choisie de fa^on a ce que 1'etat initial, 10), entre en
resonance avec 1'etat ayant deux electrons en exces, | 2). II y a alors oscillations coherentes entre ces
etats. Apres 1'impulsion, la 'boite' se trouve dans une superposition coherente de ces deux etats,
leur poids respectif ne dependant que de la duree At. Suite a 1'impulsion, 1'etat | 2) relaxe vers 10)
par tunneling sequentiel de deux quasiparticules a travers la jonction sonde {probe). On mesure ce
courant a travers cette jonction, courant qui est proportionnel a 1'amplitude de probabilite que Ie
systeme se trouve dans 1'etat | 2). L'effet des oscillations coherentes et done du controle coherent est
mesure a 1'aide de ce courant.
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appliquer les portes non locales que sur des qubits adjacents. Pour realiser une telle
operation sur des qubits occupant initialement les positions k et / (avec I > fc),
2[(l—k)—l] applications de Sw sont necessaires. Cependant, il est possible cTappliquer
simultanement plusieurs portes sur des qubits ou des groupes de qubits differents. On
peut ainsi, selon Ie calcul effectue, realiser ces Sw 'en tache de fond' simultanement
avec les operations logiques sur les qubits actifs. De cette fagon, on peut faire en
sorte que les qubits impliques dans une operation non locale soient juxtaposes au
moment ou cette operation doit etre effectuee et ce, sans avoir a utiliser de cycles
d'horloge supplementaires. Suite a cette operation, on deplace ensuite 1'etat logique
de ces qubits vers la prochaine destination ou ils subiront une operation logique non
locale et ce, tout en continuant les operations logiques sur les qubits actifs. II peut
aussi etre avantageux de deplacer simultanement 1'etat logique de deux qubits devant
interagir (et non seulement un de ces qubits vers 1'autre). Ces faQons de proceder
doivent etre optimisees en fonction du calcul a effectuer.
De fagon alternative, on peut utiliser la teleportation quantique 38, 90] pour
deplacer rapidement 1'etat logique des qubits. Cette technique necessite toutefois,
pour chaque qubit a teleporter, la presence d'une paire EPR (i.e. un etat de la
base de Bell) distribuee entre Ie lieu source et cible. Puisque Pon ne peut creer
d'enchevetrement a distance, ces paires doivent avoir ete distribuees a 1'aide de Sw.
Utilisant ces paires comme canaux quantiques on peut rapidement deplacer les qubits
a 1'interieur du registre. Evidemment, toutes ces variantes utilisent Ie meme nombre
d'operations Sw, mais tentent de faire un meilleur usage de la ressource importance
qu'est Ie temps.
Finalement, puisqu'il est possible d'appliquer des operations logiques en parallele,
il semble qu'il sera possible d'effectuer du calcul quantique tolerant aux imperfections
(§4.2) sur ce systeme. Puisqu'il s'agit d'un aspect important, il peut etre profitable
de s'attarder aux limitations imposees par Ie fait qu'il ne soit pas possible d'appliquer
un CN avec un qubit source et plusieurs qubits cibles simultanement [40] et qu'il ne
soit possible d'appliquer les portes non locales que sur des qubits adjacents [41].
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Conclusion
Nous avons vu que les lois de la theorie quantique donnent acces a une grande puis-
sance de calcul. Les ressources principales d'ou un ordinateur quantique tire cette
puissance sont Ie principe de superposition, 1'interference et 1'enchevetrement. En
raison du principe de superposition, un ordinateur quantique explore lors des cal-
culs un espace de dimension exponentielle. Par 1'utilisation de cet espace exponentiel
(i.e. du parallelisme quantique), celui-ci peut venir a bout de certains problemes plus
rapidement que sa contrepartie classique.
Toutefois, 1'information quantique est tres fragile et subit rapidement la decoheren-
ce : 1'information de phase se retrouve alors encodee dans 1'environnement et les effets
quantiques sont perdus. Pour les systemes de taille importante la decoherence est
rapide. Heureusement, les techniques de correction quantique d'erreurs peuvent venir
a bout de ce probleme. En particulier, les techniques de calcul quantique tolerant
aux imperfections nous apprennent, qu en principe^ un ordinateur quantique ayant
un taux d'erreurs sufHsamment bas peut realiser des calculs arbitrairement longs.
Pour depasser Ie titre de probleme interessant en mathematique appliquee, un or-
dinateur quantique doit etre realise experiment alement. En pratique plusieurs con-
traintes se posent. En particulier, on doit etre capable de controler de Pexterieur 1'etat
des qubits tout en les isolant de 1'environnment de fa^on a limiter la decoherence.
Malgre ces difficultes, a ce jour plusieurs architectures ont ete presentees et, a 1'aide
des techniques de RMN, jusqu'a 7 qubits ont pu etre manipules de fa^on coherente.
Dans Ie but de realiser un ordinateur quantique utile (i.e. ayant plusieurs qubits), il
semble que les techniques plus traditionnelles de micro-fabrication presentent une so-
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lution favorable. Nous nous sommes done interesses a une architecture basee sur
1'utilisation de jonctions Josephson entre supraconducteurs de type d. Dans ce
systeme, la phase entre les electrodes supraconductrices joue Ie role de qubit. De
meme, Pinteraction entre les qubits est realisee a 1'aide de cles de parite. Nous
avons montre comment realiser sur ce systeme 1'initialisation et la mesure. Nous
avons egalement montre comment realiser un ensemble complet de portes logiques
sur ce systeme, prouvant par Ie fait qu'il s'agit d'un ordinateur quantique universel.
Pour arriver a ce resultat, nous avons utilise une technique de refocusing global
pour inhiber 1'evolution des qubits passifs. Cette technique peut etre utilisee simul-
tanement avec les operations logiques et peut, en principe, conduire a une reduction
de la decoherence. Plusieurs aspects de cette suggestion de realisation experimentale
restent toutefois a etudier. En particulier, une analyse detaillee des sources de
decoherence est necessaire.
Un ordinateur quantique capable de manipuler plusieurs qubits et ayant un long
temps de decoherence aurait une puissance de calcul a ce jour inegalee. Les appli-
cations principales d'un tel calculateur quantique seraient la factorisation de grands
nombres et la recherche dans des bases de donnees desordonnees. Une autre applica-
tion potentielle des ordinateurs quantiques est la simulation de systemes quantiques.
Toutefois, avant la realisation d'un systeme de traitement de 1'information quan-
tique umversel (> 106 qubits), beaucoup de travail (et possiblement de temps) reste.
Le chemin menant vers un tel systeme est parseme d'embuches mais aussi de physique
et de realisations passionnantes : ingenierie d'etats quantiques, controle coherent de
systeme quantique, cryptographie quantique, communication quantique, non localite,
teleportation quantique ... Etudes qui menent, en bout de ligne, a une meilleure




Manipulation symbolique de qubits
a Paide de Mathematica
Dans cette annexe, on decrit un ensemble de fonctions (ecrites a 1'aide du langage de
manipulation symbolique Mathematica, version 3.0) permettant de simuler 1'applica-
tion d'operations logiques sur un registre quantique. Ces procedures facilitent les
calculs associes a 1'evolution d'un ensemble de qubits, calculs souvent simples mais
lourds. Elles seront done appreciees, par exemple, dans Ie developpement de nouveaux
circuits quantiques.
A.l Representation des kets
On definit un ket par deux tableaux. Le premier decrit les etats presents dans la
superposition et Ie second leur coefficient respectif. Par exemple, la superposition
-^|00}+|H) s'ecrit
{{{0, 0}, {1, 1}}, {l/Sqrt[2], l/Sqrt[2]}}
On peut aussi utiliser la representation decimale pour decrire Ie meme etat :
{{0, 3}, {l/Sqrt[2], l/Sqrt[2]}}




ketDec[n_,x_]:=Join[{Range [0,2-n-l]}, {Table[x[i],{i,0,2'n-l}] }]
Le premier parametre definit Ie nombre de qubits dans la superposition et Ie second,
1'index des coefficients. Par exemple, une superposition arbitraire de 5 qubits est
ketDec[5,a]
{{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31}, {a[0], a[l], a[2], a[3], a[4], a[5],
a[6], a[7], a[8], a[9], a[10], a[ll], a[12], a[13], a[14], a[15], a[16], a[17], a[18],
a[19], a[20], a[21], a[22], a[23], a[24], a[25], a[26], a[27], a[28], a[29], a[30],
a[31]}}
Les coefficients a[x] doivent etre definis pour specifier completement 1'etat du systeme.
La fonction ketBin est 1'equivalent de ketDec pour la representation binaire
ketBin[n_,x_]:= Join [{IntegerDigits[Range[0,2~n-l],2,n]},
{Table[x[i],{i,0,2'n-l}]}]
Pour trois qubits on a par example
ketBin[3,a]
{{{0, 0, 0}, {0, 0, 1}, {0, 1, 0}, {0, 1, 1}, {1, 0, 0}, {1, 0, 1}, {1, 1,
0}, {1, 1, 1}}, {a[0], a[l], a[2], a[3], a[4], a[5], a[6], a[7]}}
On utilisera principalement la notation binaire. Celle-ci est mains compacte mais
simplifie 1'application des portes logiques.
A.2 Operations Logiques
Decrivons d'abord 1'application des operateurs de Pauli. On applique la matrice de
Pauli Os SVLT un ket arbitraire a 1'aide de la fonction suivante (Ie premier parametre
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est Ie nom du ket cible et Ie deuxieme, la position du qubit sur laquelle 1'operateur
agit) :
sx [y_,z_]:= (A2temp[x_] :=Mod[x+1,2] ;
MapAt[A2temp,y, Table[{1,i,z},{i,1,Length[Part [y,1]]}]])
Par exemple sur la superposition arbitraire de 3 qubits on obtient lors de 1'application
de sx sur Ie troisieme qubit :
sx[ketBin[3,a],3]
{{{0, 0, 1}, {0, 0, 0}, {0, 1, 1}, {0, 1, 0}, {1, 0, 1}, {1, 0, 0}, {1, 1,
1}, {1, 1, 0}}, {a[0], a[l], a[2], a[3], a[4], a[5], a[6], a[7]}}




Finalement on applique o-y (on applique o-z puis o~x) a 1'aide de sy:
sy[y_,z_]:= (sytemp=sz[y,z];sx[sytemp,z])
Decrivons maintenant comment appliquer un controlled-NOT, une phase condition-
nelle et la porte d'Hadamard. La fonction CNl applique la porte logique Controled-
NOT sur un ket general y (Ie premier argument) avec comme bit source x (deuxieme










temp [i]=ReplacePart [temp [i-1] ,Mod[y[[l,i,x]]+y[[l,i,z]] ,2] ,-[l,i,z}]] ;
Return[temp[CNltemp]])]
Par exemple pour 1'etat
ketBin[3,a]
{{{0, 0, 0}, {0, 0, 1}, {0, 1, 0}, {0, 1, 1}, {1, 0, 0}, {1, 0, 1}, {1, 1,
0}, {1, 1, 1}} , {a[0], a[l], a[2], a[3], a[4], a[5], a[6], a[7]}}
on a
CNl[ketBin[3,a],1^2]
{{{0, 0, 0}, {0, 0, 1}, {0, 1, 0}, {0, 1, 1}, {1, 1, 0}, {1, 1, 1},
{1, 0, 0}, {1, 0, 1}}, {a[0], a[l], a[2], a[3], a[4], a[5], a[6], a[7]}}
Ainsi, apres application de cette operation, Ie qubit z prend comme valeur x © z (et





CNtemp2=Length [Part [y, 1] ] ;










Cette fonction prend comme argument un nombre arbitraire de qubits sources. Ainsi,
CN[y,a,al,d] applique 1'operation NOT sur Ie d ieme qubit du ket y si les qubits
specifies par la liste a ont chacun la valeur specifiee par la liste al. Par exemple, pour
1'etat
ketBin[4,a]
{{{0, 0, 0, 0}, {0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 1}, {0, 1, 0, 0}, {0,
1, 0, 1}, {0,1, 1, 0}, {0, 1, 1, 1}, {1, 0, 0, 0}, {1, 0, 0, 1}, {1, 0, 1, 0}, {1,
0, 1, 1}, {1, 1, 0, 0}, {1, 1, 0, 1}, {1, 1, 1, 0}, {1, 1, 1, 1}}, {a[0], a[l], a[2],
a[3], a[4], a[5], a[6], a[7], a[8], a[9], a[10], a[ll], a[12], a[13], a[14], a[15]}}
F operation suivante change la valeur du quatrieme qubit, si Ie premier qubit prend la
valeur 1, Ie second 0 et Ie troisieme 1:
CN[ketBin[4,a],{l,2,3},{l,0,l},4]
{{{0, 0, 0, 0}, {0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 1}, {0, 1, 0, 0}, {0,
1, 0, 1}, {0, 1, 1, 0}, {0, 1, 1, 1}, {1, 0, 0, 0}, {1, 0, 0, 1}, {1, 0, 1, 1}, {1,
0, 1, 0}, {1, 1, 0, 0}, {1, 1, 0, 1}, {1, 1, 1, 0}, {1, 1, 1, 1}}, {a[0], a[l], a[2],
a[3], a[4], a[5], a[6], a[7], a[8], a[9], a[10], a[ll], a[12], a[13], a[14], a[15]}}
L'operation Cpi, applique une phase em sur chacun des etats de la superposition dont









temp[i]=ReplacePart[temp[i-1] , -y [ [2, i] ] , {2, i}] ,
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{{{0, 0, 0, 0}, {0, 0, 0, 1}, {0, 0, 1, 0}, {0, 0, 1, 1}, {0, 1, 0, 0}, {0,
1, 0, 1}, {0, 1, 1, 0}, {0, 1, 1, 1}, {1, 0, 0, 0}, {1, 0, 0, 1}, {1, 0, 1, 0}, {1,
0, 1, 1}, {1, 1, 0, 0}, {1, 1, 0, 1}, {1, 1, 1, 0}, {1, 1, 1, 1}}, {a[0], a[l], a[2],
a[3], a[4], a[5], a[6], a[7], a[8], a[9], -a[10], -a[ll], a[12], a[13], a[14], a[15]}}
L'operation H applique la matrice d'Hadamard sur Ie qubit re du ket y. Rappelons
que la matrice d'Hadamard 2x2 agit comme suit sur les etats de la base {| 0), 11)} :














A.3. EXEMPLE D'APPLICATION : CORRECTION QUANTIQUE
D'ERREURS
temp[i]=Insert[Htemp2[i] ,z[i]*y[[2,i]] ,{2,i+n+l}] ;
];
Join[{Part[temp[Length[Part [y, 1] ] ] , 1] },
{1/Sqrt[2]*Part[temp[Length [Part[y,1]] ] ,2]}]
)3





{{{0,0},{1,0},{0, 1}, {1, 1},{0,0}, {1, 0},{0,1},{1, 1}}, { a[0]/Sqrt[2],
a[0]/Sqrt[2], a[l]/Sqrt[2], a[l]/Sqrt[2], a[2]/Sqrt[2], -a[2]/Sqrt[2], a[3]/Sqrt[2],
-a[3]/Sqrt[2]}}
A.3 Exemple cTapplication : correction quantique
cTerreurs
En guise d'exemple d'application, on appliquera les portes definies precedemment au
code correcteur [[1,5,1]] (Laflamme et. al. [34]). Pour ce code, 1'etat initial est
I 0) I 0} (a | 0) + b\ 1)) | 0} | 0), ou Ie troisieme bit est celui a proteger et les autres des
auxiliaires. La sequence d'operations logiques de la fonction encodeur correspond
au circuit encodeur decrit par Laflamme et. al. :
encodeur[a_,b_]:=
Module[{ini,inil, ini2,ini3,ini4 ,ini5,ini6, ini7,ini8,ini9 ,inilO,inill},
(















On verifie (voir [34]) que ce circuit donne bien Ie resultat attendu :
encodeur[a,b]
{{{0, 0, 0, 0, 0}, {0, 0, 1, 1, 0}, {0, 1, 0, 0, 1}, {0, 1, 1, 1, 1}, {1, 0, 1, 0, 1},
{1, 0, 0, 1, 1}, {1, 1, 1, 0, 0}, {1, 1, 0, 1, 0}, {0, 0, 1, 0, 1}, {0, 0, 0, 1, 1},
{0, 1, 1, 0, 0}, {0, 1, 0, 1, 0}, {1,0,0,0,0}, {1, 0,1,1,0},{1, 1, 0, 0, 1},{1,
1, 1, 1, 1}}, {a/(2*Sqrt[2]), a/(2*Sqrt[2]), a/(2*Sqrt[2]), -(a/(2*Sqrt[2])),
a/(2*Sqrt[2]), -(a/(2*Sqrt[2])), a/(2*Sqrt[2]), a/(2*Sqrt[2]), -(b/(2*Sqrt[2])),
-(b/(2*Sqrt[2])), b/(2*Sqrt[2]), -(b/(2*Sqrt[2])), -(b/(2*Sqrt[2])), b/(2*Sqrt[2]),
b/(2*Sqrt[2]), b/(2*Sqrt[2])}}






















Cette derniere fonction utilise la fonction ketreduce qui simplifie la description
des superpositions d'etats en additionnant les coefficient des etats equivalents :
ketreduce[y_]:=
Module[{temp,dumy, duml,dum2,boucle2 ,limite,nbr, posi},
























boucle2=0;) (*le Else du If*)
]; (*fin du If*)
limite=limite-boucle2;
)]; (*fin du For i*)
temp[i-1]
)]
Le "circuit" decodeur utilise aussi la fonction nonnul qui ne conserve que les etats



















Applique a 1'etat encode, on retrouve 1'etat initial a 1'aide du circuit decodeur :
decodeur[encodeur[a,b]]
{{{0, 0, 0, 0, 0}, {0, 0, 1, 0, 0}}, {a, b}}
Simulons maintenant une erreur de phase sur Ie troisieme qubit de 1'etat encode en
appliqant la matrice de Pauli a^ sur ce qubit :
sz[encodeur[a,b],3]
{{{0, 0, 0,0,0}, {0, 0, 1, 1, 0}, {0, 1, 0, 0, 1}, {0, 1, 1, 1, 1}, {1, 0, 1, 0, 1},
{1, 0, 0, 1, 1}, {1, 1, 1, 0, 0}, {1, 1, 0, 1, 0}, {0, 0, 1, 0, 1}, {0, 0, 0, 1, 1},
{0, 1, 1, 0, 0}, {0, 1, 0, 1, 0}, {1, 0,0,0,0}, {1, 0,1,1,0}, {1, 1, 0,0,1}, {1,
1, 1, 1, 1}}, {a/(2*Sqrt[2]), -(a/(2*Sqrt[2])), a/(2*Sqrt[2]), a/(2*Sqrt[2]), -
(a/(2*Sqrt[2])), -(a/(2*Sqrt[2])), -(a/(2*Sqrt[2])), a/(2*Sqrt[2]), b/(2*Sqrt[2]),
-(b/(2*Sqrt[2])), -(b/(2*Sqrt[2])), -(b/(2*Sqrt[2])), -(b/(2*Sqrt[2])), -(b/(2*Sqrt[2])),
b/(2*Sqrt[2]),-(b/(2*Sqrt[2]))}}
On decode maintenant cet etat a 1'aide du circuit decodeur :
decodeur[sz[encodeur[a,b],3]]
{{{1, 0, 0, 1, 0}, {1, 0, 1, 1, 0}}, {a, -b}}
On obtient done pour Ie qubit logique (Ie troisieme qubit) Petat a | 0) — b 11) et Ie
syndrome 11) | 0) [ 1) | 0) ce qui correspond au resultat attendu (voir [34] pour plus de
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details sur ce code correcteur et en particulier pour la correspondance entre erreurs
et syndromes).
A.4 Exemple cTapplication : Circuit de la figure
4.3
Comme dernier exemple, voici Ie code correspondant au circuit de la figure 4.3 (ce
code ne decrit que la premiere etape de ce circuit; voir section §4.1) servant a la
detection d'erreur de phase pour Ie code [[1,9,1]] de Shor :
circuitphase[y_]:=
Module[{temp,tempi,temp2 ,temp3,temp4,temp5,temp6 ,temp7,temp8, temp9,
templO,tempil,templ2,templ3,templ4,templ5,temple,templ7,templ8,templ9,





































On utilise les fonctions ketreduce et nonnul pour diminuer 1'espace memoire req-
uis. Applique sur 1'etat encode | 0)^, on s'attend a obtenir du circuit 4.3 Ie syndrome
I 000) et c'est effectivement Ie resultat obtenu a Paide de la fonction circuitphase.
Ainsi, applique sur 1'etat | 0)^ on obtient
{{{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0},
{0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0},
{1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0},
{1, 1,1,1, 1, 1, 0, 0, 0, 0, 0, 0}, {1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0}},
{l/(2*Sqrt[2]), l/(2*Sqrt[2]), l/(2*Sqrt[2]), l/(2*Sqrt[2])', l/(2*Sqrt[2]),
l/(2*Sqrt[2]), l/(2*Sqrt[2]), l/(2*Sqrt[2])}}
En notation habituelle, ce dernier resultat s'ecrit :
-L^= (I ooo) +1 111})(I 000) +I 111})(1000)+I 111)) 0 I 000) EE 10)^ I 000) (A.2)
2v/2
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et correspond au resultat attendu.
Ainsi, Ie code decrit dans cette annexe peut etre utilise pour calculer 1'efFet de
circuits quantiques sur les etats de la base de calcul. Cependant, les ressources en
memoire et temps necessaires pour un tel calcul augmentent rapidement avec Ie nom-
bre de qubits. On ne doit toutefois pas s'en etonner puisqu'il s'agit d'une simulation
classique d'un systeme quantique (voir a ce sujet la section §2.5). Notons que dans Ie
code presents ici peu d effort ont ete investi dans 1'optimisation de ces ressources. Fi-
nalement, 1'utilisation du langage de programmation C, plutot que de Mathematica,
permettrait possiblement d'obtenir un gain en rapidite considerable.
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