We develop a systematic approach for the analysis of 2-D refraction experiments using traveltimes that allows progressive improvement of velocity structure through a sequence from 1-D models to pseudo-2-D models, and then 2-D models. The approach consists of three steps. First, 1-D velocity models are constructed for each segment of the pro¢le using a genetic algorithm inversion, and then pseudo-2-D models are constructed using a turning point approximation. The purpose of this step is to provide an approximate image of 2-D velocity structure, and to infer the number and general location of layer boundaries. The second step uses 1-D layered modelling, again with a pseudo-2-D conversion, to generate a rough 2-D layered structure. The third step consists of smoothing the pseudo-2-D model in order to create initial models for use in 2-D inversion and the construction of a 2-D model using a Bayesian formulation of non-linear iterative inversion. All the steps exploit traveltime data for the ¢rst arrival and do not use any trial-and-error forward modelling. The progressive approach is e¤cient because the results of each step are employed as the initial model for the next step. The method is applied to real data from an along-strike experiment and also to a related synthetic example so that the quality of the solution can be judged. The results indicate that the method is robust, and this is con¢rmed by a further synthetic example that represents a survey across a trench and dipping subduction zone. The systematic approach to the inversion of refraction data enables a complex inversion to be undertaken in 1 or 2 days. The sequential approach allows the incorporation of additional information if desired.
INTRODUCTION
Refraction experiments using arti¢cial sources are one of the major methods for revealing the velocity structure of crust and uppermost mantle. For analysis in terms of 1-D velocity models, there are many methods using inversion techniques (e.g. Diebold & Sto¡a 1981; Sambridge & Drijkoningen 1992) . However, for analysis using 2-D models, many studies have used trial-and-error forward modelling with ray tracing for the interpretation of 2-D refraction data. Such modelling is very time consuming and considerable experience and knowledge of ray tracing procedures is required for satisfactory results.
A further limitation of this style of modelling is that it cannot provide any objective estimates of the uncertainty and resolution of model parameters. On the other hand, in recent years some authors have developed inversion methods for 2-D refraction analyses, and applied these to actual data (e.g. Zelt & Smith 1992; Toomey et al. 1994; Zelt & Forsyth 1994; McCaughey & Singh 1997; Mochizuki et al. 1998) . Such inversion methods can estimate the uncertainty and resolution of model parameters, and provide quantitative estimates of the reliability of the estimated models. However, because the optimization problem of traveltime ¢tting for 2-D structures is highly non-linear, these inversion methods depend strongly on the initial model. If a proper initial model is not provided, the results from the inversion may be trapped in local minima or may become unstable. 1-D models are too simple to use as initial models of 2-D inversion for fully 2-D structure. Mochizuki et al. (1998) used a 2-D trial-and-error modelling with help from a linear traveltime inversion to construct a suitable initial model; this procedure is still time consuming and requires some experience with ray-tracing procedures. In contrast, Zelt & Forsyth (1994) used a layer-stripping approach and phase identi¢cation of traveltime data including later phases. However, they used a 1-D laterally homogeneous starting model for each layer. Their procedure also requires prior information of the number of layers to be used, and experience and previous knowledge to pick and identify the phases of the traveltimes. This paper presents a systematic approach to 2-D refraction analysis, exploiting the traveltimes of refracted arrivals, in which we make a progressive model development leading to full 2-D velocity structure models. We start by building a set of 1-D models from individual refraction results, for example, from a single ocean bottom seismometer. From this set of models we construct pseudo-2-D models using a turning point approximation, and ¢nally we invert for 2-D models. This sequence of model construction means that a group of estimated 1-D models are used as the initial models for the pseudo-2-D process, and a smoothed version of the pseudo-2-D model is used as an initial model for the 2-D inversion. In none of these procedures is trial-and-error modelling employed. We use traveltime picks from just the ¢rst arrivals, which are easiest to pick, and no identi¢cation of phases is thereby required. As a result, the progressive model development approach is e¤cient and robust for non-linear 2-D refraction modelling.
PROGRESSIVE MODEL DEVELOPMENT
The progressive model development approach consists of three steps. First we will present brief explanations of each of the stages in this approach, and then these will be illustrated in examples of both real and synthetic data inversions.
Step 1 is to use each of the component refraction pro¢les to generate a set of 1-D models that provide an approximate ¢t to the ¢rst arrival times for the individual data sets. The objective is to provide a rough image of the 2-D velocity structure and in particular to get a measure of the number and location of layer boundaries required to represent the data. We construct continuous 1-D velocity models for each side of each receiver (for marine experiments) or each shot (for land experiments) using ¢rst-arrival traveltime data. In this modelling, we use the global search approach of genetic algorithms (Sambridge & Drijkoningen 1992) , because we want a group of possible models that can explain the data approximately, and do not need the best-¢t model at this stage. A pseudo-2-D structure is then deduced by projecting the results for the individual 1-D models along the loci of the turning points of rays traced through the model. This approximate representation exploits the sensitivity of the traveltimes, for ¢xed source and receiver, to the velocity at the turning point level (see e.g. Kennett 1976; Kennett & Bowman 1990; Marquering et al. 1998 ). This representation is approximate but e¡ective if horizontal variation is not too strong, since it places the velocity estimate close to the horizontal position where the energy is turned back towards the surface. The ensemble of projected 1-D models provides a good basis from which to infer the number and location of layer boundaries. Where there are layer boundaries in the real structure, a high velocity gradient needs to be introduced in the 1-D velocity continuous model to represent the traveltimes. Since such high gradients produce strong ray bending, the turning points tend to concentrate at and around the high gradient zones. Hence, the concentration of turning points is a good indicator of the existence of layer boundaries.
Step 2 uses a further 1-D inversion with the genetic algorithm, but now for layered 1-D models, and then conversion to pseudo-2-D modelling using the turning point approximation. The purpose of this step is to make a rough 2-D layered structure. In Step 1, we have inferred the number and locations of the layer boundaries; using this information, we then search for possible 1-D layered models for each side of each receiver (or shot) using genetic algorithms. We then construct a pseudo-2-D layered model using the averaged 1-D structure of the 10 best models at each side of each receiver (or shot) with the aid of the turning point approximation.
Step 3 is to create initial models for 2-D inversion by smoothing the layered pseudo-2-D model and a non-linear iterative inversion to produce a 2-D velocity model based on a Bayesian formulation. The purpose of this step is to construct a set of 2-D initial models suitable for use in 2-D non-linear inversion and to make 2-D structure models that can provide a good representation of the traveltime data. The pseudo-2-D layered model estimated in Step 2 is often too rough to use as an initial model for 2-D non-linear inversion because of the limitations of the turning point approximation in zones of strong horizontal velocity gradients. We therefore smooth the pseudo-2-D layered model and can generate a set of initial models by changing the smoothing parameters. Then, the set of initial models is used in the 2-D non-linear iterative inversion; this helps us to avoid trapping by local minima. Adopting a Bayesian viewpoint (Jackson & Matsu'ura 1985) , we aim to maximize the posterior probability density function p(m), which includes prior probability density functions of model parameters,
where m represents the model parameters, d the traveltime data, T (m) the traveltimes calculated for the estimated model m, C d is the covariance matrix of data, m 0 are the initial values of the model parameters, C m is the covariance matrix of model parameters and c is some constant. The prior information associated with the model parameters can be inferred from the results of previous steps and a general knowledge of crustal structure. We use an iterative algorithm for the inversion developed by Jackson & Matsu'ura (1985) that allows us to estimate the covariance and resolution of the estimated model parameters. The requisite expressions are detailed in the Appendix.
APPLICATION OF PROGRESSIVE MODEL DEVELOPMENT
We illustrate the application of the progressive model development approach using a marine refraction seismic experiment that has many arti¢cial sources and a few receivers such as ocean bottom seismometers. Note that it is relatively easy to convert this example to compare with land experiments by exchanging sources and receivers.
We use data from a seismic refraction^re£ection experiment along the Nankai trough of the subduction zone o¡ the Kii Channel, Japan, using ocean bottom seismometers (OBSs) with arti¢cial sources . We analyze the data on the along-axis experiment line (east^west pro¢le 135 km long) of the survey. 10 OBSs were deployed with an interval of 15 km, and data were obtained from eight OBSs; the shot interval of explosive sources was 1.85 km. Record sections of this data are shown in Sato et al. (1998) . We extract the traveltime data for the ¢rst arrivals and use sea£oor and basement structure obtained from a re£ection survey.
We consider data from both the actual experiment and a synthetic model so that we are able to judge the quality of the inversion. Fig. 1 shows the synthetic test model 1 based on the studies by Mochizuki et al. (1998) and Sato et al. (1998) for this experiment. Layer 1 is the water layer, layer 2 represents the sediments, layers 3 and 4 are structures derived from the landward side, layers 5 and 6 are subducted oceanic layers 2 and 3 (which are called oceanic layers II and III hereafter to distinguish them from model layers) and layer 7 represents the upper mantle. Nine receivers are located on the ocean bottom every 15 km and sources are shot every 2 km. Synthetic ¢rst-arrival traveltimes are calculated using the programs developed by Zelt & Smith (1992) . We use traveltime data for ranges of less than 60 km between the sources and receivers, and add Gaussian noise with a standard deviation of 0.05 s. We assume that we know the structures of the ocean bottom and the basement because these are extracted from the re£ection pro¢le conducted along with the refraction survey.
Step 1 for test model 1
First, we construct 1-D velocity continuous models for each side of each receiver. The ¢rst-arrival data are corrected for water depth. We then perform 1-D traveltime inversion with the genetic algorithm (Sambridge & Drijkoningen 1992) , which requires us to set model parameter bounds. The bounds on the wavespeeds were set as shown in Fig. 2 based on previous studies in similar areas and general knowledge. We impose a constraint of no low-velocity zones in the models (i.e. no negative velocity gradients). The model is described by 11 parameters, and a velocity discretization of 0.2 km s {1 is applied at each depth. The initial population consists of 5000 models, and the genetic algorithm procedure is iterated three times with this large model population with the object of generating an ensemble of suitable models rather than a single`best-¢t' model. Examples of the results are shown in Fig. 2 for the average structures of the 10 best-¢tting models for each side of receiver 5. We can see that the results represent the true structure approximately, and indicate some di¡erences between the two sides of the pro¢le. The elapsed time for the inversion for one side of the receiver using a Sun Ultra 5 is about 1.5 min, including input and output procedures.
Next, we construct a pseudo-2-D structure using a turning point approximation with the group of 1-D models for the various receiver locations. For each of the estimated 1-D models we calculate the turning points of each ray as a function of depth and distance and then plot the loci of the turning points in two dimensions together with the associated velocities. In e¡ect, we take the 1-D velocity models and map them onto a trajectory moving away from the stationary receiver, retaining the depth variation. This turning point approximation attempts to place the velocity information in roughly the correct spatial relationship to the receiver. Fig. 3 shows the results of the mapping of the 1-D model turning point approximation with a superimposed contouring of the pseudo-2-D velocity ¢eld. We can recognize immediately that the left part of the structure is faster than the right part from this pseudo-2-D structure. We can also see that turning points concentrate at depths of about 3, 4.5, 8, 11 and 15 km. These depths correspond approximately to the layer boundaries of the true model. From these results, we infer that the appropriate number of unknown layer boundaries is 4, and the depths of the boundaries are about 4.5, 8, 11 and 15 km.
3.2
Step 2 for test model 1
In this step, we construct 1-D layered models for each side of each receiver, and a re¢ned pseudo-2-D layered model. We have modi¢ed the genetic algorithm inversion of traveltimes for 1-D models so as to be able to handle a layered 1-D structure. The probability distributions for a 1-D layered model needed to set up an e¤cient initial population are calculated as in Wiggins (1969) . Utilizing the results of Step 1, we take four unknown layer interfaces and set the model parameter bounds as shown in Fig. 4 . We assume that layers 5 and 6 in the model represent the oceanic layers II and III, based on the estimated velocities in
Step 1, and take narrow velocity bounds for these interfaces because we know the typical velocities of these layers. ray with velocity less than 3.5, between 3.5 and 4.5, between 4.5 and 6.0, between 6.0 and 7.5, and greater than 7.5 km s {1 , respectively. Each side result of each receiver is connected by a line. The contour interval is 0.5 km s {1 . The broken lines indicate sea£oor and basement boundaries, which we assume are known a priori.
The data set is the same as for Step 1: we use a velocity discretization of 0.2 km s {1 , a depth interval of 0.25 km, an initial population of 5000 models, and again iterate the genetic algorithms procedure three times. Examples of the results are shown in Fig. 4 , which represents the average structures of the 10 best-¢tting models for each side of receiver 5. The elapsed time for one side using a Sun Ultra 5 is about 2 min, including input and output procedures.
We then proceed to use the turning point approximation as in Step 1 to construct a pseudo-2-D layered model, and project the layer boundaries on each side of each receiver onto a 2-D plane. The results are quite similar to the true model but there is a tendency for the boundaries to be somewhat rougher. This arises from the limitations of the turning point approximationöthe velocities are placed close to the right position but the errors di¡er in each of the overlapping pro¢les and so tend to produce rough boundaries.
Steps 1 and 2 for the actual data set
We have so far illustrated the procedure using synthetic data but we need to be able to operate with data from actual ¢eld con¢gurations, where the patterns of observation are generally less than ideal. For the actual data set we employ the same model parameter bounds as in test model 1 (Fig. 2) , and illustrate in Fig. 5 the pseudo-2-D velocity continuous structure obtained by projecting the 1-D continuous models from the genetic algorithm inversion using the turning point approximation.
The results suggest that the west side is faster than the east side, and some structural changes occur near the centre of the survey area. Turning point concentrations can be seen at 3, 4, Figure 4 . The model parameter bounds for 1-D layered modelling using genetic algorithms and the results of 1-D modelling at receiver 5. Dotted lines with a number followed by t indicate model parameter bounds at the top of each layer, and broken lines with a number followed by b indicate those at the bottom of each layer. The line with circles is the result using the right-hand side data of the receiver and the line with triangles is the result using the left-hand side data. The structure just below the receiver is indicated by a line. 8, 11 and 14 km. The concentration at 3 km results from the basement boundary. We infer that we should use a layered model with four unknown boundaries.
In
Step 2, we conduct 1-D layered modelling as for the test model 1, with the additional constraint that the minimum layer thickness is 1 km. The pseudo-2-D layered structure derived from the set of layered inversions with the model bounds of Fig. 4 is shown in Fig. 6 . Dots in Fig. 6 indicate estimated points of layer positions and velocity values by the turning point approximation. The results strongly suggest that the depth of the subducted oceanic crust changes at the centre of the survey area, but the irregularities in the model may also arise from the simple approximations used to produce the pseudo-2-D structure.
3.4
Step 3 for the actual data set
In order to provide a suitable initial model for 2-D non-linear inversion, we need to smooth the pseudo-2-D layered structure from Step 2. We therefore ¢x the horizontal positions of the parameters (in this case, we set the horizontal interval of parameters to be 20 km) and then smooth the parameter values with respect to the horizontal coordinate as follows:
where x sij is the horizontal position and m sij is the depth or velocity value of the jth smoothed parameter at layer i, x pik and m pik are the horizontal position and depth or velocity value of the kth estimated point at layer i of the pseudo-2-D structure in Step 2, and n i is the number of estimated points at layer i. We can adjust the smoothness of the 2-D model by the parameter p. Fig. 7 In the 2-D inversion of the traveltimes, we use a model described by 120 unknown parameters: 32 boundary depth parameters and 88 velocity parameters. The data set comprises 332 ¢rst-arrival data from eight OBSs. The standard deviation of the time picks is taken to be 0.05 s. The Bayesian inversion procedure we use requires us to assign a priori standard deviations to the parameters. We have chosen standard deviations for the boundary depths of 1.0 km, and for the velocities of 0.2 km s {1 . The partial derivatives of the model parameters (A, see Appendix) for each iteration are calculated using the programs developed by Zelt & Smith (1992) . The ray paths and traveltimes are recalculated after each iteration. The inversion procedure is terminated when r k (see Appendix) becomes su¤ciently small or s(m) becomes stable. The elapsed time of one iteration, including input and output procedures, is about 1 min on a Sun Ultra 5. The criteria for the inversion were developed using synthetic model examples with and without noise. Fig. 8 shows the ¢nal results of the inversion (with ¢ve iterations of the non-linear procedure), the ray-path diagram, and a resolution plot summarizing the properties of the resolution matrix. The rms of the traveltime residual for this ¢nal model is 0.110 s, a signi¢cant reduction from the starting point. Estimation errors of parameters can be calculated from the covariance matrix C (see Appendix). Estimation errors are smaller at the points where resolution is better.
From the resolution diagram and the ray paths we can recognize the areas where this inversion cannot identify the nature of the structure. Multiple ray coverage is needed to provide adequate resolution of the horizontal variations, and the ray patterns are usually a good guide to the potential resolution. We can be reasonably con¢dent that the depth of the subducted oceanic crust changes at about 70 km. However, the shape of the Moho boundary at the eastern end of the pro¢le is uncertain because of poor data coverage.
From the same data set, Sato et al. (1998) estimated the 2-D structure of this line using the modelling procedure of Mochizuki et al. (1998) . They used a model with 198 unknown parameters and achieved an rms traveltime residual of 0.11 s. They showed that the Philippine Sea Plate is subducting at a shallow depth at the west side and a greater depth on the east side. The present results agree with the results of Sato et al. (1998) . The present model is much simpler (with a smaller number of parameters) than that of Sato et al. (1998) , and achieves a similar level of traveltime residual. Moreover, the time required to construct a model is just one or two days using the progressive model development approach, and more than 2 weeks employing the method of Mochizuki et al. (1998) because of the large trial-and-error component.
Assessment of models
We have demonstrated that we are able to achieve a good level of data ¢t for an actual data example, but this does not tell us how well the procedure is able to recover a known structure.
For this we need synthetic models, and we have therefore employed data calculated for test model 1, with and without added noise.
The inversion procedure in each case parallels the discussion we have presented for the real data example. With noise-free data we are able to achieve an rms traveltime residual of 0.011 s. The layer boundaries and velocity values agree closely with the true model except at the model £anks, where ray path coverage is insu¤cient. This means that the inversion procedure works very well for structures such as test model 1.
With the addition of Gaussian noise with a standard deviation of 0.05 s to the synthetic traveltimes, the inversion procedure based on the progressive model development continues to perform well, reaching an rms residual of 0.049 s in traveltime with the model illustrated in Fig. 9 . We show the layer boundaries estimated from the inversion as solid lines and the original model as dashed lines. At each velocity node we display the deviations of the velocity ¢eld from test model 1 in kilometres per second. The agreement of the model shown in Fig. 9 with the original model is quite good and is very encouraging for the reliability of the real data example.
A MORE COMPLEX EXAMPLE
The previous example shows that the progressive model development approach can estimate a 2-D structure easily and e¤ciently in the presence of moderate horizontal gradients. In this section, we investigate the performance of the procedure for a more complex structure with strong velocity gradients. The second test model (Fig. 10) represents a fully 2-D structure perpendicular to a trough at a subduction zone. Layers 1 and 2 are the water and sediment layers, layers 3, 4, and 5 are landward structures, layers 6 and 7 represents the oceanic layers II and III, and layer 8 is the upper mantle. 10 receivers are used with sources every 2 km. Synthetic ¢rst-arrival traveltimes are calculated for the model and corrected for water depth. The synthetic times are also used with Gaussian noise with a standard deviation of 0.05 s. We assume that the structure of layers 1 and 2 is known, for example, from a re£ection survey. 
Step 1 for test model 2
Since the structure perpendicular to the trough is known to be fully 2-D, we take two sets of model parameter bounds for the construction of the 1-D continuous velocity models. One set of bounds is for the oceanic structure and the other is for the land and subducted slab structure (Fig. 11) . The values of the bounds are quite generous and are taken from previous studies on similar areas. The oceanic bounds are applied to the data from both sides of receivers 1^4, and the ocean side of receivers 5 and 6. The land/subduction bounds are applied to data from the landward side of receivers 5 and 6 and both sides of the remaining receivers. We again impose a constraint of no lowvelocity zones. We use a 12-parameter representation of the 1-D velocity models, a velocity discretization of 0.2 km s {1 , and as in the previous examples an initial population of 5000 models and three iterations of the genetic algorithm inversion.
A pseudo-2-D structure constructed using the turning point approximation from the 1-D continuous models is displayed in Fig. 12 . We immediately gain the impression that the oceanic crust is subducting beneath the landward structure. From the concentration of turning points and the velocity contours, we may infer the approximate location of the oceanic crust. However, the detailed structure of the landward part of the pro¢le is not at all obvious.
4.2
Step 2 for test model 2
From
Step 1, we are able to infer the approximate location of the oceanic crust. For the receivers on the oceanic side (receivers 1^4 and ocean side of 5), we take two unknown layer interfacesöthe interface between oceanic layers II and III, and the Moho boundary. We set narrow velocity parameter bounds because we know the typical velocities of the oceanic layers II and III. Unfortunately, we cannot readily identify the likely location of the layers in the landward part. Thus, we ¢rst set three unknown interfaces for the land side of receiver 5 and the ocean side of receiver 6, and four unknown interfaces for the remaining receivers with wide model parameter bounds. The data are the same as in Step 1. The other parameters for the 1-D layered modelling are the same as those in Section 3.2.
The choice of the number of layers to be included is guided by the properties of the pseudo-2-D layered structures derived from the 1-D layered models. With a four-layer model the subducted oceanic layer II appears to turn upwards at the end of the right-hand side, which may mean that a four-layer model is not su¤cient to divide the landward structure from the subducted slab. As a result we construct an alternative set of model parameter bounds employing two unknown interfaces for receivers 1^4, three for receiver 5, four for receiver 6 and ¢ve for receivers 7^10. We also allow the possibility of low-velocity zones arising from the contrast between the landward part and the oceanic layer II. Fig. 13 shows the pseudo-2-D model constructed under this set of assumptions. We have achieved the goal of removing the upturn in the subducted oceanic layer II, and the rough model gives a crude representation of the true situation. In such a region with high horizontal velocity gradients, the errors in the turning point approximation accumulate rapidly with depth and are most evident in the sawtooth character of the lowest interface, arising from the alternate in£uences of the oceanward and landward components of the refraction pro¢les.
4.3
Step 3 for test model 2
In order to be able to undertake the ¢nal 2-D inversion we need to smooth the pseudo-2-D structure that is obtained from
Step 2 to eliminate the jagged features. Since we assume that the structure of layers 1 and 2 is known, the layer boundaries 4, 5 and 6 are smoothed from 60 to 140 km in horizontal distance. values. A smoother model (with p set to 22.5 km) has an rms traveltime residual of 0.207 s, again for 440 data. A somewhat rougher model (p set to 7.5 km) has an rms residual of 0.164 s for 433 data because the structure is so rough that some rays cannot reach the receivers. We therefore prefer to use the moderately smoothed model (p~15 km) for the 2-D inversion.
The smoothed structure shows that the layer boundaries 4 and 5 are close to the upper boundary of the slab (boundary 6). This may mean that the onset points of these landward boundaries are not ¢rmly determined, so that during the iterative inversion the landward part and the upper boundary of the slab may cross over one another. Such behaviour radically degrades the level of model improvement that can be achieved in the inversion. In order to overcome these problems, we construct a set of models that have di¡erent choices of the onset points of the boundaries on the landward side, and calculate the rms traveltime residuals for each model. We construct this set of models from the smoothed model (p~15 km) by forcing the onset points of the landward boundaries (4 and 5) to attach to di¡erent points on the upper boundary of the slab. Fig. 15 displays the variation of the rms residuals as a function of the position of the initial points of the two interfaces. The pattern of residuals suggests that a good con¢guration has the onset point of boundary 4 at about 70^80 km and the initial point of boundary 5 at about 100^120 km. We have chosen a model with initial points at 70 and 100 km for the initial model for the 2-D inversion. Fig. 16 shows the results of the inversion with 122 parameters and 440 noise-free data, where we have assigned standard deviations in the data of 0.05 s, in boundary depths of 1.0 km and in velocities of 0.2 km s {1 . In Fig. 16(a) we display a comparison of the estimated model that achieves an rms traveltime residual of 0.025 s with the true test model 2, as in Fig. 9 . We display the model from the inversion as solid lines and the original model as dashed lines. The values at each node represent the velocity deviations from the true model. The recovery of the original model is generally good except near the £anks, where the ray coverage is poor, as shown in Fig. 16(b) . Fig. 16(c) displays the resolution for the boundary depths and the velocities. The relatively poor resolution below layer 5 on the landward side results from the existence of a low-velocity zone in that area. The refracted data cannot resolve such a low-velocity zone.
The introduction of noise into the data using the same prior information for the inversion has the e¡ect of increasing the di¡erences at the base of the landward side (Fig. 17) . The con¢guration of the subduction zone is quite well resolved up to 100 km but diminishes rapidly towards the land. Clearly, an extended shot or receiver pattern would be needed towards the land to improve the de¢nition of the subduction zone at depth.
DISCUSSION AND CONCLUSIONS
We have shown that a progressive model development starting from a suite of 1-D models represents an e¤cient and robust approach to the inversion of 2-D refraction data using two model simulations and an application to real data. The essence of this approach is to build up the complexity of the model via a set of simple steps and to use the results of each stage as the initial models of the next step. We use a simple turning point approximation to estimate pseudo-2-D structure from 1-D models, and then by suitable smoothing create useful initial models for a Bayesian formulation of non-linear iterative inversion for 2-D models. This approach via progressive model development leads to considerable time savings compared to the use of schemes that include a trial-and-error component and uses only ¢rst-arrival traveltime data. We do need some knowledge about the nature of the structure in order to construct bounds on the model parameters for the 1-D inversion steps using genetic algorithms. This knowledge may fortunately be rather rough and general, and can be obtained from previous studies on similar areas.
We have used only ¢rst-arrival traveltime data because these can be easily identi¢ed. This restricted choice of data is one of the reasons why the resolution of velocities at the base of layers is rather poor in the results of 2-D non-linear inversions. To improve the resolution, we must extract further information such as arrival times of later refractions or re£ections. These data require phase identi¢cation before they can be incorporated into the inversion. With the aid of the 2-D model developed from the refracted data we can hopefully identify the phases of traveltime picks by comparison with the synthetic traveltime curves of refractions and re£ections. 2-D inversion using phase-identi¢ed traveltime data has been developed by Zelt & Smith (1992) and can be implemented with an augmented data set.
In the simulation using test model 2, we could not resolve the structure around low-velocity zones in the subducted plate using just the traveltime data. To resolve such parts, we would need to use data from amplitudes and/or waveforms. The development of 2-D inversion using such amplitude and/or waveform data requires accurate modelling in rather complex models for which ray methods alone are not likely to be adequate.
In the second step in our progressive model development scheme, the pseudo-2-D models can in places have rather bumpy boundaries. These arise because of the alternating in£uence of pro¢les in di¡erent directions in the presence of horizontal velocity gradients in the medium. Since we estimate a 1-D layered structure on each side of a receiver, horizontal velocity gradients tend to be mapped via the simple turning point approximation into depth changes of the boundaries on each side. We can use the size of the boundary irregularities to help estimate the horizontal velocity gradients or the dips of the layer boundaries and thereby aid the construction of the smooth models needed for the linearized 2-D inversion.
In the smoothing procedure to produce the initial model for the linearized 2-D inversion, we set the horizontal smoothing length to lie in the range 10^20 km, because the receiver interval is 15 km. This has produced satisfactory results but further work would be needed to make a systematic choice for the horizontal smoothing length. Also in the 2-D non-linear inversion, we have to be careful that the pursuit of data ¢t does not result in generating unduly rough structures with no obvious physical meaning. To force a smooth structure, we may include a roughness constraint in the inversion (Yabuki & Matsu'ura 1992) , but it is di¤cult to judge the appropriate value for the intensity of allowed roughness. In linear problems, an appropriate level can be estimated using an entropy maximization principle, ABIC (Akaike Bayesian information criterion; Akaike 1980); however, the present problem is non-linear, and the ABIC results cannot be transferred directly because marginal likelihood cannot be estimated analytically.
