Numerous statistical and dynamical models have been developed in recent years to forecast ENSO events. However, for most of these models predictability for lead times over 10 months is limited. It has been hypothesized that the tropical Pacific thermocline structure may have critical information to permit longer lead ENSO forecasts. Models that use subsurface sea temperature information have already been known to produce better long lead forecasts. Here, a two-stage statistical ENSO forecasting model is developed and demonstrated using the spatially distributed depth of the 208C isotherm (D 20 ) as a proxy for the thermocline. In the first stage, a nonlinear dimension reduction method [maximum variance unfolding (MVU)] is used to decompose the D 20 data into canonical modes. The leading spatial patterns as well as lagged values of Niñ o-3 are then used as predictors in a set of linear regression models to predict the Niñ o-3 index at lead times of up to 24 months. Cross-validated forecasts using this methodology are shown to have higher skill than those that use a dimension reduction of the same thermocline data using principal component analysis (PCA). The first three modes of the D 20 data as revealed by MVU account for 89% of the variance of the data, as compared to only 48% of the variance if PCA is used. The spatial patterns of the MVU modes partition the data field in a different way than the PC modes, even though some similarities exist as to the main regions that are active. These patterns and their temporal structure are discussed here, with a view to understanding the possible source of the longer-range predictability of ENSO using the MVU modes. The skill of the PCA-and the MVU-based forecasts of Niñ o-3 varies depending on the starting month of the forecast for short lead times (5-10 months). However, for the lead times longer than 1 yr, the MVU-based forecast skill is not seasonally variable, while the PCA-based models do not provide significant skill at these lead times irrespective of the starting month of the forecast. Similar conclusions are obtained for forecast models for the Niñ o-3.4 and Niñ o-1.2 indices. The differences between the MVU-and PCA-based models are most marked for the Niñ o-1.2 long lead forecasts.
Introduction
Extreme climate events have large economic and social impacts across the world. El Niñ o and La Niñ a events, in particular, are often associated with global climate impacts Halpert 1987, 1989; Mason and Goddard 2001; Glantz 2001) . The anticipation of such extreme events through long lead climate forecasts is potentially a powerful tool for risk management. Given the complex nonlinear dynamics and chaotic nature of the ocean-atmosphere coupled system, climate forecasts have had limited success at lead times beyond a season during the early half of a calendar year. For example, Barnston et al. (1999) compared the performance of a variety of dynamical and statistical models in predicting the 1997/98 El Niñ o episode and found that no model was able to predict the intensity of this event before its onset in the boreal spring of 1997. Chen et al. (2004) provide a recent summary and discuss the relative role of atmospheric noise and the initial ocean state in determining the predictability of ENSO, using a hybrid statistical-dynamical modeling system that explicitly uses only sea surface temperature (SST) data for initialization and a statistical model to reduce the errors induced by the parameterization of surface heat fluxes and subsurface temperature. Chen et al. (2004) argue that the source of ENSO predictability lies with the initial state of the ocean and is determined by the nonlinear ocean-atmosphere dynamics they model, using regression of observations on model forecast tendencies to correct systematic biases in their SST predictions. Their hypothesis is supported by observations and by dynamical and statistical forecasting experiments that indicate that the Pacific Ocean heat content, usually expressed as warm water volume (WWV), sea level height, or thermocline depth, is a carrier of the long lead ENSO signal (Xue et al. 2000; Meinen and McPhaden 2000; Clarke and Van Gorder 2003; McPhaden 2003; Ruiz et al. 2005; Drosdowsky 2006 ). We do not attempt to reproduce these findings here. Rather, we focus on one aspect of processing the spatially distributed thermocline data for statistical ENSO forecasting to complement the work of Chen et al. (2004) , with an alternative framework that could be used for multimodel ENSO forecasts.
In predicting ENSO indices, statistical models have used gridded sea surface temperature, wind and pressure fields, and, more recently, ocean subsurface temperature data (Xue et al. 2000; Clarke and Van Gorder 2003; Ruiz et al. 2005; Drosdowsky 2006 ). Principal component analysis (PCA) has been widely applied to identify the key modes of variability in such data and to reduce the dimensionality of the predictors in forecasting models. Once the potential set of predictors has been reduced to a smaller set of components, a regression model that uses the leading modes may be used. However, PCA assumes that the embedding space is a linear subspace of the original data, which may not lead to the most efficient or accurate representation of data sampled from a nonlinear dynamical system.
In this work we attempt to improve statistical forecasts of ENSO as represented by the Niñ o-3 index by focusing on the method of dimensionality reduction. As an alternative to PCA, a variety of methods, including kernel PCA (KPCA; Schö lkopf et al. 1998) , isomaps (Tenenbaum 1998) , locally linear embedding (Roweis and Saul 2000) , Laplacian eigenmaps (Belkin and Niyogi 2003) , and semidefinite embedding (Weinberger et al. 2004; Weinberger and Saul 2006; Shaw and Jebara 2007) , have been proposed to identify a low-dimensional space of data that lies in a high-dimensional space. Applications of these types of methods to climate data have been limited. Here, we use a recent variant of kernel PCA, known as maximum variance unfolding (MVU) (Weinberger et al. 2004; Weinberger and Saul 2006) , to identify preferential modes of variability of the tropical Pacific thermocline data, which are believed to be one of the main carriers of ENSO information, and hence a potential predictor for forthcoming events (McPhaden 2003; Ruiz et al. 2005; Drosdowsky 2006 ).
This article is organized as follows. The data used is described in section 2. The MVU method is presented in section 3. We show in section 4 the spatial patterns identified for the depth of the 208C isotherm (D 20 ) data, a proxy for the thermocline, as well as their physical interpretation and their relationship with the Niñ o-3 index. The cross-validated predictions of the Niñ o-3 index using the MVU-derived components are discussed in section 5. We show that this method produces skillful cross-validated forecasts at lead times of up to 24 months. A comparison to PCA-based forecasts using exactly the same experimental design is offered to illustrate the potential gain resulting from use of the nonlinear dimensionality reduction.
Datasets
We use the extended Niñ o-3 index (Kaplan et al. 1998; Reynolds and Smith 1994) provided by the International Research Institute for Climate and Society (IRI; information online at http://iridl.ldeo.columbia.edu/SOURCES/ .Indices/.nino/.EXTENDED/.NINO3/). We also use the Niñ o-3.4 and Niñ o-1 1 Niñ o-2 indices. These datasets cover the January 1980-November 2007 period. The Niñ o-3 index is defined as the monthly mean SST anomalies (with annual cycle removed) averaged over the area of 58N-58S, 1508-908W. Similarly, the Niñ o-3.4 and Niñ o-1 1 Niñ o-2 indices represent the monthly mean SST anomalies averaged over the regions of 58N-58S, 1708-1208W and 08-108S, 908-808W, respectively.
As a proxy for the tropical Pacific thermocline and heat content, we utilize the National Oceanic and Atmospheric Administration (NOAA)/National Centers for Environmental Prediction (NCEP) thermocline depth at 208C (D 20 ), which is derived from a model-based ocean analysis system Ji and Smith 1995; Behringer et al. 1998 ). The D 20 data are also available at the IRI (online at http://iridl.ldeo.columbia.edu/SOURCES/ .NOAA/.NCEP/.EMC/.CMB/.Pacific/.monthly/.D20eq/). Our focus here is on the Pacific D 20 along the latitudinal and longitudinal bands bounded by 268N-288S and 1228E-778W, respectively.
The nonlinear dimensionality reduction method
Several methods of nonlinear dimensionality reduction have been introduced in the last few years. KPCA was first introduced by Schö lkopf et al. (1998) as an extension of PCA for datasets that lie either on or near a nonlinear space (or manifold). It uses the concept of kernels to compute the principal components in a highdimensional space that is related to the original space by some nonlinear mapping. The success of KPCA in a variety of fields motivates its use here.
In classical PCA, we have a N 3 M centered data matrix of inputs
. Here X T refers to the transpose matrix of X, and N and M are the number of months and grid points of the D 20 data used in the analysis, respectively. Now, let C 5 X T X be the M 3 M sample covariance matrix and U be the M 3 L matrix of eigenvectors of C corresponding to the top L eigenvalues. The L 3 N matrix Y of the projection of the data matrix X onto the first L eigenvectors can be expressed as
When the dimensionality M of X is very large, say M ) N, the above procedure can be impractical. One alternative is to use the concept of singular value decomposition (SVD) factorization X T 5 USV T in order to obtain the leading modes of X,
where V is the N 3 L matrix of eigenvectors of the Gram matrix G 5 XX T corresponding to the top L eigenvalues, and S is the diagonal matrix of square roots of the top L eigenvalues of G.
Consider now a nonlinear function F that maps each point of the input data to a new space H, also known as feature space,
The mapping function F(x i ) can be defined by any nonlinear basis function [e.g., F(x i ) 5 x i 2 ]. The idea here is to apply PCA in the space defined by F(X) rather than X, in order to obtain a set of low-dimensional vectors that accounts for the maximum variance in the new space H.
The leading modes can be obtained in a manner similar to PCA,
where U now has the eigenvectors of F(X) T F(X), V has the eigenvectors of G 5 F(X)F(X) T , and S is the diagonal matrix of square roots of the eigenvalues of G.
Because F can be any arbitrary nonlinear map, the space H can have a very large dimension (Schö lkopf et al. 1998 ), leading to a prohibitive computational cost in estimating the covariance matrix of H as the dot products of original data mapped by F. Schö lkopf et al. (1998) show that the dimension of H for a polynomial mapping function of degree d, say F(
For the thermocline depth grid data with M 5 4541 spatial dimensions, a simple polynomial function with degree d 5 2 would lead to a H dimension of 10 7 . Using the so called ''kernel trick'' as described below, the dependence on M is reduced, because we do not need to compute F(x) explicitly. For instance (Schö lkopf et al. 1998) , let us take a pair of two-dimensional arbitrary vectors w 5 (w 1 , w 2 ) and z 5 (z 1 , z 2 ) and a mapping function F(w) 5 w 2 , such that
Now the dot product
can be calculated implicitly by the kernel function K,
Therefore, the elements of our N 3 N Gram matrix K of the space H are given by
where i, j 5 1, . . . , N and there is no need to compute F(x i ) explicitly. The principal modes of X are obtained similarly to the PCA algorithm shown in (2), but substituting the Gram matrix G of the input data space by the kernel function K.
In addition to the polynomial kernel, common choices of kernel have included the radial basis functions
and sigmoid kernels
where kÁk is usually taken as the Euclidean norm and s, k, and Q are model parameters.
More recently, Weinberger and Saul (2006) and Shaw and Jebara (2007) introduced variants of kernel PCA based on semidefinite programming. They called these methods MVU and minimum volume embedding (MVE), since the main goal is to maximize the total variance of the input data (or the sum of the eigenvalues of the kernel matrix) explained by the principal components derived in the transformed space. The basis functions for the kernel used are not specified explicitly; rather, they are derived using a direct optimization. To better understand how those methods work when applied to nonlinear spaces, we show an example in Fig. 1 of how the leading modes from MVU and MVE compare with the leading modes from ordinary PCA when applied to synthetic 2D spiral input data (Fig. 1a) . Figure 1b displays along the x and y axes the first two PCs of the data shown in Fig. 1a . The two PCs seem to mirror the original data, and still those two are needed to represent the data variability. Conversely, MVU and MVE (Figs. 1c, d, respectively) are able to ''stretch'' the spiral data and represent a 2D nonlinear curve in only one dimension. MVU explores choices of the possible mapping functions or kernel values between pairs of input that still preserve the distances and angles between nearby points in the original space. The algorithm consequently seeks to approximate the space H by transformations that preserve these attributes for the k nearest neighbors of each observation vector in the original space. The k nearest-neighbors connectivity produces a series of constraints that must be satisfied by the optimal choice of kernels. These constraints are maintained while finding the largest (in some sense) choice of possible kernels that essentially maximizes å i K ii , which unfolds what would otherwise be a nonlinear space prior to the application of kernel PCA. Ultimately, MVU is defined through the following optimization problem: maximize trace (K) subject to
FIG. 1. 2D phase plot of (a) the synthetic spiral dataset and associated leading modes obtained from the (b) PCA, (c) MVU, and (d) MVE methods. The x and y axes in (c) and (d) represent, respectively, the first and second leading modes of the data shown in (a). The 2D system evolves (or flows) in time from the blue to the red direction.
where G 5 XX T is the N 3 N Gram matrix of the original data, K ij 5 F(x i ) Á F(x j ) represents the terms of the N 3 N kernel matrix K, N is the number of months of the data used, F is the nonlinear mapping function of the original space to the new space H, and h ij is 1 if i and j are k nearest neighbors of each other, and 0 otherwise. The original thermocline D 20 data consist of M 5 4541 spatial dimensions and N 5 335 months, representing the period from January 1980 to November 2007. Equation (7) represents the semipositive definiteness constraint. Equation (8) denotes the constraint that the inner product of vectors in the space H is centered on the origin. Thus, we can interpret the eigenvalues of the kernel matrix as the amount of variance that is accounted for the principal components in the space H. The constraint represented by (9) is related to the isometry property, which basically states that local distances in the input space are preserved in the new space H. We refer the reader to Weinberger and Saul (2006) for further details on how to derive those constraints.
Based on a sensitivity analysis, we use k 5 5 here. For values of k , 4, the leading modes are not satisfactory and most of the data eigenspectrum is concentrated in the first (top) eigenvalue. On the other hand, for k . 6 the number of constraints associated with (9) increases significantly, leading to a large computational effort to maximize trace (K). A large number of modes is also needed to account for most of the data variability.
The solution to the optimization model provides the matrix K with elements K ij that reflect the mapping of the original data such that the variance accounted for the isometric translation and rotation applied is maximized. The actual nonlinear mapping F(x) is not explicitly recovered. However, we do not need the mapping function F to define the leading modes Y of the original data X in the new space H. They can now be readily obtained as in (2),
where now V T is the N 3 L matrix of the top L eigenvalues of K, S is a L 3 L diagonal matrix of square roots of the top L eigenvalues, L is the number of modes that we want to keep in the new space, and Y is a N 3 L matrix of principal components.
We obtain the results presented in this paper using the MVU code provided by Weinberger and Saul (2006) and the CSDP 4.7 toolbox (Borchers 1999) in MATLAB.
Principal modes of the thermocline data and their relations with Niñ o-3
The application of PCA to the gridded D 20 monthly data covering the period from January 1980 to November 2007 leads to a mode decomposition where the first three modes represent 48% of the total data variability. Individually, the first two modes account for 23% and 18%, respectively, which is similar to the values obtained in Meinen and McPhaden (2000; 28% and 21%) and Ruiz et al. (2005; 23% and 14%) , despite differences in the thermocline data source and length. The third mode represents 7% of the total data variance. A comparable analysis using the MVU method was also performed. The first L 5 3 MVU modes Y 5 [y 1 y 2 y 3 ] account for 52%, 25%, and 12% of the D 20 dataset variability, respectively. Collectively, 89% of the data variance is accounted for these three modes. Thus, the MVU captures more information than PCA using the same number of modes.
Unlike PCA, in nonlinear methods of dimensionality reduction such as KPCA and MVU we do not obtain the empirical orthogonal functions (EOFs; or eigenvectors or spatial loadings) for each mode directly, and we must apply approximation methods (Schö lkopf et al. 1998) . As a first approximation, we can estimate the temporal correlation coefficient for each cell of the gridded input data and the MVU principal modes to obtain a fingerprint of the EOFs. For comparison, we also apply this approach to the leading modes from PCA.
The spatial patterns of the first three modes, using the temporal correlation between the leading PCs and the D 20 gridded data, are shown in Fig. 2 . The first two patterns resemble patterns previously reported in the literature (e.g., Meinen and McPhaden 2000; Ruiz et al. 2005) . The first spatial pattern (Fig. 2a) shows an eastwest dipole structure with a transition near 1608W. The second pattern resembles a north-south dipole more, with a transition along 58N with the largest correlation magnitude at the equator at 1608W. The pattern of the third mode, usually not reported in the literature because of the low contribution to the total data variability (here only 7%), shows a more spatially uniform pattern of correlations, with small values in the equatorial region and somewhat larger correlations of opposite signs off the equator, especially in the South Pacific along 188S. Later in this section we show that all three of these spatial patterns can be associated with the recharge oscillator theory of ENSO proposed by Jin (1997) . Figure 3 displays the spatial distribution of the temporal correlation between the three MVU leading modes and the D 20 gridded dataset. The spatial pattern that appears in the first MVU mode (Fig. 3a) , with high positive correlations along 188S, shows some resemblance to that of the third leading mode of the PCA (Fig. 2c) . A more detailed discussion about this first MVU mode is presented in section 4a below. The spatial pattern of the second MVU mode (Fig. 3b) shows a large area of high correlation south of 58N, as also observed in the second PCA mode (Fig. 2b) . However, the eastern edge of the region of positive correlation is slightly farther west and tilted more obliquely toward the northwest in the MVU mode than in the PCA mode, and the general region of the strongest positive loadings is located farther west (at the equator around 1608E) in the MVU than in the PCA (Fig. 3c) is somewhat similar to the pattern of the first PCA mode (Fig. 2a) , except that the PCA mode is largely a zonal dipole, while the dipole in the MVU mode is oriented more from the east-southeast to west-northwest.
The PCA components and the Niñ o-3 time series are shown in Fig. 4 . The associated cross-correlation function between each component and the Niñ o-3 index as a function of lag time is displayed in Fig. 5a . The first PC resembles the Niñ o-3 time series but is of opposite sign. The statistically significant correlation at zero lag shows that they are in phase, which was also concluded by Meinen and McPhaden (2000) . Moreover, the spatial pattern of the first PC (Fig. 2a) negative correlation with Niñ o-3 at zero lag shows that these results are also in accordance with the recharge oscillator model of Jin (1997) and the Cane-Zebiak model (Zebiak and Cane 1987) , where during the mature phase (discharge phase) of El Niñ o (La Niñ a) events the thermocline depth in the eastern Pacific is deeper (shallower) than normal, while in the western Pacific it is shallower (deeper) than normal. An out-of-phase pattern between the Niñ o-3 index and the second PC is observed in Fig. 4b and confirmed in Fig. 5a , where two peaks of significant correlation between Niñ o-3 and the second PC appear: one when Niñ o-3 lags the second PC by about 11 months and other when it leads the second PC at about 7 months. This result is similar to that obtained by Meinen and McPhaden (2000) for the WWV west of 1558 and follows Wyrtki's hypothesis (Wyrtki 1975 ) that a buildup of heat content in the western Pacific, or equivalently a positive anomaly in the western Pacific thermocline depth, precedes El Niñ o events, and the recharge model of Jin (1997) , in which the mature phase of El Niñ o is associated with a shallower-thannormal thermocline depth in the western Pacific. The third PC, while not substantial in variance represented, also shows two peaks in the correlation with Niñ o-3 ( at about 7 months. This out-of-phase correlation with Niñ o-3 associated with its spatial structure (Fig. 2c ) apparently also agrees with the recharge model of Jin (1997) : the poleward Sverdrup transport of heat and mass (or discharge of the enhanced mean equatorial heat content) during the mature and decay phases of El Niñ o favors the increase of the thermocline depth off of the equatorial region, whereas prior to the mature phase of El Niñ o the Sverdrup transport toward the equator (or recharging of the equatorial heat) would be associated with a shoaling of the thermocline off the equator.
The cross-correlation functions of the second and third MVU modes and the Niñ o-3 index (Fig. 5b) show shapes similar to those of the second and first PC's crosscorrelation functions, respectively, but with major differences in the lead and lag times. The peak in the correlation of the second MVU mode and the Niñ o-3 index when the later lags the former occurs at about 20 months. The spatial structure of the second MVU mode (Fig. 3b) suggests that it is also consistent with the recharge model of ENSO, and that the westward shift of the region of highest correlations (positive area in Fig. 3b , to be compared with the positive area in Fig. 2b ) is probably responsible for the peak in the second MVU crosscorrelation function at longer lead than in the corresponding PCA cross-correlation function, as well as the earlier correlation peak when Niñ o-3 leads the second MVU mode. The peak in the cross-correlation function of Niñ o-3 and the third MVU mode (Fig. 5b) is slightly smaller than the corresponding peak for the first PC (Fig. 5a ) and it also takes place when Niñ o-3 lags the second MVU mode by about 2 months. This is physically consistent with the slight westward shift of the D 20 region, Values outside of the mode-specific intervals (dashed lines) are statistically significant at the 5% level, accounting for the effective degrees of freedom resulting from temporal persistence in both time series (Livezey and Chen 1983). which contributes most to the second MVU mode (cf. Figs. 2a and 3c ), because positive anomalies in the thermocline depth along the east-central equatorial region 1508-1008W would normally precede the mature phase of El Niñ o events.
A more detailed look at the first MVU mode
The first MVU mode is somewhat similar to the third PC: both present small, but for some leads still significant, correlations with the Niñ o-3 index (Fig. 5) . The spatial structures of these modes (Figs. 2c and 3a) have the highest correlations off of the equatorial region, and both show a positive trend (this being more obvious in the MVU mode). Moreover, both components, especially the PC component, are likely associated with the discharge/ recharge of the mean zonal equatorial heat resulting from the Sverdrup transport suggested by Jin (1997) . Despite these possible similarities, a question remains: why does the first MVU mode account for such a large portion of the variance of the D 20 dataset (52%) while the third PC represents only about 7% of the total D 20 variance?
One possible explanation is that the spatial structure of the first MVU mode represents subtle features of the D 20 system that are not obtained from PCA. In particular, the first MVU mode shows a much sharper temporal trend than the first PC. A look at the first MVU mode filtered with an 18-month moving average (Fig. 6 ) filter suggests that around 1998 there was a shift in this time series from low (but uptrending) to high values. The timing of this shift coincidentally matches a period of a large-scale change in the climate and marine ecosystem regime in the North Pacific and in the shallow meridional circulation in the tropical Pacific Ocean, as suggested by several authors (Chavez et al. 2003; Peterson and Schwing 2003; McPhaden and Zhang 2004) . A similar but much weaker shift is also observed in the third PC filtered with an 18-month moving average.
Also interesting is the phase plot of the first two MVU components displayed in Fig. 7 . It shows that the most recent two El Niñ o events are separated in their evolution from the prior events. A comparison can be made with a recent study by Hasegawa et al. (2006) , who classified the El Niñ o events (based on the definition used by the Japan Meteorological Agency) of the 1955-2003 period into the following two categories: A-type events, in which the equatorial upper-ocean heat content is entirely discharged after the mature phase of El Niñ o, and B-type events, in which the discharge is not They also pointed out that the magnitudes of A-type events are larger than those of B-type events, and that the entire equatorial upper-ocean heat content is colder in A-type events than that in B-type events. They associated A-type events with the larger negative anomalies in the upper-ocean heat content in the 108-208N, 1308E-1808 region of the tropical Pacific in the onset month of A-type events. These conclusions are supported to some extent by the evolution and spatial structure of the first MVU component, which suggests a shallower thermocline depth (or a colder upper-ocean heat content) in the western Pacific and off the equatorial region during the 1980-98 period. We explore the relationship of the first MVU mode and Niñ o-3 further in the next section, in the context of cross-validated forecast results obtained from the PCAand MVU-based models.
Forecast results
We use the first three MVU principal modes Y 5 (December 1982 , December 1987 , December 1991 , December 1997 , December 2002 , and December 2006 during the period of 1980-2007. Solid circles denote the phasing 18 months before those El Niñ o events took place.
where t is the forecast month, t is the lead time in months, and « t is a noise term. In the work presented here, only a linear map is considered for f(Á) and a standard linear regression model was used. The choice of including y 2 (t 2 18) in the model for t , 18 is motivated by the peak in the correlation of y 2 and Niñ o-3 that appears at 18-month lead time, as shown in Fig. 5 .
To avoid predictors in (10) that do not really improve the forecasts of Niñ o-3, we use a 10-fold cross-validation scheme (Hastie et al. 2001 ) to find the best set of covariates to keep in (10). First, we divide the data into l 5 10 roughly equally sized samples. For the thermocline data used here this results in a set of samples of approximately 33 consecutive months each. For the lth sample, the parameters of the forecast Eq. (10) are estimated using the l 2 1 remaining samples. This estimated equation is then used to predict this lth sequence of withheld data. The procedure is repeated until all l samples are used as the forecast target. The choice of l 5 n, where n is the number of sequences of consecutive data points, is designed to constitute one independent sample, and the procedure of allowing each such sample to play the role of an out-of-sample forecast target is known as the leave-one-out cross validation (Michaelsen 1987) . The choice of l 5 10 ensures that the resulting 33-month sequences consist of no less than one temporal degree of freedom in the ENSO dynamical system. Let f(y, a) be the set of models in (10), indexed by the variable a that represents the predictors Y included in (10). Letf Àk (y, a) be the ath model fit without the kth sample of the data. An error estimate for each model can be written as (Hastie et al. 2001) error(a) 5
The parameterâ that minimizes the mean-squared error in (11) is the final model we choose. For each lead time t, a set of best predictors among all possible combinations in (10) is found according to the optimal a of the error function (11). Figure 8 shows the predictors selected among the MVU principal components and the persistence term in (10) for each lead time t.
The null model used as a basis of comparison with these forecasts is developed using the three leading PCs of the thermocline data, under identical conditions of application. This allows us to assess the potential gain from nonlinear versus linear dimensionality reduction.
The cross-validated correlation and RMSE skills (independent of the starting month for the forecast) for the selected models (Fig. 8) are shown in Fig. 9 . For lead times between 11 and 17 months, the correlation skill for the MVU model is approximately constant, and thereafter peaks at 22-month lead at 0.51. The minimum RMSE for the MVU model is also obtained at this lead time, at about 0.828C. The PCA-based model shows similar correlation and RMSE skills up to 5-or 6-months lead and also from 10-to 12-months lead, but slightly less favorable skills at 7-9-months lead and particularly for leads of more than 1 yr.
To check whether or not the differences between the skills of the MVU-and PCA-based model are due to sampling error, we test the null hypothesis of equal forecast accuracy of the two methods using the DieboldMariano test statistic (Diebold and Mariano 1995) . In particular, we test the hypothesis that the mean-squared forecast errors under cross validation from the two models are equal. For moderately large sample sizes, the Diebold-Mariano test is robust to a wide variety of error distributions, including autocorrelated, heavy-tailed, nonzero mean and contemporaneous forecast errors (in which the forecast errors from the two methods are correlated). The test statistic is based on the mean and the variance of the difference between the forecastsquared error of the two competing models, in which the estimation of the variance accounts for the serial correlation (that reduces the degrees of freedom) of the forecast error according to the lead time of the forecast. Diebold and Mariano (1995) showed that the asymptotic distribution of this statistic is a standard normal distribution. The p value for a two-tailed test is shown in Fig. 10 as a function of lead time. We reject the null hypothesis of no difference between the PCA and the MVU models at the 5% level for the leads of 19-22 months, and we conclude that the difference between the forecast accuracy of the two models is statistically significant at those leads. The skill plots shown in Fig. 9 indicate that this difference is due to the higher skill of the MVU model than the PCA model at these long leads. The correlation skill of the PCA and MVU crossvalidated forecasts at different start months and for lead times varying from 1 to 24 months is displayed in Figs. 11a,b , respectively. For lead times between 5 and 10 months both model skills are somehow seasonally dependent, with the lowest values for forecasts initiated during the boreal winter, which is somewhat consistent with the winter persistence barrier of the WWV pointed out by some authors (e.g., Balmaseda et al. 1995; McPhaden 2003) . For lead times of more than 5 months, the Northern Hemisphere spring barrier to the ENSO forecast skill, discussed by many authors (e.g., Webster and Yang 1992; Goddard et al. 2001 , and references therein) in the context of shorter lead forecasts, is more pronounced in the PCA-based model as a drop in the correlation skill after the forecasts cross the spring season. Inclusion of ocean subsurface temperature (or upper-ocean heat content) data in ENSO prediction models has been known to reduce this spring barrier Xue et al. 2000) . The MVU results also show that the decline in the correlation skill observed for forecasts that pass the verification month of May is followed by a recovery at lead times between 13 and 24 months, a pattern that has also been observed in other ENSO models (e.g., Balmaseda et al. 1995; Xue et al. 2000) and is believed to be associated with the seasonal changes in the SST variance. The correlation skill shows peaks at about 0.6 for forecasts with lead times of 20-22 months made in the Northern Hemisphere early autumn season. Note that this skill level is nearly as high as the skill for forecasts with a lead time of 7-8 months. lags (Fig. 5) . Chen et al.'s (2004) , Ruiz et al.'s (2005) , and Drosdowsky's (2006) results exhibit similar variations as a function of lead time. The RMSE skill as a function of start month and lead time (Figs. 11c,d ) has a pattern that resembles those observed for the correlation skill (Figs. 11a,b) , with the results from the PCA-based model similar to those for MVU for the short lead times, but lower for longer lead times.
Cross-validated forecasts for lags 20, 22, and 23 months are shown in Fig. 12 , along with the validating observations. While skills clearly are not high in an absolute sense at these leads, they are sufficiently positive that the general trend of the forecasts is seen to follow that of the observed data.
Similar analyses were performed using the Niñ o-3.4 index (Figs. 13a,c) . Up to 13-months lead time, the PCAbased model shows a higher skill than the MVU-based one, which is not surprising, given that Niñ o-3.4 is more predictable by multivariate linear statistical methods (Barnston et al. 1997 ) and behaves somewhat more linearly than Niñ o-3. Cross-validated results for Niñ o-1 1 Niñ o-2 (Figs. 13b,d) show less skill than that seen for Niñ o-3, but there is an even greater suggestion that nonlinear dimension reduction enables relatively greater predictability. The Diebold-Mariano test statistic (Diebold and Mariano 1995) was also used to assess the difference in skill between the PCA-and MVU-based models for the above-mentioned indexes. The null hypothesis of same mean-squared error from the two models is rejected at the 5% level for the Niñ o-3.4 leads of 8, 20, 21, and 24 months, and for the Niñ o-1 1 Niñ o-2 at leads of 21-23 months.
Discussion and conclusions
The basic question that motivated this study was exploratory: Would a nonlinear method for dimension reduction and feature extraction provide information that could be more useful than from PCA if applied to data sampled from a nonlinear spatiotemporal dynamical system? Utility was judged here in terms of the ability to better predict some aspect of that dynamical system. The importance of ENSO prediction is well documented, and the literature provided evidence in support of the hypothesis that the underlying dynamics of ENSO could be described and predicted by a nonlinear coupled ocean-atmosphere model, where the source of predictability was associated with ocean-state variables. Specifically, there is a suggestion that the subsurface ocean temperature as represented by the thermocline depth is a better carrier of the signal than the SST field. Consequently, we focused on a nonlinear dimension reduction of this field and tested the ability to predict the Niñ o-3 index using leading patterns of the thermocline data.
The three components identified by the MVU method accounted for a dramatically larger fraction of the variance of the D 20 field than did the same number of components from PCA. While the spatially active areas identified by the two methods are similar, the manner in which they are partitioned is different. Both types of patterns are consistent with the recharge oscillator theory for ENSO, and related mechanisms. The primary difference is that the leading patterns of PCAs are zonally and meridionally organized, while the MVU decomposition seems to highlight somewhat asymmetric features. The leading MVU component suggests a regime shift in the tropical Pacific dynamics that corresponds to some changes noted in the character of ENSO events. While the PCA coordinates typically represent short lead correlations with the Niñ o-3 index, the MVU indices exhibit maximum correlation at different lags (3, 18, and 22 months). Thus, they provide a useful coordinate system for short and long lead forecasting of Niñ o-3. We also analyzed the leading three MVU modes and PCs using wavelet analysis. The first two PC modes jointly identify a ;5-yr quasi-periodic signal. The third mode identifies the same signal for the middle of the time series. All three PCs carry a significant annual cycle. By contrast, the first MVU mode is dominated by a secular trend, while the second MVU mode has a ;5-yr cycle, and the third mode has elements of a decadal and ;5-yr cycle. The annual cycle is neither the leading nor a significant component of any of the MVU modes. This is rather interesting because we are still able to get comparable predictability for shorter leads with similar skill to the PC-based modes. Further investigation of the spatiotemporal structure exhibited by MVU using other longer datasets for the tropical Pacific is in progress.
Cross-validated forecast experiments were conducted to compare the efficacy of predictor components derived from PCA versus MVU. In these experiments, 10% of the data were withheld at a time, comprising temporally consecutive data of nearly 3-yr duration to encompass at least one independent realization of the ENSO dynamical system. Linear regression models for each forecast lead time were developed from the remaining data, and a forecast was then made for the period of data withheld for the given lead time. The process was repeated for all portions of the data playing the role of forecast target. For short lead times, the PCA-and MVU-based forecasts exhibit similar skill. However, the MVU-based method yields somewhat higher (and statistically significant) skill at longer lead times, particularly at leads greater than 1 yr. The consistent improvement in the MVU results for longer lead times is encouraging. The direct comparison of the forecast skill achieved here with those reported in the Chen et al. (2004) , Ruiz et al. (2005) , and Drosdowsky (2006) papers is not feasible because each has a somewhat different experimental design for cross validation. We restricted our goal to a comparison of the PCA and the MVU methods under the same conditions. The variation of skill with lead time in many of the forecasting models may reflect some intrinsic aspects of the system dynamics that need to be better understood.
Further exploration of the utility of MVU for nonlinear dimension reduction and pattern identification from spatiotemporal data is necessary. There are also some technical advances that need to be made. Given the implicit derivation of the kernel function used in MVU, it is not easy to project the data in the lowdimensional-transformed space back to the original coordinate system, as is readily done using PCA, except through use of a posteriori correlation with the input data as seen in Fig. 3 . Work on these and other algorithmic improvements as well as in new kinds of nonlinear reduction techniques, such as the minimum volume embedding (MVE) recently introduced by Shaw and Jebara (2007) , is in progress.
