In this article, we implement relatively new analytical techniques, the variational iteration method and the Adomian decomposition method, for solving nonlinear partial differential equations of fractional order. The fractional derivatives are described in the Caputo sense. The two methods in applied mathematics can be used as alternative methods for obtaining analytic and approximate solutions for different types of fractional differential equations. In these schemes, the solution takes the form of a convergent series with easily computable components. Numerical results show that the two approaches are easy to implement and accurate when applied to partial differential equations of fractional order.
Introduction
Ordinary and partial differential equations of fractional order have been the focus of many studies due to their frequent appearance in various applications in fluid mechanics, viscoelasticity, biology, physics and engineering. Consequently, considerable attention has been given to the solutions of fractional ordinary differential equations, integral equations and fractional partial differential equations of physical interest [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Most nonlinear fractional differential equations do not have exact analytic solutions, so approximation and numerical techniques (see [11] [12] [13] [14] [15] [16] [17] [18] [19] ) must be used. The variational iteration method [12, 14, [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] and the Adomian decomposition method [29] [30] [31] [32] are relatively new approaches to provide an analytical approximation to linear and nonlinear problems, and they are particularly valuable as tools for scientists and applied mathematicians, because they provide immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to both linear and nonlinear differential equations without linearization or discretization. The decomposition method has been used to obtain approximate solutions of a large class of linear or nonlinear differential equations [29, 30] . Recently, the application of the method is extended for fractional differential equations [11] [12] [13] [14] [15] 18] . The variational iteration method, which proposed by He [20] [21] [22] [23] [24] [25] [26] [27] [28] , was successfully applied to autonomous ordinary and partial differential equations and other fields. Ji-Huan He [23] was the first to apply the variational iteration method to fractional differential equations. Recently Odibat and Momani [12] implemented the variational iteration method to solve nonlinear ordinary differential equations of fractional order.
The objective of the present paper is to extend the application of the variational iteration method to provide approximate solutions for initial value problems of nonlinear partial differential equations of fractional order and to make comparison with that obtained by Adomian decomposition method.
Definitions
For the concept of fractional derivative we will adopt Caputo's definition which is a modification of the Riemann-Liouville definition and has the advantage of dealing properly with initial value problems in which the initial conditions are given in terms of the field variables and their integer order which is the case in most physical processes. Definition 2.1. A real function f(x), x > 0, is said to be in the space C l , l 2 R if there exists a real number p(>l), such that f(x) = x p f 1 (x), where f 1 (x) 2 C[0, 1), and it is said to be in the space
Definition 2.2. The Riemann-Liouville fractional integral operator of order a P 0, of a function f 2 C l , l P À1, is defined as
ð2:1Þ
Properties of the operator J a can be found in [1, 7, 8] , we mention only the following:
For f 2 C l , l P À1, a, b P 0 and c > À1:
The Riemann-Liouville derivative has certain disadvantages when trying to model real-world phenomena with fractional differential equations. Therefore, we shall introduce a modified fractional differential operator . Also, we need here two of its basic properties.
Variational iteration method
The principles of the variational iteration method and its applicability for various kinds of differential equations are given in [12, [20] [21] [22] [23] [24] [25] [26] [27] [28] [33] [34] [35] . We consider the following time-fractional partial differential equation 
Therefore, for m = 1, we obtain the following iteration formula: where L is a linear operator which might include other fractional derivatives of order less than a, N is a nonlinear operator which also might include other fractional derivatives of order less than a, g(x, t) and D a Ãt are defined as in Eq. (3.1).
Applying the operator J a , the inverse of the operator D a Ãt , to both sides of Eq. (4.1) yields
; tÞ À J a ½Luðx; tÞ þ Nuðx; tÞ: ð4:2Þ
The Adomian decomposition method [29] [30] [31] [32] suggests the solution u(x, t) be decomposed into the infinite series of components uðx; tÞ ¼ X 1 n¼0 u n ðx; tÞ; ð4:3Þ
and the nonlinear function in Eq. (4.2) is decomposed as follows:
where A n are so-called the Adomian polynomials. Substitution the decomposition series (4.3) and (4.4) into both sides of (4.2) gives
ð4:5Þ
From this equation, the iterates are determined by the following recursive way
. . .
ð4:6Þ
The Adomian polynomial A n can be calculated for all forms of nonlinearity according to specific algorithms constructed by Adomian [31] . The general form of formula for A n Adomian polynomials is
ð4:7Þ
This formula is easy to compute by using Mathematica software or by writing a computer code to get as many polynomials as we need in the calculation of the numerical as well as explicit solutions.
Finally, we approximate the solution u(x,t) by the truncated series
u n ðx; tÞ and lim
/ N ðx; tÞ ¼ uðx; tÞ: ð4:8Þ
However, in many cases the exact solution in a closed form may be obtained. Moreover, the decomposition series solutions generally converge very rapidly. The convergence of the decomposition series has been investigated in [37] [38] [39] . They obtained some results about the speed of convergence of this method. In recent work of Abbaoui and Cherruault [39] have proposed a new approach of convergence of the decomposition series. The authors have given a new condition for obtaining convergence of the decomposition series to the classical presentation of the ADM in [39] .
Numerical experiments
In this section we shall illustrate the two techniques by several examples. These examples are somewhat artificial in the sense that the exact answer, for the special cases a = 1 or 2, is known in advance and the initial and boundary conditions are directly taken from this answer. Nonetheless, such an approach is needed to evaluate the accuracy of the analytical techniques and to examine the effect of varying the order of the time-fractional derivative on the behavior of the solution. All the results are calculated by using the symbolic calculus software Mathematica. According to the formula (3.6), the iteration formula for Eq. (5.1) is given by
By the above variational iteration formula, begin with u 0 = 0, we can obtain the following approximations u 0 ðx; tÞ ¼ 0; Cð3 À aÞ
Cð4 À 2aÞ
. . . and so on, in the same manner the rest of components of the iteration formula (5.3) can be obtained using the Mathematica package.
To solve the problem using the decomposition method, we simply substitute (5.1) and the initial conditions (5.2) into (4.6), to obtain the following recurrence relation
Cða þ 3Þ
; u jþ1 ðx; tÞ ¼ ÀJ a ðA j Þ; j P 0;
ð5:4Þ
where A j are the Adomian polynomials for the nonlinear function N = uu x . In view of (5.4), the first few components of the decomposition series are derived as follows:
. . . and so on, in this manner the rest of components of the decomposition series can be obtained.
The first three terms of the decomposition series (4.3) are given by Table 1 shows the approximate solutions for Eq. (5.1) obtained for different values of a using the decomposition method and the variational iteration method. The values of a = 1 is the only case for which we know the exact solution u(x, t) = xt and our approximate solution using the decomposition method is more accurate than the approximate solution obtained using the variational iteration method. It is to be noted that only the fourth-order term of the variational iteration solution and only three terms of the decomposition series were used in evaluating the approximate solutions for Table 1 . It is evident, from (3.10) and (4.8) , that the efficiency of these approaches can be dramatically enhanced by computing further terms or further components of u(x, t) when the variational iteration method or the decomposition method are used. Table 1 Numerical values when a = 0.5, 0.75 and 1.0 for Eq. (5.1) By the above variational iteration formula, begin with u 0 = x 2 À 2tx 2 , we can obtain the following approximations u 0 ðx; tÞ ¼ x 2 ð1 À 2tÞ; . . . and so on, in the same manner the rest of components of the iteration formula (5.7) can be obtained using the Mathematica package.
To solve the problem using the decomposition method, we substitute (5.5) and the initial conditions (5.6) into (4.6), to obtain the recurrence relation u 0 ðx; tÞ ¼ uðx; 0Þ þ tu x ðx; 0Þ ¼ x 2 ð1 À 2tÞ; u jþ1 ðx; tÞ ¼ J a ðA j Þ x ; j P 0; ð5:8Þ
where A j are the Adomian polynomials for the nonlinear function N = uu x . In view of (5.8), the first few components of the decomposition series are derived as follows:
The first three terms of the decomposition series (4.3) are given by Table 2 shows the approximate solutions for Eq. (5.5) obtained for different values of a using the decomposition method and the variational iteration method. The values of a = 2 is the only case for which we know the exact solution u(x, t) = (x/t + 1) 2 and our approximate solution using the variational iteration method is more accurate than the approximate solution obtained using the decomposition method. It is to be noted that only the third-order term of the variational iteration solution and only three terms of the decomposition series were used in evaluating the approximate solutions for Table 2 . Of course the accuracy can be improved by computing more terms of the approximate solution. 2 , we can obtain the following approximations Table 2 Numerical values when a = 1.5, 1.75 and 2.0 for Eq. (5.5) 
. . . and so on, in the same manner the rest of components of the iteration formula (5.11) can be obtained using the Mathematica package. To solve the problem using the decomposition method, we substitute (5.9) and the initial conditions (5.10) into (4.6), to obtain the following recurrence relation
ð5:12Þ
where A j are the Adomian polynomials for the nonlinear function N = u 2 . In view of (5.12), the first few components of the decomposition series are derived as follows:
Cð2a þ 1Þ ;
Cð3a þ 1Þ ;
. . . and so on, in this manner the rest of components of the decomposition series can be obtained. The first three terms of the decomposition series (5.4) are given by
Cð2a þ 1Þ : Table 3 shows the approximate solutions for Eq. (5.9) obtained for different values of a using the decomposition method and the variational iteration method. The values of a = 1 is the only case for which we know the exact solution u(x, t) = 1/(1 + e xÀ5t ) 2 and, as the previous example, our approximate solution using the variational iteration method is more accurate than the approximate solution obtained using the decomposition method. It is to be noted that only the fourth-order term of the variational iteration solution and only three terms of the decomposition series were used in evaluating the approximate solutions for Table 3 .
Concluding remarks
The fundamental goal of this work has been to construct an approximate solution of nonlinear partial differential equations of fractional order. The goal has been achieved by using the variational iteration method and the Adomian decomposition method. The methods were used in a direct way without using linearization, perturbation or restrictive assumptions.
There are five important points to make here. First, the variational iteration method and the decomposition method provide the solutions in terms of convergent series with easily computable components. Second, it seems that the approximate solution in Example 5.1 using the decomposition method converges faster than the approximate solution using the variational iteration method while the approximate solution in Examples 5.2 and 5.3 using variational iteration method converges faster than the approximate solution using the decomposition method to the accurate solution. So, the accuracy of the methods depends on the nonlinear fractional differential equation and they can be used as an alternative methods for solving fractional partial differential equations. Third, the variational iteration method handles nonlinear equations without any need for the so-called Adomian polynomials. However, Adomain decomposition method provides the components of the exact solution, where these components should follow the summation given in (4.3). Finally, the recent appearance of fractional differential equations as models in some fields of applied mathematics makes it necessary to investigate methods of solution for such equations (analytical and numerical) and we hope that this work is a step in this direction.
