Introduction.
A difficulty which is frequently encountered, when one undertakes to solve a boundary value problem, is that of finding the related characteristic numbers. In many instances, it proves impracticable, if not impossible, to determine explicitly these numbers by means of any known formula. One must therefore resort to numerical methods for their computation. For this purpose, it is desirable to have some procedure for isolating one characteristic number from all others. This study contains separation and interlacing theorems which serve to fill this need. Indeed, they do even more than this; for, they provide information concerning separation and interlacing properties of the zeros of functions /;(X) and F(X) in an equation of the type F(X) ^ /1(X)/4(X) -/2(X)/3(X) = 0.
(
To attribute a precise meaning to the concepts with which we shall be primarily concerned, let us begin by introducing the following definitions concerning two functions /(X) and g(\). Definition 1. It will be said that the zeros of /(X) separate the zeros of g(\) on an interval (Ax , A2) provided that on this interval (i) /(X) and g(k) have no common zero, (ti) all zeros of /(X) and g(\) are simple, and (Hi) between any two consecutive zeros of g(\) there lies exactly one zero of /(X).
From this definition, it is clear that when the zeros of /(X) separate those of g(X) the converse is also true on each subinterval (g0 , G0) of (Ax , A2) whose end points g0 and Go are zeros of g(K). Definition 2. It will be said that the zeros of /(X) interlace the zeros of g(\) on an interval (Ax , A2) provided that on this interval (i) no simple zero of g(\) is a zero of /(X), (it) /(X) has a zero equal to each double zero of g(\), {in) all zeros of /(X) are simple whereas the zeros of g(\) are either simple or double, and (iv) between any two consecutive zeros of g(\), whether simple or double, there lies exactly one zero of /(X).
Observe that Definition 1 is, in reality, just a special case of Definition 2, corresponding to functions g(\) which have no double zeros. Thus, if on an interval (Aj , A2) the zeros of /(X) separate the zeros of <jr(X), then the zeros of /(X) also interlace the zeros of g(\). The preceding statement, in general, becomes false when the words separate and interlace are interchanged. [Vol. XXIII, No. 1 2. Lemmas pertaining to zeros of continuous functions. We next state and prove three lemmas which will be used in our subsequent work. Lemma 1. Let the functions /(X) and g(\) be continuous, together with their first two derivatives, when Aj < X < A2 . For each such value of X suppose, in addition, that
Then, on (Ax , A2), the zeros of /(X) separate the zeros of <?(X), and conversely. We shall prove the lemma by showing that /(X) and g(X) satisfy the three conditions of Definition 1. We shall also use the following definition. Definition 3. A function <T>(X) will be said to have a zero of order k at X = X0 , if and only if,
where k > 0 and <£(X0) ^ 0.
Proof of Lemma 1. On (A] , A2), /(X) and g(X) have no equal zeros, because any zero of both /(X) and g{\) would be a zero of TF(X) as well. The first condition of Definition 1 is therefore satisfied.
The second condition is also fulfilled, i.e., /(X) and g(\) have at most simple zeros on (Aj , A2). For if either function should have a zero of order fc > 1 on this interval, 1F(X) would vanish there by Definition 3. On the other hand, the required continuity conditions would be violated if either function were to have a zero of order k < 1.
It remains to be shown that between any two consecutive zeros of g(\) on (Ax , A2) there lies exactly one zero of /(X), and conversely. This will be done with the aid of Sturm's separation theorem [1] , Now, it is a routine matter to verify that on Aj < X < A2 , /(X) and g(\) are solutions of the differential equation
where
From the hypotheses of the lemma, which require that /"(X) and </"(X) shall be continuous, while W(X) 5^ 0, it follows that on A, < X < A2, (i) K(\) does not vanish and K'(\) is continuous, (ii) G(X) is continuous, and (in) /(X) and g(\) are linearly independent solutions of (2).
In writing the third of these statements, we have recognized that PF(X) is simply the Wronskian of /(X) and <?(X).
We may now invoke the Sturm separation theorem to conclude that between each pair of consecutive zeros of g(\) on (Ax , A2) there is exactly one zero of /(X), and conversely. This completes the proof of Lemma 1.
Lemma 2. Let /'(X) exist at each point of a closed interval having X" and X, as end points. Suppose also that /(X8) ^ 0, /'(X,) 5^ 0, /(Xf) = 0, and /(X")//'(X,) > 0 (< 0); X, < X, (X, < X8). Then, /(X) has at least one zero between X" and X, . It will suffice to prove the lemma in the first instance only, i.e., when /(X.)//'(X,) > 0 and X, < X, , because the other case can be handled in a similar manner.
Proof of Lemma 2. If X, < X, and /'(X,) > 0 (< 0), then /(X,) > 0 (< 0). Moreover, from the definition of a derivative, there exists an h such that 0 < h < X, -X, and /(X« -h) < 0 (> 0). Hence, /(X")/(X, -h) < 0, i.e., the continuous function /(X) changes sign on X, < X < X, and, therefore, has at least one zero between X8 and X, . Lemma 3. Let /'(X) exist at each point of a closed interval having X" and X, as end points. Suppose also that /(X8) = /(X() = 0 and /'(X»)/'(X,) > 0. Then /(X) has at least one zero between X8 and X, .
Because the hypotheses are symmetric in X8 and , no loss in generality results by assuming that X, < X, .
Proof of Lemma 3. If /'(X.) > 0 (< 0), then /'(X,) > 0 (< 0). From the definition of a derivative, there exists an h such that 0 < h < (X, -X")/2, /(X, + h) > 0 (< 0), and /(X, -h) < 0 (> 0). Since /(X" + h)f(k, -h) < 0, where X8 + h < X, -h, the continuous function /(X) changes sign 011 X, < X < X, and, therefore, has at least one zero between X" and X, .
3. Statements and proofs of the separation and interlacing theorems. (4) and suppose that, at each point X of the interval A, < X < A2 , the following conditions are satisfied: Then the separation and interlacing properties, stated in the following four theorems, apply to the zeros of the functions F(\) and /, (X) of Eq. (1). Theorem 1. On (Aj , A2) the zeros of f1(\) separate the zeros of /2(X), and conversely.
Theorem 2. On (Ax , A2) the zeros of /3(X) separate the zeros of /4(X), and conversely.
Theorem 3. On (Aj , A2) the zeros of F(\) interlace the zeros of the product function /i(X)/3(X). Theorem 4. On (Aj , A2) the zeros of F(X) interlace the zeros of the product function /2(X)/4(X).
From Theorems 3 and 4 it is readily seen how the zeros of /j (X) and /3(X) [or the zeros of /2(X) and /4 (X)] may be utilized to isolate the zeros of F(X) whenever hypotheses (Hj) and (H2) are complied with. [Vol. XXIII, No. 1
We now proceed with proofs of the foregoing theorems. Proof of Theorems 1 and 2. Condition (Hi) guarantees that on Aj < X < A2 TF12(X) ^ 0 and TF34(X) ^ 0.
Hence, in view of the continuity conditions (H2), Theorems 1 and 2 may be identified as particular instances of Lemma 1. As for Theorems 3 and 4, their hypotheses are identical, so that we need prove only Theorem 3. Our method of proof will be to show that the four conditions of Definition 2 are satisfied when /(X) and g(\) of that definition are replaced by F(\) and /i(X)/3(X), respectively. Throughout the proof, it will be well to bear in mind that Theorems 1 and 2 imply that the functions /,(X) have at most simple zeros on (At , A2).
Proof of Theorem 3. Condition (i) of Definition 2 is satisfied. For, suppose X0 is a simple zero of /i(X)/3(X). Then, either /j(X0) = 0, or else /3(X0) = 0, but not both. If /i(X0) = 0, then from Theorem 1, /2(X0) ^ 0; hence Ffyo) = W^iO/aC^o) 5^ 0.
On the other hand, if /3(X0) = 0, then from Theorem 2, /4(X0) 5^ 0, and FQ^o) = /iOvO/^o) 7^ 0.
Therefore, no simple zero of /i(X)/3(X) is a zero of F(X).
Condition (ii) of Definition 2 also holds, that is to say, F(\) has a zero equal to each double zero of /i(X)/3(X). For, if X0 is a double zero of /i(X)/3(X), then /i(A0) = /3(X0) = 0 so that F(\0) = 0 as well.
We next note that, in as much as /i(X) and /3(X) have at most simple zeros on (A, , A2), the zeros of /i(X)/3(X) on this interval must be either simple or double. Thus, part of condition (in) of Definition 2 is satisfied. The rest of (Hi), and condition (iv) besides, will be satisfied provided that on Aj < X < A2 :
(CO all zeros of F(\) are simple; (C2) between any two consecutive zeros of /i(X)-/3(X), whether simple or double, there lies exactly one zero of F (X).
We shall find it helpful to have the following identities available. They may be derived from (4), together with (1) and (3).
These results, along with (Ht) and (H2), clearly demonstrate that on (Ai , A2):
(Dj) u'i3(X)w24(X) 2: 0; moreover, Wi3(X) and w24(X) do not change sign; (D2) wi3(X) = 0 at a point X0 if, and only if, X0 is a double zero of /i(X)/3(X); (D3) u'24(X) ^ 0 except at a double zero of /2(X)/4(X); (D4) F(\), /i(X)/3(X), and /2(X)/4(X) have continuous derivatives of order two; (D5) the functions defined by (3) and (4) have continuous first order derivatives. Now, there are three essentially distinct possibilities with regard to any two consecutive zeros X, and X( of /i(X)/3(X) on (Aj, A2):
both Xa and X, are simple zeros of A(X)/3(X);
Case II: is a simple zero and X, a double zero of /i(X)/3 (X);
Case III: X, and X, are both double zeros of /i(X)/3(X).
We proceed to establish (Ci) and (C2) under each of these three circumstances. Case I: In this instance, (D2) shows that w,3(X) ^ 0 on the closed interval I having X, and Xf as end points. But, according to (D5), wl3(\) is continuous on (An , A2). Hence, there exists an open interval, having all points of I as interior points, over which w,3(X) 0. From (D4) and Lemma 1, it follows that on this open interval the zeros of F(k) separate the zeros of /i(X)/3(X). An immediate extension of this conclusion is that (cj) between each pair of consecutive simple zeros of /i(X)/3(X) on (Aj , A2) there is precisely one zero of F(\), and it is of order one.
Case II: By means of (1), (4), (D,), (D2), and (D3), it is easy to verify, in this case, that -P(X. , X«)F(X.)F'(X,) > 0,
where P(X., x«) = UMUQiMMUm-x.
It has already been pointed out that X, is a zero of F(\). It it were a zero of order k < 1, then would not exist contradicting (D4). Were it a zero of order k > 1, then F'(\,), and perforce Wi3(Xs)w24(X(), would vanish contradicting (7). Hence, X, is a simple zero of F(\). But, this implies the more general result concerning zeros of /i(X)/3(X), lying on (A! , A2): (c2) a double zero of /i(X)/3(X), immediately preceded or succeeded by a simple zero of the function, is a simple zero of F(\).
Our next objective will be to show that:
(c3) between any two consecutive zeros of /i(X)/3(X) on (A! , A2), one of which is simple and the other double, there lies exactly one zero of F(K), and it is of order one.
To accomplish this, we first note that any zero F(\) may have between X, and X, must be of order one. For, if the point X, is omitted from the closed interval having X, and X, as end points, a half open interval is obtained over which wiS(\) 0, in accordance with (D2). Thus, either (D2) or (D4) would be violated if F(\) had other than a simple zero between Xs and Xt . As a matter of fact, F(X) can have at most one zero between X" and X( . For, otherwise, Lemma 1 would assure the existence of a zero for /i(X)/3(X) between X, and X, , which is impossible. Therefore, (c3) will be established as soon as F(\) is shown to have at least one zero between X, and X, . In proving this, we shall need several inequalities not as yet set down. 
Again utilizing Lemma 2, we have ZiOO/ftOO < 0 (> 0), when X, < X, (X, > X,)-
The additional inequalities
are seen to follow from (Hx), once it is realized that (D5) and (5) imply TF12(X) and IF34(X) are both of constant sign over Ax < X < A2 . We now return to (8) . s . f < 0 when X, < X, . , P(X. , X,) is > (15) L> 0 when X, > X, irrespective of which function, (X) or /3(X), has Xs as a zero. With this result in mind, it is evident that (7) implies is ° when < Xl (16) [< 0 when X" > X,
It is now a straightforward matter to confirm that F(X) satisfies the hypotheses of Lemma 2 and, therefore, has at least one zero between X" and X, . Conclusion (c3) is, thus, substantiated.
Case III. In this case, X" and X( are both double zeros of /i(X)/3(X) and, therefore, are zeros of F(X) also.
Using (1), (4), (Di), and (D3) we derive the relation w24(Xs)w24(X,) = /2(Xs)/2(Xi)/4(X8)/4(X,)P'(Xs)P'(X,) > 0.
If either Xs or X< were a zero of F(\) of order k < 1, then (D4) would be violated. Should either zero have order k > 1, (17) would be contradicted. Hence, X, and X, are simple zeros of F(\) and it follows that on (At , A2):
(c4) a double zero of /i(X)/3(X), immediately preceded or succeeded by another double zero of the function, is a simple zero of F(\).
We shall also prove that:
(c5) between any two consecutive double zeros of /i(X)/3(X) on (At , A2) there lies precisely one zero of F(X), and it is of order one.
An argument almost identical with the one used in establishing (c3) of Case II, when applied to the open interval between A, and X, instead of to a half open interval, reveals that, in the present case, it is still true that between As and X, : F(X) can have only simple zeros, and F(\) can have at most one zero.
We proceed by observing that the product
is positive. Hence, in virtue of (17), > 0.
With this result known, it becomes a trivial matter to verify that F(\) fulfills the hypotheses of Lemma 3; consequently, F(X) has at least one zero between X" and X( . The validity of (c5) is now self-evident. By way of summary, let us stress the fact that the five conclusions (c,) through (c5) suffice to establish (Ca) and (C2). The proof of Theorem 3 is, thus, complete.
Applications of the theorems.
Our theorems are especially suited to the problem of isolating the characteristic numbers of boundary value problems which, upon separation of variables, lead to Sturm-Liouville differential systems involving interface boundary conditions. For, by utilizing Laplace's generalized method for expanding determinants [2] , it is possible to express the characteristic equations of such systems in the form of equation (1), [3, 4, 5, 6, 7, 8] . Indeed, when the system entails more than one pair of interface conditions, the functions /»(X), appearing in (1), will themselves have the same structure as F(X). In this event, successive reapplications of Theorems 1 through 4 may be required hi order to effect the ultimate isolation, and determination within intervals, of the characteristic numbers of the problem. As an aid in better clarifying ideas, let us consider an illustrative example.
Example. A composite shaft, of unit length and consisting of two adjoining segments, is undergoing free torsional vibrations. One segment of the shaft is tapered and it extends from a free end at x = 0 to the interface of the two segments at X -P, 0 < P < 1. The cross section of this segment, at a distance x from the free end, is a circle of radius bx-The other segment of the shaft is a right circular cylinder of radius r0 and length (1 -(3) . Its end at x = 1 is built-in. At the interface, the angle of twist, and the transmitted torque, are continuous functions.
It can be shown that the characteristic equation of such a shaft is given by (1) with
MX) = sin (1 -p)cX,
MX) = -mcX cos (1 -;3)cX,
where c and ju are positive constants whose values depend upon those of the physical parameters of the problem [8] .
Only positive values of X will be allowed; for, otherwise, the values of /i(X) and /2(X) would not remain defined and real. From the elementary nature of /3(X) and /4(X), it is at once evident that the zeros of these functions separate one another on every interval which does not include the origin. This same conclusion also follows from Theorem 2; because, when n and c are positive and 0 < f$ < 1, the right hand member of
can vanish if, and only if, X = 0.
In particular, when X > 0, as we have required, sin 2(1 -B)c\ < 2(1 -/S)cX and, hence, TF34(X) < 0.
Now, return to (20) and (21) and compute /{(X) and /2(X). Then, substitute these expressions into (3), and utilize elementary trigonometric identities, to obtain We are interested in determining those positive values of X which make T712(X) positive and, hence, the product TFi2(X)TF34(X) negative. For, then, Theorems 1, 3, and 4 will be applicable. Thus, we require that the inequality 032XS -1) + (l + ^)1/2 sin (2/3X + Tan"1 > 0 £X/ shall be satisfied. This condition is clearly fulfilled if /3X > 1 and
From this relation it follows that if 3/2/3 < X < 00,
then 1Fj2(X) > 0, and from (26), TF]2(X)T734(X) < 0.
In view of Theorems 1, 3, and 4 we may, therefore, assert that on the interval (30):
(ai) the zeros of /4 (X) and /2(X) separate one another, and (a2) the zeros of F(\) interlace the zeros of /i(X)/3(X), as well as the zeros of /2(X)/4(X).
Note that neither p. nor c affect the determination of (30); however, the value of j3 does. In fact, it is obvious that 3/2/3 increases as /3 decreases. Consequently, (a,) and (a2) are of little practical value when /3 is a number very near to zero. This difficulty may be overcome, however, in the following way.
Return to (27) and replace cos 2/3X and sin 2/3X by their respective power series and, subsequently, collect coefficients of like powers of /3X to obtain (2w-This series is clearly alternating; hence, TF"12(X) will sux-ely be positive if (2/SX)8/6! -2(2/3X)s/8! > 0, i.e., if
Upon combining this result with that of (30), we see that (at) and (a2) actually apply on every finite interval lying wholly along the positive half axis, 0 < X < ».
When p = i, n = 1, and c -1, the zeros of the functions (20) through (24), for values of X between 0 and 100, are listed in Table 1 . By inspecting the entries of columns 1 and 2, and of columns 3 and 4, it is possible to detect the separation properties of Theorems 1 and 2. Similarly, the interlacing properties of Theorems 3 and 4 become apparent when a comparison is made of the entries in columns 1, 3, and 5, and in columns 2, 4, and 5. By plotting these corresponding sets of data, in turn, along directed line segments, each extending from X = 0 to X = 100, the separation and interlacing properties of these theorems may be depicted geometrically.
