Abstract. In this paper, we generalize some existing discrete Pachpatte type inequalities to more general situations.
INTRODUCTION
The role played by finite difference inequalities in the development of the theory of finite difference equations is well known. In recent years, the desire to widen the scope of applications of finite difference equations has resulted into the necessity of discovering various new finite difference inequalities in order to study the qualitative as well as quantitative behavior of solutions of such equations.
During the past few years various mathematicians have discovered many fundamental and useful finite difference inequalities; see [1, 2, 3, 4, 5, 6, 7, 8, 9] . In [5, 6, 7] , Pachpatte investigated a number of new finite difference inequalities which are useful in the study of new classes of difference and sum-difference eqautions. In present paper, we generalize some of the inequalities reported in [5, 6, 7 ] to obtain explicit bound on some of the nonlinear difference equations. Some applications are also given to convey the importance of our results.
In what follows, we let N 0 = {0, 1, 2, . . . } and for any function u(t), t ∈ N 0 , we define the operator ∆ by ∆u(t) = u(t + 1) − u(t). The class C(R + , R + ) consists of all real valued, nonnegative and continuous functions defined on R + . As usual, throughout the paper the empty sum and product are taken to be 0 and 1 respectively.
Before proceeding to the statement of our main result, we state some important lemmas and finite difference inequalities that will be used in further discussion. Theorem 1.1. (Pachpatte's Inequality [5] ) Let a(t) be nonnegative function defined on N 0 and c ≥ 1 be a constant. Let u(t) ≥ 1 be a function defined for t ∈ N 0 . If
, for t ∈ N 0 . [1] ) Let u(t) and b(t) be nonnegative functions defined for t ∈ N 0 and c be a nonnegative constant. Let g(u) be a nondecreasing continuous function defined on R + with g(u) > 0 for u > 0. If
Theorem 1.2. (Hull and Luxemberg
where G −1 is the inverse of G defined as
, r > 0, r 0 is arbitrary and t 1 ∈ N 0 be chosen so that
) Let u(t) and b(t) be nonnegative functions defined on N 0 and c ≥ 0 be a constant. If
MAIN RESULTS
In this section, we state and prove some new nonlinear difference inequalities of Pachpatte type and we obtain a bound on an unknown function, which can be used in the analysis of various problems in the theory of nonlinear difference and sum-difference equations.
Theorem 2.1. Let u(t) ≥ 1 be a function defined for t ∈ N 0 and c ≥ 1 be a real constant. Let a(t) be a nonnegative function defined for t ∈ N 0 . Let φ ∈ C(R + , R + ) be strictly increasing function with φ (∞) = ∞ and ψ, χ ∈ C(R + , R + ) be nondecreasing such that
and χ(1) = 1. If
Proof. Define a function z(t) by
Then z(0) = c and inequality (1) can be restated as
Using the fact that ψ(u), χ(u) ≤ φ (u), we get
A suitable application of Theorem ( [3] , p.11) to (5) yields
From (6), we observe that
A suitable application of Theorem (1.3) to the inequality (7) implies the estimate
. (8) From (8), we have
Using (9) in (4), we get
which is the desired inequality in (2). This proves our theorem.
Corollary 2.2. Let u(t) ≥ 1 be a function defined for t ∈ N 0 and c ≥ 1 be a real constant. Let a(t) be a nonnegative function defined for t ∈ N 0 . If
Proof. Define φ (u) = u p , p ≥ 1 and ψ(u) = u = χ(u) on R + in Theorem 2.1. The rest of the proof can be easily completed by following the proof of the Theorem 2.1.
Corollary 2.3. Let u(t) ≥ 1 be a function defined for t ∈ N 0 and c ≥ 1 be a real constant. Let a(t) be a nonnegative function defined for t ∈ N 0 . If 
Proof. Define a function v(t) by the right side of (15), then
Using the facts that ψ(u), χ(u) ≤ φ (u) and φ (u(t + 1)) ≤ v(t + 1), we get
By setting t = s in (18) and then setting s = t,t + 1, . . . , m − 1 successively for some arbitrary m ∈ N 0 , we obtain
Noting that lim m→∞ v(m) = c and by letting m → ∞ in (19), we get
From (20), we observe that
Define a function z(t) by the right side of (21). Then z(0) = log c, log v(t) ≤ z(t), t ∈ N 0 and
which by following the above arguments yields
The inequality (23) implies the estimate
Using (24) in φ (u(t)) ≤ v(t) we get the required inequality in (16).
Remark 2.2. We note that Theorem ( [3] , p.244) proved by Pachaptte in [6] can be obtained as a special case of Theorem 2.4 if we take φ (u) = u = ψ(u) = χ(u), u ∈ R + . Theorem 2.5. Let u(t), a(t), c, φ , ψ, χ be as in Theorem 2.1 and g ∈ C(R + , R + ) be nondecreas-
, r > 0 (27) r 0 > 0 is arbitrary, G −1 is the inverse of G, and t 1 ∈ N 0 is chosen so that
Proof. Defining a function v(t) by the right side of (25) and following the same arguments as in the proof of Theorem (2.1) upto the inequality (7) we get
A suitable application of Theorem (1.2) to the inequality (28) yields
From (29), we observe that
Now using (30) in φ (u(t)) ≤ v(t) we get the desired inequality in (26) for 0 ≤ t ≤ t 1 .
Theorem 2.6. Let a(t), b(t) be nonnegative functions defined for t ∈ N 0 and u(t), c, φ , ψ, χ be as in Theorem 2.1. If
Proof. By seeting v(t) equal to the right side of (31) and following the same arguments as in the proof of Theorem (2.1) upto the inequality (7) we obtain log v(t) ≤ log c +
Now by applying Theorem ( [3] , p.26) to the inequality (33) and following the last arguments as in the proof of Theorem 2.1, we obtain the required inequality in (32).
Theorem 2.7. Let u(t), a(t), c, g(u), φ , ψ, χ be as in Theorem 2.5. If
where Ω −1 is the inverse of Ω defined as,
, r > 0, r 0 > 0 is arbitrary, and t 1 ∈ N 0 be chosen so that
Proof. The proof of this Theorem follows by the same arguments as in the proof of Theorem
and making use of the Theorem ([3], p.134).
Theorem 2.8. Let u(t), a(t), b(t), c, φ , ψ, χ be as in Theorem 2.6. If
Proof. Define a function z(t) by the right side of (34). Then z(0) = c, φ (u(t)) ≤ z(t) and
Using the fact that ψ(u), χ(u) ≤ φ (u) we get
A suitable application of Theorem ( [3] , p.11) implies the estimate
From (38), we observe that log z(t) ≤ log c +
Define a function v(t) by the right side of (39).Then v(0) = log c, log z(t) ≤ v(t) and v(t) is nondecreasing in t ∈ N 0 . Now
On application of Theorem ( [3] , p.11) to the inequality (40) yields
. (41) From (41), we observe that
Using (42) in φ (u(t)) ≤ z(t) we get the required inequality in (35).
Theorem 2.9. Let u(t), a(t), b(t), c, φ , ψ, χ be as in Theorem 2.6 and g(u) be as in Theorem 2.5.
where G, G −1 are defined as in Theorem 2.5 and t 1 ∈ N 0 be chosen so that
Proof. Define a function z(t) by the right side of (43). Then z(0) = c, φ (u(t)) ≤ z(t) and
From (48), we observe that log z(t) ≤ log c +
Define a function v(t) by the right side of (49). Then v(0) = log c, log z(t) ≤ v(t) and v(t) is nondecreasing in t ∈ N 0 . Now
From (45) and (50), we have
Now by setting t = s in (51) and summing over s from 0 to t − 1 we obtain the estimate
Using (52), (49) and φ (u(t)) ≤ z(t) we get the required inequality in (44).
Theorem 2.10. Let u(t), a(t), b(t), c, φ , ψ, χ be as in Theorem 2.6. If
and 1 − (log c)
Proof. Define a function z(t) by the right side of (53). Then z(0) = c, φ (u(t)) ≤ z(t) and
From (58), we observe that log z(t) ≤ log c +
Define a function v(t) by the right side of (59). Then v(0) = log c, log z(t) ≤ v(t) and v(t) is nondecreasing in t ∈ N 0 . Now
Then r(0) = v(0) = log c, v(t) ≤ r(t) and
A suitable application of Theorem ( [3] , p.108) implies the estimate
The inequality (64) implies the estimate
Using this in log z(t) ≤ v(t), we obtain
From (66) and φ (u(t)) ≤ z(t) we get the desired inequality in (54).
APPLICATIONS
Example 3.1. Consider the nonlinear difference equation
where x(t), p(t) are real valued functions defined on N 0 and x 0 is a constant. Let x(t), t ∈ N 0 be a solution of (67). From (67), we observe that The above inequality obtains bound on the solution of Equation (67) 
where x(t), a(t), b(t) are real valued functions defined on N 0 and x 0 is a constant. Let x(t), t ∈ N 0
