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Abstract. We present a public version of the code coffe (COrrelation Function Full-sky
Estimator) available at https://github.com/JCGoran/coffe. The code computes the galaxy
two-point correlation function and its multipoles in linear perturbation theory, including
all relativistic and wide angle corrections. coffe also calculates the covariance matrix for
two physically relevant estimators of the correlation function multipoles. We illustrate the
usefulness of our code by a simple but relevant example: a forecast of the detectability of the
lensing signal in the multipoles of the two-point function. In particular, we show that lensing
should be detectable in the multipoles of the two-point function, with a signal-to-noise larger
than 10, in future surveys like Euclid or the SKA.
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1 Introduction
The two-point function of galaxies contains valuable information about cosmology and the
large-scale structure (LSS) of the universe. Measurements of the two-point correlation func-
tion (2pF) have been performed by different collaborations over the past years [1–3] and
upcoming redshift surveys will probe the LSS of the universe at deeper redshift and for larger
volumes [4–6]. It is often argued that cosmology has become a precision science thanks to the
very accurate measurement of the Cosmic Microwave Background (CMB) temperature fluc-
tuations and polarization power spectra [7, 8] and it is now time for the observation of galaxy
distribution to contribute to this name. It is clear that to correctly interpret and to profit
maximally from the data that will soon be available we need robust theoretical predictions of
the signal. Not only the signal has to be understood from a theoretical point of view but it
is necessary to find accurate and fast methods to compute it. For the CMB, we have at our
disposal fast linear Boltzmann codes such as camb [9] and class [10]. Recently, these codes
have been extended to compute also the angular power spectrum of galaxy number counts,
C`, [11] and [12]. However, redshift surveys traditionally measure the 2pF and its multipoles
(monopole, quadrupole and hexadecapole), rather than the C`’s. In this work we present a
public version of the code coffe (COrrelation Function Full-sky Estimator) which computes
the galaxy 2pF including all the relativistic projection effects and does not rely on the flat-sky
approximation. It is known that the galaxy 2pF is not simply given by density fluctuations
and redshift-space distortions (RSD) but it acquires several additional terms from lensing, or-
dinary and integrated Sachs Wolfe effects, gravitational redshift, Doppler terms, and Shapiro
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time delay. These contributions arise in the expression for the observed galaxy number counts
∆(n, z) at redshift z and direction n in the sky [13–15] and of course they contribute also to
the correlation function defined as
ξ(cos θ, z1, z2) = 〈∆(z1,n1)∆(z2,n2)〉 , (1.1)
where cos θ = n1 · n2. The brackets in eq. (1.1) are intended, from a theoretical point of
view, as an ensemble average but if ergodicity holds (as it does for the case of a statistically
homogeneous Gaussian random field), in observations, they can be replaced by a spatial
average. The expression that is most commonly used in the literature for the 2pF is the
Fourier transform of the Kaiser formula for the galaxy power spectrum [16]
P (z¯, k, ν)Kaiser = D
2
1(z¯)
[
b2 +
2bf
3
+
f2
5
+
(
4bf
3
+
4f2
7
)
P2(ν) + 8f
2
35
P4(ν)
]
P (k) . (1.2)
Here z¯ is the mean redshift of the survey, P (k) is the matter density power spectrum today,
D1(z¯) is the growth factor normalised to 1 today, ν is the cosine of the angle between k and
the line-of-sight direction (assumed fixed in the flat-sky limit), ν = n · k, and the P` are the
Legendre polynomials of degree `. We have also defined b(z¯) as the galaxy bias which relates
the galaxy density fluctuations to the matter perturbation in synchronous-comoving gauge:
∆den = b · δc. Furthermore
f(z¯) = −D
′
1
D1
(1 + z¯) =
d lnD1
d ln(a)
, (1.3)
is the growth rate, where the prime denotes the derivative with respect to the redshift z¯.
eq. (1.2) relies on the flat-sky approximation and does not include all the projection effects
we mentioned before. A simple way to write the 2pF in full generality is to use the well know
expression
ξ(θ, z1, z2) =
1
4pi
∑
`
(2`+ 1)C`(z1, z2)P`(cos θ) , (1.4)
where C`(z1, z2) is the number counts angular-redshift power spectrum introduced in [14,
15]. Even though fast and reliable codes such as camb and class have been generalised to
calculate the number count angular power spectrum [12, 17], the use of eq. (1.4) to compute
the 2pF is not advisable. As explained in [18, 19] this approach has two relevant drawbacks:
• Window function: eq. (1.4) is essentially an inverse Fourier-Bessel transform. The sum
over ` runs to infinity and we are forced to cut it at some `max. This is equivalent to
introducing a top-hat window functionW` in `-space which enforces C` = 0 for ` > `max.
The inverse transform is then a convolution of ξ with the inverse transform ofW` (given
usually in terms of spherical Bessel functions j`): this introduces spurious oscillations
in the result. A possible workaround is to introduce in the sum a decaying window
function which ensures (2`+ 1)C` ' 0 for ` & `max but the result will then depend on
the smoothing scale chosen.
• Run time: Typical values for `max in order to reproduce the correct behaviour of ξ
are `max > 3000. This means that every point of the 2pF requires the computation of
several thousands spectra C`: class is very fast but this quickly becomes unfeasible,
especially when terms which require line-of-sight integrations are sought (i.e. lensing).
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As argued in Ref. [19], this problems become especially relevant when we want to exploit the
very high redshift resolution of spectroscopic surveys in a redshift bin ∆z. For correlating
only a small number of rather wide photometric redshift bins, the C`(z1, z2) probably remain
the method of choice.
The code coffe performs a direct calculation of the 2pF which does not need the angular
power spectra C`(z1, z2). For the standard and one of the Doppler terms this has already
been done in [18], with an implementation in the public code AngPow [20]. Here we extend
this work to include lensing and all other relativistic effects in full sky. In particular, our code
computes: 1) the 2pF as a function of redshift, separation and orientation, 2) the multipoles
of the 2pF, which is the output directly delivered by redshift surveys, and 3) the covariance
matrix, necessary e.g. to assess the detectability of lensing and relativistic effects and their
information content. In the next section we summarise the theoretical results which allow for
a direct calculation and we deal with the problem of Infra-Red (IR) divergence which afflicts
some terms in the correlation function. In section 3 we illustrate the usefulness of our code
through one simple example. In section 4 we present the code and in section 5 we conclude
and discuss future implementation to expand its functionalities.
2 The relativistic full-sky correlation function
2.1 The formalism
In this section we summarize the results obtained in [19]. Let us start with the set up for
computing the two-point correlation function (2pF). The 2pF is usually not regarded as a
function of two redshifts and one angle as in eq. (1.1) but as a function of the separation
between the two points r, the mean redshift z¯ and the cosine µ of the angle between the
separation vector r and a line-of-sight (LOS) between the two directions of observation, de-
termined by convention. There is not a unique way to define this angle. In the flat-sky limit
common definitions coincide, but in full sky they lead to differences in the multipoles, which
are potentially of the same order of magnitude as the relativistic effects. It is therefore crucial
to clearly specify the chosen angle. It is common practice to split r into its parallel component
r‖ (i.e. parallel to the LOS) and transverse component r⊥ (i.e. perpendicular to the LOS) so
that r =
√
r2‖ + r
2
⊥. In the full-sky regime, where we take into account that the two points do
not share the same LOS, we chose to define the parallel separation as the difference between
the comoving distance of the two points
r‖ = χ2 − χ1 , (2.1)
where χi = χ(zi). We also define µ in the usual way as µ = r‖/r, which reduces to the
standard definition in the flat-sky limit. Assuming vanishing spatial curvature ΩK = 0 (as
this first release of coffe does) the separation between the two points is given by
r(θ, z1, z2) =
√
χ21 + χ
2
2 − 2χ1χ2 cos θ , (2.2)
and cos θ can be related to r, µ and z¯ by
cos θ =
2χ¯2 − r2 + 12µ2r2
2χ¯2 − 12µ2r2
, (2.3)
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where we have introduced1 χ¯ = (χ1 + χ2)/2 ' χ(z¯). We point out that when writing the
correlation function ξ(r, µ, z¯) (considering physical distances) a cosmology must be assumed
to convert the observed redshifts to χ1 and χ2, while ξ(θ, z1, z2) can be directly measured
in observations. However the former approach allows us to compute the multipoles of the
correlation function which are often useful to break the degeneracy between cosmological
parameters [21–27]. One then has to be careful when estimating cosmological parameters,
taking into account that the data ξ(r, µ, z¯) itself depends on them. This is usually done by
introducing rescaling parameters in the correlation function, which are fitted at the same time
as cosmological parameters, see e.g. [28].
Having clarified the setup, we can now turn to the computation of the 2pF. Including all the
relativistic corrections, the galaxy number counts can be written as [14, 15, 29]
∆(n, z) = ∆den + ∆rsd + ∆len + ∆d1 + ∆d2 + ∆g1 + ∆g2 + ∆g3 + ∆g4 + ∆g5 . (2.4)
We can identify the physical meaning of each term in the following way: the standard terms,
i.e. the density fluctuations and the RSD term, denoted respectively by ∆den and ∆rsd, are
usually taken into account in galaxy clustering analyses. ∆len represents the lensing term.
∆d1 is the Doppler contribution, ∆d2 is a velocity term which comes from transforming
the longitudinal gauge density into the comoving density. ∆g1,∆g2 and ∆g3 are relativistic
effects, given by the gravitational potentials at the source. As such they are sometimes called
’Sachs-Wolfe’ terms. ∆g4 denotes the so-called Shapiro time-delay contribution and ∆g5 is
the integrated Sachs-Wolfe term. Redshift-space expressions for the contributions in Eq (2.4)
can be found in [19], here we will only use the Fourier-Bessel transform of these terms given
by
∆den` = b(z)SDj`(kχ) , (2.5)
∆rsd` =
k
HSV j
′′
` (kχ) , (2.6)
∆len` =
(
2− 5s
2
)
`(`+ 1)
χ
∫ χ
0
dλ
χ− λ
λ
(Sφ + Sψ)j`(kλ) , (2.7)
∆d1` =
(
H˙
H2 +
2− 5s
χH + 5s− fevo
)
SV j
′
`(kχ) , (2.8)
∆d2` = −(3− fevo)
H
k
SV j`(kχ) , (2.9)
∆g1` =
(
1 +
H˙
H2 +
2− 5s
χH + 5s− fevo
)
Sψj`(kχ) , (2.10)
∆g2` = (−2 + 5s)Sφj`(kχ) , (2.11)
∆g3` =
1
H S˙φj`(kχ) , (2.12)
∆g4` =
2− 5s
χ
∫ χ
0
dλ(Sφ + Sψ)j`(kλ) , (2.13)
∆g5` =
(
H˙
H2 +
2− 5s
χH + 5s− fevo
)∫ χ
0
dλ(S˙φ + S˙ψ)j`(kλ) . (2.14)
1Note that χ¯ and χ(z¯) are not exactly the same but in what follows we neglect this difference which is of
order (∆z)2/H(z¯).
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We define the matter transfer function SD, which relates the primordial power spectrum
Pζ(k) = As(k/k∗)ns−1 to the matter power spectrum at redshifts z1 and z2, via
Pζ(k)SD(k, z1)SD(k, z2) = k
3
2pi2
D1(z1)D1(z2)P (k)|z=0 = k
3
2pi2
P (k, z1, z2) . (2.15)
In standard ΛCDM, the velocity and potentials transfer functions are related to SD through
SV = −(Hf)/k SD , (2.16)
SΦ = SΨ = −3Ωm
2a
(H0
k
)2
SD , (2.17)
SΦ˙ = SΨ˙ = −
3Ωm
2a
(H0
k
)2
(S˙D −HSD) . (2.18)
Furthermore s denotes the magnification bias and fevo is the evolution bias.
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Figure 1: A possible output of the coffe code. The correlation function r2ξ(r, µ) is
plotted at z¯ = 0.1 for different values of µ (color coded): the left panel is the flat-sky result
of eq. (2.28), the middle panel the full-sky result considering only density and redshift-space
distortion, while the right panel also considers the "d1" doppler term (the most relevant
relativistic contribution at low redshift). Note that the full sky result for the standard terms
is negative at large distances while the flat sky result can be positive depending on the
orientation µ. Including the relativistic terms (in this case only d1 contributes visibly), the
correlation function becomes again positive for almost transverse orientations. For large µ
and large r it is significantly more negative than the standard flat sky result.
The basic idea (envisioned in [18] and exploited in [19]) upon which the direct calculation
is performed is based on eq. (1.4) and the explicit expression for the contributions of the
correlation of the terms A and B in the angular power spectrum
CAB` (z1, z2) = 4pi
∫
dk
k
PR(k)∆A` (k, z1)∆B` (k, z2) , (2.19)
where we set schematically {A,B} = {den, rsd, ..., g5}. Combining Eqs. (1.4) and (2.19) we
can exchange the sum over ` and the integral over the wavenumber: we then need to evaluate
sums of the form ∑
`
(2`+ 1)∆A` (k, z1)∆
B
` (k, z2)P`(cos θ) . (2.20)
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The ∆A` depend on ` only via a spherical Bessel function or derivatives of it and hence we can
perform the infinite sum over ` analytically, leading to simple functions of θ, z1, z2 multiplying
jL(kr) with L ∈ {0, 1, 2, 3, 4}. We refer the interested reader to section 2.2 of [19] for details
of this calculation. Here we report the results with a somewhat different notation to present
the expressions in a way which is closer to what is implemented in coffe. It is useful to
split the discussion between non-integrated terms {den, rsd, d1, d2, g1, g2, g3} and integrated
terms {len, g4, g5}, which require a LOS integration.
For the non-integrated terms we define2
ξAB(θ, χ1, χ2) = D1(χ1)D1(χ2)
∑
`,n
(
Xn`
∣∣
A
+Xn`
∣∣
AB
+Xn`
∣∣
BA
+Xn`
∣∣
B
)
In` (r) , (2.21)
where the Xn`
∣∣
AB
= Xn` (θ, χ1, χ2)
∣∣
AB
, {A,B} = {den, rsd, d1, d2, g1, g2, g3} are listed in
Appendix B. Note that a single tag means autocorrelation: Xn`
∣∣
A
≡ Xn`
∣∣
AA
. The sum is
intended over all the values of `, n ∈ {0, 1, 2, 3, 4} for which the coefficients (given in the
appendix) are non-zero. Note that the symmetry of the 2pF implies
Xn`
∣∣
AB
(θ, χ1, χ2) = X
n
`
∣∣
BA
(θ, χ2, χ1) , (2.22)
and we have defined
In` (r) =
∫
dk k2
2pi2
P (k)
j`(kr)
(kr)n
. (2.23)
The use of this notation is justified in two ways: firstly it is now clear that the integrals In` (r)
need to be computed only once for every separation, independently of the orientation (i.e. µ).
This fact was somewhat hidden in the notation of [19] and we make it explicit here. Secondly
we have isolated the integrals In` (r): a fast and accurate computation of these integrals is
crucial for the precision of the 2pF. We have implemented the 2-fast [30] algorithm in C and
included it in our code3. In eq. (2.21), ξAB means ξAB = 〈(A + B)(A + B)〉 and in general
we define
ξABCD... = 〈(A+B + C +D + ...)(A+B + C +D + ...)〉 , (2.24)
where in this case the sum in eq. (2.21) is done over all possible combinations.
For the integrated terms we define
ξAB(θ, χ1, χ2) =
(
Z
∣∣
A
+ Z
∣∣
AB
+ Z
∣∣
BA
+ Z
∣∣
B
)
, (2.25)
where Z = Z(θ, χ1, χ2), {A,B} = {den, rsd, ..., len, g4, g5} and a single tag means autocorre-
lation. We again have
Z
∣∣
AB
(θ, χ1, χ2) = Z
∣∣
BA
(θ, χ2, χ1) , (2.26)
2Note that since we have assumed a cosmological model we write ξ(θ, χ1, χ2) = ξ(θ, z1, z2) = ξ(r, µ, z¯) =
ξ(r, µ, χ¯) with no distinction. In fact we can use χi = χ(zi), µ = (χ2 − χ1)/r and Eqs. (2.2),(2.3) to switch
between the different variables in which we express the correlation function. We neglect the difference between
χ¯ and χ(z¯).
3The original, publicly available, 2-fast code (https://github.com/hsgg/twoFAST) is implemented in the
high-level language julia.
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and the full list is given in Appendix B. Examples of the correlation function are shown in
fig. 1.
For completeness we also give the definition of the multipoles of the correlation function:
ξ`(z, r) ≡ 2`+ 1
2
1∫
−1
dµ ξ(z, r, µ)P`(µ) , (2.27)
and we remind the reader that in the flat-sky approximation, redshift-space distortions are
included by Fourier transforming eq. (1.2), which yields
ξ(z¯, r, µ)flat-sky = D
2
1(z¯)
[
c0(z¯)I
0
0 (r)− c2(z¯)I02 (r)P2(µ) + c4(z¯)I04 (r)P4(µ)
]
, (2.28)
with
c0 = b
2 +
2
3
bf +
f2
5
, (2.29)
c2 =
4
3
bf +
4
7
f2 , (2.30)
c4 =
8
35
f2 . (2.31)
2.2 IR divergence
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Figure 2: The divergent (solid) and convergent (dashed) correlation function for two po-
tential terms as a function of the IR cut-off kIR. It is shown how eq. (2.36) regularise the
Infra-Red behaviour of the correlation function. Different colours are different choices of
(r, µ).
We now turn to a problem which afflicts the 2pF contributions coming from the auto-
correlation and cross-correlation of potentials terms, namely ξAB with {A,B} = {d2, .., g5}.
The issue is essentially that the integral I40 has an Infra-Red divergence. It is in fact known
that the variance of the curvature has an IR divergence [31–34]:
〈ζ2(x)〉 =
∫ ∞
kIR
dk
k
Pζ(k) ∼
(
kIR
k∗
)ns−1
kIR→0−−−−→∞ for ns ≤ 1 . (2.32)
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This is a problem for the integral I40 . Recall that Φk ∼ ζkSΦ(k) ∼ k−2ζkSD(k) which, with
the large scale behavior SΦ(k)→ 1, gives SD(k) ∼ k2 for k → 0. This implies
I40 (r) =
∫
dk k2
2pi2
P (k)
j0(kr)
(kr)4
∼
∫
dk
k5
SD(k)
2Pζ(k) ∼
∫
dk
k
Pζ(k)→∞ . (2.33)
This means that the auto- and cross-correlations of potential terms (d2,..,g5) grow indefinitely
as kIR → 0 (as they all depend on I40 , see appendix B). It is clear that this is an unphysical
divergence as ∆(n, z) and its 2pF, ξ(θ, z1, z2), are observables and they can therefore not
diverge.
To understand why the divergence in (2.32) does not contribute to the observable, let us go
back to the definition of ∆(n, z):
∆(n, z) =
N(n, z)− 〈N〉Ω(z)
〈N〉Ω(z) , (2.34)
where N(n, z) is the number of galaxies in direction n at redshift z and 〈N〉Ω(z) is the
directional average of N(n, z):
〈N〉Ω(z) = 1
4pi
∫
dΩnN(n, z) . (2.35)
It is clear from eq. (2.34) that 〈∆〉Ω = 0. This simply reflects the fact that ∆ is the departure
from the average number of galaxies. Since in linear perturbation theory directional average
and ensemble average commute [35], we also have 〈ξ(θ, z1, z2)〉Ω = 0, meaning that the corre-
lation function does not have a monopole contribution. Physically this comes from the fact
that an observer will include into 〈N〉Ω not only the background but also all the IR modes
which he cannot distinguish from the background. This includes super-horizon modes as well
as terms at the observer, which we have neglected in this work specifically for this reason.
All these modes contribute only to the monopole4 and as they are included in the directional
average they are subtracted in eq. (2.34), leading to C0 = 0. If we apply these considerations
to eq. (1.4) we see that we are able to cure the divergence by explicitly removing the monopole
ξg −→ ξg − C0/4pi . (2.36)
In principle this line of reasoning could be applied to all the contributions to the 2pF, however
we only regularise in this way the contributions for which the monopole C0 is divergent (auto-
and cross-correlations of potential terms (d2,..,g5)). For the other terms this correction is
negligible. Eq. (2.36) can be easily implemented in the code as it amounts to a redefinition
of I40 (r):
I40 (r) −→
1
r4
∫
dk
2pi2
k−2P (k)
(
j0(kr)− j0(kχ1)j0(kχ2)
)
. (2.37)
The result of this procedure is shown in figures 2 and 3.
We point out that from a theoretical point of view the regularisation of the divergence can
be achieved by consistently keeping track of the terms at the observer [34, 36]. The resulting
4The peculiar velocity at the observer also induces a dipole contribution [29], which is irrelevant for this
regularisation discussion.
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2pF will be gauge invariant, consistent with the equivalence principle5 and free of divergences.
However to achieve this result one has to ensemble average over different realisations of the
perturbation fields at the observer. This procedure leads to a result which is not linked with
the observable correlation function since we can only observe from our position and therefore
the ergodic theorem cannot be applied on the observer position.
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Figure 3: Left : the divergent correlation function for two potential terms as a function
of separation r for different values of the IR cut-off. Right : subtracting the unobservable
monopole the correlation function converges for "reasonable" values of kIR . 10−4.
2.3 Estimators and the covariance matrix
The correlation function can be estimated in several ways from a given galaxy catalog. In
this section we present the two estimators for the multipoles of the 2pF that we consider in
coffe and we compute their covariance matrix. We start by splitting a catalog covering a
fraction of the sky fsky and a redshift interval (z¯ − δz, z¯ + δz), amounting to a total volume
V , into pixels of comoving size Lp. We then count the number of galaxies Ni in each pixel i
at redshift zi in the sky and we define ∆i ≡ ∆(xi) as in eq. (2.34):
∆i =
Ni − 〈N〉Ω(zi)
〈N〉Ω(zi) , (2.38)
5Inconsistency with the equivalence principle can be regarded as the reason for which the divergence arises:
a term like ∆g2, for example, is given by the value of the gravitational potential at the source Φs. This is not
observable, while considering a counter term at the observer Φs−Φo does not only agree with the equivalence
principle but it also regularises the divergence.
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where the directional average 〈N〉Ω is performed over all the pixels at redshift zi. The simplest
estimator we can construct for the multipoles is then
ξˆ`(r, z¯) = β`
∑
ij
∆i∆jP`(µij)δK(rij − r) , (2.39)
where rij = |xi − xj | is the distance between the two pixels and µij = r‖/r = (χ(z1) −
χ(z2))/r represents the orientation of the pixels. The function δK denotes the (dimensionless)
Kronecker delta representing the fact that in a binned catalog the values rij are discrete. The
normalisation factor β` is obtained by imposing that in the continuum limit the ensemble
average of the estimator satisfies 〈ξˆ`〉 = ξ`. One finds (more details are given in appendix A)
β` =
2`+ 1
4pi
L5p
r2V
. (2.40)
Equation (2.39) is the estimator which is usually used in redshift surveys 6. However to obtain
this result we have made one important approximation, which is to neglect time-evolution in
our redshift shell. We have indeed assumed that all pairs of pixels (i, j) in eq. (2.39) have the
same mean redshift z¯. It is only under this assumptions that the estimator (2.39) is unbiased,
i.e. that 〈ξˆ`〉 = ξ`. In practice however, we know that the galaxy distribution evolves with
redshift, so that each pair of pixels (i, j) contributes in a slightly different way to the sum.
This is especially relevant when computing the multipoles of the correlation function at large
separation r, for which thick redshift bins must be used 7. In this case, the mean of (2.39) can
be different from the theoretical predictions ξ` and the estimator is therefore biased. For this
reason we propose a second estimator, which distinguishes between different mean redshifts
zij = (zi + zj)/2 inside the redshift bin, and which is therefore unbiased also in the full sky
regime
Ξˆ`(r, z¯, δz) = γ`
∑
{zk}
W (zk)
∑
i,j
1 + cos θij
2r2j
∆i∆j P`(µij) δK(rij − r)δK(zij − zk) , (2.41)
which sums all the pairs at fixed separation r and at fixed mean redshift zk and then sums
over all the different redshifts in the bin {zk} so that no pair in the catalog is lost. Here
θij is the angle between xi and xj (note that this is not µij = 2(|xi| − |xj |)/(|xi| + |xj |).
The expectation value of this new estimator is the quantity Ξ` (which we can compute with
coffe) defined as
Ξ`(r, z¯, δz) = H0
z¯+δz∫
z¯−δz
dz
W (z)
H(z)(1 + z)ξ`(r, z) . (2.42)
Here W (z) denotes the redshift distribution (normalised to unity) and the normalisation
factor γ` has to be chosen as
γ` =
2`+ 1
(4pi)2
L5pH0
r2fsky
. (2.43)
6Note that in practice the Landy-Szalay estimator [37] is used, in order to account for the geometry of the
surveys and for irregularities in the galaxy distribution.
7In order to measure the multipoles at large separation r, we need indeed a redshift bin thicker than r in
order to include pairs with all orientations in the average over µ.
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Details of the derivation of this result are given in appendix A, where we show that Ξˆ` is an
unbiased estimator of Ξ` at all separations. Note that the non-trivial factor
1 + cos θij
2r2j
, (2.44)
that we have introduced in eq. (2.41) is necessary to find eq. (2.42). It accounts for the
geometry of the average over pairs in the full-sky regime. It can be expanded as
1 + cos θij
2r2j
' 1
χ¯2
(
1± µ r
χ¯
+O
(
r
χ¯
)2)
, (2.45)
and it reduces to 1/χ¯2 in the flat-sky approximation.
Let us finally address one important subtlety in the definition of eq. (2.42). Equation (2.42)
is a weighted average of ξ`(r, z), with z running over the size of the redshift bin, i.e. from
z(χ1) = z¯−δz to z(χ2) = z¯+δz. In practice however, the mean redshift of the pair of galaxies
z cannot take all the values between z(χ1) and z(χ2). The calculation of the multipoles defined
in eq. (2.27) contains indeed a sum over all orientations µ. However, for a given separation
r and orientation µ not all values of z are permitted. More precisely, the allowed values are
z ∈ [z(χ1 +r/2), z(χ2−r/2)]. If we want to take care of this subtlety theoretically, we have to
make the limits of integration and the redshift distribution W (z) in eq. (2.42) r-dependent.
For a simple top-hat distribution, coffe computes
Ξ`(r, z1, z2) =
H0
z2(r)− z1(r)
z2(r)∫
z1(r)
dz
ξ`(r, z)
H(z)(1 + z) , (2.46)
where z1(r) = z(χ1 + r/2) and z2(r) = z(χ2 − r/2).
We can now compare our two estimators. In figure 4 we show the fractional difference, at
z¯ = 1, between the mean of the two estimators: ξ`(r) and Ξ`(r, δz) for different values of
the half-width of the bin δz. The main difference between the two estimators is a different
normalisation: this is because the ξ` are computed exactly at z¯ = 1, while the Ξ` are averaged
over the redshift bin. The wider the bin, the larger is the deviation from the multipole at
the mean redshift. The second difference is more fundamental since it is directly due to the
evolution of the galaxy number counts with redshift. This effect is slightly scale-dependent
and it can be isolated in the following way: let us define a flat-sky Ξ` starting from the flat-sky
ξ`. In this case, as evolution is neglected in the flat-sky limit, the only difference between the
two estimators would be due to their different normalisation. In particular, in the flat-sky
limit we can separate the z- and r-dependence of the multipoles, as in eq. (2.28), to obtain
Ξ`(z¯)flat-sky =
H0
2δz
1
c`(z¯)D
2
1(z¯)
z¯+δz∫
z¯−δz
dz
c`(z)D
2
1(z)
H(z)(1 + z)
 ξ`(z¯)flat-sky , (2.47)
where the c`’s are defined in eqs. (2.29)-(2.31). In the full-sky regime, at large separations,
we expect a deviation from this simple behaviour. In figure 4 we therefore normalise the
multipoles ξ` with
ξ˜` ≡
H0
2δz
z¯+δz∫
z¯−δz
dz
1
H(z)(1 + z)
 ξ` . (2.48)
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Figure 4: The fractional difference (Ξ`(r)− ξ˜`(r))/ξ˜`(r) for the monopole ` = 0 at redshift
z¯ = 1. The Ξ` are computed in redshift bins with different half-widths δz. The monopole at
z¯ can only be calculated out to r ∼ 2δz/H(z). The ’glitch’ at r ' 120Mpc/h comes from the
monopole going through zero. The result for ` = 2, 4 is similar.
In this way, we get rid of the difference due to the normalisation and we show only the intrinsic
difference due to evolution. Overall the difference between the estimators is small, but it can
be substantial (of order 1%) if a thick redshift bin is considered. Finally, let us emphasise
again that whereas Ξ` is an unbiased estimator of Ξˆ` at all separations, ξ` is biased at large
separations due to evolution. The order of magnitude of this bias is related to the difference
plotted in figure 4. For very thick redshift bins, ξ` is therefore not a reliable estimator of the
multipoles and Ξ` should be used instead.
We can now compute the covariance matrix for the two estimators:
cov(ξ)``′ (r, r
′) ≡
〈
ξˆ`(r)ξˆ`′(r
′)
〉
−
〈
ξˆ`(r)
〉〈
ξˆ`′(r
′)
〉
, (2.49)
cov(Ξ)``′ (r, r
′) ≡
〈
Ξˆ`(r)Ξˆ`′(r
′)
〉
−
〈
Ξˆ`(r)
〉〈
Ξˆ`′(r
′)
〉
. (2.50)
The variance of the number counts has two contributions
〈∆i∆j〉 = 1
dN¯
δij + Cij . (2.51)
The first term accounts for shot noise, where dN¯ is the average number of tracers per pixel. It
comes from the fact that we Poisson sample from the underlying smooth density distribution.
Shot noise contributes only to the correlation function at zero separation, i.e. when i = j. The
second term is the cosmic variance contribution. For simplicity we perform the covariance
calculation in the flat-sky approximation (which means we stop at the 0th-order term in
eq. (2.45)) and we consider only the density and redshift-space distortion contributions. Since
this is by far the dominant term, it is a good approximation to the full result. Assuming
Gaussianity (i.e. we write 4-point functions as products of 2-point functions) and following
the procedure outlined in [38, 39], we can express the covariance matrix in terms of Wigner’s
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3j-symbols as
cov(ξ)``′ (ri, rj) =
i`−`′
V
[
2`+ 1
2pin¯2Lpr2
δijδ``′ +
1
n¯
G``′(ri, rj , z¯)
∑
σ
cσ
(
` `′ σ
0 0 0
)2
+D``′(ri, rj , z¯)
∑
σ
c˜σ
(
` `′ σ
0 0 0
)2 ]
,
(2.52)
cov(Ξ)``′ (ri, rj) =
i`−`′
4pifsky
z¯+δz∫
z¯−δz
dz
W 2(z)
H(z)χ2(z)(1 + z)
[
2`+ 1
2pin¯2Lpr2
δijδ``′
+
1
n¯
G``′(ri, rj , z)
∑
σ
cσ
(
` `′ σ
0 0 0
)2
+D``′,z(ri, rj , z)
∑
σ
c˜σ
(
` `′ σ
0 0 0
)2 ]
,
(2.53)
where n¯ is the mean number density8 in the redshift bin and we have defined
G``′(r, r′, z) = 2(2`+ 1)(2`
′ + 1)
pi2
∫
dk k2P (k, z)j`(kr)j`′(kr
′) , (2.54)
D``′(r, r′, z) = (2`+ 1)(2`
′ + 1)
pi2
∫
dk k2P 2(k, z)j`(kr)j`′(kr
′) , (2.55)
together with the modified coefficients
c˜0 = c
2
0 +
c22
5
+
c24
9
, (2.56)
c˜2 =
2
7
c2(7c0 + c2) +
4
7
c2c4 +
100
693
c24 , (2.57)
c˜4 =
18
35
c22 + 2c0c4 +
40
77
c2c4 +
162
1001
c24 , (2.58)
c˜6 =
10
99
c4(9c2 + 2c4) , (2.59)
c˜8 =
490
1287
c24 . (2.60)
These results are also derived in appendix A, while in fig. 5 we show the covariance matrix
for the monopole, the quadrupole and their cross-correlation.
3 A simple application: is lensing detectable?
As a first, simple application of coffe we want to discuss the feasibility of measuring the
lensing contribution in the correlation function with future galaxy surveys. In order to do so,
we introduce an artificial parameter AL, encoding the amplitude of the lensing signal, in the
multipoles of the two-point function. Schematically, with the notation of eq. (2.24) we write
(neglecting the Doppler and potential terms)
ξ` = ξ
st
` +AL ξ
L
` , (3.1)
8In the covariance we ignore the redshift dependence of n¯ and set n¯ ≡ n(z¯) inside a given redshift bin. A
method to include n¯(z) consistently can be found in [28].
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Figure 5: The covariance matrix for the monopole, the quadrupole and their cross-
correlation, normalised as cov``′,ij/(cov``,iicov`′`′,iicov``,jjcov`′`′,jj)1/4. SKA2 specifications
are used here and we plot the covariance for the middle bin of the 5-bin configuration, i.e.
Lp = 20Mpc/h.
where
ξst` = 〈den + den〉` + 〈den + rsd〉` + 〈rsd + den〉` + 〈rsd + rsd〉` , (3.2)
represent the standard density and redshift-space distortion term, and
ξL` = 〈den + len〉` + 〈len + den〉` + 〈rsd + len〉` + 〈len + rsd〉` + 〈len + len〉` , (3.3)
is the lensing contribution. Clearly the physical value of the lensing amplitude is AL = 1 and
we want to forecast the precision with which we can measure it. In figure 6, we show the
monopole, quadrupole and hexadecapole with (AL = 1) and without (AL = 0) the lensing
contribution. The shadowed regions show the size of the error-bars for an SKA2-like survey
(specifications given below).
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Figure 6: The monopole (left), the quadrupole (middle) and the hexadecapole (right) at
z¯ = 1.5. Solid lines have AL = 1 while dashed lines have no lensing contribution AL = 0.
Specifications, in particular biases, are for an SKA2-like survey.
The Fisher matrix is defined as
Fαα′ ≡ ∂
2χ2
∂α∂α′
=
∑
`,`′,i,j
∂〈ξˆ`〉(ri)
∂α
∣∣∣∣
f
cov−1``′ (ri, rj)
∂〈ξˆ`′〉(rj)
∂α′
∣∣∣∣
f
, (3.4)
where α and α′ are the parameters we want to constrain and |f means evaluation at some
fiducial values of the parameters. The sum runs over all pixels’ separations ri, rj in the
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survey as well as over the even multipoles `, `′ = 0, 2, 4, 6. Note that the covariance matrices
account for both correlations between different pixels’ separations, ri 6= rj , and correlations
between different multipoles, ` 6= `′. The Cramér-Rao bound states that we can assign the
1σ uncertainty as
σα =
√
(F−1)αα , (3.5)
and this gives the smallest possible achievable error on α. We assume that the thickness of
the redshift bins in which we split our catalog is big enough so that we can treat them as
uncorrelated, implying
F totαα′ =
∑
{z¯i}
Fαα′(z¯i) . (3.6)
Furthermore, for simplicity, we consider only the parameter AL and, instead of marginalizing
over the remaining cosmological parameters, we fix them to: Ωcdm = 0.26, Ωb = 0.048,
h = 0.676, As = 2.22× 10−9 and ns = 0.96. In this case we only have
FALAL ≡ F =
∑
`,`′,i,j
∂〈ξˆ`〉(ri)
∂AL
∣∣∣∣
f
cov−1``′ (ri, rj)
∂〈ξˆ`′〉(rj)
∂AL
∣∣∣∣
f
=
∑
`,`′,i,j
ξL` (ri)
∣∣∣∣
f
cov−1``′ (ri, rj)ξ
L
` (rj)
∣∣∣∣
f
.
(3.7)
Note that the parameter AL does not have a direct physical interpretation; however, it allows
us to estimate the signal-to-noise (S/N), a measure of the sensitivity to the lensing signal in
galaxy clustering. This is an important information, especially as a high S/N is needed to test
deviations from general relativity, for example with the widely used (Σ, µ) parametrization
(see e.g. [40–42] and references therein): µ 6= 1 represents a modification to Poisson equation
while Σ 6= 1 represents a modification to the gravitational slip relation (see eqs. (5.3),(5.4)).
The standard terms constrain µ, while one needs to be sensitive to the lensing potential to
constrain also Σ.
In this analysis we make one optimistic assumption and one conservative assumption. The
optimistic one, as we mentioned, is to neglect the parameter degeneracies that will increase
the actually achievable error bar on AL. A forecast study on all the cosmological parameters
is left as future work [43]. The conservative one is to treat the lensing term within linear
perturbation theory, while non-linearities increase the lensing signal [19]: coffe is for the
moment a fully linear code and, as we discuss it in section 5, pushing its capabilities beyond
the linear treatment is amongst our priorities.
The forecast (3.7) is easily done with coffe and we compute the result for the signal-to-noise,
which is simply given by
S/N =
√
F = 1/σAL , (3.8)
with AL|f = 1.
In Figure 7 we show the results for the signal-to-noise for three different spectroscopic survey
specifications: an Euclid-like survey (specifications given in [5]), an SKA2-like survey (spec-
ifications given in [44]) and a survey limited only by cosmic variance, in which shot noise is
neglected (essentially performing the limit n¯ → ∞ in eq. (2.52)). We split the surveys into
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Figure 7: The cumulative signal-to-noise on the parameter AL for three different survey
specifications and two different choice of binning, as explained in the text.
5 bins (right panel of figure 7) or 10 bins (left panel of figure 7) to accommodate the full
redshift range: z ∈ [0.1, 2.0] for the SKA2 and the CV-limited survey and z ∈ [0.7, 2.0] for
Euclid (respectively solid and dashed vertical lines in fig. 7). For the 5-bins configuration
we chose Lp = 20Mpc/h while for the 10-bins configuration we set Lp = 10Mpc/h. We
include separations from rmin = Lp to rmax = χ(z¯bin + δz)−χ(z¯bin− δz). The redshifts z¯ < 1
contribute very little to the signal. Only for z¯ > 1 sufficient lensing has accumulated to be
truly visible in the correlation function. The S/N for the 5-bin configuration is somewhat
larger than the one for the 10 bin. This is due to the fact that lensing dominates for large
radial separation. Since we neglect correlations between different bins in the calculation of
the Fisher matrix, we include more correlations at large separations when we have 5 bins
than when we have 10 bins. The results for the cumulative S/N of eq. (3.8) on the lensing
amplitude AL are summarised as follows: for the 5-bins splitting we obtain
S/N
∣∣
CV-lim ' 25.2 ,
S/N
∣∣
Euclid- ' 17.6 ,
S/N
∣∣
SKA ' 13.8 ,
(3.9)
while for the 10-bins splitting they are slightly lower. Note that the monopole alone con-
tributes to ∼ 45% of the total S/N , the quadrupole to ∼ 30%, the hexadecapole to ∼ 15%
while, interestingly, the ` = 6 multipole contributes to roughly 10% of the total signal-to-
noise. This can be explained as the balance between two different effects: on the one hand
the lensing contribution is more relevant for higher multipoles, but on the other hand, as seen
in fig. 6, the covariance also gets bigger for higher `. We therefore conclude that upcoming
galaxy surveys will be able to detect the lensing signal in the 2pF. This will open the possi-
bility to put constraints in the (Σ, µ) plane from the clustering signal alone.
Note that here we have used the ξ` for the forecasts. Since we split the survey in bins of
half-width δz = 0.05 and δz = 0.1, given the discussion in section 2.3, we do not expect these
results to change if we use the Ξ` instead.
4 Structure of the code
coffe is entirely written in C and the code can be divided into several key structs and
functions. The main flow of the program can be summarized as follows:
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1. Read the settings file containing all of the necessary parameters: cosmological parame-
ters, the input P (k) and desired output.
2. Compute and store the background quantities.
3. Calculate all of the In` (r) using an implementation of the 2-FAST algorithm for a fixed
number of separations, specified by the user; I40 is only computed if one of the following
contributions is requested: d2, g1, g2, g3, g4, g5.
4. Compute one of the following, depending on input:
• angular correlation function ξ(θ, z¯)
• full sky correlation function ξ(µ, r, z¯)
• multipoles of the correlation function ξ`(r, z¯)
• redshift averaged multipoles Ξ`(r, z¯, δz)
• covariance of multipoles cov(ξ)``′
• covariance of redshift averaged multipoles cov(Ξ)``′
5. Save the necessary output.
6. Perform a memory cleanup and exit.
In the next sections we will go over the structure in more detail. For more information, the
interested reader can consult the user manual, available at
https://cosmology.unige.ch/content/coffe or at https://github.com/JCGoran/coffe.
The manual also contains detailed instructions on how to run the code.
4.1 The parser & background modules
The parser module is used for the parsing of the structured settings file and making sure all
of the values in the input are valid. The library used for parsing is the libconfig library9.
The background module is responsible for calculating all of the derived redshift dependent
quantities in a ΛCDM or wCDM cosmology with zero curvature, such as the Hubble rate
H(z), growth rate f(z), comoving distance χ(z), etc. All of the quantities are computed at
equally spaced intervals up to redshift z = 30, with a user defined sampling rate, and are
stored in interpolation structures. We have compared our results with class and have
found an agreement of order 10−4.
4.2 The integrals In` (r)
For the integrals In` (r) we have created a native implementation of the 2-FAST algorithm
introduced in [30]. We have tested it against the original implementation in julia, and have
found a negligible discrepancy of the order 10−5. As they are computed only for a discrete
number of points, we again use interpolation to find their values for arbitrary r.
9described in https://hyperrealm.github.io/libconfig/
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Note that for the non-integrated terms we have to deal with the r → 0 limit of the In` (r) only
if the value of the correlation function at zero separation is required. On the other hand the
expressions for the integrated terms contain integrals of the type (see appendix B)
χ1∫
0
dλ [...] In` (r) ,
χ1∫
0
dλ
χ2∫
0
dλ′ [...] In` (r) , (4.1)
where inside the integrals we have, respectively,
r =
√
λ2 + χ22 − 2λχ2 cos θ , (4.2)
r =
√
λ2 + λ′2 − 2λλ′ cos θ . (4.3)
When we compute the 2pF along the line-of-sight (i.e. µ = 1 or θ = 0) the integrand
evaluates at r = 0 and hence we have to deal with this limit. We treat the following three
cases separately:
1. For ` < n we have limr→0 In` (r) = ∞; however, these terms always appear in the
correlation function multiplied by the appropriate power rn−`, so that
lim
r→0
rn−`In` (r) ∼
∫
dk k2
2pi2
P (k)k`−n . (4.4)
Assuming that the linear power spectrum behaves in the IR and UV as
P (k) ∼
{
kn1 for k  1
kn2−4 for k  1 (4.5)
the condition for which the integral in eq. (4.4) converges is −3− n1 < `− n < 1− n2,
which is always satisfied for ΛCDM cosmologies10 for the values of `, n needed (except
for I40 in the IR as we discussed in section 2.2). We use 2-fast to interpolate rn−`In`
until a small separation rmin ' 1Mpc/h. As the 2-fast algorithm cannot be pushed to
r → 0 we use the standard GSL integrator for r . 1Mpc/h, where the very oscillatory
behaviour of the integrands is less pronounced, and GSL gives a reliable result.
2. For ` = n we have limr→0 In` (r) = const, and we can simply switch to GSL from
r . 1Mpc/h to In` (r = 0).
3. For ` > n the limit gives limr→0 In` (r) = 0 and the I
n
` go to zero as r
`−n. The behaviour
close to r = 0 is again captured with the GSL integrator. Note however that capturing
the overall behaviour would be really important only if the coefficients by which the In`
are multiplied diverge at zero like rn−`. As all the coefficients are well behaved at zero,
our procedure causes no concern.
The I40 (r) integral of eq. (2.37) is not in a form suitable for the 2-FAST algorithm and it is
therefore integrated using standard GSL integration for a predefined number of separations,
and then interpolated. In this case, we have the further complication that we also need the
counter term to renormalise I40 (r) which is a function of both comoving distances χ1 and χ2.
This term is calculated for a fixed number of points (200×200) and is then 2D interpolated
for all other points.
10The values obtained for the linear P (k) used in the figures of this paper are n1 ' ns ' 0.96 and n2 ' 1.
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4.3 Outputs
To calculate the correlation function ξ, its multipoles ξ` and the redshift averaged multipoles
Ξ`, we use the Xn` and Z
n
` coefficients defined in appendix B and build the desired quantities
using Eqs. (2.21),(2.25),(2.27) and (2.42) respectively. The In` integrals are computed with our
implementation of the 2-FAST algorithm. Integrated terms have a structure as in eq. (4.1).
To compute them, depending on the number of integrations required, we use either standard
GSL integration (1 integration) or one of the following options:
• GSL Monte Carlo methods, using either importance sampling or stratified sampling
• the CUBA library [45], using a deterministic integrator employing cubature rules
The user can select which one to use at compile time, as well as the number of iterations at
run time.
The covariance is built from eqs. (2.52),(2.53). The challenging part of the computation are
clearly the integrals D``′ and G``′ . As the 2-FAST algorithm is not optimised to compute
covariances11 it is (at the moment) too slow to be implemented in the public version of the
code. We therefore choose to release coffe v.1.0 with the covariance implemented in GSL,
which is much faster but less precise. Note that this trade of precision for speed has some-
times important drawbacks: for thick redshift bins the GSL covariance might not be positive
definite because of numerical fluctuations. For this reason the results reported in section 3
have been obtained with the 2-FAST algorithm: in future versions of coffe we will optimize
this for covariance calculation and release it to the public.
For reference, in table 1 we list the run time of coffe for the different possible outputs.
5 Conclusion and outlook
In this paper we have presented a code to calculate the relativistic full-sky correlation function
and its covariance matrix. As we have shown previously [19], relativistic effects and wide-angle
contributions are of the same order and it is therefore inconsistent to consider one but not the
other. Presently, the code uses the linear matter power spectrum and therefore is most relevant
on large scales. This will be important for the many planned future deep wide-angle surveys.
We have argued that the correlation function is a better tool than the –in principle equivalent–
angular power spectrum C`(z1, z1) for spectroscopic surveys. As an example of how to use the
code we have computed the signal-to-noise of the lensing term for some near-future galaxy
surveys. The code is publicly available at https://cosmology.unige.ch/content/coffe or
at https://github.com/JCGoran/coffe.
We finally discuss some features that we plan to implement in upcoming versions of coffe:
11To be precise, 2-FAST allows for the computation of integrals with two Bessel functions such as D``′ and
G``′ . However the algorithm is structured to output them for a list of ri but fixed R = rj/ri. In the covariance
we however need N2p pairs of (ri, rj), where Np = rmax/Lp is the number of pixels in the covariance. To get
them, with no modification of the algorithm, we need to run 2-FAST N2p times, with a runtime not suitable
for a public code. The covariance in section 3 is nevertheless computed in this way: with our implementation
of the 2-FAST double-Bessel algorithm (we use the main principle of the algorithm, i.e. an Hankel transform
of the integrand, but not their specific hyper geometric function 2F1 implementation).
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output time
ξ(r, µ) (den+rsd) up to ∼ 1000Mpc/h ∼ 0.5 s
ξ(r, µ) (den+rsd+len) up to ∼ 1000Mpc/h ∼ 17 s
ξ`(r) (den+rsd) up to ∼ 1000Mpc/h ∼ 9 s
ξ`(r) (den+rsd+len) up to ∼ 1000Mpc/h ∼ 2 min
Ξ`(r) (den+rsd) δz = 0.3 ∼ 1.5 s
Ξ`(r) (den+rsd+len) δz = 0.3 ∼ 3 min
cov(ξ)``′ (ri, rj) (Np = 50) Np ×Np ∼ 20 s
cov(Ξ)``′ (ri, rj) (Np = 50) Np ×Np ∼ 20 s
Table 1: Run time of coffe calculating the correlation function at fixed µ (for ∼ 200 sepa-
rations), one multipole ` for ξ` and Ξ` or the covariance matrices on one Intel(R) Core(TM)
i7-7700 CPU @ 3.60GHz core. coffe is however parallelized using the openMP standard.
• class integration: We will integrate class on top of coffe so that with only one
parameter file it will be possible to generate the matter power spectrum necessary
for the 2pF computation and to obtain the desired correlation function output. This
integration will be particularly useful for forecasts.
• Non-linearities: coffe v.1.0 is a fully linear code. On the one hand this is justified by
the fact that wide-angles and relativistic projections effects are most relevant at large
scales. On the other hand it will be important in future versions to include the effects of
non-linearities on the 2pF. Especially lensing, which is an integrated effect where non-
linearities close to the observer contribute, is always affected by non-linearities. One
can of course, already in the present version, use the halo-fit matter power spectrum for
non-integrated effects to mimic these non-linearities. But this is not really consistent as
long as the linearized continuity equation is used to infer velocities. At small-scales the
velocity dispersion is responsible for the fingers-of-god effect which can be modeled as
a convolution of the real-space 2pF with the probability distribution for velocity along
the LOS [46–48]. Also at intermediate scales, both the position and the shape of the
BAO peak are affected by non-linearities [49–51]. In this sense a promising formalism
is the one developed in [52] as it is mostly based on quantities already computed in the
code.
• Bias: Another important feature that ought to be implemented in future versions of
the code is the generalisation of the simple redshift-dependent bias b(z) to different
contributions of the bias expansion and scale-dependent bias, as they are known to
have important effects on the 2pF [53].
• Curvature: A generalisation of the code functionality which seems trivial at first sight is
to allow for non-zero curvature ΩK 6= 0; however, from a technical point of view it has
some challenges. As we discussed in section 2, the way the code computes the correlation
function is based on the fact that we can analytically re-sum eq. (2.20) via the addition
theorem for spherical Bessel functions. The j`’s appear in the Fourier-Bessel transform
∆` as they are the radial part of the eigenfunctions Qk(x) of the flat-space laplacian
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(i.e. Qk(x) = Exp(ik ·x)). The addition theorem can then be derived from the identity
eik·r = eik·x2e−ik·x1 (5.1)
where r = x2 − x1. For a manifold with constant curvature, expressions for the eigen-
functions can be obtained (one finds expressions equivalent to the plane wave expansion
of the flat case but with the spherical Bessel replaced by hyperspherical Bessel func-
tion [54]) and they do satisfy
Qk(x2 − x1) = Qk(x2)Qk(−x1) (5.2)
from which the addition theorem can be derived. Therefore, including curvature in
coffe is in principle straight forward, but it will require additional theoretical and
coding efforts.
• EFT of DE : An interesting application of the code will be to study the effect of dark
energy and modified gravity on the galaxy 2pF beyond the cosmological constant be-
haviour. On the one hand the code heavily relies on the ΛCDM equations and modifying
it to account for a different model will require a substantial rewriting of some portions
of it. On the other hand we can explore all the dark energy and modified gravity models
that contain one additional scalar degree of freedom with the effective field theory of
dark energy (EFT of DE) [40, 55, 56]. We can in fact describe a range of models only
using an handful of couplings, making it a very useful approach to constrain deviations
from GR. If we limit ourself to Horndeski theories and fix a background history close
to ΛCDM we can parametrise the changes to the Poisson and the anisotropy equations
by introducing two scale- and time-dependent quantities µ and Σ:
k2Ψ = −µ(z, k)3ΩmH
2
2a
δc , (5.3)
Φ/Ψ = Σ(z, k) . (5.4)
A simple suitable parametrisation for the two couplings and applications of this idea
for the CMB and the galaxies angular power spectrum can be found in [57, 58].
• Multi-tracer observables: it has been shown that by combining different tracers of the
density field (e.g. two populations of galaxies with different biases), one can reduce
cosmic variance [59] and improve the detectability of relativistic effects in the power
spectrum [60] and in the C`’s [61]. In the 2pF, correlating two populations of galaxies has
the particularity to generate a dipole and octupole contribution [38, 39, 62, 63], which
for symmetry reasons are absent in the case of one tracer. This dipole can be used to
test the equivalence principle in a model-independent way and constrain modifications
of gravity with relativistic effects [64]. An extension of the code to multiple tracers is
therefore planed in the future. This will require the computation of odd multipoles and
their covariance matrices.
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A Estimators and Covariances
In this appendix we give some more details on the estimators used and we derive their co-
variances. We especially derive our estimator Ξˆ` which is new.
A.1 Estimators
Let us start with the estimator of the multipole of the correlation function averaged of the
redshift bin [z¯ − δz, z¯ + δz] given in eq. (2.39),
ξˆ`(r, z¯) = β`
∑
ij
∆i∆jP`(µij)δK(rij − r) . (A.1)
Here ∆i ≡ ∆(xi, zi) is the number counts per pixel of size L3p and µij = r‖/rij where rij =
xi−xj and r‖ = χ(zi)−χ(zj). We want to normalise this estimator such that in the continuum
limit, N = V/L3p →∞, its expectation value is the multipole of the correlation function. Let
us compute its expectation value,
〈ξˆ`(r, z¯)〉 = β`
∑
ij
〈∆i∆j〉P`(µij)δK(rij − r) . (A.2)
We now perform the continuum limit and set xi = y + r/2, xj = y − r/2 and µij = µ. The
volume of a ring of radius r with direction cosine µ to the outward direction is 2pirdr rdµ =
2pir2drdµ. In our discrete sample we have to replace the infinitesimal scale dr by the pixel size
Lp. Hence one of the sums can by replaced by
∫
d3y/L3p while the other becomes 2pir2
∫
dµ/L2p.
Since at fixed mean redshift z¯ the correlation function does not depend on y, the y-integration
just contributes a volume factor. Putting it all together we obtain
〈ξˆ`(r, z¯)〉 = β` 2pir
2V
L5p
∫ 1
−1
dµξ(r, µ, z¯)P`(µ) . (A.3)
Inserting the expansion
ξ(r, µ, z¯) =
∞∑
`=0
ξ`(r, z¯)P`(µ) (A.4)
and making use of the orthogonality relation∫ 1
−1
dµP`(µ))P`′(µ) = 2
2`+ 1
δ`,`′ ,
we find
〈ξˆ`(r, z¯)〉 = β` 4pir
2V
L5p(2`+ 1)
ξ`(r, z¯) . (A.5)
In order for this to estimate ξ` we must choose
β` =
2`+ 1
4pi
L5p
r2V
. (A.6)
Let us now turn to the more sophisticated estimator Ξˆ` which does not just assign a global
mean redshift inside our redshift bin but instead assigns to each pair its correct mean redshift.
Since the redshift resolution of a spectroscopic survey can be very high, 10−3 or better, it
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may well be that there are only a few galaxy pairs with a fixed distance and the precise mean
redshift in a bin (of width 2δz ∼ 0.1 or so). Therefore we shall integrate over the bin with a
given redshift distribution W (z). If one wants to select a fixed redshift one can simply choose
W to be a delta function.
The quantities ∆i are again the number counts per pixel of size L3p. For the continuum limit
of eq. (2.41) we therefore have to replace∑
ij
∆i∆j −→
∫
d3xid
3xj
L6p
∆(xi)∆(xj) ,
where now ∆(x) is the continuum density contrast. We also replace the sum over discrete
redshifts zk by an integral,
∫
dz. With this, the continuum limit of Ξˆ` is
Ξˆ`(r, z¯, δz)→ γ`
∫ z¯+δz
z¯−δz
dzW (z)
∫
d3xid
3xj
L6P
[
1 + cos θij
2r2j
×∆(xi, zi)∆(xj , zj)P`(µij)Lpδ(rij − r)δ(zij − z)
]
,
(A.7)
Note that we have replaced the Kronecker delta for the relative distance rij by a Dirac delta
multiplied by the pixel size. This not only has the right dimension but also takes care of the
fact that we do not distinguish distances within one pixel.
We now make the coordinate transformation
xi → r = xi − xj and xj →
(
χij =
|xi|+ |xi|
2
, θj , φj
)
.
Here θj and φj are the polar angles of xj , and we do not distinguish between χ((zi + zj)/2)
and (|xi|+ |xi|)/2. The Jacobian of the transformation is readily calculated and amounts to
J = Det
[
∂(xi,xj)
∂(χij , θj , φj)
]
=
2x2j sin θj
1 + cos θij
, (A.8)
where as above θij is the angle between xi and xj . To eliminate this xj and xi dependent
factor, we had to define our estimator as the density pair multiplied by the inverse of the factor.
After this coordinate transformation the integration over (θj , φj) can readily be performed
and simply gives a factor 4pi. As above, the integral d3r can be written as 2pir2drdµ. We
then obtain, for the expectation value of our estimator,
〈Ξˆ`(r, z¯, δz)〉 = γ` (4pi)
2r2
2L5p
∫ z¯+δz
z¯−δz
dz
W (z)
H(z)
∫ 1
−1
dµ ξ(r, µ, z)P`(µ) . (A.9)
Here we have performed the χij-integration using the redshift delta-function and the identity
δ(zij − z) = δ(χij − χ)/H(z). Like above, the µ-integration now yields the moment ξ`,
〈Ξˆ`(x, z¯, δz)〉 = γ` (4pi)
2r2
(2`+ 1)L5p
∫ z¯+δz
z¯−δz
dz
W (z)
H(z)
ξ`(r, z) . (A.10)
Hence in order to obtain the desired estimator for
Ξ`(r, z¯, δz) = H0
∫ z¯+δz
z¯−δz
dz
W (z)
H(z)
ξ`(r, z) , (A.11)
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we have to choose
γ` =
2`+ 1
(4pi)2
L5pH0
r2fsky
. (A.12)
The factor fsky has been introduced here to account also for partial sky coverage. Note
that the normalization factor γ` has the correct dimension (length)2 to compensate for the
dimensions of the factor 1/r2j in the sum of (A.7) which therefore yields a dimensionless
estimator. For the formula to hold, we also have assumed that the redshift window function
is normalized to unity.
The estimators discussed here are optimal for the unrealistic case of a nearly full and ho-
mogeneous sky coverage. If there are certain parts of the sky where observations are better,
more complete and or more precise, this can be taken into account by multiplying with an
inhomogeneous weighting function in order to enhance the weight of these regions. Further-
more, for a complicated fractional sky coverage a simple multiplicative factor fsky is also not
optimal. In this paper we do not discuss these subtleties which, however are part of every
real observation.
A.2 Covariance matrix
Here we briefly derive the expressions for the covariance matrices, Eqs. (2.52) and (2.53).
Most of it can be found in the literature, see e.g. Refs [38, 39, 65], but in order to be more
self contained we repeat the basic steps here.
For the covariance matrix we only include the dominant terms: density and redshift space
distortion. Even though at very large distance the correlation function is dominated by
lensing, the covariance matrix C(r, r′) includes contributions from distances much smaller
than r and r′ where the standard terms largely dominate. This means that the density
and RSD are the main contribution to the covariance matrix also at large distances. We
also neglect redshift evolution and wide angle effects in the covariance matrix such that our
estimator for the correlation function is
ξˆ(r) =
1
V
∫
V
d3x∆ˆ(x)∆ˆ(x+ r) . (A.13)
Including Poisson noise the observed two-point correlation function is given by
〈∆ˆ(x)∆ˆ(x′)〉 = ξ(x− x′) + 1
n¯
δ(x− x′) , (A.14)
where n¯ is the mean number density in the redshift bin under consideration.
Assuming Gaussianity the covariance matrix of ξˆ is then becomes
C(r, r′) = 〈ξˆ(r)ξˆ(r′)〉 − 〈ξˆ(r)〉〈ξˆ(r′)〉
=
1
V 2
∫
V×V
d3xd3x′
[
ξ(x− x′)ξ(x+ r− x′ − r′) + ξ(x+ r− x′)ξ(x− x′ − r′)]
+
2
V n¯
[
ξ(r− r′) + ξ(r+ r′)]+ 1
n¯2
[
δ(r− r′) + δ(r+ r′)] . (A.15)
Here we have used that the correlation function (for one population of galaxies) is symmetric,
ξ(r) = ξ(−r). The first line is the cosmic variance term, the second line contains terms which
mix cosmic variance and Poisson noise and the last term is a pure Poisson noise term. Note
that - as we have already anticipated - even if both r and r′ are very large, the covariance
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matrix contains the correlation function at very small arguments, maybe in ξ(r − r′) but
surely in the pure cosmic variance term, and these terms dominate the covariance. This has
disadvantages, namely the covariance becomes much larger than ξ(r) and ξ(r′) for large r and
r′ leading to a small signal with large noise, but it also means that it is a good approximation
to neglect wide angle effects and lensing in the covariance matrix as these are subdominant
for small separation.
After a change of variables, (x,x′)→ (x,y) with y = x− x′, the x-integration of the cosmic
variance term becomes trivial. Inserting the Fourier representation
ξ(y) = (2pi)−3
∫
d3kP (k) exp[ik · y] ,
the y-integration of the cosmic variance term can be performed leading to a Dirac delta of
the two Fourier variables. Representing also the Dirac delta of the Poisson term in Fourier
space, we end up with
C(r, r′) =
1
V (2pi)3
∫
d3k
[
P 2(k) +
2
n¯
P (k) +
1
n¯2
](
eik·(r−r
′) + eik·(r+r
′)
)
. (A.16)
We now use the fact that (in the flat sky approximation) P (k) = P (k, ν) where ν is the direc-
tion cosine between the observation direction n and k. Furthermore, we write the exponentials
in terms of Bessel functions, j`, and Legendre polynomials P` as
exp(ik · r) =
∞∑
`=0
i`(2`+ 1)P`(µ)j`(kr) ,
where µ is the direction cosine between k and r. With this for example the pure cosmic
variance term becomes
1
V (2pi)3
∫
d3kP 2(k, ν)
∑
`,`′
P`(µ)P`′(µ′)j`(kr)j`′(kr′)
[
i`−`
′
+ i`+`
′]
(2`+ 1)(2`′ + 1) .(A.17)
Since P (k) is even in k, we obtain non-vanishing results only if both, ` and `′ are even.
Therefore i`−`′ + i`+`′ = 2i`−`′ . We expand also P and P 2 in Legendre polynomials using
P (k, ν) = P (k)(c0 + c2P2(ν) + c4P4(ν)) and
P 2(k, ν) = P 2(k)
4∑
`=0
c˜2` P2`(ν) , (A.18)
where the coefficients c˜L are obtained by expanding the square (P (k, ν)/P (k))2 in Legendre
polynomials,
(c0P0 + c2P2 + c4P4)2 =
8∑
L=0
c˜LPL . (A.19)
The values cL and c˜L are given in (2.29) to (2.31) and (2.56) to (2.60).
Employing the addition theorem of spherical harmonics for ν = kˆ·n, µ = kˆ·rˆ and µ′ = kˆ·rˆ′ we
convert the Legendre polynomials into products of spherical harmonics. The angular integral
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of the pure covariance and of the mixed term leads to an angular integral of a product of
three spherical harmonics which can be performed exactly using [66]∫
dΩkYLM (kˆ)Y`′m′(kˆ)Y`m(kˆ) =
√
(2L+ 1)(2`′ + 1)(2`+ 1)
4pi
(
L `′ `
0 0 0
)(
L `′ `
M m′ m
)
.
(A.20)
This yields ∫
dΩkPL(ν)P`(µ)P`′(µ′) =
√
(4pi)5
(2L+ 1)(2`′ + 1)(2`+ 1)
(
L `′ `
0 0 0
)
×
∑
M,m,m′
(
L `′ `
M m′ m
)
Y ∗LM (n)Y
∗
`′m′(rˆ
′)Y ∗`m(rˆ) . (A.21)
We now choose n = ez so that YLM (n) =
√
(2L+ 1)/4piδM,0. Inserted this in (A.16) we find
C(r, r′) =
2(4pi)2
V (2pi)3
∑
L,`,`′,m,m′
√
(2`′ + 1)(2`+ 1)
(
L `′ `
0 0 0
)
i`−`
′
(
L `′ `
0 m′ m
)
×
Y ∗`′m′(rˆ
′)Y ∗`m(rˆ)
∫
dkk2
[
c˜LP
2(k) + cL
2
n¯
P (k) + δ0L
1
n¯2
]
j`(kr)j`′(kr
′) . (A.22)
The covariance matrix for the multipoles n and n′ is given by
cov(ξ)n,n′(r, r
′) =
(2`+ 1)(2`′ + 1)
4
∫ 1
−1
dµ
∫ 1
−1
dµ′Pn(µ)Pn′(µ′)C(r, r′) , (A.23)
where now µ = n · rˆ = cos θ and µ′ = n · rˆ′ = cos θ′. Using that Pn(µ) =
√
4pi/(2n+ 1)Yn0(rˆ)
together with the orthonormality of the spherical harmonics we can write
cov(ξ)`,`′(r, r
′) =
1
V pi2
(2`′ + 1)(2`+ 1)
(
L `′ `
0 0 0
)2
i`−`
′ ×(∫
dkk2
[
c˜LP
2(k) + cL
2
n¯
P (k) + δ0L
1
n¯2
]
j`(kr)j`′(kr
′)
)
. (A.24)
Integrating the last term with∫ ∞
0
dkk2kj`(kr)j`′(kr
′) = δ``′
pi
2r2
δ(r − r′) ,
we finally obtain
cov(ξ)`,`′(r, r
′) =
i`−`′
V
[
(2`+ 1)2
2pin¯2r2
δ(r − r′)δ``′ + 1
n¯
G``′(r, r′, z¯)
∑
σ
cσ
(
` `′ σ
0 0 0
)2
(A.25)
+D``′(r, r′, z¯)
∑
σ
c˜σ
(
` `′ σ
0 0 0
)2 ]
, (A.26)
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where G``′ and D``′ are given in Eqs. (2.54) and (2.55). This is simply the continuum limit
of eq. (2.52).
In order to find the corresponding expressions for Ξ we integrate the result obtained for ξ over
the redshift interval with the weight given in (2.42). This is of course not very precise since it
does not take into account the exact mean redshift of the points x, x+ r and x′, x′+ r′, but
these redshifts depend also on the directions of r and r′ which would lead to very complicated
expressions. Furthermore, since the covariance matrix is dominated by small distances, we
expect only very minor changes which we neglect.
B Xn` and Z
n
` list
The full list of Xn` is given (where b1 = b(z1), f2 = f(z2) etc.):
X00
∣∣
den = b1b2 ,
X00
∣∣
rsd = f1f2
1 + 2 cos2 θ
15
,
X02
∣∣
rsd = −
f1f2
21
[
1 + 11 cos2 θ +
18 cos θ(cos2 θ − 1)χ1χ2
r2
]
,
X04
∣∣
rsd = f1f2
[
4(3 cos2 θ − 1)(χ41 + χ42)
35r4
+ χ1χ2(3 + cos
2 θ)
3(3 + cos2 θ)χ1χ2 − 8(χ21 + χ22) cos θ
35r4
]
,
X20
∣∣
d1 = H1H2f1f2G1G2
r2 cos θ
3
,
X22
∣∣
d1 = −H1H2f1f2G1G2
(
(χ2 − χ1 cos θ)(χ1 − χ2 cos θ) + r
2 cos θ
3
)
,
X40
∣∣
d2 = (3− fevo1)(3− fevo2) r4H21H22f1f2 ,
X40
∣∣
g1 =
9 r4Ω2m
4a1a2
(1 +G1)(1 +G2)H40 ,
X40
∣∣
g2 =
9 r4Ω2m
4a1a2
(5s1 − 2)(5s2 − 2)H40 ,
X40
∣∣
g3 =
9 r4Ω2m
4a1a2
(f1 − 1)(f2 − 1)H40
X00
∣∣
den-rsd =
b1f2
3
,
X02
∣∣
den-rsd = −b1f2
(
2
3
− (1− cos2 θ)χ
2
1
r2
)
,
X11
∣∣
den-d1 = −b1f2H2G2(χ1 cos θ − χ2) ,
X20
∣∣
den-d2 = (3− fevo2) r2b1f2H22 ,
X20
∣∣
den-g1 = −b1
3Ωm
2a2
(1 +G2)r
2H20 ,
X20
∣∣
den-g2 = −b1
3Ωm
2a2
(5s2 − 2)r2H20 ,
X20
∣∣
den-g3 = −b1
3Ωm
2a2
(f2 − 1)r2H20 ,
X11
∣∣
rsd-d1 = f1f2H2G2
(1 + 2 cos2 θ)χ2 − 3χ1 cos θ
5
,
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X13
∣∣
rsd-d1 = f1f2H2G2
(1− 3 cos θ)χ32 + cos θ(5 + cos2 θ)χ22χ1 − 2(2 + cos θ2)χ2χ21 + 2χ31 cos θ
5r2
,
X20
∣∣
rsd-d2 =
3− fevo2
3
f1f2r
2H22 ,
X22
∣∣
rsd-d2 = −(3− fevo2)f1f2H22
(
2
3
r2 − (1− cos2 θ)χ22
)
,
X20
∣∣
rsd-g1 = −
Ωm
2a2
f1(1 +G2)r
2H20 ,
X22
∣∣
rsd-g1 =
3Ωm
2a2
f1(1 +G2)H20
(
2
3
r2 − (1− cos2 θ)χ22
)
,
X20
∣∣
rsd-g2 = −
Ωm
2a2
f1(5s2 − 2)r2H20 ,
X22
∣∣
rsd-g2 =
3Ωm
2a2
f1(5s2 − 2)H20
(
2
3
r2 − (1− cos2 θ)χ22
)
,
X20
∣∣
rsd-g3 = −
Ωm
2a2
f1(f2 − 1)r2H20 ,
X22
∣∣
rsd-g3 =
3Ωm
2a2
f1(f2 − 1)H20
(
2
3
r2 − (1− cos2 θ)χ22
)
,
X31
∣∣
d1-d2 = −(3− fevo2)H1H22f1f2 r2(χ2 cos θ − χ1) ,
X31
∣∣
d1-g1 =
3Ωm
2a2
H20H1f1(1 +G2) r2(χ2 cos θ − χ1) ,
X31
∣∣
d1-g2 =
3Ωm
2a2
H20H1f1(5s2 − 2) r2(χ2 cos θ − χ1) ,
X31
∣∣
d1-g3 =
3Ωm
2a2
H20H1f1(f2 − 1) r2(χ2 cos θ − χ1) ,
X40
∣∣
d2-g1 = −
3(3− fevo1) r4Ωm
2a2
H20H21f1(1 +G2) ,
X40
∣∣
d2-g2 = −
3(3− fevo1) r4Ωm
2a2
H20H21f1(5s2 − 2) ,
X40
∣∣
d2-g3 = −
3(3− fevo1) r4Ωm
2a2
H20H21f1(f2 − 1) ,
X40
∣∣
g1-g2 =
9 r4Ω2m
4a1a2
H40(1 +G1)(5s2 − 2) ,
X40
∣∣
g1-g3 =
9 r4Ω2m
4a1a2
H40(1 +G1)(f2 − 1) ,
X40
∣∣
g2-g3 =
9 r4Ω2m
4a1a2
H40(5s1 − 2)(f2 − 1) .
where
G(z) =
H˙
H2 +
2− 5s
χH + 5s− fevo . (B.1)
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The full list of Zn` is given (note that inside the integral: r = r(λ, λ
′) as defined in Eqs. (4.2),(4.3)):
Z
∣∣
len =
9Ω2m
4
H40
(2− 5s1)(2− 5s2)
χ1χ2
χ1∫
0
dλ
χ2∫
0
dλ′
(χ1 − λ)(χ2 − λ′)
λλ′
D1(λ)D1(λ
′)
a(λ)a(λ′)
{
2
5
(cos2 θ − 1)λ2λ′2I00 (r)
+
4r2 cos θλλ′
3
I20 (r) +
4 cos θλλ′(r2 + 6 cos θλλ′)
15
I11 (r) +
2(cos2 θ − 1)λ2λ′2(2r4 + 3 cos θr2λλ′)
7r4
I02 (r)
+
2 cos θλλ′
(
2r4 + 12 cos θr2λλ′ + 15(cos2 θ − 1)λ2λ′2)
15r2
I13 (r)
+
(cos2 θ − 1)λ2λ′2 (6r4 + 30 cos θr2λλ′ + 35(cos2 θ − 1)λ2λ′2)
35r4
I04 (r)
}
,
Z
∣∣
g4 = 9Ω
2
mH40
(2− 5s1)(2− 5s2)
χ1χ2
χ1∫
0
dλ
χ2∫
0
dλ′
D1(λ)D1(λ
′)
a(λ)a(λ′)
r4I40 (r) ,
Z
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g5 = 9Ω
2
mH40G1G2
χ1∫
0
dλ
χ2∫
0
dλ′
D1(λ)D1(λ
′)
a(λ)a(λ′)
H(λ)H(λ′)(f(λ)− 1)(f(λ′)− 1)r4I40 (r) ,
Z
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den-len = −
3Ωm
2
b1H20
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2χ1λ cos θI
1
1 (r)−
χ21λ
2(1− cos2 θ)
r2
I02 (r)
}
,
Z
∣∣
rsd-len =
3Ωm
2
f1H20
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
λ
15
(λ− 6χ1 cos θ + 3λ cos 2θ)I00 (r)
− λ6χ
3
1 cos θ − χ21λ
(
9 cos2 θ + 11
)
+ χ1λ
2 cos θ(3 cos 2θ + 19)− 2λ3(3 cos 2θ + 1)
21r2
I02 (r)
− λ
35r4
[
− 4χ51 cos θ − χ31λ2 cos θ(cos 2θ + 7) + χ21λ3
(
cos4 θ + 12 cos2 θ − 21)
− 3χ1λ4 cos θ(cos 2θ − 5)− λ5(3 cos 2θ + 1) + 12χ41λ
]
I04 (r)
}
,
Z
∣∣
d1-len =
3Ωm
2
H20H1f1G1
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2λ
15
(
cos θ
(
λ2 − 2χ21
)
+ χ1λ(2 cos 2θ − 1)
)
I11 (r) +
2
3
r2λ cos θI20 (r)
− λ4χ
4
1 cos θ − χ31λ
(
cos2 θ + 9
)
+ χ21λ
2 cos θ
(
cos2 θ + 5
)− 2χ1λ3(cos 2θ − 2)− 2λ4 cos θ
15r2
I13 (r)
}
,
Z
∣∣
d2-len = −
3Ωm
2
(3− fevo1)f1H21H20
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2χ1λr
2 cos θI31 (r)
− χ21λ2(1− cos2 θ)I22 (r)
}
,
Z
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g1-len =
9Ω2m
4
(1 +G1)H40
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2χ1λr
2 cos θI31 (r)
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− χ21λ2(1− cos2 θ)I22 (r)
}
,
Z
∣∣
g2-len =
9Ω2m
4
(5s1 − 2)H40
2− 5s2
χ2
D1(z1)
χ2∫
0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2χ1λr
2 cos θI31 (r)
− χ21λ2(1− cos2 θ)I22 (r)
}
,
Z
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g3-len =
9Ω2m
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(f1 − 1)H40
2− 5s2
χ2
D1(z1)
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0
dλ
χ2 − λ
λ
D1(λ)
a(λ)
{
2χ1λr
2 cos θI31 (r)
− χ21λ2(1− cos2 θ)I22 (r)
}
,
Z
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g4-len =
9Ω2m
2
H40
(2− 5s1)(2− 5s2)
χ1χ2
χ1∫
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dλ
χ2∫
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dλ′
χ2 − λ′
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D1(λ)D1(λ
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a(λ)a(λ′)
{
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,
Z
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g5-len =
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0
dλ′H(λ)(f(λ)− 1)χ2 − λ
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a(λ)a(λ′)
{
2λλ′r2 cos θI31 (r)
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Z
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χ2
D1(z1)
χ2∫
0
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dλH(λ)(f(λ)− 1)D1(λ)
a(λ)
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Z
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D1(λ)
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{(
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3
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Z
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0
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0
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Z
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χ2∫
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