Online Active Learning (OAL) aims to manage unlabeled datastream by selectively querying the label of data. OAL is applicable to many real-world problems, such as anomaly detection in health-care and finance. In these problems, there are two key challenges: the query budget is often limited; the ratio between classes is highly imbalanced. In practice, it is quite difficult to handle imbalanced unlabeled datastream when only a limited budget of labels can be queried for training. To solve this, previous OAL studies adopt either asymmetric losses or queries (an isolated asymmetric strategy) to tackle the imbalance, and use first-order methods to optimize the cost-sensitive measure. However, the isolated strategy limits their performance in class imbalance, while first-order methods restrict their optimization performance. In this paper, we propose a novel Online Adaptive Asymmetric Active learning algorithm, based on a new asymmetric strategy (merging both asymmetric losses and queries strategies), and second-order optimization. We theoretically analyze its mistake bound and cost-sensitive metric bounds. Moreover, to better balance performance and efficiency, we enhance our algorithm via a sketching technique, which significantly accelerates the computational speed with quite slight performance degradation. Promising results demonstrate the effectiveness and efficiency of the proposed methods.
INTRODUCTION
D UE to rapid growth of data and computational resources, machine learning addresses more and more practical problems, powering many aspects of modern society [1] , [2] , [3] , [4] , [5] . Nevertheless, many machine learning methods require the availability of sufficient off-line data before training, while those off-line samples are required to be i.i.d. [7] , [8] . However, in many real-world applications, data comes in an online manner and the i.i.d. assumption may not hold. To address these limitations, online learning has emerged as a powerful tool [9] , [10] , [11] , [12] . It makes no assumptions about the distribution of data and thus is data efficient and adaptable [7] , [8] .
Most existing online methods assume all samples are labeled, and ignore the labeling cost as well as the budget control problem. However, in many applications like medical diagnosis [2] and malicious URL detection [5] , [13] , the cost of annotation is often expensive. Hence, it is important to find out samples, which deserve to be labeled from data streams. To handle this task, online active learning (OAL) [14] , [15] has emerged. It aims to train a well-performed model by selectively querying only a small number of labels for data streams. Many studies [4] , [14] , [15] have found that different query rules result in very different performance, which means that the query strategy is very important. Meanwhile, real-world companies usually expect to spend as few funds as possible for data annotation. In other words, we only have a limited budget for label querying. Given a limited budget, we have to select the most informative • Y. Zhang samples to query so that they can help to train a wellperformed model.
In addition, the class-imbalanced issue seriously affects algorithm performance in real-world applications, such as cancer diagnosis [2] , financial credit monitoring [3] and network fraud detection [5] . Existing OAL methods usually train models using balanced accuracy or mistake rate as metrics. However, they cannot handle the imbalance issue well [10] . To solve this, researchers have proposed more informative metrics, such as the weighted sum of sensitivity and specificity, and the weighted misclassification cost [10] .
Based on these metrics, a pioneering cost-sensitive online active learning algorithm (CSOAL) [5] was proposed to directly optimize asymmetrically cost-sensitive metrics for OAL. However, this method only adopts a symmetric query rule [14] and ignores the imbalance problem in data selection. Recently, online asymmetric active learning algorithm (OAAL) [4] discovered that using asymmetric query strategy helps to handle imbalanced data better. However, this method overlooks imbalance issues in the optimization process and tends to query more majority data due to the recommended parameter settings [4] . Hence, this method may lead to poor performance on minority data. In comparison, CSOAL is "asymmetric update plus symmetric query", and OAAL is "symmetric update plus asymmetric query". Both algorithms devise the asymmetric strategy from a different and isolated perspective, and thus may perform insufficiently in class-imbalance problems.
In addition, both algorithms only consider first-order information of data streams. However, when scales of different features vary significantly, these methods may converge slowly [9] . As a result, it is difficult for them to achieve a good solution when labeled data is quite limited. To deal with this issue, recent studies [16] , [17] have found secondorder information (i.e., correlations between features) helps arXiv:1911.07498v1 [cs. LG] 18 Nov 2019 to enhance online methods significantly.
In this paper, we propose a novel online adaptive asymmetric active (OA3) learning algorithm. By exploiting samples' second-order information, we develop a new asymmetric strategy, which considers both model optimization and label queries simultaneously. As a result, the proposed strategy addresses the class imbalance better and thus improves model performance. Moreover, we theoretically analyze the metric bounds of our proposed algorithm for the cases within budgets and over budgets, respectively.
Although enjoying the advantage of second-order information, our proposed algorithm may run slower than firstorder methods, because the update of the correlation matrix is time-consuming. Therefore, it may be inappropriate for applications with quite high-dimensional datasets. To address this issue, we further propose two efficient variants of OA3 based on sketching techniques [20] , [21] , [22] , [23] .
We empirically evaluate the proposed methods on realworld datasets. Encouraging results confirm their effectiveness, efficiency and stability. We also examine the influences of algorithm parameters. Extensive results validate the algorithm characteristics.
The rest of this paper is organized as follows. We first present the problem formulation and the proposed algorithm in Section 2, followed by the theoretical analyses in Section 3. Next, we propose two efficient variants based on sketching techniques in Section 4. We empirically evaluate the proposed algorithms in Section 5, and conclude the paper in Section 6. Due to the page limitation, we put related work in Supplementary D.
SETUP AND ALGORITHM
In this section, we firstly introduce the problem formulation of the online active learning problem for budgeted imbalanced data. Next, we present the scheme of the proposed Online Adaptive Asymmetric Active (OA3) Learning algorithm. Lastly, relying on samples' second-order information, we propose a new asymmetric strategy, which consists of an asymmetric update rule and an asymmetric query rule.
Problem Formulation
Without loss of generality, we consider online binary classification under limited query budgets here. Streaming data comes in one by one {x 1 , x 2 , ..., x T }, where x t ∈R d is a ddimensional sample at time t, and T is the total quantity of samples. Note that all samples are unlabeled, and there is a limited query budget B for obtaining class label y∈{−1, 1}. The main task is to learn a well-performed online linear classifier w ∈ R d with only limited labeled data. Moreover, the prediction of the classifier isŷ = sign(w x).
Primarily, we define some notations: M = {t |y t = sign(w t x t ), ∀t ∈ [T ]} is the mistake index set, M p = {t ∈ M and y t = +1} is the positive set of mistake index and M n = {t ∈ M and y t = −1} is the negative one. In addition, we set M = |M|, M p = |M p | and M n = |M n | to denote the number of total mistakes, positive mistakes and negative mistakes. Moreover, we denote the index sets of all positive samples and all negative samples by I p T = {i ∈ [T ]|y i = +1} and I n T = {i ∈ [T ]|y i = −1}, where T p = |I p T | and T n = |I n T | denote the number of positive samples and negative samples. For convenience, we assume the positive class as the minority class, i.e., T p ≤ T n . Traditional online algorithms often optimize accuracy or mistake rate, which treats samples from different class equally. These metrics, however, may be inappropriate for imbalanced data, since a trivial learner by simply classifying all data as negative can still achieve high accuracy. To address this issue, a more suitable metric is to measure the sum of weighted sensitivity and specificity, i.e.,
where α p , α n ∈ [0, 1] are trade-off parameters between sensitivity and specificity, and α p + α n = 1. Note that when α p = α n = 0.5, the sum metric becomes the famous balanced accuracy. In general, the higher the sum value, the better the classification performance. In addition, another metric is to measure the weighted misclassification cost suffered by the model, i.e.,
where c p , c n ∈ [0, 1] denote the cost weights for positive and negative instances, and c p + c n = 1. The lower the cost value, the better the classification performance.
Algorithm Scheme
Inspired by the adaptive confidence weight technique [17] , [26] , we exploit samples' second order information. Assume that the online model satisfies a multivariate Gaussian distribution [17] , i.e., w ∼ N (µ, Σ), where µ is the mean vector and Σ is the covariance matrix of distribution. Without loss of generality, the mean value µ i represents the model's knowledge of the weight for feature i, while Σ i,i encodes the confidence of feature i. Generally, the smaller Σ i,i , the more confidence the model has in the mean weight value µ i . The covariance term Σ i,j keeps the correlations between weights i and j. Given a definite Gaussian distribution, it is more practical to simply use the mean vector µ = E[w] to make predictions, i.e.,ŷ = sign(µ x) [16] , [17] , [19] , where we denote p = µ x as the predictive margin. Formally, when receiving a new sample x t in the t-th round, the learner needs to make a predictionŷ t and decide whether to query the true label y t . If deciding to query, the learner will consume one unit budget, and then update the predictive vector µ t based on the received painful loss from (x t , y t ). Otherwise, the model will ignore x t . Note that the above process is performed within the limited query budget B. Once the available budget goes down to zero, the learner will stop querying true labels and thus stop updating. We summarize the algorithm scheme in Algo. 1.
Considering the class-imbalanced issue, there are two main challenges when designing this active algorithm.
1) How to update the model in an asymmetric way to obtain a well-performed model, which is described in Subsection 2.3.
2) How to query the most informative samples asymmetrically, which is described in Subsection 2.4.
Algorithm 1
Online Adaptive Asymmetric Active (OA3) Learning algorithm.
Input budget B; learning rate η; regular parameter γ. Initialization µ 1 = 0, Σ 1 = I, B 1 = 0.
1: for t = 1 → T do 2: Receive an example x t ∈ R d ;
3:
Compute p t = µ t x t ;
4:
Make the predictionŷ t = sign(p t );
5:
Draw a variable Z t = Query(p t ) ∈ {0, 1}; 6: if Z t = 1 and B t < B then 7: Query the true label y t ∈ {−1, +1};
8:
x t , y t ).
10:
else 11 :
12:
end if 13: end for
Adaptive Asymmetric Update Rule
To solve the class imbalance issue, our objective is either to maximize sum metric in Eq. (1) or to minimize cost metric in Eq. (2) . Both objectives are equivalent to minimizing the following objective [10] :
where ρ = αpTn αnTp for maximizing sum metric and ρ = cp cn for minimizing cost metric, while I (·) is the indicator function.
However, this objective is non-convex. To facilitate the optimization, we replace the indicator function with its convex variants, i.e., At round t, when receiving a sample x t and querying its label y t , we can naturally exploit second-order information of data by minimizing the following objective [16] , [17] , i.e.,
where η is the learning rate, γ is the regularized parameter and D KL denotes the Kullback-divergence, i.e.,
Specifically, the objective of Eq. (5) helps to reach the trade-off between distribution divergence (first term), loss function (second term) and model confidence (third term). In other words, the objective tends to make the least adjustment to minimize the painful loss and optimize the model confidence. However, this optimization does not have closed-form solution. To address this issue, we replace the loss (µ) with its first order Taylor expansion
We then obtain the final optimization objective by removing constant terms, i.e., ft(µ, Σ) = DKL(N (µ, Σ)||N (µt, Σt))+ηg t µ+ 1 2γ
x t Σxt, (6) which is much easier to be solved. We solve this optimization problem in two steps, iteratively:
• Update the mean parameter:
• If t (µ t ) = 0, update the covariance matrix:
For the first step, setting the derivative ∂ µ f t (µ t+1 , Σ) to zero will give:
Based on the Woodbury identity [27] , we have:
Apparently, the update of the predictive vector relies on the confidence Σ. Thus, we update the mean vector µ t based on the updated covariance matrix Σ t+1 , which will be more accurate and aggressive [16] , [19] , i.e.,
We summarize the adaptive asymmetric update strategy in Algo. 2.
Algorithm 2 Adaptive Asymmetric Update Strategy:
Update(µ t , Σ t ; x t , y t ).
Input ρ = αpTn αnTp for sum or ρ = cp cn for cost; 1: Receive a sample (x t , y t ); 2: Compute the loss t (µ t ), based on Equation (4); 3: if t (µ t ) > 0 then 4: , where d is the dimension of data. Nevertheless, the update efficiency of OA3 is slower than first-order algorithms O(T d) , especially when handling high-dimensional datasets. To promote the efficiency, we propose a diagonal version of the update strategy (the pseudo-code is put in Supplementary B.1), which accelerates the efficiency to O(T d). Specifically, in this variant, only the diagonal entries of Σ are maintained and updated in each round.
Remark. We employ the adaptive asymmetric update rule for OA3 to pursue high performance with faster convergence. Nevertheless, it is not the only choice. Other classic techniques can also be used, e.g., online gradient descent [10] and online margin-based strategies [9] , [11] .
Asymmetric Query Strategy
In a pioneering study [14] , one classic sampling method was proposed to query labels based on a Bernoulli random variable Z t ∈ {0, 1}. That is, querying the label for a given instance only when Z t = 1. To be specific, the probability of sampling Z t depends on the absolute value of the predictive margin |p t |, i.e.,
where δ > 0 is the query bias. In this equation, when the absolute predictive margin |p t | is low, the probability to query the label of sample x t is relatively high. This is because when the sample's prediction is close to the classification hyperplane (small |p t |), the sample is difficult to be classified and hence is more valuable to be queried (high Pr(Z t = 1)). However, this query rule ignores the imbalance of data and treats predictions of two imbalanced classes equally. To address this limitation, inspired by recent work [4] , we employ an asymmetric strategy to query labels, i.e.,
where δ + > 0 and δ − > 0 denote query biases for positive and negative predictions, respectively.
However, this asymmetric query strategy heavily depends on the absolute value of margin p t , which is directly calculated by the model µ t . As a result, the query decisions may be inaccurate when µ t is not precise enough [32] .
To address this issue, we use samples' second order information to enhance the query strategy and improve the robustness of the query judgement. We first define the variance of a model on the sample x t as v t = x t Σ t x t . It represents the familiarity of the model with the current sample through previous experience. Based on v t , we then define the query confidence:
where ρ max = max{1, ρ}. We highlight that this equation is helpful for the theoretical analysis. Moreover, the confidence c t directly depends on the variance v t . Based on this equation, when the model has been well trained on some instances similar to the current sample x t (i.e., low variance v t ), the model would be confident of this sample (i.e., large confidence c t ). Based on the predictive margin and the confidence, we obtain the final query parameter:
Moreover, both the learning rate η and regularized parameter γ in Eq. (10) can be understood as trade-off factors in Eq. (11). Relying on above analyses, we propose an improved asymmetric query strategy:
To be specific, when q t >0, the query decision of the model is very confident, so we directly draw a Bernoulli variable based on this equation. If q t ≤0, the query decision is unconfident of the current sample, so we decide to query the true label whatever the value of p t , i.e., obtaining Z t =1 by setting q t =0 (see the above equation).
We summarize the proposed asymmetric query strategy in Algo. 3.
Algorithm 3 Asymmetric Query Strategy: Query(p t ).
Input ρ max = max{1, ρ}; query bias (δ + ,δ − ) for positive and negative predictions.
Set q t = 0; 5: end if 6: if p t ≥ 0 then 7:
Draw a Bernoulli variable Z t ∈{0, 1} with p + t . 9: else 10:
We can obtain the expected number of queried samples without budget limitations as follows. Proposition 1. Based on the proposed asymmetric query strategy, the expected number of requested samples without a budget is:
THEORETICAL ANALYSIS
We next analyze the proposed algorithm in terms of its mistake bound and two cost-sensitive metric bounds, for the cases within budgets and over budgets, respectively. Before that, we first show a lemma, which facilitates the analysis within budgets. Due to the page limitation, all proofs are put in Supplementary A. For convenience, we introduce the following notations:
Lemma 1.
Let (x 1 , y 1 ), ..., (x T , y T ) be a sequence of input samples, where x t ∈ R d and y t ∈ {−1, +1} for all t. Let T B be the round that runs out of the budgets, i.e., B T B +1 = B. For any µ ∈ R d and any δ > 0, OA3 algorithm satisfies:
where M (µ) = max t ||µ t −µ|| 2 . Based on Lemma 1, we obtain the following three theorems for the case within budgets. Theorem 1. Let (x 1 , y 1 ), ..., (x T , y T ) be a sequence of input samples, where x t ∈ R d and y t ∈ {−1, +1} for all t. Let T B be the round that runs out of the budgets, i.e., B T B +1 = B. For any µ ∈ R d , the expected mistake number of OA3 within budgets is bounded by:
. This mistake bound helps to analyze the weighted sum performance under limited budgets.
Theorem 2. Under the same condition in Theorem 1, by setting ρ = αpTn αnTp , the proposed OA3 within budgets satisfies for any µ ∈ R d :
Remark. By setting α p = α n = 0.5, we can easily obtain the bound of the balanced accuracy.
Note that α n cannot be set to zero, because ρ = αpTn αnTp . One restriction is that we could not acquire Tn Tp in advance in real-world tasks. To overcome this limitation, we can choose cost metric as an alternative, where ρ = cp cn . In this sense, engineers need not worry Tn Tp any more. Next, we bound the cumulative cost performance under limited budgets. Theorem 3. Under the same condition in Theorem 1, by setting ρ= cp cn , the proposed OA3 within budgets satisfies for any µ ∈ R d :
Note that c n cannot be set to zero, since ρ= cp cn . By now, we have analyzed OA3 algorithm within budgets. Next, we analyze OA3 for the case over budgets.
Let T B be the round that uses up the budgets, i.e., B T B +1 =B. For any µ∈R d , the expected mistakes of OA3 over budgets is bounded by:
where µ T B +1 is the predictive vector of model, trained by all the previous queried samples. Now, we bound the weighted sum and misclassification cost after running out of budgets.
Theorem 5. Under the same condition in Theorem 4, by setting ρ = αpTn αnTp , the sum performance of OA3 over budgets satisfies for any µ ∈ R d :
Theorem 6. Under the same condition in Theorem 4, by setting ρ= cp cn , the misclassification cost of OA3 over budgets satisfies for any µ ∈ R d :
ENHANCED ALGORITHM WITH SKETCHING
As mentioned above, OA3 requires O(T d 2 ) time complexity. The diagonal version accelerates the time complexity to O(T d). However, it cannot enjoy the correlation information between different dimensions of samples. When instances have low effective rank, the regret bound of OA3 diag may be much worse than its full-matrix version, because it lacks enough dependence on data dimensionality [22] . Unfortunately, many real-world high-dimensional datasets have such low-rank settings with abundant correlations among features. For these datasets, it is more appropriate to consider the complete feature correlations (i.e., adopting its fullmatrix version) and also the efficiency issue.
To better balance performance and efficiency, we propose two efficient variants of our OA3 algorithm, which use the sketch method to approximate the inverse of the covariance matrix. Specifically, we first propose Sketched Online Adaptive Asymmetric Active (SOA3) Learning algorithm in Subsection 4.1 and then present its sparse version (SSAO3) in Subsection 4.2.
Sketched Algorithm
By exploiting the Oja's sketch method, we propose a SAO3 algorithm [20] , [28] to accelerate our algorithm when facing high-dimensional datasets.
The Oja's sketch [29] is a method to compute the dominant eigenvalues and corresponding eigenvectors of a n×n matrix A. In Oja's method, matrix A has the following property: A itself is unknown but there is an available sequence A k , k=1, 2, ... with E{A k }=A for all k. In our proposed OA3 algorithm, the computation of inverse covariance matrix Σ −1 in Eq. 7 can be transformed into this formula. Thus, the Oja's sketch method can be introduced to our OA3 algorithm.
In SOA3, we exploit Oja's sketch to search m carefully selective directions and use them to approximate our secondorder inverse covariance matrix. Here, m is a small constant and called as the sketch size. According to Eqs. (8-9), we know the updating rule of the model weight µ:
and the incremental formula of the covariance matrix:
which can be expressed in another way:
where d is the dimensionality of instance. Let X∈R t×d be a matrix, whose t-th row isx t , where we definex t = xt √ γ as the to-sketch vector. Hence, Eq. (12) can be written as:
When m is chosen so that S t S t can approximate X t X t well, the Eq. (12) can be redefined as: [27] , we have:
where
We rewrite the updating rule of µ:
We summarize SOA3 in Algo. 4.
Algorithm 4 Sketched Online Adaptive Asymmetric Active (SOA3) Learning algorithm.
Input budget B; learning rate η; regularized parameter γ; sketch size m; bias ρ= αp * Tn αn * Tp for sum and ρ= cp cn for cost.
Receive sample x t ;
3:
5:
Draw Z t =SketchQuery(p t )∈{0, 1}; (See Algo. 6) 6:
if Z t = 1 and B t < B then 7: Query the true label y t ∈ {−1, +1}, B t+1 =B t +1;
8:
Compute the loss t (µ t ), based on Equation (4); 9: Compute the t-sketch vectorx t = xt √ γ ;
10:
else 14: µ t+1 =µ t ; 15: end if 16 :
18:
end if 19: end for
We next discuss how to maintain matrices S t and H t efficiently via sketching technique. Specifically, with tosketch vector x t as input, the eigenvalues and eigenvectors of sequential data are computed by online gradient descent.
At round t, let the diagonal matrix Λ t ∈ R m×m contain m estimated eigenvalues and let V t ∈ R m×d denote the corresponding eigenvectors. The update rules of Λ t and V t using Oja's algorithm are defined as:
where Γ t ∈ R m×m is a diagonal matrix whose diagonal elements are learning rates. In this paper, we set Γ t = 1 t I m .
The " orth ← −− −" operator represents an orthonormalizing step 1 . Hence, the sketch matrices can be obtained by:
The rows of V t are always orthonormal and thus H t is an efficiently maintainable diagonal matrix. We summarize the Oja's sketching technique in Algo. 5.
Algorithm 5 Oja's Sketch for SOA3
Input m,x and stepsize matrix Γ t . Internal State t, Λ, V and H.
SketchInit(m)
1: Set t = 0, S = 0 m×d , H = I m , Λ = 0 m×m and V to any m × d matrix with orthonormal rows; 2: Return (S, H).
Remark. The time complexity of this sketched updating strategy is O(m 2 d) per round because of the orthonormalizing operation. One can update the sketch every m rounds to improve time complexity to O(md) [30] .
Last, we discuss the asymmetric query strategy in SOA3. In Section 2.4, we compute variance v t = x t Σ t x t to enhance the query strategy. For the same purpose, in SOA3, we compute variance based on Eq. (13):
Based on Eq. (18) and Algo. 3, we summarize the sketched query strategy in Algo. 6.
Sparse Sketched Algorithm
In many real-world applications, data is sparse that ||x t || 0 ≤ s for all t, and s d is a small constant. For most first-order online methods, computational complexities depend on s rather than d. However, SOA3 cannot enjoy this sparsity, because the sketch matrix S t will become dense quickly due to the orthonormalizing updating of V t . To address this, we propose a sparse variant of SOA3 to achieve a purely sparsity-dependent time cost, named Sparse Sketched Online Adaptive Asymmetric (SSOA3) Learning.
The key of SSOA3 is to decompose the estimated eigenvectors V t and predictive vector µ t so that they can keep sparse. Specifically, there are two main modifications: (1) the eigenvectors V t are modified as V t = F t U t , where F t ∈ R m×m is an orthonormalizing matrix so that F t U t is orthonormal, and U t ∈ R m×d is a sparsely updatable 1. For sake of simplicity, Vt + Γ t+1 Vtxtx t is assumed as full rank with rows all the way, so that the orth ← −− − operation always keeps the same dimensionality of Vt. Algorithm 6 Sketched Asymmetric Query Strategy: Sketch-Query(p t ).
maintains the weight on the subspace captured by V t−1 (the same as U t−1 ), andμ t captures the weight on the complementary subspace.
Next, we describe the way to updateμ t and b t sparsely in detail. Firstly, according to Eq. (14) and S t = (tΛ)
].
Based on this equation, we define the updating rule ofμ t :
and define the updating rule of b t :
Based on the above, we summarize SSOA3 in Algo. 7, where the pseudo-code of sparse Oja's algorithms is provided in Supplementary B.2 due to the page limitation.
Next, we discuss how to update Λ t , U t and F t . First, we rewrite Eq. (15) based on V t = F t U t :
and rewrite Eq. (16) in the same way:
. Note that U t −U t−1 is a sparse rank-one matrix, which makes the update ofμ t efficient.
Since the update of F t is to enforce F t U t orthonormal, we apply the Gram-Schmidt algorithm to F t−1 in a Banach space, where the inner product is defined as a, b = a K t b and K t = U t U t is the Gram matrix (see Supplementary Algorithm 7 Sparse Sketched Online Adaptive Asymmetric Active (SSOA3) Learning Algorithm.
Input budget B; learning rate η; regularized parameter γ; sketch size m; bias ρ= αp * Tn αn * Tp for "sum", ρ= cp cn for "cost".
5:
Draw a variable Z t =SparseSketchQuery(p t )∈{0, 1}; 6: if Z t = 1 and B t < B then 7: Query the true label y t ∈{−1, +1}, B t+1 =B t +1;
(Λt, Ft, U t, Ht, δt) ← SparseSketchUpdate(x); 11: if t(µt) > 0 then 12 
15: else 16 :
17:
end if 18: else 19 :
20:
(Λt, Ft, U t, Ht, δt)=(Λt−1, Ft−1, U t−1, Ht−1, δt−1).
21:
end if 22 : end for B.2). Consequently, we can update K t efficiently based on the update of U t :
We summarize the Sparse Oja's algorithm for OA3 in Supplementary B.2.
Remark. Note that both the updates ofμ t and b t require O(m 2 +ms) time complexity. The most time-consuming step is the update of F t , which needs O(m 3 ). Furthermore, the
Like SOA3, SSOA3 also computes the variance v t in an approximate way. Based on the decomposition of estimated
Based on this equation and Algo. 3, we summarize the sparse sketched asymmetric query strategy in Supplementary B.2.
EXPERIMENTS
In this section, we evaluate the performance and characteristics of the proposed algorithms 2 .
2. The codes will be released in https://github.com/Vanint/OA3.
Experimental Testbed and Setup
We compare OA3 and its variants (OA3 diag , SOA3, SSOA3) with several state-of-the-art online active learning methods: (1) Online Passive-aggressive Active Algorithm (PAA) [31] ;
(2) Online Asymmetric Active Algorithm (OAAL) [4] ; (3) Cost-Sensitive Online Active Algorithm (CSOAL) [5] ; (4) Second-order Online Active Algorithm (SOAL) [32] and its cost-sensitive variant (SOAL-CS) [32] .
All algorithms are evaluated on four benchmark datasets. The statistics are summarized in Table 1 . Specifically, the first three datasets are obtained from LIBSVM 3 and the fourth dataset is obtained from KDD Cup 2008 4 .
For data preprocessing, all samples are normalized by x t ← xt xt 2 , which is extensively used in online learning, since samples are obtained sequentially. When budgets are run out, both the query and update of the corresponding method will stop.
For fair comparisons, all algorithms use the same experimental settings. We set α p = α n = 0.5 for sum, and c p = 0.9 and c n = 0.1 for cost. The value of ρ is set to αp * Tn αn * Tp for sum and cp cn for cost. In addition, query biases (δ, δ + , δ − ) and learning rates η for all algorithms are selected from [10 −5 , 10 −4 , ..., 10 4 , 10 5 ] using cross validations. By default, the regularization parameter γ is set to 1 for all second order algorithms (i.e., SOAL and OA3 based algorithms). For our sketched algorithms, we focus on the case that the sketch size m is fixed as 5, although our methods can be easily generalized by setting different sketch size like [20] , while other implementation details are similar to [20] .
On each dataset, experiments are conducted over 20 random permutations of data. Results are averaged over these 20 runs and 4 metrics are employed: sensitivity, specificity, weighted sum of sensitivity and specificity, and weighted cost of misclassification. All algorithms are implemented in MATLAB on a 3.40GHz Windows machine. 
Evaluation on Fixed Query Budgets
We first evaluate all algorithms under fixed budgets. Figs. 1  and 2 show the development of sum and cost performance, respectively and Table 2 summarizes more details. First, OAAL (asymmetric query) and CSOAL (asymmetric update) outperform PAA (symmetric rule) in most cases. This comparison shows the importance of asymmetric strategies for imbalanced data in online active learning.
Second, as expected, all second order based algorithms (SOAL and OA3) outperform the first-order algorithms (PAA, OAAL and CSOAL) in most cases, which confirms the effectiveness of second-order information.
Third, the proposed OA3 algorithms outperform all baselines with smaller standard deviations, which demonstrates the effectiveness and stability of our methods. (d) KDDCUP08, B=50000 Fig. 2 : Evaluation of cost with fixed budget.
According to comparisons in terms of sensitivity and specificity, our proposed algorithms achieve the best sensitivity on all datasets and produce fairly good specificity on most datasets. This indicates that our algorithms pay more attention to minority samples, which are usually more important in practical tasks.
Last, we compare the efficiency of the proposed methods. From Table 2 , OA3 diag , SOA3 and SSOA3 are much efficient than the original OA3 with quite slight performance degradation. Specifically, when datasets are quite high-dimensional, SOA3 and SSOA3 are further faster than OA3 diag . These observations imply that SOA3 and SSOA3 are better choices for balancing performance and efficiency.
Evaluation on Varying Query Budgets
In this subsection, we compare the performance of all algorithms with varying query budgets. Figs. 3 and 4 show the results in terms of sum and cost respectively. In detail, our algorithms achieve good performance over a wide range of budgets in terms of both metrics. This observation further demonstrates the effectiveness and stability of our algorithms. Moreover, it suggests that our algorithms can help real-world companies with different labeling budgets.
In addition, when the query budget falls, the standard deviation of each algorithm increases. This observation implies that the randomness of samples plays an important role in performance, especially when the budget is limited, which validates the importance of query strategies.
Evaluation of Algorithm Properties
We have evaluated performance of the proposed algorithms in previous experiments, where promising results confirm their superiority. Next, we further examine their unique properties, including the influence of query biases, cost weights and learning rates. The examinations contribute to better understanding and applications of the proposed methods. Due to the page limitation, we only report the (d) KDDCUP08 Fig. 4 : Evaluation of cost with varying budgets. results of sum metric, while more results based on cost metric are put in Supplementary C. Each experiment focuses on only one variable, while all other variable settings are fixed and similar with previous experiments.
Evaluation Between Query Biases
We first examine the influences of query biases on OA3 under a limited budget. All query biases (δ + , δ − ) are selected from [10 −5 , 10 −4 , ..., 10 4 , 10 5 ].
The best results (i.e., deep red color in Fig. 5 ) are often obtained when δ + ∈{10 2 , 10 3 , 10 4 , 10 5 } and δ − ∈{1, 10}. This suggests, when querying more samples with the positive prediction (i.e., δ + ≥ δ − ), OA3 can achieve better results. In other words, when paying more attention to positive predictions, the model will query more positive samples which are more informative in imbalanced tasks.
This observation is different from the discussions in OAAL [4] , where the authors argued that δ − should be larger than δ + . The main difference is that our algorithm considers asymmetric strategies in both optimization and queries; while OAAL considers only the asymmetric query. As a result, our method can query more positive samples (i.e., minority) due to the algorithm characteristics.
In addition, when both δ + and δ − are large (i.e., the upper right corners in Fig. 5 ), our algorithms achieve fairly good performance. In this setting, the algorithm tends to query each observed sample and degrades to the "First come first served" strategy. This means that our algorithms with weak query strategy can also perform well. Moreover, when both δ + and δ − are small (i.e., the bottom left corner), the model tends to ignore the samples, so the algorithm performance decreases significantly.
Evaluation of Cost Weights
In this subsection, we evaluate the influence of different cost weights, i.e., α n , where α p =1−α n . Fig. 6 summarizes the results of sum metric under a fixed budget. We find that our proposed algorithms consistently outperform all other algorithms with different weights. This observation shows (d) KDDCUP08, B=50000 Fig. 6 : Performance of sum with varying cost weights. that OA3 based algorithms have a wide selection range of cost weights, which further validates the effectiveness of the proposed methods.
Evaluation of Learning Rates
We next evaluate the influence of different learning rates to the proposed methods, where the learning rate η is selected from [10 −4 , 10 −3 , ..., 10 3 , 10 4 ]. Fig. 7 shows a suitable range of learning rates for different datasets, which provides a candidate choice of the learning rate for algorithm engineers. To be specific, OA3 algorithms achieve the best result on most datasets. Moreover, SOA3 and SSOA3 perform well on most datasets and sometimes even better than OA3. Considering that SOA3 and SSOA3 are more efficient than OA3, we conclude that the sketched versions of OA3 are favorable choices to balance performance and efficiency. (d) KDDCUP08, B=50000 Fig. 7 : Performance of sum with varying learning rates.
Evaluation on High Dimensional Datasets
In this subsection, we further evaluate our methods on two higher dimensional datasets (CIFAR-10 5 and Internet Advertisements 6 (IAD)). The dimensionality of CIFAR-10 is 3072 and that of IAD is 1558. To be specific, we construct the CIFAR-10 dataset by randomly sampling 20% samples from the CIFAR-10 training set, and randomly take one class as the positive class and set other classes as the negative class. All images (R 32×32×3 ) are squeezed to the vectors (R 3072 ). In addition, we clean IAD by removing the samples that have null attributes. Other settings are the same as the previous experiments. Due to the page limits, we only report the results of sum metric, while more results based on cost metric and additional analysis are put in Supplementary C.
As shown in Table 3 , OA3-based algorithms achieve the best performance on both datasets. However, the running time of OA3 is much longer than first-order methods. In contrast, the proposed sketched variants (i.e., SOA3 and SSOA3) are much faster than OA3. Meanwhile, they also perform very well and sometimes even better than OA3. In this sense, SOA3 and SSOA3 are favorable choices when handling real-world high-dimensional datasets.
CONCLUSION
In this paper, we have proposed a novel online adaptive asymmetric active learning algorithm to handle imbalanced and unlabeled datastream under limited query budgets. Relying on samples' second-order information, we develop a new asymmetric strategy, which integrates both the asymmetric losses and query strategies. We theoretically analyze the mistake and cost-sensitive metric bounds of the proposed algorithm, for the cases within budgets and over budgets.
To overcome the time-consuming problem of secondorder methods, we further propose a sketch variant of 5. https://www.cs.toronto.edu/˜kriz/cifar.html 6. https://archive.ics.uci.edu/ml/datasets.php our method, which can be developed as a sparse sketch approach. We empirically evaluate the proposed algorithms in real-world datasets. Promising results confirm the effectiveness, efficiency and stability of the proposed methods. In the future, we will extend the linear classifier to a nonlinear one with kernel methods. Abstract-This supplemental file provides the proofs of theorems, some algorithms, additional experiments and the related work in our paper of "Online Adaptive Asymmetric Active Learning with Limited Budgets" [1] .
Index Terms-Active Learning; Online Learning; Class Imbalance; Budgeted Query; Sketching Learning.
! SECTION A PROOFS OF THEOREMS
This section presents the proofs for all the theorems. For convenience, we introduce the following notations:
A.1 Proof of Lemma 1
Lemma 1. Let (x 1 , y 1 ), ..., (x T , y T ) be a sequence of input samples, where x t ∈ R d and y t ∈ {−1, +1} for all t. Let T B be the round that runs out of the budgets, i.e., B T B +1 = B. For any µ ∈ R d and any δ > 0, OA3 algorithm satisfies:
where M (µ) = max t ||µ t −µ|| 2 .
Proof A.1. Consider that OA3 queries a label but makes a mistake at the round t, so that Z t = 1 and M t = 1. Then, based on the adaptive asymmetric update strategy, we have:
Since h t is convex and continuous, one can easily obtain the following inequality:
Rearranging the inequality will give: Now, we provide a lower bound for g t (µ t+1 − µ). Since t (µ) = ρ t max(0, 1 − y t x t µ t ) is a convex function, and based on g t = M t (−ρ t y t x t ) and
we have:
Combining the above Equation (3) with the facts:
we get the following bound for g t (µ t+1 − µ t ), i.e.,
Combining Equations (1) and (4) will give the following important inequality:
where we replace δµ with µ.
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Then, according to Equation (2), we have:
where we use the updating rule of Σ. Then, according to M t ≤ 1 and Z t ≤ 1, we rearrange Equation (5):
We highlight the analysis here provides the theoretical guarantees for the definition of query confidence c t , which fascinates the theoretical studies of the proposed algorithm. Next, summing the first right term of above inequality over t = 1, ..., T B , we have:
where M (µ) = max t ||µ t − µ|| 2 and λ max (Σ) is the largest eigenvalue of Σ.
Now, combining Inequalities (6) and (7), we can easily obtain:
Consider another situation that M t Z t = 0, and we can find above inequality still holds. As results, we conclude the proofs of Lemma 1.
A.2 Proof of Theorem 1
Theorem 1. Let (x 1 , y 1 ), ..., (x T , y T ) be a sequence of input samples, where x t ∈ R d and y t ∈ {−1, +1} for all t. Let T B be the round that runs out of the budgets, i.e., B T B +1 = B. For any µ ∈ R d , the expected mistake number of OA3 within budgets is bounded by:
Considering that OA3 queries a label but makes a mistake at the round t, so that Z t = 1 and M t = 1, there are two scenarios. That is, p t ≥0 with M t Z t =1 represents our estimated class of sample x t is positive, but true label is negative; while p t <0 with M t Z t =1 represents our estimated class of sample x t is negative, but true label is positive. First, if p t ≥ 0, based on Lemma 1, for any µ ∈ R d and any δ + > 0, we have :
One can easily prove that this inequality still holds for M t Z t = 0. Now, we would like to remove the random variable Z t . First, when the query parameter q t >0, taking the expectation over random variables E(Z t )= δ+ δ++qt for p t ≥0, we have:
On the other hand, when the query parameter q t ≤ 0, we set q t = 0, and the random variables satisfy E(Z t ) = 1. Then, we find the above inequality still holds. In addition, one can easily prove this inequality holds for M t = 0.
Algorithm 3 Sparse Oja's Sketch for OA3
Input m,x and stepsize matrix Γ t . Internal State t, Λ, F , U , K and H. SparseSketchInit(m) 1: Set t = 0, F = K = H = I m , Λ = 0 m×m and U to any m × d matrix with orthonormal rows; 2: Return (Λ, F, U , H).
SparseSketchUpdate(x)
1: Update t ← t + 1;
where LQU = F U and QU is orthogonal; 7: Set F = Q; 8: Set H = diag{ 1 1+tΛ1,1 , ..., Set the i-th entry of α to be c; 8: Insert α to the i-th row of L; 9: end for 10: Delete the all-zero columns of L and all-zero rows of Q; 11: Return (L, Q).
SECTION C ADDITIONAL EXPERIMENTS
This section provides the additional experimental results.
C.1 Cost Evaluation of Query Biases
This subsection evaluates the influence of the query biases on cost results under fixed budgets, where both query biases (δ + and δ − ) are selected from [10 −5 , ..., 10 5 ], and other parameters are fixed. From Fig. 1 , we draw several observations. First, the best results (i.e., deep blue) are usually achieved when δ + ∈ {10, 10 2 , 10 3 , 10 4 } and δ − ∈ {1, 10}. This observation suggests the potential settings of query biases.
Second, when both δ + and δ − are large (i.e., the upper right corner), OA3 obtains relatively good performance; while when both δ + and δ − are small (i.e., the bottom left corner), OA3 performs relatively bad. This observation further validates the findings in sum results.
Finally, OA3 with large δ + and small δ − (the upper left corner) outperforms the performance with large δ − and small δ + (the bottom right corner). This means that OA3 performs better when querying more samples with the positive prediction and training itself by more positive samples. The main reason is that the positive samples are often more important in real-world tasks. Thus, our algorithms would be more effective in practical tasks due to the good algorithm characteristics, compared with the algorithms that treat all data equally, or tend to query more negative data.
C.2 Cost Evaluation of Cost Weights
In this subsection, we evaluate the influence of different cost weights on the cost metric, i.e., c n , where c p = 1 − c n . Fig. 2 summarize the results of cost metric under fixed budgets.
From the results, we find our proposed algorithms consistently outperform all other algorithms with different weights. This observation shows that OA3 based algorithms have a wide selection range of cost weights, which further validates the effectiveness of our proposed methods again. 
C.3 Cost Evaluation of Learning Rate
In this subsection, we evaluate the influence of learning rate in terms of the cost performances. We examine proposed methods with different learning rates η from [10 −4 , 10 −3 , ..., 10 3 , 10 4 ].
From Fig. 3 , results show the suitable range of learning rates for different datasets. We find OA3 algorithms achieve the best result on most datasets. Moreover, SOA3 and SSOA3 can achieve a relatively good performance on most datasets, and sometimes even better, compared with OA3, which also confirms that the sketched versions of OA3 are good choices to balance the performance and efficiency.
C.4 Evaluation of Regularized Parameter
In previous experiments, the regularization parameter is set to 1 (i.e., γ=1) by default. However, the rationality of this default setting has not been verified. In this subsection, we examine the performance of our algorithms with different regularization parameters γ from [10 −4 , 10 −3 , ..., 10 3 , 10 4 ].
From Fig. 4 and 5, we find the optimal selection of γ depends on datasets and methods. Nevertheless, in most cases, the setting γ=1 achieves the best or fairly good performance. This observation validates the practical value of our algorithms with the default setting in real-world datasets.
C.5 Evaluation of Query Strategies
In this subsection, we examine our asymmetric query strategy. We compare OA3 with two variants of OA3 with weak query rules: (1) OA3 with the "First come first served" strategy (OA3-F), which is the pure updating version without query strategies; (2) OA3 with the random query strategy (OA3-R).
From the results in Fig. 6 and 7 , our asymmetric query strategy outperforms both OA3-R and OA3-F on most datasets, which verifies the effectiveness of our query strategy. Besides, when the number of samples is small, the performance of OA3 and OA3-F are almost same on most datasets. One possible reason is that at the beginning of online learning, each sample is informative and thus is queried by OA3. In this case, OA3 is nearly same to OA3-F. Note that our query strategy also has theoretical guarantees which we described in Section A.
C.6 Evaluation on High Dimensional Datasets
In the main text, we have reported the results of sum metric on the two higher dimensional datasets. In this subsection, we present the results of cost metric and provide more discussions. Table 1 summarizes the statistics of the datasets. Fig. 8 shows the development of sum and cost performance. Table 2 provides more details in terms of cost metric.
From the empirical results, OA3 outperforms all firstorder algorithms (PAA, OAAL and CSOAL) and other second-order algorithms (i.e., SOAL and SOAL-CS). However, the computation cost of all second-order methods (i.e., OA3, SOAL and SOAL-CS) is a huge problem when the dimension of data increases. In contrast, our proposed SOA3 and SSOA3 demonstrate better trade-off between efficiency and performance than OA3. It worth mentioning that, from Table 3 , our SOA3 and SSOA3 show larger speedup ratios when the dimensionality increase, which further verify the efficiency of the proposed methods. 
SECTION D RELATED WORK
Online learning has been a hot research topic in machine learning for many years. One pioneering method is Perceptron algorithm [2] , which updates the predictive vector by adding the misclassified sample with a constant weight. Recently, many margin-based methods [3] , [4] emerged, and show good performance. Despite their superiority, these methods only adopt samples' first-order information, which may result in slow convergence rate. To eliminate this limitation, many second-order methods [5] , [6] , [9] , [10] were proposed, and significantly improve the performance with faster convergence.
Active learning aims to train a well-performed model by querying the labels of a small subset of informative data. It helps to reduce the labeling cost and attracts wide attention [11] , [13] , [14] , [15] , [16] . Particularly, one classic work [15] proposes a sampling method by drawing a Bernoulli random variable, which has been validated as effective and inspires many studies [17] , [18] . Despite the effectiveness, most active algorithms [19] , [20] , [21] , [23] assume that all the data are provided in advance, which is impractical in real-world problems. To address this limitation, OAL has emerged and raised wide research interest [24] , [25] , [26] , [27] .
Although OAL has been studied widely, only a few studies focus on class-imbalanced issues. One classic method is CSOAL [18] , which adopts a cost-sensitive update rule to solve imbalance problems. Another famous method is OAAL [17] , which uses an asymmetric query rule to handle imbalanced data. However, both pioneering methods only consider the asymmetric strategy from one isolated perspective, which restricts their abilities in imbalance problems. Moreover, both methods only consider first-order information of samples, which limits their performance. To address these limitations, we exploit samples' second-order information and develop a new asymmetric strategy, considering both optimization and label queries, to handle imbalance problems and accelerate convergence rate.
Then, we highlight several differences of OA3 with several conceptually related methods, i.e. [23] , [26] . In [23] , a cost overlapped active learning algorithm is proposed to study the cost problem, but it is not an online method and does not consider class-imbalance issues. A second- order online active learning algorithm (SOAL) is proposed in [26] . This method adopts second-order information, but it ignores the budget limitations and class-imbalance problems. A cost-sensitive version of SOAL is presented in [26] . This method considers the asymmetric losses, but it lacks theoretical guarantees, and ignores budget limitations and asymmetric query strategies. Finally, sketching methods are a good choice to balance the performance and efficiency of OA3 algorithms. A wellknown family of methods for sketching is the Random Projection [28] , [29] , [30] , [31] , [32] , [33] , which relies on the properties of random low dimensional subspaces and strong concentration of measure phenomena. However, the theoretical guarantees of the Random Projection may perform terrible when the rank of approximated matrix is near fullrank [35] . To address the above issue, researchers recently proposed the Frequent Direction Sketch [36] , [37] , which is a class of deterministic methods that derives from the similarity comparison between matrix sketching problem and item frequency estimation problem. For the Frequent Direction Sketch methods, the regret bound depends on a super-parameter and a square root term, which are not controlled by the sketching algorithms [35] . To better focus on the dominant part of the spectrum for deterministic sketching, an Ojas sketch algorithm was recently proposed [35] based on Ojas algorithm [38] , [39] .
A brief version of this paper had been published in SIGKDD conference [40] . Compared with it, this journal manuscript makes several significant extensions, including (1) two updated variants with sketching methods, and some theoretical analyses about their time complexity; (2) more empirical studies to evaluate the proposed algorithms.
