Abstract. Entity attribute extraction is an extremely challenging research area with broad application prospects. In this paper, we propose a new approach to extract the entities' attributes from unstructured text corpus that was gathered from Web. The proposed method is an unsupervised machine learning method that extract the entity attributes utilizing DBN. To test the proposed method, we use it to extract attribute in a test corpus, experimental results show that, with our method, entity attributes can be extracted effectively and reduce manual intervention when compared with tradition methods.
Introduction
Entity Attribute Extraction is an important technology in the field of natural language processing. Its task is to extract attributes and attribute values, and information obtained can be not only provided to use directly, but also used as the basis of building intelligent query and data mining. As an aspect of information extraction, entity attribute can be used to define a new entity, data mining and other practical applications. This paper provides a method which is characterized by entities and syntax analysis that use deep learning method for extraction of entity attribute. This method can be used in the task of entity attributes. The remaining of this paper is organized as follows. Section 2 presents the related work in the literature, section 3 explains our proposed method and last section presents the experiment results.
Related Work
Most research in the literature is focused on extracting the English product attributes and character attributes. Attribute extraction method generally can be divided into two types: rule-based and based on statistics.
Rule-based approach is a method contain pattern matching which is focused on areas of analysis and pattern matching, often rely on specialized areas of background knowledge. With this method it is difficult to cover with all language phenomenon, and experts in the field need to be involved. At the same time, it lacks compatibility, flexibility and portability. Statistical methods are based on training corpus that is manually labeled to train a model. Typical methods of information extraction are conditional random method, hidden Markov model and others.
Ding et al [1] pointed out the basic concept of attribute and the role of attribute, and the ways of extract attribution: People attribute extraction, product attribute extraction, concept attribute extraction and enterprise attribute extraction. Santosh Raju and Katharina Probst proposed the methods of extracting attributes and attribute-value pairs from the product description [2, 3] . The method of product attributes extraction was unsupervised and semi-supervised. Rayid Ghani and Wong also proposed an unsupervised framework to extract attributes [4] [5] [6] . Recently, deep learning is a frequently mentioned method. But most researchers are using it in the image processing. In this article, we presented an entity extraction method based on deep belief network.
Entity Attribute Extraction Based On Deep Belief Network
Conditional random fields (CRFS) is a classification model for tagging task. In this paper, it is used to recognize named entities. Deep Belief Networks (DBNs) are graphical models which is utilized to extract a deep hierarchical representation of the training data.
Feature Extraction
Our method is based on the following three steps:
1. Recognize named entities by CRFs, and then form the entity feature which is the entity category feature. 2. Analyze the text with semantic parser; get the Object Structure characteristics of the syntax tree. 3. Combine three features that have been discovered. Feed the integration of the feature set as parameters into DBN neural network, and then get the model of entity attributes extraction.
Feature vectors composition is as follows:
1. Etype: Entity category information feature. 2. Pos: Position features affect the relationship of words. In this paper, we concentrate on extracting nouns, verbs, quantifiers, prepositions and other features. 3. Tag: The result of the syntax parser. 
Process
Step 1: Since the corpus is obtained from the Internet which contains much noise text. At first, we must process the corpus to get pure unstructured text.
Step 2: Extract feature that is used to train the model. Before training DBN model, we must extract the feature vectors from the corpus. After the entity recognition, we can obtain a list of features, and then, combining the tag of syntactic tree that result parser syntactic as the feature vectors.
Step 3: After the previous two steps, we can obtain the feature vectors. Finally, the feature vectors of matrix is used to train model of DBN. DBN model in the 
Fig.3.2: Flow chart
Training process is divided into two steps (shown in Figure 3 .1). Firstly, we must train each layer RBM network respectively, ensuring that the feature vectors are mapped to different feature space, and the features are preserved. The final layer is set in BP network, receiving the output of RBM as its input feature vector, and each layer can only ensure that the weight is optimal to own RBM network layer, not for the entire DBN. Therefore, back-propagation network error message will be propagated down to each top-level RBM. Fine-tuning the entire RBM network of training process, the result model can be seen as initialization parameters of BP network.
Experiments

Data Set:
We gathered a large set of document with a topic specific crawler in shipping news website. The size of corpus was 24MB after pre-processing.
Results and Analysis:
We randomly split the corpus into two sets with the same size, and used one as the development set and the other as the test set. We made five experiments. Since the main aim of the experiments was to extract attributes, we analyzed the performance of results, and found that the method was feasible, but the preliminary results were not as satisfactory as we expected. The preliminary results are shown in Table1.2. The first column is category of entity attribute, and the second column is the number of attributes that are found in the experiments. 
Conclusions
In this paper, we presented a new unsupervised approach for attribute extraction from unstructured text. To start with, the famous CRF model solves the Recognize named entities problem. And then, we extract attributes by DBN. Attributes can be discovered. In the future work, more features will be added, and the related RBM parameters will be tuned in the experiments.
