In this paper we focus on the initial value problem of a quasi-linear dissipative plate equation with arbitrary spatial dimensions (n ≥ 1). This equation verifies the decay property of the regularity-loss type. To overcome the difficulty caused by the regularity-loss property, we employ a special time-weighted (with negative exponent) L 2 energy method combined with the optimal L 2 decay estimates of lower-order derivatives of solutions. We obtain the global existence and optimal decay estimates of solutions under smallness and enough regularity assumptions on the initial data. Moreover, we show that the solution can be approximated by a simple-looking function, which is the fundamental solution of the corresponding fourth-order linear parabolic equation.
Introduction
In this paper we consider the initial value problem of the following quasilinear dissipative plate equation in multi-dimensional space R n with n ≥ 1:
The initial data are given as u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x).
(1.2)
Here u = u(x, t) is the unknown function of x = (x 1 , · · · , x n ) ∈ R n and t > 0, and represents the transversal displacement of the plate at the point x and the time t. The term u t represents a frictional dissipation in the plate, and the term ∆u tt corresponds to the rotational inertia effects ( [13] ). Also, b ij = b ij (V ) are smooth functions of V = (V ij ) ∈ S n satisfying the following structural conditions, where S n denotes the totality of n × n real symmetric matrices:
[A1] There is a smooth potential function ϕ = ϕ(V ) such that b ij (V ) = (∂ϕ/∂V ij )(V ) for V = (V ij ) ∈ S n . (1.7)
In the previous paper [11] , we studied the problem (1.1), (1.2) in multidimensional space (n ≥ 2) and proved the global existence and optimal decay estimates of solutions by using a time-weighted energy method, in which we make use of the integrability of ∥(∂
However, the method does not work well in the one-dimensional case n = 1, and this motivates us to make further study of the problem (1.1), (1.2) with arbitrary spatial dimensions including n = 1. In this paper we use three crucial techniques different from those in the paper [11] . One technique is that we make good use of N (T ): [11] , and with this modification our results cover the onedimensional situation. To use N (T ) instead of L(T ), we need to introduce a time-weight function with negative exponent, namely, (1 + t) −α with α > 0, which is the second technique. Such a time-weight with negative exponent can produces an artificial dissipation term including the highest-order derivatives of solutions. The third technique is that we include any-order derivative of solutions in the time-weighted energy norm E α (T ) and the corresponding dissipation norm D α (T ), while the previous norms in [11] contain only even-order derivatives of solutions. This modification makes the semigroup argument for the decay estimates simpler and consequently we can improve the regularity assumption on the initial data.
As mentioned in [11] , the quasi-linear dissipative plate equation is an inertial model and the dissipative mechanism given by the term u t is relatively weaker compared with that given by the term −∆u t . Moreover, the dissipative property of solutions to our problem are of the regularity-loss type. This property could be seen from the corresponding linear equation to (1.1) with b
In [17] , Sugitani and Kawashima studied the decay estimates of solutions to (1.8), (1.2) and showed that they are of the regularity-loss type (see also [13] ). This decay structure of the regularity-loss type is characterized by the property
where λ(ξ) denotes the eigenvalue of the equation obtained by taking Fourier transform of (1.8). See [17] for the details. A similar decay structure of the regularity-loss type was also observed for the dissipative Timoshenko system ( [5, 6, 15] ) and a hyperbolic-elliptic system related to a radiating gas ( [4, 7] ). For the studies on the initial-boundary value problem for plate equations, we refer to [2, 3, 8, 9, 10, 18] . For more studies on various aspects of dissipation of plate equations, we refer to [1, 12, 14, 16, 19] . The main purpose of this paper is to investigate the global existence and asymptotic behavior of solutions to the initial value problem (1.1), (1.2) with arbitrary spatial dimensions including n = 1. For the problem, as mentioned in [11] , it causes the regularity-loss in the dissipation part of the energy estimates. Such a regularity-loss property makes it difficult to show the global a priori estimates of solutions to the nonlinear problem. To resolve the difficulty, in [11] , we employed a time-weighed energy method which makes use of the integrability of ∥(∂ 
−1 , which makes it possible to employ another time-weighted energy method, in which we choose a timeweight function with negative exponent, namely, (1 + t) −α with α > 0. It will be shown that such a weighted energy method produces an artificial dissipation which can control the nonlinearity; see also [4, 6, 7] . This idea combined with the optimal decay estimates for lower-order derivatives of solutions yields the desired global a priori estimates for our problem (1.1), (1.2) for all n ≥ 1. Consequently, we obtain the global existence and the optimal decay estimates of solutions for small initial data with sufficient regularity. Also, we show that for t → ∞, the global solution obtained is asymptotic to a simple-looking function which is the fundamental solution of the fourth-order parabolic equation
(1.9)
Moreover, we remark that our results in this paper are improvements on the previous results in [11] even for n ≥ 2 because they weaken the regularity assumption on the initial data. The contents of the paper are as follows. In section 2 we give full statement of our main theorems. A special time-weighted energy method is introduced in section 3, and we explain why the usual energy method does not work well for our problem. In section 4, we give the optimal decay estimates of solutions. Section 5 gives the proof of the first main theorem on the global existence and optimal decay estimates of solutions, and the last section gives the proof of the second main theorem on the asymptotic profile.
Before closing this section, we give some notations to be used below. Let F[f ] denote the Fourier transform of f defined by
and we denote its inverse transform as 
Here, for a nonnegative integer k, ∂ k x denotes the totality of all the k-th order derivatives with respect to x ∈ R n . Also, 
Main theorems
Our first theorem is on the global existence and optimal decay estimates of solutions to the problem (1.1), (1.2). To state the result, we need to introduce several special notations. Let k be a nonnegative integer and n be the spatial dimension. Let
and put σ(k, n) := max{σ 0 (k), σ 1 (k, n)}, which indicates the loss of regularity. Since σ 1 (k, 3) = σ 0 (k) and σ 1 (k, n) is an increasing function of n, we have
Also, for n ≥ 1, we put
and define s(n) by
] + 4, n ≥ 4, which indicates the regularity of the initial data. Now we can state our first theorem as follows. 
, and put
Then there is a small positive constant δ 0 such that if E 1 ≤ δ 0 , then the problem (1.1), (1.2) has a unique global solution u(x, t) with
Moreover, the solution satisfies the following optimal decay estimates:
Remark 1. The regularity assumption s ≥ s(n) might be technical but it seems necessary in our proof.
Remark 2.
This theorem is an improvement on the previous one in [11] , where a similar result was proved for n ≥ 2 and s ≥ s(n) with a bigger s(n).
This global existence and optimal decay result is based on the following local existence result and the corresponding a priori estimates stated in Proposition 2.3 below. 
Theorem 2.2 (Local existence
The solution verifies the following estimate for t ∈ [0, T 0 ]:
This local existence result can be proved by the standard method based on the successive approximation sequence, so that the details are omitted.
To state the result on our a priori estimates, we introduce several timeweighted norms: For α ∈ (0, 1], 6) where s ≥ 3, and σ 0 (j) is defined in (2.1);
where σ(k, n) is defined in (2.2); we have assumed s ≥ [
] + 1 and s ≥ [ n− 1 4 ] + 4 for M 0 (T ) and M 1 (T ), respectively. Here, for example, the sum-
is a time-weighted energy norm and D α (T ) is the associated dissipation norm, while M 0 (T ) and M 1 (T ) are corresponding to the optimal decay estimates for u and u t , respectively. Now, the result on our a priori estimates is stated as follows.
Proposition 2.3 (A priori estimates). Suppose that the conditions [A1] and [A2] are satisfied. Let n ≥ 1 and s ≥ s(n), and assume that
and the a priori bound 
and the following optimal decay estimate:
Here E 1 is given in Theorem 2.1. 
Our next result is concerning the asymptotic profile of the global solution obtained in Theorem 2.1. First we show that the solution to the problem (1.1), (1.2) can be approximated by the solution to the corresponding linear problem (1.7), (1.2). Then we prove that the solution to this linear problem can be further approximated by the profile M G 0 (x, t + 1), where M = ∫ R n (u 0 + u 1 )(x)dx denotes the "mass" and
is the fundamental solution to the fourth-order parabolic equation (1.9), where γ(ω) is defined in [A2]. Thus we conclude that M G 0 (x, t + 1) is an asymptotic profile of the solution to our problem (1.1), (1.2) . This result on the asymptotic profile is stated as follows.
Theorem 2.4 (Asymptotic profile). Suppose that
Then the global solution u(x, t) to the problem (1.1), (1.2), which is constructed in Theorem 2.1, is asymptotic to the profile M G 0 (x, t + 1) as t → ∞ in the following sense:
is the fundamental solution of (1.9) given in (2.10).
Time-weighted energy method
In this section, we introduce a time-weighted energy method for our nonlinear problem (1.1), (1.2) which has the difficulty caused by the regularity-loss property. First we give a lemma which will be used in the next energy estimates. 
for k ≥ 0, and
The proof of Lemma 3.1 can be seen in [11] . Now, let T > 0 and consider solutions to the problem (1.1), (1.2), which are defined on the time interval [0, T ] and verify the regularity mentioned in Theorem 2.1. We derive energy estimates for the solutions under the following a priori assumption:
whereδ > 0 is a given small number not depending on T . We apply ∂ l x to (1.1), multiply the resulting equation by ∂ l x u t (l ≥ 0) and integrate with respect to x ∈ R n . Then the same computation as in [11] 
where 
where
2 = 0 for l = 0, and
First, as in the usual way, we integrate (3.4) and (3.6) with respect to t and combine the resulting inequalities for l with 0 ≤ l ≤ s − 1 and 0 ≤ l ≤ s − 2, respectively. This yields
From (3.8) we see that the dissipative term does not contain the highest-order term
L 2 )dτ because of the loss of regularity, and therefore it could not control the nonlinear term. To resolve this difficulty caused by the regularity-loss property, in the previous paper [11] , we try to estimate the nonlinear term by
which requires the integrability of ∥(∂
When n ≥ 2, this integrability could be ensured by employing the time-weighted energy method combined with the optimal L 2 decay estimates for lower-order derivatives of solutions. However, it does not work well in one-dimensional case because in this case we only get the decay estimate
Time-weighted energy estimates:
To remove the difficulty caused by the regularity-loss property, here we introduce another time-weighted energy method. Multiply (3.4) by (1 + t) −α , α ∈ (0, 1], integrate with respect to t and add the resulting inequality for l with 0 ≤ l ≤ s − 1. This yields
where we put
Here, we notice that the term
H s−1 )dτ on the left hand side of (3.10), which is produced from the standard energy term, behaves as an artificial dissipation and this term is good enough to control the nonlinear term J 1 as long as the following norm N (T ) is suitably small.
In fact, we can estimate J 1 as
Now we estimate the time-weighted energy norm E α (T ) and the associated dissipation norm D α (T ) defined in (2.6) by applying the time-weighted energy method mentioned above. We have the following result. 
For the proof of Proposition 3.2, we first prepare the following lemma.
Lemma 3.3. Under the same condition of Proposition 3.2 we have:
Proof. First, we note that (3.10) gives
(3.11)
Second, we multiply (3.6) by (1 + t) −α , integrate with respect to t and sum up the result for l with 0 ≤ l ≤ s − 2. Then we have
Here, in the last inequality, we used (3.11) and the estimate
Notice that a combination of (3.11) and (3.12) also gives
(3.13)
Third, we multiply (3.4) by (1 + t) 1−α , integrate with respect to t and sum up the result for l with 0 ≤ l ≤ s − 2. This yields 14) where
Here, in the last inequality, we used (3.11), (3.12) and the following estimate:
It remains to prove
This can be shown by using a simple interpolation inequality ∥∂ x u∥
together with the estimates (3.13), (3.14) and (3.12). Thus the proof of Lemma 3.3 is complete.
In order to complete the proof of Proposition 3.2, it is enough to show the following lemma.
Lemma 3.4. Let k
(1 + t)
(3.16)
Proof. We prove this lemma by induction with respect to k. We know from Lemma 3.3 that (3.15) and (3.16) hold true for k = 0. Let k ≥ 1 and 
Here we note that
Using this inequality and the induction hypothesis (3.15) and (3.16) with k replaced by k − 1, we easily see that
On the other hand, the nonlinear term J 4 is estimated as
To estimate the term I 3 , we use the following interpolation inequality:
, that is a consequence of the Gagliardo-Nirenberg inequality. Applying this inequality and using the fact that
, we can estimate I 3 as
for any ε > 0, where C ε is a positive constant; here we used (3.11). Consequently, we arrive at the estimate
for any ε > 0. Next, multiplying (3.4) by (1 + t)
+1−α , integrating with respect to t, and adding the result for l with
where I 3 was given in (3.17) and
(τ )dτ . Here we can estimate the term J 5 as
where we used the fact that I 3 ≤ CD α (T ) 2 which is due to (3.19) . Substituting this estimate together with (3.19) with ε = 1/2 into (3.21), we reach the estimate 
Optimal decay estimates of solutions
This section is devoted to the proof of the optimal decay estimates for solutions to the problem (1.1), (1.2), which are defined on the time interval [0, T ] and verify (3.3). Recalling (1.6), we write b
for |V | → 0 and the symmetric property (1.4). The equation (1.1) is then rewritten in the form
Consequently, by the Duhamel principle, we can express the solutions to the problem (1.1), (1.2) as
where G(x, t) and H(x, t) are the fundamental solutions to the linearized equation (1.7). Here and in the following, we use the abbreviation ∂
The fundamental solutions G(x, t) and H(x, t) are given by the formulas
where λ ± (ξ) are the eigenvalues given explicitly by
with γ(ω) being defined in [A2]. We decompose the solution formula (4.2) in the form u(t) =ū(t) − F (u)(t), whereū(x, t) and F (u)(x, t) denote the linear and nonlinear parts, respectively:
As explained in [17, 11] , G(x, t) satisfies the following properties.
Lemma 4.1 ([17, 11]). If ϕ ∈ H
s (R n ) ∩ L 1 (R n ), then
the following two estimates hold for G(x, t):
As for the solution to our linearized problem, we have the following decay result obtained in [17, 11] . 
Lemma 4.2 ([17, 11]). Let n ≥ 1 and assume that
where s ≥ [ n− 1 4 ], k ≥ 0 and σ 1 (k, n) ≤ s in (4.6), and s ≥ [
Now we estimate the time-weighted norms M 0 (T ) and M 1 (T ) defined in (2.7), which are corresponding to the optimal L 2 decay estimates of solutions to the nonlinear problem. To control these norms, we will use the following time-weighted L ∞ norm:
] is the exponent appearing in (2.6). By applying Lemmas 4.1 and 4.2, we have: 
be the corresponding solution to the problem (1.1), (1.2) which is defined on [0, T ] and verifies (3.3) . Then the following estimates hold for α ∈ (0, 1 4 ]:
Proof. We only prove (4.9), since (4.10) can be proved similarly. Let k ≥ 0 and h ≥ 0 be integers. We apply ∂ k+h x to F (u) in (4.3) and take the L 2 norm, obtaining
(4.11)
For the term I 1 , we apply (4.4) with k replaced by k + h + 2 and with ϕ = g(∂ 2
x u) to get
] + 4. Therefore we have
]+4. On the other hand, we see that ∥∂
Thus we obtain
+ α. To obtain the optimal decay rate, we choose l as the smallest integer satisfying
This gives the choice l = σ(k, n) − k. In fact, when n = 1, 2, 3, we have
. This implies l ≥ k 2 and hence l = [
. This implies l ≥ n+2k 4 − 1 and hence l = [
For this choice of l, we obtain
Next we consider the term I 2 . Applying (4.4) with
x u) and l = 0, we have
Here we see that ∥∂
] + 4. Moreover, we see that
Consequently, we obtain 19) provided that s ≥ [
] + 4 and s ≥ σ 0 (k) + 1, where we have assumed α ∈ (0, 1 4 ]. On the other hand, we see that ∥∂
We substitute all these estimates into (4.11) and add the result for h with ] + 4. This estimate together with (4.6) gives
for k with σ(k, n) ≤ s − 1. Thus we have proved the desired estimate (4.9). This completes the proof of Proposition 4.3.
Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2. 
Then, for suitably small α > 0, we have
] + 4. Then, for suitably small α > 0, we have
Proof. (i) For the proof of (5.1), it suffices to show the following decay estimates:
for some γ ≥ 1. These decay estimates are proved as follows. First, applying the Gagliardo-Nirenberg inequality, we have for n = 1. We see that
] + 5. Substituting this estimate and (5.6) into the first inequality in (5.5), we obtain (5.3) with γ = (
] + 5 and 0 < α ≤ α 1 . Now we restrict our attention to the case n = 2 in which n 8 + 3 4 = 1. In this case the first inequality in (5.5) becomes ∥∂
Here we have ∥∂ . When n = 1, the first inequality in (5.5) 
Thus, for n = 1, we get the desired estimate (5.3) with γ = 1 for s ≥ 7.
The proof of (5.4) is similar. We see that
] + 6. Also, we have
] + 5. These estimates together with the second inequality in (5.5) give (5.4) with γ = ( (ii) It suffices to show that
where s 0 and θ are the same as in (5.5). Here we see that
] + 4. Also we have
] + 4. Substituting these estimates into (5.9), we have (5.7) with d = ( 3 , from which we can deduce that Y (T ) ≤ CE 1 , provided that E 1 is suitably small, namely, E 1 ≤ δ 0 , where δ 0 is a small positive number depending onδ in (3.3) . This gives the desired a priori estimates of solutions satisfying (3.3), by which we can continue a unique local solution globally in time. The global solution thus obtained verifies the a priori assumption (3.3) and hence satisfies Y (T ) ≤ CE 1 for any T > 0. In particular, we have the decay estimates (2.4) and (2.5) . This completes the proof of Theorem 2.1.
Asymptotic profile of solutions
The aim of this section is to prove Theorem 2.4 on the asymptotic profile. First we prove that the solution to the problem (1.1), (1.2) can be approximated by the solution to the corresponding linear problem (1.7), (1.2). Proof. It suffices to show the following estimates for the nonlinear part F (u)(x, t) given in (4.3). We only prove (6.3), since (6.4) could be proved similarly. The proof of (6.3) is similar to that for (4.9). First we have (4.11) and (4.12). Moreover, the term I 11 in (4.12) is estimated just in the same way as in (4.13) and we obtain I 11 ≤ CE ]+4. For the term I 12 in (4.12), we also have (4.14) for k +h+l ≤ s − 1. To get a better decay estimate, we choose l in (4.14) as the smallest integer satisfying
This gives the choice l = σ(k, n) − k + 1. For this choice of l, as a counterpart of (4.16), we obtain 
x u∥ L 2 by Lemma 3.1. To show a better decay estimate for I 21 , instead of (4.18), we use the following estimates:
where s ≥ σ 0 (k) + 2. By using (6.5), we obtain
(1 + t − τ ) (1 + t − τ )
for h with 0 ≤ h ≤ s − 2 − σ 0 (k), where we have used the requirement
We substitute all these estimates into (4.11) and add the result for h with 0 ≤ h ≤ s − 2 − σ(k, n). This yields the desired estimate (6.3).
In [11] , we have proved that the solution to the linear problem (1.7), (1.2) is approximated by the profile M G 0 (x, t) as t → ∞. More precisely, we have the following result.
Lemma 6.2 ([11]). Let n ≥ 1 and assume that
1 (R n ) for an integer s specified below. Put E 2 =
