Abstract. Climate simulations often suffer from statistical biases with respect to observations or reanalyses. It is therefore common to correct (or adjust) those simulations before using them as inputs into impact models. However, most bias correction (BC) methods are univariate and so do not account for the statistical dependences linking the different locations and/or physical variables of interest. In addition, they are often deterministic, while stochasticity is frequently needed to investigate climate uncertainty and to add constrained randomness to climate simulations that do not possess a realistic variability. This study 
Introduction
Climate change impact studies aim to investigate and understand the consequences of the potential evolutions of the climate system. Impacts can be hydrological with changes of seasonal flows and water resources driven by precipitation changes (e.g., Schneider et al., 2013) ; agronomical with crop yields perturbed by heat stress and/or rainfall evolutions (e.g., Müller et al., 2010; Wheeler and von Braun, 2013) ; ecological with plants and animals diversity (in terms of structures or spatial repartitions) 5 modified by future climate conditions (e.g., Araújo and Rahbek, 2006; Tisseuil et al., 2012) ; among many others. The common point of those impact studies is that they use Global (GCM) or Regional Climate Model (RCM) simulations of different variables over future time periods according to some scenarios as inputs into impact models to project (e.g., hydrological, ecological) consequences of climate changes. However, most of those climate simulations suffer from statistical biases with respect to observations -or more generally reference data. This means that some of their statistical properties, such as mean, 10 variance, distribution, or even temporal, spatial or inter-variables dependence structures may not be representative of what is observed in the reference dataset. Consequently, before employing climate simulations to feed an impact model, it is often mandatory to "bias correct" (or to "adjust") them in order to correct some of their statistical properties (e.g., Christensen et al., 2008; Muerth et al., 2013) .
Over the last decade, most of the developed -and therefore applied -bias correction (BC) methods focused on the adjustment 15 of the mean (e.g., Delta method, Xu, 1999) , the variance (e.g., simple scaling adjustment, Berg et al., 2012) or more generally on the adjustment of the distribution (e.g., "quantile-mapping", Haddad and Rosenfeld, 1997) . Bias adjustments of the whole distribution through quantile-mapping techniques have been quite popular since it allows adjusting not only on the mean and variance but also any quantile of the variable of interest. Hence, many variants have been proposed (e.g., Déqué, 2007; Michelangeli et al., 2009; Kallache et al., 2011; Tramblay et al., 2013; Vrac et al., 2016) and applied in different studies (e.g., 20 Oettli et al., 2011; Colette et al., 2012; Tisseuil et al., 2012; Vigaud et al., 2013) . Nevertheless, usually, those approaches only work in a univariate context, which means that they are designed to correct independently one variable at a time, for one location (e.g., grid cell) at a time. So, if the marginal (i.e., univariate) distributions are generally improved, that is closer to the reference ones -even when the BC is used as a preliminary step to downscaling (e.g., Colette et al., 2012; Vrac and Vaittinada Ayar, 2017 ) -, the inter-sites and inter-variables dependence structures are usually conserved from the climate model simulations to 25 be corrected. Indeed, 1d-BC methods preserving the ranks of the simulations -as it is the case for quantile-mapping approaches -will not correct the copula functions characterizing the dependencies between sites and/or between variables (e.g., Nelsen, 2006; Schoelzel and Friederichs, 2008; Vrac et al., 2011; Bevacqua et al., 2017) . Such a preservation of the model dependence can obviously cause some deficiencies in the subsequent impact studies that will use the 1-dimensional bias corrected simulations, if the model copula function is far from that of the references. It is therefore crucial to adjust not only the marginal 30 distributions of the climate simulations, but also their multivariate dependence structures, which is the goal of the present study. A few multivariate methodologies have then be proposed over the last few years (e.g., Bardossy and Pegram, 2012; Piani and Haerter, 2012; Mao et al., 2015; Vrac and Friederichs, 2015; Cannon, 2017; Dekens et al., 2017; Li et al., 2017) .
Most of these methods can be categorized into one of the two following approaches: the "marginal/dependence" correction approach and the "successive conditional" correction approach. The "marginal/dependence" BC methods (e.g., "matrix recorrelation" approach in Bardossy and Pegram, 2012; Vrac and Friederichs, 2015; Cannon, 2017; Li et al., 2017) correct separately the 1d-marginal distributions (e.g., one variable at one given location) and the dependence structure, usually under the form of the underlying copula function linking the different marginal distributions. Once those two components of the joint distribution have been corrected, they are reassembled to obtain adjusted data that respect both the univariate and multivariate 5 dependencies. Although they also aim to adjust climate simulations in a multivariate fashion, the "successive conditional" BC methods (e.g., "sequential recorrelation" approach in Bardossy and Pegram, 2012; Piani and Haerter, 2012; Dekens et al., 2017 ) are based on a slightly different philosophy. They consist first in correcting one given variable (e.g., one variable at one specific location). Then, a second variable (e.g., another variable or another location) is corrected conditionally on the previously corrected variable. The procedure goes on successively for each dimension (variable/location), correcting variable 10 n conditionally on previously corrected variables (1, ..., n − 1). However, this approach suffers from two main limitations.
First, since at each step the correction is performed conditionally on previously corrected data, this reduces the number of data available for adjusting each simulation. Consequently, the higher the number of variables to correct, the fewer the number of data to perform the bias correction at each successive step, and therefore the less robust the correction. Second, the ordering of the variables in the successive corrections matters: different orderings generally produce different corrections whose the 15 quality (e.g., in terms of multivariate properties) is not equivalent (Piani and Haerter, 2012; Vrac and Friederichs, 2015) . For those reasons, the present study deals with the development of a multivariate BC method within the "marginal/dependence" approach. The proposed methodology relies on the "Empirical Copula -Bias Correction" (EC-BC) method (Vrac and Friederichs, 2015) and is intended to fill some of its weaknesses, mainly its lack of flexibility in terms of temporal properties as well as its deterministic aspect. Concerning the time-related weakness, it has to be noted that it is not possible to correct the multidimen-20 sional properties of the simulations without changing the rank sequence of the simulations. In other words, any multivariate BC method will necessarily modify the initial rank chronology of the simulated events. For example, the EC-BC methodbelonging to the "marginal/dependence" correction family -allows both the corrected 1d-distributions to evolve consistently with the modeled ones and to reproduce the dependence (copula) structure of the references. But the price for this reproduction is that the temporal sequence of the ranks of the corrected data is exactly that of the reference data over the calibration time 25 period, even for an adjustment performed over a future time period (or more generally over a projection/correction time period different from the calibration one). This also implies that this multivariate BC provides deterministic corrections, while some studies pointed out the needs for stochastic corrections or at least the needs for introducing some stochasticity and variability in the BC process (e.g., Wong et al., 2014; Mao et al., 2015; Volosciuk et al., 2017) . Hence, the goals of this paper are:
-to propose a multivariate BC (MBC) method for both multi-site and multi-variable simulations;
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-to relax the temporal constraints of EC-BC on the corrected data ranks in order to let the climate model drive more the temporal properties and their evolutions and therefore express its own temporal dynamics;
-to introduce some stochasticity in the MBC outputs, or at least to enable the proposed MBC method to provide multiple corrected scenarios. extracted for the same spatial domain as for the reference data. The time period from Jan., 1, 1980 to Dec., 31, 2009 is retained for both reference and ERA-I data. Then, each ERA-I grid-cell is first co-located with the SAFRAN grid-cell the closest to its center in order to be associated with a unique reference SAFRAN grid-cell. Next, each BC method to be tested is applied over two distinct periods of the year: one corresponding loosely to "winter" from October 15th to April 14th; the other to "summer" from April 15th to October 14th. For each "season", corrected ERA-I T2 and PR are obtained for the 1995-2009 "evaluation" 20 time period based on BC models calibrated over 1980-1994. 3 Reconstructing multi-sites and multi-variables dependence structures
A brief reminder on copulas
In many of the multivariate BC development papers, the notion of "copula functions" is used. Indeed, those functions characterize the rank dependence structure of most multivariate joint distributions (e.g., Nelsen, 2006; Schoelzel and Friederichs, 2008) 25 through the Sklar's theorem (Sklar, 1959) . This theorem expresses that any multivariate cumulative distribution function (CDF)
can be described by the univariate marginal CDFs of the multivariate random variable and a copula function. The latter is itself a multivariate CDF depicting the statistical dependence of the transformed random variables U j = F Xj (X j ), where X j is the 
where C X is the copula of X. Therefore, any multivariate BC method will necessarily correct the copula of the simulations, explicitly (e.g., Piani and Haerter, 2012; Vrac and Friederichs, 2015) or implicitly (e.g., Cannon, 2017; Dekens et al., 2017) .
3.2 A brief reminder of the "Empirical Copula -Bias Correction" (EC-BC) approach
5
The EC-BC approach (Vrac and Friederichs, 2015) takes advantage of the so-called "Schaake Shuffle", described by Clark et al. (2004) and employed in various studies to reconstruct multivariate dependence structures (e.g., Voisin et al., 2010; Verkade et al., 2013; Cannon, 2017, among others and seasonality of some specific (temperature or precipitation) events may change, depending on the geographical domain. It is therefore needed to relax the EC-BC temporal constraint to let the climate simulations express their temporal dynamics and evolutions through time. This is the goal of the proposed methodology. method proceeds as follows:
1. As in EC-BC or any "marginal/dependence" approach, each dimension (variable/location) is first corrected indepen-25 dently from the others by a univariate BC method. In the present study, the CDF-t method is used (e.g., Vrac et al., 2012) .
2. Then, a dimension is selected (i.e., one physical variable at one given location) to serve as a "reference dimension" for the shuffling. For this specific dimension, the time sequence of the ranks of the 1d-bias corrected data is kept untouched.
Note that this sequence is therefore the same as that of the ranks of the simulations to be corrected, at least with a BC 30 method preserving the ranks as it is the case for CDF-t. 4. Once this time step t * is found, the time series of the other dimensions (i.e., the other variables at the same location, and 5 all variables at the other locations) are shuffled such that the inter-site and inter-variable rank structures of the reference dataset are reproduced. This means that the rank association found in the reference dataset for time t * is reproduced for time t.
5. Steps 2. to 4. are then repeated successively until each dimension has served as the reference dimension.
Those different steps are expressed in more mathematical and algorithmic ways in the Appendix A. are given in table 2. First, a reference dimension is selected, starting with x in this illustration, and the 1d-BC time series of this dimension is preserved at this stage. We can note that the first column of "3d-BC (1/3)" in table 2 is therefore the same as that given by the univariate BC of dimension x in table 1. Then, for each time step (i.e., line in those two tables), the rank of the current 1d-BC value is calculated. The time step with the same rank is then searched into the reference data 20 for this dimension (here, x, first and second columns in table 1) and the ranks of the other dimensions y and z for this time step are taken to shuffle the 1d-corrections of those two dimensions. For example, for the first time step in table 2, the value 0.7 of the reference dimension x has rank 3. Looking into table 1, rank 3 is found at the last time step for x, and is associated with ranks 4 and 3 for y and z respectively. Therefore, the x = 0.7 value is associated with values 1.8 and 2.6, which have ranks 4 and 3 for y and z in the univariate bias correction (table 1) This procedure is then repeated for each time step before 25 changing the reference dimension and rank sequence. R 2 D 2 then provides as many corrections as the total number dimensions -or at least as many as the number of reference dimensions employed. Indeed, for practical reasons, it may be needed to apply this algorithm on a reduced number of reference dimensions, therefore reducing the number of corrected outputs. However, whatever the number of reference dimensions or correction scenarios selected, the multivariate corrected data should all have equivalent inter-site and inter-variable copula functions.
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Moreover, step 4. assumes that these copula (dependence) functions are stable in time (i.e., stationary) and correspond to those from the reference data. This assumption allows applying the proposed R 2 D 2 method in a high-dimensional context, e.g., more than 3000 statistical dimensions as will be illustrated in the following sections.
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In the present study, the CDF-t univariate adjustment method (e.g., Vrac et al., 2012 ) is used to perform step 1. of the above algorithm. However, other 1d-BC methods can of course be employed instead. Note that the regular quantile-mapping approach (e.g., Déqué, 2007) has also been tested within R 2 D 2 and similar results were obtained (not shown).
Design of experiments
This section describes the comparisons that will be performed between different BC methods in the following for evaluating It is first reminded that, for each tested BC method applied to ERA-Interim reanalyses with SAFRAN data as reference, the calibration period is 1980-1994, while the correction/evaluation period is 1995-2009. Moreover, each calibration/evaluation is performed for daily temperature and precipitation time series on 1506 grid-cells in South-East of France over a 6-month "winter" (October 15th to April 14th) and a 6-month "summer" (April 15th to October 14th).
10
First of all, the 1-dimensional CDF-t bias correction (e.g., Michelangeli et al., 2009; Vrac et al., 2012 ) is performed. As it is also the 1d-BC method used in step 1.) of the R In the following section 5, the results of those four BC methods (1d, 2d, 1506d, 3012d) as well as the initial dataset to 25 be corrected (ERA-I) are compared according to three different aspects evaluated on the 1995-2009 evaluation period. First, the inter-variable dependence properties are investigated in sub-section 5.5.1. Second, the inter-site dependence structures are compared in sub-section 5.5.2. Finally, although this aspect was not part of the correction design, the temporal properties are also evaluated in sub-section 5.5.3. Indeed, as any multivariate BC method will necessarily modify the initial rank chronology of the simulated events, it is interesting to understand -or at least to quantify -these modifications. In this Section, all analyses are realized for the winter season but the main conclusions hold for the summer results that are displayed as Supplementary Materials.
Inter-variable correlations
First, the BC results are compared in terms of inter-variable correlations. To do so, the spearman correlation between tempera- configuration provides the same correlation map as presented in Fig. 1 .f, whatever the reference dimension selected. This is also true for the 2d-and 1506d-versions where a different reference dimension still generates equivalent correlations.
Spatial correlations
The evaluation is now performed in terms of inter-site and spatial correlation. A Principal Component Analysis (PCA) is first 20 carried out on each physical variable (i.e., temperature and precipitation) separately but for the whole region of interest (i.e., 1506 grid-cells). However, before applying the PCA, the daily areal mean has been removed from each daily data. Indeed, the data present a high day-to-day variability within the region of interest. This strongly impacts the PCA that shows a predominant Empirical Orthogonal Function (EOF) almost uniform over the region if the areal mean is not removed (not shown). Moreover, as precipitation presents a skewed distribution, all zero precipitation values are put to a non-zero but positive small value (3.3 −4 ) 25 and the precipitation PCA is performed on the logarithm of the values (following, e.g., Vrac and Friederichs, 2015) , where the areal mean has been removed. Although the log-precipitation values look more Gaussian than the initial ones, a PCA on those transformed data should still be interpreted with prudence. This is nevertheless a helpful means to describe spatial modes of results. They visually look more similar to the SAFRAN results and seem to improve the inter-site dependence structure. But this is not the case for summer results (see Supplementary materials) and they do present some major differences with respect to SAFRAN for both precipitation and temperature in the two seasons. However, the first EOF maps from the 1506-dimensional (2.e and 3.e) and the 3012-dimensional versions (2.f and 3.f) are very close to those from the reference SAFRAN dataset, indicating a satisfying modelling of the main modes of inter-site variability, both for temperature and (log-) precipitation. This Other analyses of the spatial properties derived for the different BC methods were also performed (e.g., quantile-quantile plots of the daily areal means) but are not provided here since their conclusions were the same as in the presented figures: 
Temporal correlations
The proposed R 2 D 2 method is not designed to reproduce, correct or preserve the temporal structure of the simulations to be 10 corrected. However, as any multivariate BC will necessarily modify their rank sequence, it is interesting to understand how strong those modifications are, depending on the R version, the auto-correlations depend on the statistical dimension serving as reference. Therefore, five illustrations are provided in panels 6.f1-f5 obtained from five reference dimensions, here corresponding to temperature at five locations. Interestingly, those five locations roughly correspond to the center of the red zones visible in panels 6.f1-f5. Indeed, as the reference dimension preserves the rank sequence of the 20 1d-BC -and therefore of the model data to be corrected -the same auto-correlation values are found at this specific location.
The obtained correlation is somehow also reproduced on a neighborhood more or less extended around this location, and rapidly decreases out of this neighborhood. For precipitation (figure 7), the same behavior is present although less pronounced.
Moreover, the ERA-I auto-correlation results (6.b) are not in agreement with SAFRAN (6.a) anymore, and the 1d-BC results (6.c) appear quite different from ERA-I. The changes in behavior of the different BC results come from the precipitation 25 occurrences that are modified both in frequency and in the structure of their sequence (e.g., spells). This is not shown here to constrain this article to a reasonable size but maps of wet and dry spell mean lengths as well as maps of probability of dry day given previous one is wet and the other way around are provided as supplementary Materials for both winter and summer. Nevertheless, in order to have a larger view on the temporal correlation of the different datasets, the mean absolute error (hereafter referred to as MAE) with respect to SAFRAN was computed over the evaluation period for each grid-cell and 30 physical variable, based on the first seven auto-correlation values:
Hydrol versions (panels 9.e and 9.g, respectively)
provide the same maps as that from SAFRAN (9.i), confirming their performance also on RCM simulations. However, the 2d-version does not do so well from the spatial perspective, as illustrated in Figure 10 showing the temperature and precipitation 5 correlograms. When driven by the "opposite" variable (i.e., T2 for PR correlograms and PR for T2 correlograms), the 2d-BC correlograms are away from both SAFRAN and RCM data, with a strong fall of correlation as soon as the very short distances (a few km) and a flat behaviour after. As for the 3012d-BC of WRF, its correlogram nicely fits the empirical correlations calculated from SAFRAN for both variables. Regarding the RCM future climate simulations and their bias corrections, right panels of Figure 9 show the changes (i.e., future -present) of the inter-variable correlations. The 1d-CDF-t method smoothes the 10 RCM changes but preserves their structure, while, as expected, the 2d-and 3012d-BC versions do not present strong changes and therefore tend to provide an inter-variable correlation structure close to that of the SAFRAN data. For the changes in the temperature correlograms (Figure 10 inter-site and overall temporal -were taken from reference data and exactly reproduced by the EC-BC correction. The suggested BC approach is also based on a rank resampling to adjust the copula functions and therefore the dependences of the climate simulations, but this R narios, which can be considered as a stochasticity describing the possible variability of the different rank chronologies. The assumption of stability of the copula function -which can hence be reproduced from the reference data -allows to apply the multivariate bias correction in a high-dimensional context and at a reasonable computational cost. For example, the dataset generated by 3012d-R to the dataset to be corrected. 
Perspectives and discussion
The perspectives of this work are both methodological and applied. First, as stated earlier, the variability/stochasticity introduced in the actual R properties. For example, the inference of a parametric modelling of copulas (or more generally of the dependence structures)
would provide parameters generally associated with some uncertainty (or confidence intervals). Resampling those parameters based on this uncertainty would then allow to generate "perturbed" copulas consistent with each other, and therefore multivariate corrections that are stochastic in their dependences.
Moreover, based on the results presented in this study, the assumption of conservation of the dependence structure sounds 5 reasonable for the inter-site aspects (Fig. 10 ) but a bit more questionable for the inter-variable aspects, since the tested RCM shows some evolution of the inter-variable correlation in the future (Fig. 9) Mehrotra and Sharma (2015) including inter-site dependence, or Mehrotra and Sharma (2016) including multiple meteorological variables. However, no general comparison of the pros and cons of the two approaches has been performed and any BC method for both inter-site, inter-variable and temporal properties will necessarily consist in a trade-off between the temporal modifications brought by the multivariate adjustment and the correction of the temporal aspects, while respecting their changes from one time period to another.
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More generally, there is not yet a complete intercomparison of the multivariate bias adjustment methods. As the needs for such multivariate methods become crucial for many impact studies, intercomparison exercises are now essential to evaluate the various existing methodologies and to make distinctions, not only between "marginals/dependence" and "successive conditional" correction approaches for example, but also between different methods and assumptions within each approach. If such an intercomparison study has to be performed first from the climate point of view (i.e., in terms of quality of the corrected 25 climate variables and their various properties), it should also be conducted from the perspective of some specific impacts and impact models, trying to understand how the quality of the bias adjusted simulations transfer into the often non-linear impact model outputs. To do so, applying a high-dimensional R many domains, such as hydrology, agronomy, ecology, etc., and can have major consequences on adaptation and mitigation strategies.
Finally, if the present study focused on the methodological aspects of the multivariate bias correction, it is worth keeping in mind that any application of a BC method should be performed with some physically-based motivations. Indeed, depending on their intrinsic skills to model specific features, some climate simulations cannot sensibly be corrected, especially in 5 climate change context where artifacts of bias correction may appear while not visible in present climate evaluations (e.g., Maraun et al., 2017) . So the development of BC methodologies allowing to include some physics in the adjustment procedure is an important perspective of research, in order to have BC approaches not used as "black boxes" while they should be a support to increase the realism of the climate simulations based on physical knowledge. 
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