We utilize mixed frequency factor-MIDAS models for the purpose of carrying out backcasting, nowcasting, and forecasting experiments using real-time data. We also introduce a new real-time Korean GDP dataset, which is the focus of our experiments. The methodology that we utilize involves first estimating common latent factors (i.e., diffusion indices) from 190 monthly macroeconomic and financial series using various estimation strategies. These factors are then included, along with standard variables measured at multiple different frequencies, in various factor-MIDAS prediction models. Our key empirical findings are that: (i) When using real-time data, factor-MIDAS prediction models outperform various linear benchmark models. Interestingly, the 'MSFE-best' MIDAS models contain no AR lag terms when backcasting and nowcasting. AR terms only begin to play a role in 'true' forecasting contexts. (ii) Models that utilize only 1 or 2 factors are 'MSFE-best' at all forecasting horizons, but not at any backcasting and nowcasting horizons. In these latter contexts, much more heavily parameterized models with many factors are preferred. (iii) Real-time data are crucial for forecasting Korean GDP, and the use of 'first available' versus 'most recent' data 'strongly' affects model selection and performance. (iv) Recursively estimated models are almost always 'MSFE-best', and models estimated using autoregressive interpolation dominate those estimated using other interpolation methods. (v) Factors estimated using recursive principal component estimation methods have more predictive content than those estimated using a variety of other (more sophisticated) approaches. This result is particularly prevalent for our 'MSFE-best' factor-MIDAS models, across virtually all forecast horizons, estimation schemes, and data vintages that are analyzed.
Introduction
In this paper, we utilize a combination of real-time data and mixed frequency modeling methods together with a variety of principal component analyses, in order to provide new evidence on the usefulness of these techniques for forecasting. More specifically, we introduce a new real-time Korean GDP dataset, which is used together with a large monthly dataset including 190 variables 1 , to backcast, nowcast, and forecast Korean GDP. Our prediction models combine the mixed data sampling (MIDAS) framework of Ghysels et al. (2004) , that allows for the incorporation of variables of differing frequencies, with the diffusion index framework of Stock and Watson (2002) . The difference between backcasting, nowcasting, and forecasting can be explained as follows. Suppose that the objective is to predict GDP for 2016:Q2, using a simple autoregressive model of order one, say. In a conventional setting where real-time data are not available, it is assumed that information up to 2016:Q1 is available at the time the prediction is made, so that GDP 2016:Q2 =α +βGDP 2016:Q1 , whereα andβ are parameters estimated using maximum likelihood based on recursive or rolling data windows. In a real-time context, however, this prediction is not feasible. Namely, if the prediction is to be made in April or even May of 2016 , then GDP 2016 is not yet available, even in preliminary release. This issue leads to the convention of defining three different types of predictions, including backcasts (predicting past observations, which are not yet available in real-time), nowcasts (predicting concurrent observations), and forecasts (see Giannone et al. (2008) for a comprehensive discussion of backcasting and nowcasting). One advantage of carefully analyzing the data structure used in the formulation of prediction models is that we are able to simulate real-time decision making processes. In addition to Giannone et al. (2008) , the reader is referred to Girardi et al. (2016) for an overview of this literature, within the context of nowcasting Euro area GDP in pseudo real-time using dimension reduction techniques.
There are several approaches to forecasting lower frequency variables using higher frequency variables. The first approach involves use of the so-called 'bridge' model, which aggregates higher frequency variables with lower frequency variables, such as GDP. This aggregation is called a 'bridge', and this method is commonly used by central banks, since implementation and interpretation is straightforward (see e.g., Rünstler and Sédillot (2003) , Golinelli and Parigi (2005) and Zheng and Rossiter (2006) ). Indeed, this approach offers a very convenient solution for filtering, or aggregating, variables characterized by different frequencies. However, aggregation may lead to the loss of useful information. This issue has led to the recent development of alternative mixed frequency modeling approaches. One important approach, which is mentioned above, is called MIDAS. This approach involves the use of a regression framework that directly includes variables sampled at different frequencies. Broadly speaking, MIDAS regression offers a parsimonious means by which lags of explanatory variables of differing frequencies can be utilized; and its use for macroeconomic forecasting is succinctly elucidated by Clements and Galvao (2008) . Additional recent papers in this area of forecasting include Kuzin et al. (2011) , who predict Euro area GDP, Ferrara and Marsilli (2013) who predict French GDP, and Pettenuzzo et al. (2014) , who discuss Bayesian implementation of MIDAS. One interesting feature of MIDAS is that the technique readily allows for the inclusion of diffusion indices. For discussion of the combination of factor and MIDAS approaches, see Marcellino and Schumacher (2010) , and Section 5 of this paper. For an interesting application to the prediction of German GDP, see Schumacher (2007) . The reader is additionally referred to Giannone et al. (2008) , Bańbura et al. (2012) , and Bańbura and Modugno (2014) for interesting discussions on the use of mixed frequeny modeling for nowcasting, and to Kuzin et al. (2013) , Mazzi et al. (2014) for a discussion on forecast combination in the current context.
Our empirical findings can be summarized as follows. First and foremost, real-time data makes a difference. The utilization of real-time data in a recursive estimation framework, coupled with MIDAS, leads to the 'MSFE-best' predictions in our experiments. Second, models that utilize only 1 or 2 factors are 'MSFE-best' at all forecasting horizons, but not at any backcasting and nowcasting horizons. In these latter contexts, much more heavily parameterized models with many factors are preferred. In particular, while 1 or 2 factors are selected around 1/2 of the time in the cases, 5 or 6 factors are also selected around 1/2 of the time. Third, the variable being predicted makes a difference. For Korean GDP, the use of 'first available' versus 'most recent' data 'strongly' affects model selection and performance. One reason for this is that 'first available' data are never revised, and can thus in many cases be viewed as 'noisy' versions of later releases of observations for the same calendar date. This is particularly true if rationality holds (see, e.g. Swanson and van Dijk (2006) ). Fourth, recursively estimated models are almost always 'MSFE-best', and models estimated using autoregressive interpolation dominate those estimated using other interpolation methods. Fifth, factors constructed using recursive principal component estimation methods have more predictive content than those estimated using a variety of other (more sophisticated) approaches. This result is particularly prevalent for our 'MSFEbest' factor-MIDAS models, across virtually all forecast horizons, estimation schemes, and data vintages that are analyzed. For a detailed discussion of these findings, refer to Section 5.
In summary, this paper introduces a new real-time dataset, offers a first look at the issue of backcasting, nowcasting, and forecasting real-time Korean GDP, and is meant to add to the burgeoning literature on the usefulness of MIDAS, diffusion indices, and real-time data for prediction. Future research questions include the following: Are robust shrinkage methods such as the lasso and elastic net useful in the context of real-time prediction, and can the methods discussed herein be modified to utilize these sorts of machine learning and shrinkage techniques? Can predictions be improved by utilizing even higher frequency data than those used here, including high frequency financial data? In the context of high frequency data, are measures of risk such as so-called realized volatility useful as predictors? Finally, are alternative "sparse" diffusion index methodologies, such as sparse principal components analysis and independent component analysis useful in real-time prediction (see, e.g. Kim and Swanson (2016) )?
The rest of the paper is organized as follows. Our real-time Korean GDP dataset is introduced in Section 2. Section 3 briefly describes how to estimate common factors using recursive and non-recursive PCA methods, and discusses approaches to addressing raggededge data. The MIDAS framework for backcasting, nowcasting, and forecasting is discussed in Section 4. Finally, Section 5 presents the results of our forecasting experiments, and Section 6 concludes the paper.
2 Real-Time Korean Data
Notation
When constructing real-time datasets, both the data vintage (which 'release' of data we are referring to, and when it was released) and the calendar date (the actual calendar date to which the data pertains) must be delineated. Figure 1 depicts this relationship for Korean GDP.
Moreover, when constructing growth rates (e.g., log differences), data vintage is clearly relevant. It is thus important to carry forward a consistent and sensible notation, when using real-time data in model specification and estimation. Let Z be the level of a variable and z be the log difference thereof. Define:
where Z
(1) t denotes the first release of Z t , for calendar date t, and d denotes the difference taken (i.e., d = 1 for quarterly growth rates, and d = 4 for annual growth rates, when data are measured at a quarterly frequency). In practice, z
(1) t is not commonly used in empirical analysis, since, at calendar date t, a more recent release than 1st may be available for Z t−d . If Z t−d has already been revised once, then use of updated data may be preferred, leading to the following definition: z
For annual growth rates based on quarterly data, utilizing the latest available revision equates with constructing z
t−4 . In summary, when we are at calendar date t, the latest observation available for date t is the first release.
In subsequent prediction experiments involving GDP, we update our forecasts at a monthly frequency, even though raw data are accumulated at only a quarterly frequency. It is thus necessary to specify monthly subscripts denoting data vintage. In particular, define:
where Y and Y denote the log level and the growth rates of a variable, say GDP, respectively. 
Now, let the data release be denoted by adding a superscript to the above expression, as follows: 
where the superscript 3 corresponds to a third release or vintage of real-time data. Figure 2 depicts the construction of real-time GDP growth rates. Putting it all together, our real-time nomenclature for is:
where the sub-and super-scripts are defined above. Finally, and in order to simplify our notation, we redefine the superscript "v" so that it corresponds directly to the vintage of the growth rate, rather than the vintage of the raw data used in the construction of the growth rate. Namely, let tm Y Given the above notation, we can specify forecast models using real-time data. Suppose that the objective is to predict h q steps ahead at time t m , using an AR(1) model. Then, the prediction model is:
where tq is a stochastic noise term, α and β hq are coefficients estimated using maximum likelihood, and Y is defined as above. Here, vintage notation is omitted for brevity. Note that we forecast h q periods ahead at time t m (or t q ), but we do not have real-time information up to t q . Therefore, the explanatory variable is lagged d quarters. Equation (7) is one of our benchmark forecasting models. Assume that we are at time t m in the first month of the quarter, t q . If there is a publication lag equal to 1 (i.e., d = 1), we 'backcast' a value of Y , for time period t q − d, 'nowcast' a value of Y, for time period t q , and 'forecast' a value of Y, for time period t q + h q .
The dataset
We have collected real-time Korean GDP beginning with the vintage available in January 2000. The calendar start date of our dataset is 1970:Q1, and data are collected through June 2014. As discussed in the introduction, first release GDP is announced 28 days after the end of the quarter, second GDP release is announced 70 days subsequent to the end of the quarter, and the third release is made available 50 days after a calendar year has passed. Finally, a fourth release is made available a full year later. These release dates have been fixed since 2005. Before then, release dates were relatively irregular, although the first release was usually around 60 days after the end of the quarter, and the second release was around 90 days after the end of the quarter. Even though GDP is finalized after approximately 2 years, there are several definitional changes, as well as regular base-year changes that subsequently affected our dataset. The revision history for Korean GDP is depicted in Figure 3 . Panel (a) of the figure shows the growth rate of GDP by vintage. The plot denoted as '1st' is first release GDP, and so on. In Panel (b), revision errors are depicted. Plots denoted as '2nd', '12th' and '24th' all refer to differences relative to the first release. Prior to the 1990's, the differences were relatively large; with notable narrowing of these 'revision errors' more recently. It seems that along with the imposition of stricter release and announcement protocol, early releases have become more accurate. Panel (c) of Figure 3 
Estimating Diffusion Indexes
We estimate common latent factors (i.e., diffusion indices) using 190 monthly macroeconomic and financial variables.
2 Thereafter, we utilize our estimated factors, along with various additional variables measured at multiple different frequencies, in MIDAS prediction regressions (see Section 5 for complete details). One conventional way to estimate common factors is via the use of PCA. In order to avoid potential computational burdens associated with matrix inversions, and in order to simulate a 'real-time' environment, we use a variant thereof, called recursive PCA, following Peddaneni et al. (2004) . In this section, we discuss recursive PCA and other key details associated with factor estimation, in our context. Before continuing our discussion, it is worth noting that many other data dimension reduction, variable selection, machine learning and shrinkage methods, including partial least squares, the elastic net, and bagging, to name only a few, can be applied to the problem of constructing factor-MIDAS models. Theoretical and empirical research in this area, however, is left to future research. For related discussion of some of these methods, see Cubadda and Guardabascio (2012) .
Since we model real-time GDP, it is critical to match monthly data availability with GDP release vintages. In particular, some of our monthly variables are not available at certain calendar dates even though new vintages of GDP have been released by said calendar dates. For example, the consumer price index for the previous month is released early in the current 2 Our largescale monthly predictor dataset is not measured in real-time, as is the case with our real-time Korean GDP, due to data availability. As discussed above, the predictor dataset is discussed in Kim (2017) . These data have been categorized into 12 groups: interest rates, imports/exports, prices, money, exchange rates, orders received, inventories, housing, retail and manufacturing, employment, industrial production, and stocks. We extend this monthly dataset through June 2014 in the current paper. All variables are transformed to stationarity, and the final dataset closely resembles the well-known Stock and Watson dataset, which has been extensively used to estimate common factors for the U.S. economy. Note additionally that select monthly indicators in our dataset are seasonally adjusted using the Bank of Korea's X-13 ARIMA filter, and further treatment of potential seasonality in our data is left to future research. For complete details, see Kim (2017) . Note also that cointegration is not accounted for in any of our models, and further exploration of the usefulness of applying cointegration restrictions in our experiments is left to future research. For discussion of cointegration and its usefulness in MIDAS models, see Götz et al. (2016) , and the references cited therein. month, whereas the producer price index is released in the middle of the month. In between these releases, new vintages of GDP are often released. This is called a ragged-edge data problem. Denote our N -dimensional monthly dataset as X tm , where time index t m denotes the monthly frequency. Assume that the monthly observations have the following factor structure:
where the r-dimensional factor vector is denoted by F tm = f 1,tm , . . . , f r,tm , Λ is an (N × r) factor loading matrix, and r << N . Note that we do not have monthly indicators in real-time, so that there is no prefix subscript in 8. In this formulation, the common components of X tm consist of the diffusion indices, F tm . The idiosyncratic components, ξ tm , are that part of X tm not explained by the factors. Let data matrix X be a balanced one with dimension T m × N . The most widely used methods for estimating F tm are based on static PCA, as in Stock and Watson (2002); and dynamic PCA, as in Forni et al. (2005) . However, PCA is based on an eigenvalue/eigenvector decomposition of the covariance matrix of X tm , which requires inversion of this matrix. This means that the dataset must not be ragged. Therefore, we need to resolve the ragged-edge problem prior to obtaining diffusion index estimates. In this paper, we use vertical alignment and AR interpolation for missing values. Another convenient way to solve the ragged-edge problem is proposed by Stock and Watson (2002) , who use the EM algorithm together with standard PCA. Additionally, one can write the factor model in state-space form in order to handle missing values at the end of each variables' sample, following Doz et al. (2012) .
3 Our approaches to the ragged-edge problem are the following:
Vertical alignment (VA) interpolation of missing data:
The simplest way to solve the ragged-edge problem is to directly balance any unbalanced datasets. In particular, assume that variable i is released with a k i month publication lag. Thus, given a dataset in period T m , the final observation available for variable i is for period T m − k i . The realignment proposed by Altissimo et al. (2010) is:
Applying this procedure for each series, and harmonizing at the beginning of the sample, yields a balanced dataset,X tm , for t m = max {k i } i = 1 N + 1, ..., T m . Given this new dataset, PCA can be immediately implemented. Although easy to use, a disadvantage of this method is that the availability of data determines dynamic cross-correlations between variables. Furthermore, statistical release dates for each variable are not the same over time, for example, due to major revisions.
Autoregressive (AR) interpolation of missing data:
As an alternative to vertical alignment, we use univariate autoregressive models for individual monthly indicators, X i . Namely, specify and estimate the following models:
where p i is the lag length, and is selected using the Schwarz Information Criterion (SIC), coefficients ρ are estimated using maximum likelihood, and u i,t is a white noise error term. This AR method depends only on the univariate characteristics of the variable in question, and not on the broader macroeconomic environment from within which the data are generated. However, it is very easy to implement and is an intuitive approach.
The ragged-edge problem essentially concerns estimating missing values. Stock and Watson (2002) propose using the EM algorithm to replace missing values and subsequently carry out PCA. The EM algorithm is initialized with an estimate of the missing data, which is usually set equal to the unconditional mean (this is also the approach that we use). Then, the completed dataset is used to estimate factors using PCA. This algorithm is repeated in two steps, the E-step and the M -step.
Another popular approach for estimating factors from large datasets is the state-space approach based on Doz et al. (2012) and Giannone et al. (2008) . The factor model represented in state-space form is based on the (8), with factors represented using an autoregressive structure. A detailed explanation of the above two methods is given in a supplemental appendix available at the authors academic websites.
Recursive and standard principal component analysis (RPCA and OPCA)
PCA is widely used to estimate factors or diffusion indices in large data environments (see Kim and Swanson (2016) and the references cited therein). In this paper, we utilize PCA, called OPCA in our later discussion of our empirical findings to differentiate it from recursive PCA (discussed below). Our implementation follows the approach of Stock and Watson (2002) , and is standard to the literature. For a discussion of the generated regressor problem associated with our empirical implementation of factor augmented prediction models, see Bai and Ng (2008) . We conjecture that their results also apply in the context of the MIDAS models considered in this paper, although proof thereof is left to future research.
In general, PCA is quite convenient as it uses standard eigenvalue decompositions of data covariance matrices. However, these matrix operations may be time consuming in certain real-time environments. In light of this, RPCA has been proposed by Peddaneni et al. (2004) , and is a natural approach to use in our context, as new data arrive in real-time and need to be incorporated into our prediction models. Details about RPCA is revealed in the Appendix.
4 Backcasting, Nowcasting, and Forecasting Using MI-DAS
Factor-MIDAS
The MIDAS approach for forecasting with real-time data was developed by Galvao (2008, 2009 ). Building on their work, the factor-MIDAS approach utilized in the sequel was developed by Marcellino and Schumacher (2010) . Note that factor-MIDAS is essentially conventional MIDAS augmented to include explanatory variables that are common factors extracted from higher frequency variables and datasets. More specifically, suppose that Y tq is sampled at a quarterly frequency. Let X tm be sampled at a higher frequency -for example, if it is sampled at a monthly frequency, then m = 3. The factor-MIDAS model for forecasting huarters ahead is:
where
and with θ = (θ 1 , θ 2 ). Here,F tm is a set of monthly factors estimated using one of the various approaches discussed in the previous section,
tm is skip sampled from the monthly factor vector,F tm . That is, every third observation starting from the final one is included in the predictor,F (3) tm . In this formulation, all monthly factors are in the set of predictors, and are appropriately lagged. If we apply our real-time dataset structure in this framework, the model in (11) is:
and assuming that there are r factors, F tm,1 , F tm,2 , ..., F tm,r , we have that:
Since we do not have monthly real-time data and we interpolate missing values at the end of each monthly indicator, F tm always exists at time t m . If we are in the first month of the quarter and the dependent variable from previous quarter is not available, we 'backcast' the previous quarter's value, 'nowcast' the current quarter, and 'forecast' future quarters, as discussed above. For example, the backcast of Y tq−1 at time t m , where t m is the first month of the quarter is:
Note that t q − 1 denotes the previous quarter and t m − 1 denotes the previous month. The nowcast of Y tq at time t m , where t m is the first month of the quarter is:
and for the second month of the quarter, the nowcast is:
Now, define the h q -ahead forecast at time t m as follows:
Finally, Clements and Galvao (2008) extend MIDAS by adding autoregressive (AR) terms, yielding models of the following variety:
All of the above models are analyzed in our forecasting experiments. In closing this section, it should be noted that, according to Ghysels et al. (2004) and Andreou et al. (2010) , given θ 1 and θ 2 , the exponential lag function, B(L 1/m , θ), provides a parsimonious estimate that can proxy for monthly lags of the factors, as long as j is sufficiently large. It remains how to estimate θ and β. Marcellino and Schumacher (2010) suggest using nonlinear least squares (NLS), yielding coefficients,θ andβ. In our experiments, all coefficients are estimated using NLS, except in cases where least squares can directly be applied.
Other MIDAS specifications
Marcellino and Schumacher (2010) utilize two different MIDAS specifications, including smoothed MIDAS, which is a restricted form of the above MIDAS model with different weights on monthly indicators, and unrestricted MIDAS, which relaxes restrictions on the lag polynomial used. These MIDAS models are explained in the context of the models we implement, as given in equations (16).
Unrestricted MIDAS
Another alternative version of MIDAS involves using an unrestricted lag polynomial when weighting the explanatory variables (i.e. the factors). Namely, let:
where Foroni et al. (2015) provide a theoretical justification for this model and derive MIDAS as an approximation to a forecast equation from a highfrequency factor model in the presence of mixed sampling frequencies. Here, C (L m ) and β 0 are estimated using least squares. Lag order specification in our forecasting experiments is done in two different ways. When using a fixed scheme where j = 0, automatic lag length selection is carried out using the SIC and our model only uses t m dated factors in forecasting. Smoothed MIDAS Altissimo et al. (2010) propose a new Eurocoin Index, an indicator of economic activity in real-time. The index is based on a method to obtain a smoothed stationary time series from a large data set. Their index and methodology builds on that discussed in Marcellino and Schumacher (2010) , and is used to nowcast and forecast German GDP. In particular, their model can be written as:
whereμ Y is the sample mean of GDP, assuming that the factors are standardized, and G is a projection coefficient matrix. Here,Σ F is the estimated sample covariance of the factors, and Σ Y,F (j) is a particular cross-covariance with j monthly lags between GDP and the factors, defined as follows:
where t * = floor [(t m − (M + 1) /3)] is the number of observations available to compute the cross covariance, for j = −M, ..., M ; and M ≥ 3h q = h m , under the assumption that both GDP and the factors are demeaned. Note that h m = 3 · h q . Complete computational details are given in Altissimo et al. (2010) and Marcellino and Schumacher (2010) . This so-called 'smoothed MIDAS' is a restricted form of the MIDAS model given in (11), with a different lag structure.
Note that the models estimated in this paper are univariate models, and the reader is referred to Ghysels (2016) and Schorfheide and Song (2015) for a discussion of the use of multivariate models in the current context. The former authors use a direct generalization of the methods used in this paper, while the latter authors implement their analysis in a Bayesian framework.
Empirical Results

Benchmark models and experimental setup
In addition to the MIDAS models discussed above, we specify and estimate a number of benchmark models, when forecasting real-time Korean GDP. These include:
• Autoregressive Model: We backcast, nowcast and forecast GDP growth rates, tmŶtq+hq , h q -steps ahead, using autoregressions with p lags, where p is selected using the SIC. Note that our AR model does not use monthly indicators; but since lagged GDP, as well as revised GDP, are available at various dates throughout the quarter, we still update our predictions on a monthly basis. The model is:
Note that although AR forecast are not updated within a given month, the real-time data are revised over time. Hence, we still utilize our earlier monthly "vintage" notation in (24)
• Random Walk Model: We implement a standard random walk model, in which the growth rate is assumed to be constant, although this constant value is re-estimated recursively, at each point in time.
• Combined Bivariate Autoregressive Distributed Lag (CBADL) Model: We use the socalled bridge equation, since it is widely used to forecast quarterly GDP using monthly data (see, e.g. Baffigi et al. (2004) and Barhoumi et al. (2008) ), particularly at central banks. The CBADL model, which is a standard bridge equation, uses monthly indicators as regressors to predict GDP. Forecasts are constructed using a three step procedure, as follows:
Step 1 -Construct forecasts of all N monthly explanatory variables, where m is selected using the SIC. Namely, specify and estimate:
Step 2 -Use lagged values of GDP as well as predictions of each individual monthly explanatory variable, order to obtain N alternative quarterly forecasts of GDP. Namely, specify and estimate:
Note that q is also selected by BIC
Step 3 -Construct a weighted average of the above predictions. Namely:
tmŶi,tq+hq .
• Bridge Equation with Exogenous Variables (BEX) :
This method is identical to the above CBADL model except that the model in Step 2 is replaced with:
• Forecast Combination (Mean): It is well known that forecast combination can be useful for forecasting macroeconomic variables. Timmermann (2006), Kim and Swanson (2014) , and many others discuss this phenomenon. We consider various forecast combinations made by forming equally weighted averages of the predictions constructed using subsets of our prediction models. See below for further discussion.
Note that the real-time nature of our experiments is carefully maintained when specifying and estimating these models. Additionally, in all experiments, prediction model estimation is carried out using both recursive and rolling data windows, with the rolling window length set equal to 8 years (i.e., 32 periods of quarterly GDP and 96 monthly observations). All recursive estimations begin with 8 years of data, with windows increasing in length prior to the construction of each new real-time forecast. Out-of-sample forecast performance is evaluated using predictions beginning in 2000:Q1 and ending in 2013:Q4, and for each quarter, three monthly predictions are made. Figure 4 depicts the monthly/quarterly structure of our prediction experiments. Table 1 summarizes the forecast models and estimation methods used. In this table, AR, CBADL, and BEX denote the benchmark models, which do not use any factors, and are our alternatives to MIDAS. The two interpolation methods discussed above (i.e., AR and VA interpolation) for addressing the ragged-edge problem are used when estimating factors via implementation of OPCA and RPCA. In addition, the EM algorithm and Kalman Filtering (KF) are used to estimate factors, without interpolation. Once factors are estimated, they are plugged into five different varieties of MIDAS regression model, including: Basic MIDAS w/o AR terms, Basic MIDAS w/ AR terms, Smooth MIDAS, Unrestricted MIDAS w/o AR terms, and Unrestricted MIDAS w/ AR terms. This setup is summarized in Table 1 .
In order to assess predictive performance, we construct mean square forecast errors (MSFEs). In conventional datasets that do not contain real-time data, MSFE statistics can be constructed by simply comparing forecasts with actual values of GDP. In the current context, we have two issues. First, we can estimate our forecasting models, in real-time, using only first available data. This is one case considered, and is referred to as our 'first available' case. In this case, when constructing MSFEs, we compare predictions with first available GDP. Second, we can estimate our forecasting models using currently available data, at each point in time. When using currently available data, the most recent observations in any given dataset have undergone the least revision, while the most distant observations have potentially been revised many times. This is the second case considered, and is referred to as our 'most recent' case. In the second case, when constructing MSFEs, we compare predictions with the most recently available (and fully revised or 'recent') GDP observations. The second case is closest to that implemented by practitioners that wish to use as much information as possible when constructing forecasts, and in this case, given that Korean GDP is fully revised after 2 years, which corresponds to the 5 th vintage, we compare forecasts with actual data defined as tm Y
tq . In general, the MSFE of the i−th model for h q −step ahead forecasts is defined as follows:
where R −h q +2 is the in-sample period, T q −h q +1 denotes the total number of observations,
tq+hq is the observed value of the GDP growth rate, for calendar date t q + h q when it is available, so that s denotes the smallest integer value needed in order to ensure availability of actual GDP growth rate data, Y , respectively. Our strawman model for carrying out statistical inference using MSFEs is the autoregressive model, and said inference is conducted using the Diebold and Mariano (1995) test (hereafter, the DM test). The null hypothesis of the DM test is that two models perform equally, when comparing squared prediction loss. Namely, we test:
where ε As pointed out by a referee, one important area of ongoing research in the current context involves the construction of density forecasts. A key paper on this topic is Aastveit et al. (2016) . Although this topic is left to future research, it is useful to note that many types of density forecasts are available to the practitioner. For example, in the online appendix to this paper we provide selected kernel density plots, for various values of h = 1, which are simply based on the distribution of all models' predictions from our experiments. Interestingly, at least based on these naive figures, it appears that downside risk is greater than upside risk, prior to the Great Recession around 2008.
Experimental findings
There are a number of methodological as well as empirical conclusions that emerge upon examination of the results from our forecasting experiments. Prior to listing these findings, however, it is useful to recall the structure of our experiments. In particular, recall that we construct backcasts, nowcasts, and forecasts. Each of these differ only in the timing of the predictions, relative to currently available data. To be specific, recall that in following our above notational setup, we construct three types of MSFEs. Consider construction of MSFEs using 'first available' data as the 'actual data' against which predictions are compared. 
Note that in January 2011, Y 2010:Q4 is not available, and so evaluation is made using actual data from February. Now, assume that we are interested instead with evaluating the accuracy of our prediction in January 2016, with data available at that later date, called recent data, say. This is typically done in non real-time data contexts. The prediction error is now , where h is forecast horizon and vintage = 1, ..., recent. Here, h = 1, 2, 3 denotes current quarter nowcast predictions in the first, second and third months of the quarter. Naturally, once we reach h = 4, ..., forecasts are for the next quarter, etc. In our out-of-sample experiments, we consider many vintages of data, but report only on accuracy using 'first' and most 'recent' vintages. See Croushore and Stark (2001) and Stark and Croushore (2002) for a detailed discussion of the different methods available for assessing predictive accuracy in the types of experiments carried out in this paper.
Before turning to a discussion of our main prediction experiment results, we summarize three methodological findings that are potentially useful for applied practitioners. First, recall that the ragged-edge data problem can be addressed in a number of ways. One involves use of either AR or VA interpolation of missing data. Another involves directly accounting for this data problem via the use of the EM algorithm or Kalman filtering. Table 2 summarizes the results of a small experiment designed to compare AR and VA interpolation (EM and Kalman filtering methods are discussed later). In this experiment, both AR and VA interpolation are used to construct missing data, and all forecasting models are implemented in order to construct predictions, including MIDAS models, as well as benchmark models. Indeed, the only models not included in this experiment are MIDAS variants based on use of the EM algorithm and Kalman filtering. Entries in the table denote the proportion of forecasting models for which VA interpolation yields lower MSFEs than AR interpolation. Interestingly, proportions are always less than 0.5, regardless of whether backcasts, nowcasts, or forecasts are compared, and whether 'first available' or 'most recent' data are used. Indeed, in most cases, only approximately 10% of models or less 'prefer' VA interpolation. This is taken as strong evidence in favor of using AR interpolation, and, thus, the remainder of results presented only interpolate data using the AR method. Complete results using both varieties of interpolation are available upon request from the authors.
Second, we compare forecasting performance by estimation type in an experiment for which results are summarized in Table 3 . In particular, we are cognizant of the fact that issues relating to structural breaks, model stability, and generic misspecification play an important role on the choice of using either rolling or recursive data windows when constructing real-time forecasting models. In lieu of this fact, we estimated all of our models using both recursive and rolling data windows, and entries in the table report the proportion of models for which the recursive estimation strategy is 'MSFE-best'. In the Korean case it turns out that recursive estimation yields more precise predictions when f orecasing, while rolling window estimation yields more precise predictions when backcasting and nowcasting, regardless of whether 'first available' or 'most recent' data are used. This result becomes very pronounced as h increases. This finding suggests that further investigation via the use of so-called data rationality tests may be useful.
Third, a crucial aspect of forecasting models that utilize diffusion indices is exactly how many factors to specify. Bai and Ng (2002) and many others provide statistics that can be used for selecting the number of factors. However, there is no guarantee that the use of any of the exact tests will yield the 'MSFE-best' forecasting model. In one recent experiment, Kim (2017) uses Bai and Ng (2002) , and finds that five to six factors are selected for a large scale Korean dataset. In this paper (see Table 4 ), we directly examine how many factors are used in 'MSFE-best' forecasting models. In particular, entries in Table 4 denote the proportion of times that models with a given fixed number of factors are MSFE-best among all of our factor-MIDAS models, including those estimated using the EM algorithm, the Kalman filter, AR interpolation (with each of OPCA and RPCA), and those estimated both with and without autoregressive lags. It is very clear from inspection of the results that either 1 or 2 factors, at most, are needed when the prediction horizon in more than 1 quarter ahead. On the other hand, for horizons -1 to 3 (i.e. all backcasts and nowcasts), the evidence is more mixed. While 1 or 2 factors are selected around 1/2 of the time, 5 or 6 factors are also selected around 1/2 of the time. Interestingly, there is little evidence that using an intermediate number of factors is useful. One should either specify a very parsimonious 1 or 2 factor models, or one should go with our maximum of 5 or 6. It is clear that forecast horizon matters; and this is consistent with the mixed evidence on this issue. Namely, some authors find that very few factors are useful, while others suggest using 5 or more. Both of these results are confirmed in our experiment, with forecast horizon being the critical determining characteristic. The overall conclusion, thus, appears to be that when uncertainty is more prevalent (i.e., longer forecast horizons), then parsimony is the key ingredient to factor selection. This conclusion is not at all surprising, and is in accord with stylized facts concerning model specification when specifying linear models.
We now turn to our forecasting model evaluation. Entries in Tables 5, Panel (a) are MSFEs for all models, relative to the strawman AR(SIC) model. Thus, entries greater than 1 imply that the corresponding model performs worse than the AR(SIC) model. The column headers in the table denote the forecast horizon, ranging from '-1' for backcasts to 9 for two quarter ahead predictions. In this framework, horizons 1, 2, and 3 are monthly nowcasts for the current quarter, and subsequent horizons pertain to monthly forecasts made during the subsequent two quarters. Notice that the first three rows in the table correspond to our other benchmark models (i.e., the RW, CBADL and BEX models). The rest of the rows in the table report findings for our MIDAS models, constructed with one factor. Results with 2 through 6 factors are provided in an on-line appendix, although it should be noted that precision of predictions generally decreases as the number of factors is increased. Recall that there are 5 different MIDAS specifications: 'Basic MIDAS with and without AR terms', 'Unrestricted MIDAS with and without AR terms', and 'Smoothed MIDAS'. Estimation is done recursively, the ragged-edge problem is solved by AR interpolation, four different factor estimation methods are reported on, including OPCA, RPCA, EM and KF, and data utilized in these experiments are assumed to be 'first available' data, for the purpose of both estimation and forecast evaluation.
Various forecast combinations are also reported on, as discussed above. In particular, 'Mean of Benchmarks' is an average based on our AR, RW, CBADL and BEX models. 'Mean of MIDAS' is the average forecast of all five MIDAS specifications which are constructed using all of our different factor estimation methods (i.e., 20 models). 'Mean of All MIDAS' is the average of the above 20 models, across all factor permutations (i.e., 1 through 6 factors) for a total of 120 models. Finally, 'Mean of All' includes all MIDAS models and benchmark models (i.e. 124 models). Table 5 , Panel (b) is the same as Panel (a), except that 'most recent' instead of 'first available' data are used in all experiments reported on. Complete results pertaining to other permutations such as the use of alternative interpolation methods, estimation strategies, and numbers of factors are collected in the aforementioned online appendix.
Digging a bit further into the layout of this table, note that bold entries denote models that are 'MSFE-better' than the AR(SIC) model, entries with superscript 'FB' are 'MSFEbest' for a given forecast horizon and number of factors, and entries with the superscript 'GB' denote models that are 'MSFE-best' across all model permutations, including those reported on in the online appendix.
When forecast experiments are carried out using 'first available' data (see Panel (a) of Table 5 ), it turns out that for backcasting and nowcasting, factor-MIDAS models without AR terms as well as other benchmark models do not work well, regardless of the number of factors specified. This suggests that for short forecast horizons, the persistence of GDP growth is strong, and well modeled using linear AR components. As the forecast horizon gets longer, models without AR terms benefit from substantial performance improvement of the other components of the models, such as the MIDAS component. Indeed, in some cases, models without AR terms outperform models with AR terms. This is interesting, as it suggests that uncertainty in autoregressive parameters does not carry over as much to other model parameters, as the horizon increases, and the role for MIDAS thus increases in importance.
Evidently, upon inspection of MSFEs in Panel (a) of Table 5 , there is little to choose between OPCA and RPCA estimation methods. Thus, given computing considerations 6 , RPCA is preferred when analyzing large datasets. Among the other factor estimation methods, the KF and EM algorithms perform well for longer forecast horizons, but KF outperforms EM for shorter horizons. For our Korean GDP data, forecast combination does not result in improved predictive accuracy, as can be seen upon inspection of the findings of the table. However, it is certainly possible that more sophisticated combination methods may yield better results, although investigation of this is left to future research. Panel (b) of Table 5 contains MSFEs that are based on the use of 'most recent' data. In most practical settings, forecasters assess predictive accuracy using this variety of data.
Interestingly, in this set of results, we immediately observe that the 'MSFE-best' model is almost never the AR(SIC) model, although AR terms do enter into preferred (more complicated) models in most cases. Additionally, overall overall performance of our different models is similar to that reported in Panel (a) of the table.
In Table 6 the 'GB' models that are 'MSFE-best' across all permutations (including those reported in the online appendix), for a particular forecast horizon, are given in the rows labeled 'All'. The remainder of the table summarizes associated 'MSFE-best' models (and corresponding factor estimation schemes) for a given number of factors, for the cases where both 'first available' and 'most recent' data are used, and for a variety of forecast horizons. Finally, bold entries denote the best performer among all models, for a given forecast horizon. The results summarized in our discussion of Table 5 are made even more clear in this summary table. Namely, factor-MIDAS models are almost everywhere 'MSFEbest', with the exception of backcasts and nowcasts. Finally, PCA factor estimation methods are almost always preferred, and smoothed MIDAS type models are only useful if including many factors when predicting at the longest horizons. Of course, we do not recommend this, as using many factors for long horizon forecasting has been shown to yield more imprecise predictions than when fewer factors are used. Figure 5 plots MSFE values that are not relative to the strawman AR(SIC) model, for various prediction models. In the figure, 'Basic' and 'Unrestricted' denote factor-MIDAS models with two factors (refer to above discussion, and to Table 5 , for further discussion of this terminology), and AR interpolation with OPCA estimation is used throughout. Panels (a) and (b) correspond to recursively estimated models using 'first available' and 'most recent' data, respectively. Panels (c) and (d) are same, but use rolling estimation. In this figure, h = −1 corresponds to backcasts, h = 1, 2, 3 correspond to nowcasts, and h = 4, ..., 9 correspond to forecasts. As discussed above, in conventional forecasting experiments, most forecasters use fully revised data for forecasting evaluation. With these data, factor-MIDAS dominates all other benchmark models, at all horizons, as seen in Panel (b); and RW and CBADL perform poorly at all horizons. Also, among the factor-MIDAS models, 'Basic' factor-MIDAS dominates. If we instead use 'first available' data, factor-MIDAS models as well as BEX models dominate the AR(SIC) model, particularly at long forecast horizons (see Panel (a)). However, as the forecast horizon gets shorter (i.e., we move from forecast→ nowcast→backcast), AR(SIC) and RW models perform better than other models, as confirmed in our discussion of the results presented in Table 5 .
For the rolling estimation scheme, the forecast performance of factor-MIDAS models and AR(SIC) models are similar for all horizons. Moreover, we see that that rolling estimation performs slightly 'better' when 'most recent' data are used.
In Figure 6 , MSFE values are plotted for the same set of models as in Figure 5 . However, in this figure, Panels (a)-(d) contain plots based on the use of different factor estimation methods when specifying the models (i.e., OPCA, RPCA, EM and KF), only first available data are used for MSFE construction, all models are specified with one factor, and AR interpolation is implemented. In light of this, Panel (a) in Figures 5 and 6 is the same. A number of conclusions emerge upon inspection of this figure. First, the pattern of increasing MSFE as forecast horizon increases is observed for all factor estimation methods (compare all 4 panels in the figure), as expected. Also, all estimation methods appear to be rather similar, when faced with 'first available' data. However, even though MSFEs are similar across factor estimation methods, the MSFE magnitudes are slightly higher when using EM and KF, than when using OPCA and RPCA are used for estimation. Interestingly, only our top two MIDAS models (that include AR terms) outperform the benchmark AR(SIC) model at all forecast horizons, as can also be seen by inspection of the results in Table 5 .
Finally, Figures 7 plots MSFEs of selected MIDAS models, with one factor. In these figures, MIDAS results are presented with factors estimated using OPCA, RPCA, EM, and KF. Additionally, various benchmark models are included (i.e., AR(SIC), RW, CBADL, and BEX). Using these figures, we can compare the performance of factor estimation methods for a given MIDAS model and value of r. Analogous figures reporting results for models with more than one factor are provided in the online appendix. Based on all of these figures, we find that for r = 1, RPCA or OPCA are clearly preferred. However, when r = 2, Kalman filtering also works well at many forecast horizons. Finally, as previously observed, when the number of factors is increased, forecast performance worsens substantially for 'Basic MIDAS' and 'Unrestricted MIDAS', as seen in Figure 6 . Interestingly, 'Smoothed MIDAS' continues to perform well, even when r = 6. This again points to the importance of smoothing when the number of factors is large.
Concluding Remarks
We introduce a real-time dataset for Korean GDP, and analyze the usefulness of the dataset for forecasting, using a large variety of factor-MIDAS models, as well as linear benchmark models. Various factor estimation schemes, data interpolation approaches, and data windowing methods are analyzed, and methodological recommendations made. For example, we find that only approximately 10% of the forecasting models examined are 'MSFE-best' when using VA interpolation instead of AR interpolation. Additionally, models estimated using rolling data windows are only 'MSFE-best' at 3 forecast horizons, when comparing real-time predictions to 'first available' data, and are never 'MSFE-best' when comparing predictions to 'most recent' data. Given the usual preference amongst empirical researchers to use 'most recent' data in predictive accuracy analyses, it is clear that, at least in the case of Korean GDP, recursive estimation is preferred. With regard to the number of factors to specify in prediction models, either 1 or 2 factors, at most, are needed when the prediction horizon is more than 3 months ahead. On the other hand, for horizons -1 to 3 (i.e. all backcasts and nowcasts), the evidence is more mixed, and 5 or 6 factors are also selected around 1/2 of the time. Interestingly, there is little evidence that an intermediate number of factors is useful. One should either specify a very parsimonious 1 or 2 factor models, or one should go with our maximum of 5 or 6. In summary, forecast horizon matters, in the sense that when uncertainty is more prevalent (i.e., longer forecast horizons), then parsimony is the key ingredient to factor selection, and more than 1 or 2 factors leads to worsening predictive performance. This is consistent with the stylized notion that prediction multiple periods ahead becomes very uncertain when forecasting macroeconomic aggregates. Most importantly, we find that MIDAS models dominate at all forecast horizons. ('Basic', 'Unrestricted', and 'Smoothed') , and each of these are estimated using each factor estimation method (OPCA and RPCA), interpolation method (AR and VA), and factor-MIDAS estimation method (EM algorithm and Kalman filter). Finally, all of these permutations are implemented using each of recursive and rolling data windowing strategies. For complete details see Section 5. Table 3 . The proportion of factor-MIDAS 'MSFE-best' models, when comparing 'like' models with the number of factors varying from 1 to 6, is reported in this table. This using either 'first available' or 'most recent' data (as discussed in the footnote to Table 2) , as well as for a number of backcast, nowcast, and forecast horizons. See Section 6 for a detailed discussion of the different horizons reported on. All results are based on OPCA and RPCA using AR interpolation, under a recursive estimation scheme. (b) reports results based on the use of 'most recent' realtime quarterly historical data. All results are based on recursively estimated models. The column denoted by 'Backcast' contains MSFEs for quarterly forecasts of GDP made 1-month prior to the calendar date of the quarterly GDP datum being predicted, and the columns denoted by 'Nowcast' contain MSFEs for forecasts of the first, second and third months of each quarterly calendar dated GDP observation. Finally, the columns denoted by 'Forecast' contain MSFEs based on 1-quarter ahead predictions made from 1 month after the end of the quarter (called month 4) to 3 month ahead (called month 6). Months 7-9 correspondingly refer to 2-quarter ahead predictions. Bold entires denote cases for which the point MSFE of a given model is lower than the point MSFE of the AR(SIC) model. Entries superscripted by a ** (5% level) and a * (10% level) are significantly better than the AR(SIC) model, based on application of the DM predictive accuracy test. Finally, entries subscripted with 'FB' denote the MSFE-best models for a given number of estimated factors and for each horizon, while entries subscripted with 'GB' denote MSFE-best models across all specification permutations, for a given horizon. See Section 5 for complete details. 
