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Abstract
In this paper we study Inverse Mean Curvature Flow (IMCF) on manifolds that
are conformal to a warped product manifold. To this end, we show how the gradient
conformal vector field in warped product manifolds is related to the conformal vector
field on the conformal metric and use this to gain control of the flow in order to
show long time existence as well as asymptotic properties. Connections are made to
recent results of the author [2, 3] on stability of the positive mass theorem (PMT) and
the Riemannian Penrose inequality (RPI) where long time existence and asymptotic
properties of IMCF are important assumptions.
1 Introduction
Inverse Mean Curvature Flow (IMCF) is defined through a one parameter family of em-
beddings ϕ : Σ × [0, T ) → Mn+1, where Σn and Mn+1 are smooth Riemannian manifolds,
satisfying the initial value problem{
∂ϕ
∂t
(p, t) = ν(p,t)
H(p,t)
for (p, t) ∈ Σ× [0, T )
F (Σ, 0) = Σ0
(1)
where H is the mean curvature of Σt := ϕt(Σ) and ν is a consistently chosen normal vector.
Questions of long time existence and asymptotic properties of IMCF were first addressed
by Gerhardt [8] and Urbas [20] for star-shaped and mean convex hypersurfaces in Euclidean
space. Later, star-shaped and mean convex hypersurfaces were studied in Hyperbolic space
by Gerhardt [9], rotationally symmetric spaces by Ding [7] and Scheuer [17], and warped
products by Mullins [16], Zhou [21] and Scheuer [18], to name a few.
One geometric way of understanding the ambient spaces,M , for which long time existence
and asymptotic properties of IMCF have been obtained is to notice that the existence of
a conformal vector field on M , which can be used to define a support function, is key
throughout. Then with added structure on the ambient space (globally killing vector field,
curvature conditions, conditions on the warping function) the evolution equation for the
1
support function (see Theorem 2.2) becomes extremely useful for gaining control on all
other important geometric quantities. One goal of this paper is to understand the weakest
additional structure we need to assume on (M, gˆ) in order to obtain long time existence of
IMCF.
With this in mind, we would like to show long time existence for manifolds which are
conformal to warped product manifolds. We define the warped product metric g¯ and the
conformal metric gˆ as follows on M = [r0,∞)× Πn
g¯ = dr2 + λ(r)2σ (2)
gˆ = e2f g¯ (3)
where (Π, σ) is a Riemannian manifold, and λ : [r0,∞)→ (0,∞) and f :M → R are smooth
functions. The idea is to find sufficient conditions on λ and f so that we can prove long
time existence of IMCF for strongly star-shaped initial hypersurfaces (This is analagous to
the work of Huisken [11] where he defines a notion of strong convexity for mean curvature
flow (MCF) in general Riemannian manifolds). More precisely we define what it means to
be strongly star-shaped.
Definition 1.1. We say that a hypersurface Σn ⊂ Mn+1 is strongly star shaped with angle
θ ∈ [0, pi
2
) in (M, gˆ), with respect to the vector field η = λ∂r, if gˆ(ν, η) > cos(θ)|η| where ν is
the outward pointing normal vector to Σ.
This definition leads to the statement of the following theorem which is the main result
of this paper.
Theorem 1.2. Consider (M, gˆ) and a solution to IMCF, Σt, defined for t ∈ [0, T ] starting
at the hypersurface Σ0 which is strongly star-shaped for some angle θ1 ∈ [0, pi2 ). Choose f
and λ so that ∃θ2, 0 ≤ θ2 < pi/2, θ1 + θ2 ≤ pi/2, such that for all p ∈ M and all V ∈ TpM ,
g(V, η) ≥ cos(θ1)|η|, we have that λ′ ≥ 0,
J (f, λ, V ) : = ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
Rˆc(V, V )η (4)
gˆ(J (f, λ, V ), η) ≥ cos(θ2)|J (f, λ, V )||η|, (5)
G(f, λ) := ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + |∇ˆf |2η (6)
gˆ(G(f, λ), η) ≥ cos(θ2)|G(f, λ)||η|, (7)
0 < δ1 ≤ e
fλ′
λ′ + η(f)
≤ δ2 <∞, (8)
and
Rc(V, V ) ≥ −C, (9)
then Σt exists for all time and remains strongly star shaped with angle θ1.
2
Once long time existence is established we move on the show some asymptotic estimates
which are similar to what one would expect for asymptotically hyperbolic manifolds. These
asymptotic estimates aim to impose the weakest conditions possible in order to gain the con-
trol necessary to apply the stability results of the author [3] in the asymptotically hyperbolic
case.
Theorem 1.3. If we assume that the hypotheses of Theorem 1.2 hold as well as the following
asymptotic conditions:
λ′ ≤ C1|η|βg¯ for β > 0, (10)
‖f‖C2 ≤ C2|η|−αg¯ for α > 2 + β, (11)
λ′′
λ
≥ 1− C3|η|−γg¯ for γ > 3, (12)
(n− 1)ρ1(t)σ ≤ RcΠ ≤ (n− 1)ρ2(t)σ (13)
|λλ′′ + ρi(t)− λ′2|
λ2
≤ C4|η|−αg¯ i = 1, 2 (14)
then
C(α, β, γ, C1, C2, C3) ≤ H ≤
√
n2 + Ce−
γ
n
t + C0e−2t, (15)√
1 + |∇BF |2 ≤ C(α, β, γ, C1, C2, C3). (16)
As an application of this theorem, we would like to consider combining Theorem 1.2 and
Theorem 1.3 with the recent work of the author [2, 3] where it is shown that existence results
for IMCF on asymptotically flat [2] or asymptotically hyperbolic [3] manifolds are important
for showing L2 stability of the Positive Mass Theorem (PMT) and Riemmanian Penrose
Inequality (RPI). This implies that if we can pick λ and f which satisfy the hypotheses of
Theorem 1.2 and also define an asymptotically flat 3-manifold with positive scalar curvature
or an asymptotically hyperbolic 3-manifold with scalar curvatrue greater than −6 then we
can combine Theorem 1.2 with the results of [2, 3] in order to show L2 stability of the PMT
and RPI for these sequences of 3-manifolds.
It should be mentioned that the stability of the PMT in the case where a metric is
conformal to euclidean space has been studied by Dan Lee [14] where uniform convergence
of the conformal factor was shown outside a compact set. Similarly, Dahl, Gicquad and
Sakovich [6] adapted the results of Lee to the asymptotically hyperbolic setting also showing
uniform convergence of the conformal factor outside a compact set. The present work implies
an extension of these results, in the case where the conditions of Theorem 1.2 and Theorem
1.3 are satisfied, since the present work gives information of what happens inside the compact
set at the cost of a weaker form of convergence. Now we give a brief description of the rest
of the paper.
In section 2, we discuss the geometry of conformal metrics with specific attention on
the relationship between the conformal vector field η = λ∂r with respect to g¯ and gˆ. The
important calculations of the laplacian of the support function with respect to the metric gˆ
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as well as the evolution equation for the support function under IMCF is computed in this
section.
In section 3, we use the assumptions of Theorem 1.2 in order to show long time existence.
Here the importance of the assumptions made are clarified and new IMCF estimates for
strongly star-shaped hypersurfaces are obtained. One can track which estimates require
which assumptions and the section ends with a continuation criterion which ultimately leads
to long time existence.
In section 4, we use the assumptions of Theorem 1.3 to obtain asymptotic estimates
under the weakest hypotheses possible in order to apply the stability results of the author
[3]. It should be noted that it would still be interesting to investigate other conditions on λ
and f would imply stronger asymptotic estimates even for general curvautre functions as in
the work of Scheuer [18].
In section 5, we explore many classes of examples which satisfy the conditions of Theorem
1.2. Since these conditions may seem strong at first we found it important to show that these
conditions are satisfied for a rich class of examples. We pay special attention to examples
relevant for the study of the stability of the Positive Mass Theorem and Riemannian Penrose
Inequality. This means that we focus on further requiring that n = 2 and the scalar curvature
≥ 0 and M is asymptotically flat, or the scalar curvature ≥ −6 and M is asymptotically
hyperbolic. One will notice that these conditions are easily compatible in the asymptotically
hyperbolic case but are fairly incompatible in the asymptotically flat case and so it is best
to think of compact regions of manifolds with R ≥ 0 when combining these results with [2].
2 Conformal Vector Field Equations
Remember that a vector field is conformal if
Lηg = 2ψg (17)
for some function ψ : M → R which is called the potential function. Now if we define ω to
be the dual 1-form to the conformal vector field η, i.e. ω(X) = g(X, η), then we can define
the (1, 1) tensor T by the formula
dω(X, Y ) = 2g(TX, Y ) (18)
where X, Y are vector fields on M and we notice that T is skew-symmetric by definition.
Using the formula for the exterior derivative of a one form you can find
dω(X, Y ) = ω(Y )− ω(X)− ω([X, Y ]) = X(g(Y, η))− Y (g(X, η))− g([X, Y ], η) (19)
and so by Koszul’s formula we find
2g(∇Xη, Y ) = (Lηg)(X, Y ) + dω(X, Y ) (20)
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Then by combining equations (17), (18), (19) and (20) we can deduce the following useful
relation
∇Xη = ψX + T (X) (21)
where X is a vector field onM . Equation (21) is very important to gaining control on IMCF
as we will see in Lemmas 2.1 and 2.2 below. When η is a closed vector field, i.e. dω = 0,
then T ≡ 0 which is also the case for gradient conformal vector fields (∃f : M → R so
that η = ∇f). See [4, 19], as well as many other papers, for more about gradient conformal
vector fields and closed conformal vector fields but it is important to notice that we are not
making those restrictions here and are rather considering general conformal vector fields.
We also note an important equation for the curvature tensor involving a conformal vector
field where this equation can be found by covariantly differentiating equation (21)
R(X, Y )η = X(ψ)Y − Y (ψ)X + (∇XT )Y − (∇Y T )X (22)
Now consider a warped product metric g¯ = dr2+λ(r)2σ, defined onMn+1 = [r0,∞)×Πn,
where λ : [r0,∞)→ (0,∞) is a smooth function. Furthermore, define a metric gˆ, conformal
to g¯, by gˆ = e2f g¯ where f : N → R is a smooth function. We will use ∇ˆ and ∇¯ for the
covariant derivatives w.r.t. gˆ and g¯, respectively. Let η = λ(r)∂r, where ∂r is the radial
vector field in M . For η defined this way we can first check that
∇¯X∂r = λ
′
λ
(X − g¯(∂r, X)∂r) (23)
which follows by the formula for the shape operator of Πr := {r} × Π with respect to the
metric g¯ and then we find
∇¯Xη = λ∇¯X∂r + λ′g¯(∂r, X)∂r (24)
= λ(
λ′
λ
(X − g¯(∂r, X)∂r)) + λ′g¯(∂r, X)∂r = λ′X (25)
which shows that η is a gradient conformal vector field for g¯. So if we let ψ ≡ λ′ then we
find
Lηg¯(X, Y ) = g¯(∇¯Xη, Y ) + g¯(X, ∇¯Y η) = 2λ′g(X, Y ) (26)
Now we can check that η is also conformal for the metric gˆ
Lηgˆ = e2fLηg¯ + 2η(f)e2f g¯ = 2(λ′ + η(f))gˆ (27)
so that ψˆ = λ′ + η(f) for the metric gˆ. We note that η will not be a gradient conformal
vector field with respect to gˆ even though g¯ is and so we will have to be careful with the
tensor T which shows up in the following formula
∇ˆXη = ψˆX + T (X) (28)
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In fact, we can use the following formula relating covariant derivatives under conformal
changes
∇ˆXY = ∇¯XY +X(f)Y + Y (f)X − g¯(X, Y )∇¯f (29)
where if Y = η in (29) we find
∇ˆXη = ∇¯Xη +X(f)η + η(f)X − g¯(X, η)∇¯f (30)
= ψˆX +X(f)η − g¯(X, η)∇¯f (31)
which implies
T (X) = X(f)η − gˆ(X, η)∇ˆf (32)
Now we define the support function of a hypsersurface Σ ⊂ M , w : Σn → R, as w = gˆ(η, ν)
where ν is the outward pointing unit normal to Σ. Ultimately we would like to compute the
evolution equation of w under IMCF but we start by computing its hypersurface Laplacian.
Lemma 2.1. Let Σ ⊂M be a hypersurface with support function w : Σn → R, w = gˆ(η, ν),
where ν is the outward pointing unit normal to Σ. Then we compute it’s Laplacian with
respect to Σ
∆w = −|A|2w − Rˆc(ν, ν)w + 〈η,∇H〉+ ψˆH − nν(ψˆ) (33)
Proof. Choose an orthonormal frame {e1, ..., en} for the hypersurface Σ, normal at the point
p, so that
∆w|p = ei(ei(w)), ∇eiei|p = 0 (34)
where we will use the convention that summation over repeated indices is implied. Then we
find
ei(w) = gˆ(∇ˆeiη, ν) + gˆ(η, ∇ˆeiν) (35)
= gˆ(T (ei), ν) + A(η
T , ei) (36)
where A is the second fundamental form of Σ and T represents projection onto TpΣ. Then
we find
∆w = gˆ(∇ˆei(T (ei)), ν) + gˆ(T (ei), ∇ˆeiν) + (∇ˆeiA)(ηT , ei) + A(∇ˆeiηT , ei) + A(ηT , ∇ˆeiei)
(37)
First, notice that
∇ˆeiei = −Hν (38)
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and hence the last term in (37) is zero. Now by the Codazzi equation we find
(∇ˆeiA)(ηT , ei) = (∇ˆηTA)(ei, ei) +R(ei, ηT , ν, ei) = gˆ(∇H, ηT ) +Rc(ηT , ν) (39)
and by (22) we find
Rˆc(ηT , ν) = gˆ(Rˆ(ei, ν)η, ei) = ei(ψ)gˆ(ν, ei)− ν(ψ)gˆ(ei, ei) + gˆ((∇eiT )ν, ei)− gˆ((∇νT )ei, ei)
(40)
= −ν(ψ) + gˆ((∇eiT )ν, ei)− gˆ((∇νT )ei, ei) (41)
A(∇ˆeiηT , ei) = A(∇ˆeiη − ∇ˆei(wν), ei) (42)
= ψˆA(ei, ei) + A(T (ei)
T , ei)− ei(w)A(ν, ei)− wA(∇ˆeiν, ei) (43)
= ψˆH − w|A|2 (44)
where A(T (ei)
T , ei) = 0 since
A(T (ei)
T , ei) = gˆ(T (ei), ∇ˆeiν) = dω(ei, ej)A(ei, ej) = 0 (45)
which follows from the symmetry of A and the skew symmetry of dω(ei, ej) := gˆ(T (ei), ej).
Now we observe
ei(gˆ(T (ν), ei)) = −ei(gˆ(T (ei), ν)) (46)
gˆ(∇ˆei(T (ν)), ei) + gˆ(T (ν), ∇ˆeiei) = −gˆ(∇ˆei(T (ei)), ν)− gˆ(T (ei), ∇ˆeiν) (47)
gˆ((∇ˆeiT )ν, ei) + gˆ(T (∇ˆeiν), ei)−Hgˆ(T (ν), ν) = −gˆ(∇ˆei(T (ei)), ν) (48)
gˆ((∇ˆeiT )ν, ei) = −gˆ(∇ˆei(T (ei)), ν) (49)
which eliminates every expression in T except for −gˆ((∇νT )ei, ei) which we deal with now
ν(gˆ(T (ei), ei) = 0 (50)
gˆ(∇ˆν(T (ei)), ei) + gˆ(T (ei), ∇ˆνei) = 0 (51)
gˆ((∇ˆνT )ei, ei) + gˆ(T (∇ˆνei), ei) + gˆ(T (ei), ∇ˆνei) = 0 (52)
gˆ((∇ˆνT )ei, ei) = 0 (53)
Now putting this all together we find the desired result (37).
Lemma 2.2. The evolution equation for the support function w is given by
(
∂t − 1
H2
∆
)
w =
|A|2
H2
w +
Rˆc(ν, ν)
H2
w + n
ν(ψˆ)
H2
(54)
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Proof. We can compute the time derivative
∂w
∂t
= 〈∂η
∂t
, ν〉+ 〈η, ∂ν
∂t
〉 (55)
=
1
H
〈∇¯νη, ν〉+ 1
H2
〈η,∇H〉 (56)
=
ψˆ
H
+
dω(ν, ν)
2H
+
1
H2
〈η,∇H〉 (57)
=
ψˆ
H
+
1
H2
〈η,∇H〉 (58)
where we have used the fact that differential forms are alternating. By combining with (33)
we find the desired evolution equation.
Now we list some important equations relating the curvature of g¯ and gˆ. One can find
equation (59) in [17, 7] and the equation (61) can be found in [15].
R¯c(X, Y ) = RcΠ(XP , Y P )− nλ
′′
λ
g¯(X, Y ) + (n− 1)
(
λ′′
λ
− λ
′2
λ2
)
g¯(XP , Y P ) (59)
Rˆc(X, Y ) = R¯c(X, Y )− (n− 1)∇¯∇¯f(X, Y ) + (n− 1)X(f)Y (f) (60)
− ∆¯f g¯(X, Y )− (n− 1)|∇¯f |2g¯(X, Y ) (61)
where XP represents projection onto the tangent space of Πn.
3 Long Time Existence
Now we are interested in trying to control the sign of the term ν(ψ), in order to gain control
of the evolution equation of the support function w, which in our case can be expressed in
the following form.
Lemma 3.1. We can rewrite ν(ψˆ) as
ν(ψˆ) = gˆ(∇ˆη∇ˆf + λ′∇ˆf + e−2fλ′′∂r + |∇ˆf |2η, ν) (62)
Proof.
ν(ψ) = ν(η(f)) + ν(λ′) (63)
= ∇ˆ∇ˆf(η, ν) + (∇ˆνη)f + ν(λ′) (64)
= gˆ(∇ˆν∇ˆf, η) + T (ν)(f) + ψˆν(f) + ν(λ′) (65)
= gˆ(∇ˆη∇ˆf + ψˆ∇ˆf + e−2fλ′′∂r, ν) + gˆ(∇ˆf, T (ν)) (66)
= gˆ(∇ˆη∇ˆf + ψˆ∇ˆf + e−2fλ′′∂r + T (∇ˆf), ν) (67)
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and we can use (32) to find an expression for T (∇ˆf) as follows
gˆ(T (∇ˆf), ν) = gˆ((∇ˆf)(f)η, ν)− gˆ(∇ˆf, η)gˆ(∇ˆf, ν) = |∇ˆf |2w − gˆ(∇ˆf, η)gˆ(∇ˆf, ν) (68)
which allows us to rewrite
ν(ψ) = gˆ(∇ˆη∇ˆf + ψˆ∇ˆf + e−2fλ′′∂r − gˆ(∇ˆf, η)∇ˆf, ν) + |∇ˆf |2w (69)
= gˆ(∇ˆη∇ˆf + λ′∇ˆf + e−2fλ′′∂r, ν) + |∇ˆf |2w (70)
which is equivalent to the desired expression.
Notice that G and J depend solely on gˆ and g¯ and so we can impose conditions on
these metrics so that G and J have desired properties which can be used to show long time
existence. The idea is to control the angle, θ1, between G (or J ) and η as well as control the
angle, θ2, between ν and η so that we will be able to deduce control on the angle between ν
and G (or J ).
Lemma 3.2. Choose f and λ so that ∃θ1, θ2, 0 ≤ θ1, θ2 < pi/2, θ1 + θ2 < pi/2, and for all
(x, t) ∈ Σ× [0, T ) and all V ∈ TxM where x ∈ Σt and g(V, η) ≥ cos(θ1)|η| we have that
J (f, λ, V ) : = ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
Rˆc(V, V )η (71)
gˆ(J (f, λ, V ), η) ≥ cos(θ2)|J (f, λ, V )||η| (72)
If we assume that when t = 0 we have g(ν, η) > cos(θ1)|η| then
w(x, t) > cos(θ1)
(
min
Σ0
|η|
)
for t ∈ [0, T ) (73)
Proof. From the derivation above we have that(
∂t − 1
H2
∆
)
w =
|A|2
H2
w +
Rˆc(ν, ν)
H2
w + n
ν(ψ)
H2
(74)
≥ ngˆ(∇ˆη∇ˆf + e
−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1n)η + 1nRˆc(ν, ν)η, ν)
H2
(75)
= n
gˆ(J (f, λ, ν), ν)
H2
(76)
For sake of contradiction assume that w(x¯, t¯) = cos(θ1)|η|(x¯,t¯) for the first time over Σ× [0, T )
at the point (x¯, t¯) and so
∂w
∂t
|(x¯,t¯) ≤ 0 ∆w|(x¯,t¯) ≥ 0
(
∂t − 1
H2
∆
)
w|(x¯,t¯) ≤ 0 (77)
Now by assumption we know that gˆ(J (f, λ, ν), η)|(x¯,t¯) ≥ cos(θ2)|J (f, λ, ν)||η|(x¯,t¯) for gˆ(ν, η)|(x¯,t¯) =
cos(θ1)|η||(x¯,t¯) and since we have assumed that θ1 + θ2 < pi2 we know gˆ(J (f, λ, ν), ν)|(x¯,t¯) > 0
which implies (
∂t − 1
H2
∆
)
w|(x¯,t¯) > 0 (78)
which is a contradiction and hence the lemma holds.
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Note: Lemma (3.2) is important because it says that if your inital hypersurface Σ0 is
strongly star-shaped, i.e. g(ν, η) > cos(θ1)|η| for some θ1 < pi/2, then it remains strongly
star-shaped. This will implicitly be used below.
Lemma 3.3. If we define u = 1
Hw
and choose f and λ so that ∃θ1, θ2,0 ≤ θ1, θ2 ≤ pi/2,
θ1 + θ2 ≤ pi/2, and for all (x, t) ∈ Σ × [0, T ) and all V ∈ TxM where x ∈ Σt and g(V, η) ≥
cos(θ1)|η| we have that
J (f, λ, V ) : = ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
Rˆc(V, V )η (79)
gˆ(J (f, λ, V ), η) ≥ cos(θ2)|J (f, λ, V )||η| (80)
as well as
G(f, λ) := ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + |∇ˆf |2η (81)
gˆ(G(f, λ), η) ≥ cos(θ2)|G(f, λ)||η| (82)
and gˆ(ν, η) > cos(θ1)|η| on Σ0 then
u(x, t) ≤ max
Σ0
u (83)
Proof. By combining the standard evolution equation for H with the evolution of w, given
above, we find the evolution equation for u.(
∂t − 1
H2
∆
)
H = −2 |∇H|
2
H3
− |A|
2
H
− Rˆc(ν, ν)
H
(84)
(
∂t − 1
H2
∆
)
u = −2w
H
|∇u|2 − 2
H3
〈∇H,∇u〉 − n ν(ψˆ)
H3w2
(85)
So now we relate the assumptions made in the statement of this lemma to the term ν(ψˆ).
Let θ3 be the largest angle between ν and G(f, λ) over Σ× [0, T ), i.e.
ν(ψˆ) = gˆ(G(f, λ), ν) ≥ cos(θ3)|G(f, λ)| (86)
Now we use that by the assumptions we have gˆ(G(f, λ), η) ≥ cos(θ2)|G(f, λ)||η| and gˆ(ν, η) >
cos(θ1)|η| it follows that θ3 < θ1 + θ2 ≤ pi2 and hence ν(ψ) ≥ 0 which implies(
∂t − 1
H2
∆
)
u ≤ −2w
H
|∇u|2 − 2
H3
〈∇H,∇u〉 (87)
from which the lemma follows by the maximum principle.
Now in order to extract, from Lemma 3.3, useful information about the lower bound of
H we need an upper bound on the norm of η along Σt which is what we proceed to obtain
next.
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Lemma 3.4. Let Σ0 be star-shaped and Σt the corresponding solution to IMCF in (M, gˆ).
If we assume that λ′ > 0 and
0 < δ1 ≤ e
fλ′
λ′ + η(f)
≤ δ2 <∞ (88)
on M , then we find (
min
Σ0
|η|g¯
)
eδ1t/n ≤ |η|g¯ ≤
(
max
Σ0
|η|g¯
)
eδ2t/n (89)
and hence w ≤ ef
(
max
Σ0
|η|g¯
)
eδ2t/n.
Proof. For this we choose a point x ∈ Σt so that |η|g¯(x) is the maximum of |η|g¯ over Σt.
Then we know that ∆|η|2g¯ ≤ 0 and we can find the following
∂|η|2g¯
∂t
= 2g¯
(
∂η
∂t
, η
)
=
2
H
g¯
(∇¯ν¯η, η) = 2
H
g¯ (λ′ν¯, η) =
2λ′e−f
H
w (90)
where we note that ν¯ = efν.
Now we calculate
η
|η|g¯ (|η|g¯) = |η|
−1
g¯ g¯(∇¯ η|η|g¯ η, η) = λ
′g¯
(
η
|η|g¯ ,
η
|η|g¯
)
= λ′ (91)
and since by assumption λ′ > 0 we have that η|η|g¯ (|η|g¯) > 0.
Now if we let x¯ ∈ Σt be the point of maximum for |η|2g¯ at time t, and hence |η|g¯, then
we have that ei(|η|g¯) = 0 for ei a basis of Tx¯Σt and so we must have that η|η|g¯ = ν at (x¯, t) in
order to reconcile all of the directional derivatives of |η|g¯.
Let Π = Π|η|g¯(x¯) be the level set of |η|2g¯ so that x¯ ∈ Π. Then by the fact that x¯ is where
the maximum of |η|2 occurs we have that Tx¯Π = Tx¯Σt and Σt ⊂ Π, i.e. contained on the
inside, and so by writing Σt locally as a graph over Π we claim we can find that H(x¯) ≥ H˜(x¯)
where H˜ is the mean curvature of Π, which we now proceed to show.
Let F : Π→ R so that Σ = (F (Π),Π) and define the gradient of F with respect to Π|η|g¯
as ∇˜F = σijFj∂i, where ∂i is a coordinate basis for Π and Fj is the coordinate derivative of
F . Then we can define ν = 1√
1+|∇˜F |2
(
−∇˜F + η|η|gˆ
)
(See [9] section 1.5 for more on graphs in
Riemannian manifolds). Now using the convention where summation over repeated indices
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is implied and letting H˜ be the mean curvature of Π with respect to gˆ we can compute
H = dˆiv(ν) = dˆiv(
−∇˜F√
1 + |∇˜F |2
) +
1√
1 + |∇˜F |2
dˆiv(
η
|η|gˆ ) (92)
=
−gˆ(∇ˆei∇˜F, ei)√
1 + |∇˜F |2
+
gˆ(∇ˆei(|∇˜F |2), ∇˜eiF )
(1 + |∇˜F |2)3/2 +
H˜√
1 + |∇˜F |2
(93)
=
−gˆ(∇˜ei∇˜F, ei)√
1 + |∇˜F |2
− AΠ|η|(ei, ∇˜F )gˆ(ν, ei)√
1 + |∇˜F |2
+
gˆ(∇˜ei(|∇˜F |2), ∇˜eiF )
(1 + |∇˜F |2)3/2 +
H˜√
1 + |∇˜F |2
(94)
=
− ˜HessF (ei, ei)√
1 + |∇˜F |2
+
˜HessF ( ∇˜F√
1+|∇˜F |2
, ∇˜F√
1+|∇˜F |2
)√
1 + |∇˜F |2
+
H˜√
1 + |∇˜F |2
(95)
where AΠ|η| is the second fundamental form of Π|η| and ˜HessF is the Hessian of F with
respect to Π|η|. So if we assume that {e1, ..., en} diagonalizes the hessian of F at the point
x¯ then we compute
H =
1√
1 + |∇˜F |2

− ˜HessF (ei, ei) + ˜HessF ( ∇˜F√
1 + |∇˜F |2
,
∇˜F√
1 + |∇˜F |2
) + H˜

 (96)
=
1√
1 + |∇˜F |2

− ˜HessF (ei, ei) + ˜HessF (ei, ei)gˆ

 ∇˜F√
1 + |∇˜F |2
, ei


2
+ H˜

 (97)
=
1√
1 + |∇˜F |2

 ˜HessF (ei, ei)

gˆ

 ∇˜F√
1 + |∇˜F |2
, ei


2
− 1

+ H˜

 (98)
from which we deduce thatH(x¯) ≥ H˜(x¯) since gˆ
(
∇˜F√
1+|∇˜F |2
, ei
)2
−1 ≤ 0 and ˜HessF (x¯)(ei, ei) ≤
0 at the point x¯.
Now we compute H˜(x¯) using the basis {e0 = η|η| , e1, ..., en} where we are using the con-
vention that summation over repeated indices is implied
H˜(x¯) = dˆiv
(
η
|η|gˆ
)
= gˆ
(
∇ˆei
(
η
|η|gˆ
)
, ei
)
(99)
=
1
|η|gˆ gˆ(ψˆei, ei) +
1
|η|gˆ gˆ(T (ei), ei)−
gˆ(η, ei)
|η|3gˆ
gˆ(∇ˆeiη, η) (100)
=
(n + 1)ψˆ
|η|gˆ −
ψˆ
|η|3gˆ
gˆ(ei, η)g(ei, η)− 1|η|3gˆ
gˆ(ei, η)g(T (ei), η) =
nψˆ
|η|gˆ (101)
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Now we can apply these facts to find the following at the point x¯
(
2
H
e−fλ′w
)
|x¯ ≤ 2λ
′|η|g¯
nψˆ
|η|gˆ
|x¯ =
2|η|2g¯
n
efλ′
λ′ + η(f)
|x¯ ≤
2δ2|η|2g¯
n
|x¯ (102)
which leads to the equation for the evolution of |η|2 at points of maximums over Σt
∂
∂t
max
Σt
|η|2g¯ ≤
2δ2
n
max
Σt
|η|2g¯ (103)
and so by Hamilton’s maximum principle we find |η|g¯ ≤
(
max
Σ0
|η|g¯
)
eδ2t/n and hence
w ≤
(
max
Σ0
|η|g¯
)
eδ2t/n. The lower bound follows similarly.
Now we can combine Lemma 3.4 with Lemma 3.3 in order to find a lower bound on H .
An upper bound on H is also obtained solely with the lower bound on Rc.
Corollary 3.5. Choose f and λ so that ∃θ1, θ2 where 0 ≤ θ1, θ2 ≤ pi/2, θ1 + θ2 ≤ pi/2 and
for all (x, t) ∈ Σ× [0, T ) and every V ∈ TxM where x ∈ Σt and g(V, η) ≥ cos(θ1)|η| we have
that
J (f, λ, V ) : = ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
Rˆc(V, V )η (104)
gˆ(J (f, λ, V ), η) ≥ cos(θ2)|J (f, λ, V )||η| (105)
as well as
G(f, λ) := ∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + |∇ˆf |2η (106)
gˆ(G(f, λ), η) ≥ cos(θ2)|G(f, λ)||η| (107)
, gˆ(ν, η) > cos(θ1)|η| on Σ0, λ′ > 0 and
0 < δ1 ≤ e
fλ′
λ′ + η(f)
≤ δ2 <∞ (108)
on M , then
H(t) ≥ e−f
(
min
Σ0
H
)(
min
Σ0
w
)(
max
Σ0
w
)−1
e−δ2t/n (109)
If we further assume Rc(V, V ) ≥ −C for all V ∈ TpM , p ∈ Σt, t ∈ [0, T ] and gˆ(V, η) ≥
cos(θ1)|V ||η| then we find
H(x, t) ≤ max
(
max
Σt
H,Cn
)
. (110)
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Proof. The lower bound follows by combining Lemmas 3.2, 3.3 with Lemma 3.4. The upper
bound follows from,(
∂t − 1
H2
∆
)
H = −2 |∇H|
2
H3
− |A|
2
H
− Rˆc(ν, ν)
H
≤ −1
n
H +
C
H
, (111)
from which we find,
d
dt
max
Σt
H ≤ −1
n
max
Σt
H +
C
maxΣt H
(112)
= (nmax
Σt
H)−1
(
Cn− (max
Σt
H)2
)
. (113)
So by using Hamilton’s maximum principle on this autonomous ODE for maxΣt H we find
the upper bound on H .
Now we finish up the proof of long time existence by showing that if we have uniform
upper and lower bounds on mean curvature then the second fundamental form must be
bounded.
Theorem 3.6. Let Σt be a smooth solution of IMCF for t ∈ [0, T ) satsifying the bounds
0 < H0 ≤ H(x, t) ≤ H1. Then consider the tensor Mij = HAij where {κ1, ..., κn} are the
eigenvalues of Mij and {λ1, ..., λn} are the eigenvalues of Aij. Then we have the following
estimates for these eigenvalues
κi ≤ C λi ≤ C
H1
(114)
for all t ∈ [0, T ) where the constant C depends on H0, H1, T and the geometry of gˆ.
Proof. We consider the evolution equation for M ji as follows
(115)(
∂t − 1
H2
∆
)
M ji = −2
∇iH∇jH
H2
− 2 1
H3
∇kM ji∇kH − 2Rˆ ji0 0 − 2
M jkMik
H2
(116)
+
1
H
gkl(∇ˆi(Rˆ j0lk )− ∇ˆk(Rˆ j0 il)) +
1
H2
gklgpq(2Rˆ jik pMql − gpqRˆkilpM jq − gpqRˆkjlpM iq) (117)
Then we use the fact that we know that Mt ⊂ BR(p) for some R > 0, by the fact that
the speed of the flow is bounded, so that |Rˆm| ≤ CR and |∇ˆRˆm| ≤ C ′R for some constants
CR, C
′
R > 0 and so we find that(
∂t − 1
H2
∆
)
M ji ≤ −2
∇iH∇jH
H2
− 2 1
H3
∇kM ji∇kH (118)
− αM jkMik + βM ji + θδji (119)
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for some constants which depend on the following α(H1), β(H0, CR) and θ(H0, CR, C
′
R).
So now we can compare to the following ODE
dϕ
dt
= −αϕ2 + βϕ+ θ (120)
which either has an upper bound of ϕ(t) ≤ β2+
√
β+4αθ
2α
or it is bounded by its value at time
0, i.e. ϕ(t) ≤ ϕ(0).
So now the result follows by the comparison principle.
Using Theorem 3.6 we can also prove a continuation criterion for IMCF.
Corollary 3.7. Let Σt ⊂ M be a smooth solution of IMCF. If H0 ≤ H ≤ H1 for t ∈ (0, T )
then we can extend the solution beyond T . Furthermore, if T < ∞ is the maximal time of
existence for the flow Σt then 1/H →∞ as t→ T .
Proof. Assume that T is the maximal existence time and using the upper and lower bounds
on H combined with Theorem 3.6 we find C2 control on the solution Σt. Then if we combine
with the results of Krylov [13] we can obtain C2,α control on Σt and hence if we consider a
sequence of times Tk ∈ [0, T ) so that Tk ր T then we know that ΣTk → ΣT in C2,α where ΣT
is a C2,α hypersurface. Then by short time existence applied to ΣT we can extend the flow
beyond time T , contradicting the assumption that T was the maximal existence time.
4 Asymptotic Analysis
In this section we would like to obtain asymptotic estimates that are similar to the asymptotic
estimates that we expect for asymptotically hyperbolic manifolds (See [7, 10, 17]) under the
weakest conditions possible. The goal is to obtain the asymptotic estimates required to apply
the stability results of the author [3] for asymptotically hyperbolic manifolds.
We start with getting asymptotic control on ν(ψˆ) which shows up in important evolution
equations.
Lemma 4.1. If we assume that ‖f‖C2 ≤ C|η|−αg¯ for α > 0 then we can rewrite ν(ψˆ) as
−C(1 + λ′)|η|−αg¯ + e−2f
λ′′
λ
w ≤ν(ψˆ) ≤ C(1 + λ′)|η|−αg¯ + e−2f
λ′′
λ
w. (121)
Furthermore we can estimate δ1, δ2 from Lemma 3.4 since
(122)
1− C ′|η|−αg¯ ≤
efλ′
λ′ + η(f)
≤ 1 + C ′|η|−αg¯ . (123)
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Proof. By going back to Lemma 3.1 we know we can express ν(ψˆ) as,
ν(ψˆ) = ν(η(f)) + ν(λ′) = ν(η(f)) + gˆ(e−fλ′′∂r, ν) = ν(η(f)) + e−2f
λ′′
λ
w, (124)
from which the first result follows. For the second we notice
1− C ′|η|−αg¯ ≤
e−C|η|
−α
g¯ λ′
λ′ + C|η|−αg¯
≤ e
fλ′
λ′ + η(f)
≤ e
C|η|−αg¯ λ′
λ′ − C|η|−αg¯
≤ 1 + C ′|η|−αg¯ (125)
We now show that asymptotic conditions on f and λ imply asymptotic conditions on the
Ricci tensor.
Lemma 4.2. If we assume that
λ′ ≤ C1|η|βg¯ for β > 0, (126)
‖f‖C2 ≤ C2|η|−αg¯ for α > 2 + β, (127)
λ′′
λ
≥ 1− C3|η|−γg¯ for γ > 3, (128)
(n− 1)ρ1(t)σ ≤ RcΠ ≤ (n− 1)ρ2(t)σ (129)
|λλ′′ + ρi(t)− λ′2|
λ2
≤ C4|η|−αg¯ i = 1, 2 (130)
then we can write
Rˆc = −ngˆ +B, (131)
|B| ≤ C|η|−α. (132)
Proof. The equations (59) and (61),
R¯c(X, Y ) = RcΠ(XP , Y P )− nλ
′′
λ
g¯(X, Y ) + (n− 1)
(
λ′′
λ
− λ
′2
λ2
)
g¯(XP , Y P ) (133)
Rˆc(X, Y ) = R¯c(X, Y )− (n− 1)∇¯∇¯f(X, Y ) + (n− 1)X(f)Y (f) (134)
− ∆¯f g¯(X, Y )− (n− 1)|∇¯f |2g¯(X, Y ), (135)
combined with (172) tell us that,
Rˆc = R¯c+ E, (136)
|E| ≤ C|η|−α. (137)
By focusing on R¯c and choosing ei a basis of unit vectors with respect to gˆ so that e0 =
η
|η|
we find
R¯c(ei, ei) ≤ −ne−2f λ
′′
λ
g¯(ei, ei) + (n− 1)ρ2e−2fσ(ePi , ePi ) + (n− 1)e−2f
(
λ′′
λ
− λ
′2
λ2
)
g¯(ePi , e
P
i )
(138)
≤ −ngˆ(ei, ei) + nC3|η|−γg¯ gˆ(ei, ei) + (n− 1)e−2f
(λλ′′ + ρ− λ′2)
λ2
g¯(ePi , e
P
i ) (139)
where the result now follows.
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Lemma 4.3. If we assume that,
λ′ ≤ C1|η|βg¯ for β > 0, (140)
‖f‖C2 ≤ C2|η|−αg¯ for α > 2 + β, (141)
λ′′
λ
≥ 1− C3|η|−γg¯ for γ > 3, (142)
(n− 1)ρ1(t)σ ≤ RcΠ ≤ (n− 1)ρ2(t)σ (143)
|λλ′′ + ρi(t)− λ′2|
λ2
≤ C4|η|−αg¯ i = 1, 2 (144)
then
w ≥
(
min
Σ0
w
)
et/n +
nC9
α + γ − 2− 2δ2 − β
(
e−
1
n
(α+γ−3−2δ2−β)t − 1
)
(145)
where δ2 ≤ 1.
Proof. First notice that be Lemma 4.1 we can choose t large enough and rerun the arguments
in Lemma 3.4 and Lemma 3.5 in order to find that
H(x, t) ≥ C ′′e−2δ2t/n (146)
for δ2 small enough so that α > 2δ2 + β. By using the assumptions above we find,(
∂t − 1
H2
∆
)
w =
|A|2
H2
w +
Rˆc(ν, ν)
H2
w + n
ν(ψ)
H2
(147)
≥ 1
n
w + ne−2f
λ′′
H2λ
w − n
H2
w − C4(1 + λ′)|η|−αe2δ2t/n (148)
≥ 1
n
w +
ne−2f
H2
(
λ′′
λ
− 1
)
w − C5(1 + λ′)e 1n (2δ2−α)t (149)
≥ 1
n
w − C6e 1n (2−γ)tw − C5(1 + λ′)e 1n (2δ2−α)t. (150)
Then by combining with λ′ ≤ C3|η|β and Lemma 3.4 we find,(
∂t − 1
H2
∆
)
w ≥ 1
n
w − C7e 1n (3−γ)t − C8e 1n (2δ2+β−α)t ≥ 1
n
w − C9e 1n (3+2δ2+β−α−γ)t. (151)
Now by applying the comparison principle to this inequality we find
w ≥ nC9
α + γ − 2− 2δ2 − β e
− 1
n
(α+γ−3−2δ2−β)t +
(
min
Σ0
w
)
et/n − nC9
α + γ − 2− 2δ2 − β (152)
=
(
min
Σ0
w
)
et/n +
nC9
α + γ − 2− 2δ2 − β
(
e−
1
n
(α+γ−3−2δ2−β)t − 1
)
(153)
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Now we notice that if f has compact support, i.e. suppf ⊂⊂ M , then the long time
existence results imply that Σt will be well defined for all time and the upper and lower
bounds for |η| along Σt imply that Σt will eventually move past the support of f and hence
the asymptotic estimates of Scheuer [17] hold. The remaining estimates are devoted to the
case where f does not have compact support.
Corollary 4.4. Let Σt be a solution to IMCF so that Lemma 4.3 applies then we know Σt
written as a graph over Π1 = {(r, θ1, ..., θn) ∈ M : r = 1} with graph function F : Π1 → R
so that Σt = (Π1, F (B1)) in (r, θ1, ..., θn) coordinates. Then we find the estimate,
√
1 + |∇ΠF |2 ≤ (maxΣ0 |η|) e
t/n
(minΣ0 w) e
t/n + nC9
α+γ−2−2δ2−β
(
e−
1
n
(α+γ−3−2δ2−β)t − 1
) ≤ C, (154)
where ∇Π is the covariant derivative on B1.
Proof. We can write ,
ν =
e−f√
1 + |∇ΠF |2
(
(0,−∇ΠF ) + ∂r
)
, (155)
which implies,
w = gˆ(ν, η) =
efλ√
1 + |∇ΠF |2 . (156)
So by combining with Lemma 4.3 we find,(
min
Σ0
w
)
et/n +
nC9
α+ γ − 2− 2δ2 − β
(
e−
1
n
(α+γ−3−2δ2−β)t − 1
)
≤ |η|√
1 + |∇ΠF |2 , (157)
which implies,
√
1 + |∇ΠF |2 ≤ (maxΣ0 |η|) e
t/n
(minΣ0 w) e
t/n + nC9
α+γ−2−2δ2−β
(
e−
1
n
(α+γ−3−2δ2−β)t − 1
) ≤ C. (158)
Lemma 4.5. If we assume that,
λ′ ≤ C1|η|βg¯ for β > 0, (159)
‖f‖C2 ≤ C2|η|−αg¯ for α > 2 + β, (160)
λ′′
λ
≥ 1− C3|η|−γg¯ for γ > 3, (161)
(n− 1)ρ1(t)σ ≤ RcΠ ≤ (n− 1)ρ2(t)σ (162)
|λλ′′ + ρi(t)− λ′2|
λ2
≤ C4|η|−αg¯ i = 1, 2 (163)
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then
H ≤
√
n2 + Ce−
α
n
t + C0e−2t, (164)
where C0 = (maxΣ0 H)
2 − n2.
Proof. Using the decay assumption on Rˆc we find,(
∂t − 1
H2
∆
)
H = −2 |∇H|
2
H3
− |A|
2
H
− Rˆc(ν, ν)
H
(165)
≤ −2 |∇H|
2
H3
− 1
n
H +
n
H
+
C1|η|−α
H
, (166)
which implies the ODE,
d
dt
max
Σt
H ≤ 1
nmaxΣt H
(
C2n|η|−α + n2 −
(
max
Σt
H
)2)
(167)
≤ 1
nmaxΣt H
(
C3e
−α
n
t + n2 −
(
max
Σt
H
)2)
. (168)
We can rewrite this ODE in the following way,
d
dt
(
max
Σt
H
)2
≤ 2
n
(
C3e
−α
n
t + n2 −
(
max
Σt
H
)2)
. (169)
Now by the comparison principle applied to this ODE we find,(
max
Σt
H
)2
≤ n2 +
((
max
Σ0
H
)2
− n2
)
e−2t/n +
2C3
2− αe
−α
n
t, (170)
which implies the desired result.
Lemma 4.6. If we assume that,
λ′ ≤ C1|η|βg¯ for β > 0, (171)
‖f‖C2 ≤ C2|η|−αg¯ for α > 2 + β, (172)
λ′′
λ
≥ 1− C3|η|−γg¯ for γ > 3, (173)
(n− 1)ρ1(t)σ ≤ RcΠ ≤ (n− 1)ρ2(t)σ (174)
|λλ′′ + ρi(t)− λ′2|
λ2
≤ C4|η|−αg¯ i = 1, 2 (175)
then
H ≥ C(α, β, γ, C1, C2, C3). (176)
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Proof. Now by using Lemma 4.1 we find,(
∂t − 1
H2
∆
)
u = −2w
H
|∇u|2 − 2
H3
〈∇H,∇u〉 − n ν(ψˆ)
H3w2
(177)
≤ − 2
H3
〈∇H,∇u〉 − ne
−2f
maxΣt H
2
λ′′
λ
u+
C4
H3w2
(1 + λ′)|η|−α. (178)
Now by using the assumptions of the Lemma we find,(
∂t − 1
H2
∆
)
u ≤ − 2
H3
〈∇H,∇u〉 − 1
n
u+ C5e
− γ
n
tu+ C6e
1
n
(1+β−α)t, (179)
and when combined with Lemma 3.4 and Corollary 3.5 we find,(
∂t − 1
H2
∆
)
u ≤ − 2
H3
〈∇H,∇u〉 − 1
n
u+ C7e
− γ
n
t + C6e
1
n
(1+β−α)t. (180)
Now by applying the comparison principle to this ODE we find,
u ≤
(
max
Σ0
u+
nC7
γ − 1 +
nC6
α− β − 2
)
e−t/n − nC7
γ − 1e
− γ
n
t − nC6
α− β − 2e
1
n
(1+β−α)t, (181)
and hence by unpacking the definition of u we find,
H ≥ 1
(maxΣ0 w) e
t/n
((
maxΣ0 u+
nC7
γ−1 +
nC6
α−β−2
)
e−t/n − nC7
γ−1e
− γ
n
t − nC6
α−β−2e
1
n
(1+β−α)t
) (182)
=
1
(maxΣ0 w)
((
maxΣ0 u+
nC7
γ−1 +
nC6
α−β−2
)
− nC7
γ−1e
1
n
(1−γ)t − nC6
α−β−2e
1
n
(2+β−α)t
) (183)
5 Examples
In this section we give some examples to show that the conditions of section 3 are satisfied
for a rich set of metrics gˆ. The philosophy throughout is to understand the conditions on
f and λ solely in terms of coordinate derivatives where the choice of f and λ are simply
understood. The first example is similar to the cases already handled in a stronger way by
Ding [7], Scheuer [17], Mullins [16] and Zhou [21] but we start with this case since we will
build on it in later examples.
Example 5.1.
RcΠ ≥ nρσ, f = 0, λ ≥ 0, λ′ > 0 and λ′′ ≥ 0 (184)
λ′′λ+ ρ− λ′2 > 0 (185)
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In this case we can see that Σt will remain strongly star-shaped since
gˆ(J (f, λ, V ), η) =
(
λ′′ +
|η|
n
)
|η|+ 1
n
R¯c(V, V )|η|2 (186)
=
(
λ′′ +
λ
n
)
λ− λ′′λ+ (n− 1)
n
(
λ′′λ+ ρ− λ′2) g¯(V S, V S) > 0 (187)
Then we can also obtain lower bound on H since this only requires λ′′ ≥ 0.
G(f, λ) = λ′′λ > 0 (188)
Then by the fact that λ′ ≥ 0 we can obtain an upper bound on |η| and it is a fairly mild
condition to assume that Rc(V, V ) ≥ −C in this case in order to get an upper bound on H.
So we obtain long time existence in this case but it is difficult to find choices of λ which
yield asymptotically flat manifolds with positive scalar curvature in this case. It is fairly
easy to find examples which are asymptotically hyperbolic with R ≥ −(n + 1)n such as
λl,p,q(r) = sinh(lr) +
1
rp
+ e−qr for 0 < p ≤ 1
n−1 and 0 < l, q ≤
√
n(n− 1).
Example 5.2.
Π = Sn, f = 0, λ ≥ 0, λ′ ≥ 0 and λ′′ ≤ 0 (189)
In this case it is quick to check that for choices of V one can find
J (f, λ, V ) ≥ 0 (190)
but the issue is that we will not be able to obtain the lower bound on H, since this requires
λ′′ ≥ 0 which is crucial to long time existence. Though, by the assumption that λ′ ≥ 0 we can
obtain an upper bound on |η| and it is a fairly mild condition to assume that Rc(V, V ) ≥ −C
in this case in order to get an upper bound on H.
Example 5.3. Π = Sn, λ = r, r2frr + rfr > δ > 0 and
gˆ(G(f, r), η) = gˆ(∇ˆη∇ˆf + ∇ˆf + |∇ˆf |2η, η) (191)
= e2f g¯(∇ˆη∇ˆf + ∇ˆf + |∇ˆf |2η, η) (192)
= e2f
(
η(η(f))− (∇ˆηη)f + η(f) + |∇ˆf |2g¯(η, η)
)
(193)
= e2f
(
r∂r(r∂r(f))− ψˆη(f) + η(f) + |∇ˆf |2g¯(η, η)
)
(194)
= e2f
(
r2frr + rfr + |∇ˆf |2g¯(η, η)− η(f)2
)
(195)
= e2f
(
r2frr + rfr + ei(f)
2
) ≥ e2f (r2frr + rfr) (196)
where ei is a orthonormal basis of S
n w.r.t gˆ. So we see that we just need to choose f so that
rfrr + fr > δ which is nice since we have freedom in how we choose f in the S
n direction.
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The idea of the next calculation is to rewrite gˆ(J (f, λ, V ), η) solely in terms of f and
coordinate derivatives of f so that we can get an idea of the freedom we have to choose f
while requiring gˆ(J (f, λ, V ), η) to be bounded away from zero.
gˆ(J (f, r, V ), η) = gˆ(∇ˆη∇ˆf + ∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
R¯c(V, V )η, η) (197)
= e2f
(
r2frr + rfr + |∇ˆf |2g¯(η, η)− η(f)2 + r
2
n
+
r2
n
R¯c(V, V )
)
(198)
= e2f
(
r2frr + rfr + r
2|∇¯f |2 − (n− 1)
n
r2|∇¯f |2g¯(V, V ) + (n− 1)
n
r2V (f)2 − η(f)2 + r
2
n
)
(199)
− 1
n
r2e2f
(
(n− 1)∇¯∇¯f(V, V ) + ∆¯f g¯(V, V )) (200)
So if we assume that V is a vector of unit length w.r.t. g¯ then we find
gˆ(J (f, r, V ), η) = e2f
(
r2frr + rfr +
r2
n
|∇¯f |2 + (n− 1)
n
r2V (f)2 − η(f)2 + r
2
n
)
(201)
− 1
n
r2e2f
(
(n− 1)∇¯∇¯f(V, V ) + ∆¯f) (202)
and furthermore, we can compute ∆¯f
∆¯f = frr +
feiei
r2
− (∇¯∂r∂r)(f)−
1
r2
σij(∇¯eiej)(f) = frr +
∆˜f
r2
(203)
where σ, ∇˜ represents the metric and covariant derivatives on the sphere Sn, respectively,
which depend on the basis, {e1, ...en} chosen.
So now if we let n = 2 we find
gˆ(J (f, r, V ), η) = r2e2f
(
frr +
fr
r
+
1
2
(|∇¯f |2 + V (f)2 − 2∂r(f)2 + 1)
)
(204)
− r
2
2
e2f
(
V (V (f)− (∇¯V V )(f) + frr + ∆˜f
r2
)
(205)
=
r2
2
e2f
(
frr + 2
fr
r
+ (|∇¯f |2 + V (f)2 − 2∂r(f)2 + 1)− V (V (f)) + (∇¯V V )(f)− ∆˜f
r2
)
(206)
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Now if we let V = V0∂r + Vi∂ei where V
2
0 + V
2
i = 1 then we find
V (f)2 = V 10 f
2
r + V
2
i f
2
ei
(207)
V (V (f)) = (V0∂r + Vi∂ei)((V0∂r + Vj∂ej )(f)) (208)
= V 20 frr + V0V0rfr + 2V0Vjfrej + V0Vjrfej + ViV0ifr + ViVjfeiej + ViVjeifej (209)
= V 20 frr + 2V0Vjfrej + ViVjfeiej + V0V0rfr + V0Vjrfej + ViV0eifr + ViVjeifej
(210)
(∇¯V V )(f) = (∇¯V0∂r+Vi∂ei (V0∂r + Vj∂ej)(f) (211)
= V 20 (∇¯∂r∂r)(f) + V0Vj(∇¯∂rej)(f) + ViV0(∇¯ei∂r)(f) + ViVj(∇¯eiej)(f) (212)
+ V0V0rfr + ViV0eifr + V0Vjrfej + ViVjeifej (213)
= 2V0Vi
fei
r
+ ViVj(∇˜eiej)(f) + V0V0rfr + ViV0eifr + V0Vjrfej + ViVjeifej (214)
where ∇˜ represents covariant derivatives on the sphere Sn which depend on the basis chosen.
Now we can find
gˆ(J (f, r, V ), η) = r
2
2
e2f
(
1 + (V 20 − 1)f 2r + (
1
r2
+ V 2i )f
2
ei
+ (1− V 20 )frr − 2V0Vjfrej − ViVjfeiej )
)
(215)
+
r2
2
e2f
(
2
fr
r
+ 2V0Vi
fei
r
+ ViVj(∇˜eiej)(f)−
∆˜f
r2
)
(216)
In particular we have the formula for the scalar curvature
Rˆ = −ne−2f (2∆¯f + (n− 1)|∇¯f |2) (217)
= −ne−2f
(
2frr + 2σ
ij feiej
r2
− 2 1
r2
δij(∇˜eiej)(f) + (n− 1)f 2r + (n− 1)
f 2ei
r2
)
(218)
where we see by the other conditions that it is difficult to have Rˆ ≥ 0 but it is certainly
possible to impose the condition that Rˆ ≥ −n(n + 1).
Example 5.4. RcΠ ≥ nρσ, λ > 0, frr + λ′λ fr + e−2f λ
′′
λ
≥ δ > 0
gˆ(G(f, r), η) = gˆ(∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + |∇ˆf |2η, η) (219)
= e2f g¯(∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + |∇ˆf |2η, η) (220)
= e2f
(
η(η(f))− (∇ˆηη)f + λ′η(f) + |∇ˆf |2g¯(η, η) + e−2fλ′′λ
)
(221)
= e2f
(
λ∂r(λ∂r(f))− ψˆη(f) + λ′η(f) + |∇ˆf |2g¯(η, η) + e−2fλ′′λ
)
(222)
= e2f
(
λ2frr + λλ
′fr + |∇ˆf |2g¯(η, η)− η(f)2 + e−2fλ′′λ
)
(223)
= e2f
(
λ2frr + λλ
′fr + ei(f)2 + e−2fλ′′λ
) ≥ e2fλ2(frr + λ′
λ
fr + e
−2f λ
′′
λ
)
(224)
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where again we see the freedom in the Πn direction.
The idea of the next calculation is to rewrite gˆ(J (f, λ, V ), η) solely in terms of f and λ
and coordinate derivatives of f and λ so that we can get an idea of the freedom we have to
choose λ and f while requiring gˆ(J (f, λ, V ), η) to be bounded away from zero.
gˆ(J (f, λ, V ), η) = gˆ(∇ˆη∇ˆf + e−2fλ′′∂r + λ′∇ˆf + (|∇ˆf |2 + 1
n
)η +
1
n
Rc(V, V )η, η) (225)
= e2f
(
λ2frr + λλ
′fr + |∇ˆf |2g¯(η, η)− (n− 1)
n
λ2|∇¯f |2g¯(V, V )
)
(226)
+ e2f
(
(n− 1)
n
λ2V (f)2 − η(f)2 + e−2fλ′′λ+ λ
2
n
)
(227)
− λ2e2f
(
(n− 1)
n
∇¯∇¯f(V, V ) + 1
n
∆¯f g¯(V, V )
)
+ e2f
λ2
n
R¯c(V, V ) (228)
Now we can compute ∆¯f
∆¯f = frr +
feiei
λ2
− (∇¯∂r∂r)(f)−
1
λ2
σij(∇¯eiej)(f) = frr +
∆˜f
λ2
(229)
where σ, ∇˜ represents the metric and covariant derivatives on Πn, respectively, which depend
on the basis, {e1, ...en} chosen.
Furthermore, if assume that V is unit length w.r.t. g¯ and use (229) then we find
gˆ(J (f, λ, V ), η) ≥ e2f
(
λ2frr + λλ
′fr +
λ2
n
|∇¯f |2 + (n− 1)
n
λ2V (f)2 − η(f)2 + e−2f λ
′′
λ
+
λ2
n
)
(230)
− λ2e2f
(
(n− 1)
n
V (V (f))− (n− 1)
n
(∇¯V V )f + 1
n
frr +
∆˜f
nλ2
)
(231)
+ e2fλ2
(
−λ
′′
λ
+
(n− 1)
n
(
λ′′
λ
+
ρ− λ′2
λ2
)g¯(V S, V S)
)
(232)
= λ2e2f
(
λ′
λ
fr +
1
n
|∇¯f |2 − (n− 1)
n
V (V (f)) +
(n− 1)
n
(∇¯V V )f − ∆˜f
nλ2
− (1− e−2f )λ
′′
λ
)
(233)
+ λ2e2f
(
(n− 1)
n
frr +
(n− 1)
n
V (f)2 − f 2r +
1
n
+
(n− 1)
n
(
λ′′
λ
+
ρ− λ′2
λ2
)g¯(V S, V S)
)
(234)
and if we further assume that n = 2 and let V = V0∂r + Vi∂ei where V
2
0 + V
2
i = 1 then we
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find
gˆ(J (f, λ, V ), η) ≥ λ
2
2
e2f
(
2
λ′
λ
fr + |∇¯f |2 − V (V (f)) + (∇¯V V )f − ∆˜f
λ2
− (1− e−2f)λ
′′
λ
)
(235)
+
λ2
2
e2f
(
frr + 1 + V (f)
2 − 2f 2r +
(
λ′′
λ
+
ρ− λ′2
λ2
)
|V S|2g¯
)
(236)
=
λ2
2
e2f
(
2
λ′
λ
fr + (1− V 20 )frr − 2V0Vjfrej − ViVjfeiej + ViVj(∇˜eiej)(f)−
∆˜f
λ2
)
(237)
+
λ2
2
e2f
(
1 + (V 2i + e
−2f − 1)λ
′′
λ
+ V 2i
ρ− λ′2
λ2
+ (V 20 − 1)f 2r + (
1
λ2
+ V 2i )f
2
ei
+ 2V0Vi
λ′fei
λ
)
(238)
by which we see that the conditions λ′′ ≥ 0, ρ > 0, λ′2 ≤ ρ, fr ≥ 0, frr ≥ 0, and the
Πn hessian of f being negative are preferred in this case in order to bound gˆ(J (f, λ, V ), η)
away from zero. Notice that these preferences agree with the condition (224) in order to get
long time existence. Any problem terms which involve derivatives in the Πn direction can
be chosen as small as needed to preserve the bounds from the radial choices and V can be
chosen as close to ∂r as necessary.
Now we calculate the scalar curvature using the formulas found in [15]
Rˆ = e−2f
(
R¯ − 2n∆¯f − n(n− 1)|∇¯f |2) (239)
≥ e−2f
(
n(n− 1)(ρ− λ′2)
λ2
− 2nλ
′′
λ
)
(240)
− e−2f
(
2n
(
frr +
∆˜f
λ2
)
+ n(n− 1)(f 2r +
f 2ei
λ2
)
)
(241)
where we see now that it is reasonable to choose an f and λ so that Rˆ ≥ 0 in this case
because of the extra freedom that λ provides in the equation above. Some of the conditions
which cause Rˆ ≥ 0 are at odds with the conditions needed above but there is enough freedom
to choose combinations of preferences to satisfy all conditions necessary to find existence of
solutions to IMCF for some T > 0 which is relevant for proving stability of the PMT and
RPI as in [2].
More excitingly we see that one can easily satisfy the condition Rˆ ≥ −6 in order to get
long time existence of IMCF for asymptotically hyperbolic manifolds. When you combine
this fact with the asymptotic results of section 4 and the results of the author [3] one can
show stability of the PMT and RPI for asymptotically hyperbolic manifolds.
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