Abstract. Consider the problem of minimizing, over a polyhedral set, the composition of an affine mapping with a strictly convex essentially smooth function. A general result on the linear convergence of descent methods for solving this problem is presented. By applying this result, the linear convergence of both the gradient projection algorithm of Goldstein and Levitin and Polyak, and a matrix splitting algorithm using regular splitting, is established. The results do not require that the cost function be strongly convex or that the optimal solution set be bounded. The key to the analysis lies in a new error bound for estimating the distance from a feasible point to the optimal solution set.
1. Introduction. Consider the problem of minimizing a strictly convex essentially smooth function subject to linear constraints. This problem contains a number of important optimization problems as special cases, including (strictly) convex quadratic programs, "x ln(x)" entropy minimization problems [Fri75] , [Her80] , [Jay82] , [JOS84] , [LaS81] , [Pow88] , and "-ln(x)" minimization problems [FiM68] , [GMSTW86] , [JOS84] , [Son88] . A popular approach to solving this problem is to dualize the linear constraints to obtain a dual problem of minimizing, over a box, the composition of a strictly convex essentially smooth function with an affine mapping; then to apply a feasible descent method to solve the dual problem (see [Cen88] , [CeL87] , [COP82] , [Cry71] , [Hi157] , [Kru37] , [LaS81] [TsB87b] and references therein). Popular choices for the descent method include a gradient projection algorithm of Goldstein [Go164] and Levitin and Polyak [LeP65] , the coordinate descent algorithm, and a matrix splitting algorithm using regular splitting [Ke165] , [Man77] , [OrR70] , [Pan82] .
An outstanding theoretical question concerns the rate of convergence of the iterates generated by the above solution approach. Most of the existing rate of convergence results require restrictive assumptions on the problem, such as that the cost function be strongly convex, which unfortunately do not hold in many practical situations. In fact, owing to the possible unboundedness of the optimal solution set, even the con-show linear convergence for two of the aforementioned algorithms: the gradient projection algorithm using small stepsizes (and under an additional Lipschitz assumption on the gradient) [BeG82] and the coordinate descent algorithm [LuW89b] . (Here and throughout, we mean by "linear convergence" the R-linear convergence in the sense of Ortega and Rheinboldt [OrRT0] .) In fact, the results for the gradient projection algorithm extend to variational inequality problems [BeG82] .
In this paper, we extend the proof ideas and the results of [LuT89b] to a general class of feasible descent methods, including the aforementioned algorithms. In particular, we consider an extension of the above dual problem in which the constraint set is any polyhedral set, not just a box; we give general conditions for a feasible descent method to be linearly convergent when applied to solving this problem; and we show that the aforementioned algorithms (gradient projection, matrix splitting, etc.) satisfy these conditions and hence are linearly convergent when applied to solving this problem. The key to our analysis lies in a new bound for estimating the distance from a feasible point to the optimal solution set which, unlike many existing bounds, holds without requiring the cost function to be strongly convex.
We formally state our problem below. Let By interchanging the role of y with that of z in (2.4) and adding the resulting relation to (2.4), we also obtain z u) > e llz Vz (By (2.8), I(x) is active at x for all x e X g CI).
We next have the following lemma, which roughly says that if x X is sufficiently close to X* then those constraint indices that are active at x are also active at some element of X*. For any x Nn, let (x) denote the Euclidean distance from x to X*, i.e.,
By using Lemmas 2.1 and 2.6, we can establish the main result of this section, which roughly says that, for all x E X n C f sufficiently close to X*, (x) can be bounded from above by the norm of the residual x-Ix-Vf(x)]+. A few remarks about (3.6) are in order. Condition (3.6) roughly says that the iterates {x r } should eventually identify those constraints representing X that are active at some optimal solution. To see why this helps us to show (3.2), consider the case where X is simply a box (i.e., bound constraints). In this case, (3.6) translates to say that, for all r sufficiently large, those coordinates x[ of x r for which d* > 0 (respectively, d < 0) become fixed at the upper (respectively, lower) bound of x, which is also the bound that is active for any optimal solution. Then, it follows that, for each such r, there holds (d*,x x*) 0, for all x* e X* (compare with (3.9)) from which (3.2) readily follows. The scalars {c: } can be thought of as stepsizes and are introduced to model algorithms which incorporate stepsizes into their iterations (such as the gradient projection algorithm and algorithms that employ line search steps). The COROLLARY 3.1. Suppose that {xr} satisfies (3.1), (3.3), and (3.6) for some scalars 1, 3, ro, rl, some bounded sequence of scalars {ar} bounded away from zero and some sequence of n-vectors e r --O. Then {f(xr)} converges at least linearly to the optimal value of (1.2) and {xr} converges at least linearly to an element of X*. 4 . Linear convergence of a gradient projection algorithm. In this section, we make (in addition to Assumptions 1.1 and 1.2) the following assumptions on f. Consider the following algorithm of Goldstein [Go164] and of Levitin and Polyak [LeP65] applied to solve this special case of (1.2).
GRADIENT PROJECTION ALGORITHM.
Let a E (0, 1), a_ e (0,2(1-a)/L) and ( > a be given scalars. At the rth iteration, we are given an x r X (with x chosen arbitrarily) and we compute a new iterate x +1 in X according to We remark that the restriction (4.2) is fairly mild and is satisfied by a number of well-known stepsize rules for the gradient projection algorithm, including (i) the rule given by [Go164] and [LeP65] " e <_ a " <_ 2/L-e, with e e (0, 1/L] a given scalar; (ii) the Armijo-like rule given by [Ber76] (also see [Dun81] ) in which a r is the largest nonnegative power of a given scalar / e (0, 1), multiplied by another given positive scalar, such that x r+l given by (4.!) satisfies f(xr) f(xr-+-1) _ c (Vf(xr),x r xr/), for some other given scalar n (0,1); and (iii) the Goldstein rule (see [Go174] for details).
The above gradient projection algorithm has been studied very extensively (see, e.g., [Ber76] , [BeG82] , [CaM87], [Che84] , [Dun81] , [Dun87], [GaB82] , [GaB84] , [Go164] , [Go174] , [LeP65] , [McT72] ). Typically, a rate of convergence result for this algorithm requires some type of strong convexity assumption on f (see [Dun81] , [Dun87], [LeP65] ). An exception to this is a result of Bertsekas and Gafni [BeG82] The idea of introducing the error vector h r in this manner is adopted from Mangasarian [Man90] . We remark that in some special cases, such as when X is a box and B is lower triangular, (5.5) can be solved exactly (see [LiP87] ), but in general this is not possible. Let y denote the smallest eigenvalue of the symmetric part of B C (which by hypothesis is positive) and let e be a fixed scalar in (0, /2]. We will consider the following restriction on h r governing how fast h tends to zero: (5.6) It can be verified, by using the linear convergence property of {x r } shown below (see Theorem 5.1), that (5.6) is a special case of the criteria introduced by Mangasarian for the case of a symmetric splitting (see [Man90, Alg. 2.1]). This criterion can be met, for example, by appropriately terminating any iterative method used to solve (5.5). To illustrate, fix r and suppose that we have a sequence of points converging to the solution of (5.5). (Methods for generating such a sequence are described in, for example, [BeT89] .) Suppose that the limit is not x (otherwise x r is already in X*) and let F" n n be the continuous function given by F(y) [y-By-Cx r -q]+.
Then, for all points y sufficiently far along in this sequence we have Jl(I-B)(y F(y))II )llx" F(y)II.
(This is because the limit, say , is not equal to x and satisfies F().) Take any such point y and set h" (I-B)(y-F(y)),
x,'+ F(y).
Then, h r and x r+ satisfy (5.3) and (5.6).
In the special case where X is a box, the above matrix splitting algorithm has been very well studied (see [Man77] , [Pan82] and have applied it to two well-known algorithms" the gradient projection algorithm of Goldstein and Levitin and Polyak, and the matrix splitting algorithm using regular splitting. The key to this framework lies in a new bound for estimating the distance from a feasible point to the optimal solution set.
There are a number of directions in which our results can be extended. For example, the bound of Theorem 2.1 can be shown to hold locally for any quadratic (possibly nonconvex) function f, which enables us to extend the results of 5 to symmetric nonmonotone linear complementarity problems. In fact, the same bound can be shown to hold locally for nonsymmetric linear complementarity problems as well. (An example given by Mangasarian and Shiau [MaS86, Ex. 2.10] shows that this bound does not hold globally for nonsymmetric problems.) We hope to report on these extensions in the future. Finally, it would be worthwhile to find descent methods, other than those treated here, to which our linear convergence framework can be fruitfully applied. In fact, we have been able to apply this framework to the coordinate descent algorithm to obtain a proof of its linear convergence simpler than that given in [LuT89b] .
