We use a machine learning algorithm called Adaboost to find direction-of-change patterns for the S&P 500 index using daily prices from 1962 to 2004. The patterns are able to identify periods to take long and short positions in the index. This result, however, can largely be explained by first-order serial correlation in stock index returns. JEL Classification Numbers: C45, G11, G14
-Introduction
Is a move upward or downward in stock prices predictable? A considerable amount of work has been devoted to examining whether or not this is feasible. Even though the presence of linear predictable components in stock returns is nowadays widely accepted (see, e.g., Fama [1] , Lo and MacKinlay [2] , Conrad and Kaul [3] , Jegadeesh [4] and Kaul [5] ), the existence of a function (or formula) which expresses the likelihood of a market fluctuation is not.
Recent advances in both analytic and computational methods, however, have helped empirical investigation on the behavior of security prices. Particularly, directionof-change (or sign) predictability is currently evaluated via either supervised learning techniques or machine learning algorithms or classifier induction techniques (see, e.g., Apte and Hong [6] , Tsaih, Hsu, and Lai [7] , Zemke [8] , Chen, Leung, and Daouk [9] , Kim [10] , Rodriguez and Rodriguez [11] and O'Connor and Madden [12] , among others). Although this branch of research provides evidence in support of the existence of a function that discriminates up from down movements, it is not clear whether or not machine learning algorithms are extracting information beyond that contained in autocorrelation patterns.
In this paper, we reexamine the sample evidence of direction-of-change predictability in weak-form tests. In particular, we use a machine learning algorithm that is among the most popular and most successful for classification tasks called Adaboost.
One of the main properties that make the application of Adaboost to financial databases interesting is that it has showed, in many applications (albeit in non-financial databases), robustness against overcapacity and produced, in many cases, low test-set error.
When we apply Adaboost to S&P 500 daily data, one main conclusion emerges about stock return predictability. We show that periods characterized by high first-order serial correlation in stock returns allow both in-sample and out-of-sample direction-ofchange predictability. In essence, the lack of autocorrelation in stock returns does not permit Adaboost to discover a function that discriminates between upwards and downwards movements better than random. Indeed, simple random classifiers (i.e., cointoss classifiers) are able to explain the apparent predictability in such periods.
In Section 2, we provide a brief review of machine learning algorithms and describe in detail the specific machine learning algorithm we use in our analysis:
Adaboost. We apply this algorithm to the daily returns of the S&P 500 stock index from 1962 to 2004 and report the results in Section 3. To check the accuracy of our predictions, we estimate several random classifiers and autoregressive models and the results are also given in Section 3. Finally, in Section 4 we offer some concluding remarks.
-Machine Learning Algorithms and Adaboost
The starting point for any study of stock return predictability is the recognition that prices, or more specifically, returns develop in either a linear or nonlinear fashion over time and that their behavior contain certain stable patterns. 1 In order to obtain those patterns, we start by declaring that stock price movements { satisfy an expression like the following:
} y 
where is the number of potential predictors (or inputs), is the realization of the factor for the asset at time ( ) ϕ i is an unknown smooth function that maps the lagged predictors to the response variable, t ε is the noise component and is the "output" or "response" variable y , y C ∈ where is the set of class labels. In this paper, 0 otherwise.
In other words, positive equity premiums were codified with 1's. Hence, we consider here a two-class case, i.e., {0,1}.
When stock price movements are expressed as in Equation (3), it is evident that quantitative patterns may emerge from the application of machine learning algorithms.
But just how useful are these uncovered patterns?
To answer this question empirically, we must test the in-sample and, more importantly, the out-of-sample discriminatory accuracy of the learning algorithms used to uncover ˆ( ) ϕ ⋅ . In Section 2.A, we provide a brief review of Adaboost. Section 2.B briefly describes tree-based models. 1 As pointed out by Bossaerts and Hillion [13] , there are not intuitive economic reasons why the set of significant variables should erratically change form one month to the next. 
A. Adaboost
Boosting was created from the desire to transform a collection of weak classifiers into a strong ensemble or weighted committee. It is a general method for improving the performance of any learning algorithm. Boosting was proposed in the computational learning theory literature by Schapire [14] and Freund [15] . Freund and Schapire [16] solved many practical difficulties of earlier boosting algorithms with the creation of Adaboost.
Much has been written about the success of Adaboost in producing accurate classifiers. In fact, one of the main characteristic of this procedure is that the test error seems to consistently decrease and then level off as more classifiers are added, without having an ultimately increase. The main steps of the Adaboost's algorithm are: Graphics with the ada add-on package developed by Culp, Johnson, and Michailidis [18] .
B. Tree-based models
The origins of classification trees or hierarchical classification come from two areas of investigation. In the field of statistical pattern recognition Breiman, Friedman, Olshen, and Stone [19] developed a technique named CART (Classification and Regression Trees). The Machine Learning community provided a computer program called ID3, which evolved into a new system named C4.5 (see Quinlan [20, 21] ).
Tree-based techniques involve partitioning the explanatory variables space into a set of rectangles and then fit a simple model to each one. A tree-based model tries to find the split that maximizes the decrement in a loss function in order to make a tree grow.
This is done iteratively until a certain amount of observations is reached or no further decrements in the loss function are found. More formally, a tree may be expressed as,
with parameters
Where j γ (a constant) is assigned to a region ( j R ). The constant can be a value, a probability or a class label assigned to an element in the region j R . is usually treated as a meta-parameter and can be interpreted as the maximum amount of admissible interactions among explanatory variables less one, and
indicator function. It is worth mentioning that J also represents the stopping criteria of the top-down algorithm of the tree-based models (briefly described below) and that we fixed to two. In other words, we use the so-called stumps. Here the parameters
are found by minimizing the empirical risk, like in the following equation:
where ( ) L • denotes a loss function. This is an extraordinary combinatorial optimization problem, so we must rely on sub-optimal solutions. The aforementioned optimization problem can be divided into two parts. denote the right daughter region. Then each of these two daughter regions is optimally partitioned with the same strategy, and so forth.
In this paper, we replaced the loss function with the Gini index, given by 
-Empirical Results
The empirical application uses S&P 500 daily closing prices from August 7, 1962 to
December 31, 2004. The data set was divided into four non-overlapping sets. Since it is well-known that the ultimate measure of quality of a learner is its generalization performance, we divided each set into two sub-samples. The first sub-sample is used for training, whereas the second sub-sample is used for testing. We assume that future stock price movements{ may be related to past returns, as in the following equation: } y 1 2 4 ( ,..., ), 25,...,
where equals 1 if the return observed at time i { } is greater than zero, 0 otherwise.
We applied the algorithm described in Section 2.A to the each training set. The results are shown in Table 1 .
i y i r **************** Table 1 about here **************** Table 1 assesses the extent to which the estimated function deviates from the incorrect predictions. These accuracy measures are described in more technical detail in the Appendix.
In the first two data sets, the bias plays a significant role in its contribution to the error rate. In other words, the systematic loss incurred by the functions is higher than the total error rate. Moreover, Adaboost's error has a positive relationship with the total number of iterations {M}. Evidently, this later result indicates that Adaboost rapidly over-fits the data.
In contrast, in the last two data sets, the bias is lower than the error rate. This only occurs when the loss incurred by function's fluctuations around the central tendency in response to different samples has a direct effect on error. Note also how the error decrease has the number of iterations increases.
We simulated 1000 coin-toss classifiers for each data set to analyze the extent to which the results reported in Table 1 can be explained by randomness. To obtain each random classifier, we generate random values from a discrete distribution in which two values where possible: 1's and 0's. Each value was assigned 50 per cent probability. The results for each data set are shown in Table 2 .
**************** Table 2 about here **************** Table 2 shows the distribution of the error rate of the random classifiers. As can be seen, randomness can explain up to 46 percent, approximately, of out-of-sample errors. Thus, classifiers achieving higher out-of-sample error rates can be considered as random. In fact, only in the first two data sets was Adaboost able to obtain lower out-ofsample error rates. But what are the factors that affect Adaboost's ability to discriminate between stock price movements?
One possible way to answer this question is to gauge traditional benchmarks. In doing so, we can evaluate whether or not simple linear models are able to explain Adaboost's predictability. To that end, we estimated a simple first-order autoregressive model for each period, and the results are shown in Table 3 .
**************** Table 3 about here **************** Table 3 displays the same accuracy measures as Table 1 . In addition, Table 3 shows the AR(1) model estimated in the training sample of each data set. Not surprisingly, a simple autoregressive model is able to obtain very similar direction-ofchange predictability as Adaboost. Similar to Table 1 , the autoregressive models are able to obtain in-sample predictability but fail to detect out-of-sample predictability in the last two data sets. The disappearance of the predictability documented here is consistent with Allen and Karjalainen [23] 's results.
-Concluding remarks
In this paper, we have implemented a classifier induction approach to analyze the sample evidence on return predictability. We obtain the following general results. First, periods characterized by high first-order serial correlation in stock returns allow both in-sample and out-of-sample direction-of-change predictability. Specifically, a powerful machine learning algorithm called Adaboost is able to find a stable function which discriminates, better than randomly made decisions, between upward and downward movements.
Second, Adaboost does over-fit. Functions induced in periods characterized by the lack of autocorrelation in stock returns are able to obtain in-sample predictability but fail to detect out-of-sample predictability. In fact, in many cases, Adaboost's out-of-sample performance decreases as more iterations are run. We have also examined different
Adaboost specifications, such as using 4-and 8-node tree-based models instead of stumps, and achieved faster over-fitting.
There are several natural extensions to our analysis. First, machine learning algorithms can be used to examine large price change predictability. They can also be modified to study predictability of large absolute price movements, which are useful for option trading strategies. Second, machine learning algorithms are sufficiently flexible to examine the performance of nested models. For example, one can induce classifiers for small-cap indices using small-cap's or large-cap's lags, and evaluate the lead-lag effect in terms of movement predictability. Finally, machine learning algorithms can be used to identify risk exposures. For instance, we can codify costly lower-tail outcomes and search for "inputs" or "explanatory" variables that help a machine learning algorithm discriminate between the costly lower-tail outcomes and the remainder of outcomes. We hope to explore these issues more fully in future research.
Appendix: The Bias-variance decomposition of 0/1 loss function
The 0/1 loss function is usually the main criterion for classification problems, and may be represented as in the following equation:
where at time i, is the "output" or "response" variable i t , t C ∈ where is a set of class labels. In this paper, , where equals to 1 if the observed equity premium is higher than zero, 0 otherwise. is the predicted movement. equals to 1 if the predicted equity premium is higher than zero, 0 otherwise. equals to 1 if
Eî t y i ≠ , 0 otherwise. In other words, the 0/1 loss function represents one less the proportion of correctly predicted signs.
In the machine learning literature, the bias-variance decomposition is widely used as key tool for understating function approximation algorithms. Following Domingos [24] and Valentini and Dietterich [25] , bias and variance in a noise-free setting can be defined in terms of the main prediction. The main prediction can be defined as the movement that is predicted more often in the test sample. Thus, the bias (systematic loss incurred by the function) at time i can be computed as, In order to compute the aforementioned variables in a test set, we simply obtain the average for each variable. Clearly, if we want a good function that distinguishes between up-and-down movements, we want the bias and the unbiased variance to be small. 
