This paper is concerned with the type analysis of logic programs where, by type, we mean a property closed under instantiation. We define a chain of abstractions from Herbrand constraints to logical formulas via the set of their solutions. Every step of the chain is an instance of abstract interpretation. The use of logical formulas for type analysis is a generalization of the traditional Boolean domains and ÈÓ× for groundness analysis. In this context, implication is the logical counterpart of the use of linear refinement. While logical formulas can sometime be used for an actual implementation of our domains, in the general case they are infinite objects. Therefore, we apply a final abstraction from possibly infinite logical formulas to (finite) logic programs. Thus, logic programs are themselves used for the type analysis of logic programs. The advantage of our technique with respect to the many frameworks for type analysis present in the literature is that we have developed our domains by using the formal techniques of abstract interpretation and linear refinement. Therefore, their construction is guided by the underlying theory, from which their properties are derived.
Introduction
This paper is concerned with the type analysis of logic programs where, by type, we mean a downward closed property, that is, a property closed under instantiation. For instance, the set of integers and the set of lists are types, since once a variable is bound to an integer or a list it will maintain this property throughout the computation. Similarly, the set of all difference lists is a type. On the other hand, the set of all free variables is not a type since freeness can be lost by computation. Type analysis is the upward approximation of the success set of a program through types.
Type analysis of logic programs is important for optimization of unification as well as for verification. For instance, the programmer can use type analysis to check that the arguments of all procedure calls that can arise at run-time actually belong to some types. Note that we do not consider how to check whether they are input or output parameters. Similarly, if a compiler knows that a given variable is bound to an integer in a given program point then it can generate a specialized code for the unification of that variable.
A well-known and useful type, which distinguishes whether a term contains variables or not, is groundness [2, 10, 11] Partial and preliminary versions of this paper appeared in [25] and [32] .
Related work
It is common to divide approaches to types (in logic programming) into those that require the types to be declared by the user and those that expect them to be inferred by the system [43] . Type systems designed for the first approach are often said to be prescriptive whereas those intended for the second are called descriptive [41] . However, this division is rather artificial and instead, we prefer to see a continuous spectrum between completely type specified programs and untyped ones. At the top end of the spectrum, when the types are completely specified, the type checking is then a matter of exploiting any redundant information to check that the program and type declarations are consistent. When the rules for the type system together with a partial type specification in the program are sufficient to uniquely specify the program types, then type reconstruction is used to determine any missing type information [31, 36] . The majority of typed logic programming languages such as Gödel [24] and Mercury [46] use a combination of type checking and type reconstruction, the latter often being used to determine the types of the variables. If, however, insufficient or no type information is provided, then it is the job of a type inference tool to type the program so that the program is well-typed and any results that may be computed are also well-typed. In all cases, it is assumed that no type errors can occur at run-time. Although, in this paper, we are concerned with type inference and hence towards the lower end of this spectrum, we do assume that the types themselves are already defined. Moreover, as we are interested in generalizing the groundness analysis techniques to types, we require that these types enjoy the same downward closed property that the groundness domains possess. Such a condition on types is common in work on type analysis [8, 28] . In particular, this means that, if the analyser infers a typing of the program so that each clause is well-typed, then every instance of the clause will be well-typed. Regarding the actual approach to type analysis, some techniques are similar to those developed for (higher order) functional languages (see, for example, [3, 30, 40, 41, 49] ) while others are inspired by program verification methods [1] . Others use type graphs [28, 47] . We use here the abstract interpretation framework of [13] which is the basis for the type analysis techniques of many proposals [4, 8, 9, 28, 29, 33, 45, 48, 49] .
The first step in designing a type inference system based on abstract interpretation is to decide on the abstract domain. For type inference, it is important that the abstract domain can express generic dependencies between the types. As shown in [7] , if the types are ground (i.e. monomorphic), one cannot handle generic type dependencies. This is illustrated in [4] which describes an inference system which uses only ground types. As a result their abstract domains are usually infinite and hence impractical without widening. Polymorphic types using type variables (often called parameters) in the type language were first proposed for logic programming in [37] and then formalized in [22, 26] , 1 although these were intended for use with type checking rather than type inference. These types have since been adapted in a number of ways for use with type inference systems, such as in [29, 33, 48] . The use of parametric polymorphism to express type dependencies between a procedure's arguments is a standard solution, used for instance in [4, 9, 28, 49] . The same solution is used in the framework of regular approximation of the success set in [18, 49] . However, the use of type variables does not allow one to express all type dependencies between argument positions. Only in [4, 8, 42] are there examples of domains which explicitly allow one to express type dependencies between polymorphic types.
There are two ways in which groundness analysis may be generalized to types. First, as is the case in [45] , the property of groundness itself can be generalized. There, it is assumed that the language is already completely typed and the authors provide a means of constructing mode domains for representing different degrees of instantiation of well-typed expressions occurring in the execution of a program. Thus the typed modes generalize the property of whether or not a variable is bound to a ground term and are intended for use with abstract compilation. Secondly, as described in [8] , polymorphic types may be obtained through a generalization of a domain like ÈÓ×, the domain for propagating groundness. There, it is assumed that the usual properties that hold for ÈÓ× in the case of groundness still hold for its generalization to types. For instance, logical conjunction between formulas is used as conjunction operator and Schröder elimination as cylindrification operator. However, it is not obvious at all that these operators, which are optimal in the case of groundness analysis, as shown in [11] , are even correct in the general case of type analysis and no proof is given. Although in [9] a domain with properties similar to those of ÈÓ× is defined, it is not a generalization of ÈÓ×. For instance, it is not made of logical formulas. Finally, in [42] , ÈÓ× is combined with type information. However, their construction is not the result of any automatic, methodological construction which starts from the properties of interest and leads to the abstract domain.
Preliminaries
The powerset of a set Ë is A sequence is an ordered collection of elements. The set of sequences over Ë is denoted by Ë ṌËµ. If Ü is a sequence we will silently assume that Ü Ü ½ Ü Ð , where Ð is the length of the sequence.
S-semantics
We define the semantics of logic programs by the use of the s-semantics approach [6] . The s-semantics is a bottom-up, fixpoint definition of the set of computed answers of a program, though it can be rephrased for call pattern or resultant analysis [17] .
We assume there is an infinite set of program variables Î. For our purposes, we give a very abstract definition of constraint system over Î as a data structure together with three operations. In Subsection 2.3 we will see a more complex and useful constraint system. It turns out that the constraints of Example 2.2 track the set of variables used by the constraints of Subsection 2.3. Moreover, in the following sections we will present every abstract domain as a constraint system.
Given a constraint system, we can define the set of goals and programs. Note that this abstract syntax will be used only for the programs we want to analyse. When we consider a Prolog program before its transformation into the syntax of Definition 2.3, instead, we will use its standard syntax [27] . The meaning of a program is an interpretation, i.e. a map from predicate symbols to sets of constraints.
DEFINITION 2.4
An interpretation over the constraint system Î is a function Á ¥ ´ Î µ. The set of interpretations over Î is denoted by Á Î . The set Á Î is a complete lattice w.r.t. the ordering defined as Á ½ Á ¾ if and only if Á ½´Ô µ Á ¾´Ô µ for every Ô ¾ ¥. Given an interpretation, we define the evaluation of a goal (query), i.e. the set of computed answers obtained by executing the goal in a context where procedure calls are denoted by the interpretation.
The immediate consequence operator improves an interpretation for a program by using its clauses.
DEFINITION 2.6
Given a program È ¾ È Î , the immediate consequence operator In the following, we will instantiate the definitions of this subsection with various constraint systems, starting from that of existential Herbrand constraints.
Terms and substitutions
Given a set of variables Î , a set of function symbols ¦ with associated arity and ¾ AE, we
We will always assume that ¦ contains at least one function symbol of arity ¼. We denote by Ú Ö×´Øµ the set of variables which occur in a term Ø. 
As usual, the subscript is omitted in Î when it is clear from the context. By we denote the associated equivalence relation (variance).
Existential Herbrand constraints
Let ¦ be a set of function symbols with associated arity and Î a finite set of variables. We define the set of finite sets of Herbrand equations Î as In the following, a constraint will stand for its equivalence class. Since, as shown above, every constraint can be put in an equivalent normal form, in the following we will consider only normal constraints. Therefore, existential Herbrand constraints can be seen as existential substitutions.
The set of existential Herbrand constraints can be seen as a constraint system, once it is endowed with the operations of Definition 2.1. 
Abstract interpretation
Abstract interpretation [13] is a theory developed to reason about the abstraction relation between two different domains (the concrete and the abstract domain).
We recall that a complete lattice Ä is a partially ordered set where least upper bound (or join, denoted by Ø) and greatest lower bound (or meet, denoted by Ù) exist for every sub- cise operator is optimal. The following properties are well known: the composition of correct operators is correct; the composition of precise operators is precise; but the composition of optimal operators is not necessarily optimal.
Consider our denotational semantics of Subsection 2.1 over a constraint system . It is traditional to define an equivalent operational semantics, in the form of a transition system. Every abstraction of forms a constraint system with the optimal (most precise) abstract counterparts of the operations of Definition 2.1 over . However, there is no guarantee that the precision of the instantiation with of the denotational semantics is the same as that of the instantation with of the operational one. When this is the case, we say that the abstract domain is condensing [21] .
Given an abstract domain , a domain refinement operator Ê yields an abstract domain Ê´ µ which is more precise than , i.e. which contains more points than [15, 19] . A classical domain refinement operator is the reduced product Ù of two domains and , both contained in another domain . It is isomorphic to the Cartesian product of and , modulo the equivalence relation ½ ½ ¾ ¾ if and only if ½ Ù ½ ¾ Ù ¾ . This means that pairs having the same meaning are identified. Linear refinement [20] is a slight generalization of Cousot's reduced power operation [12] . For our purposes, we consider only its instantiation to the case of downward closed sets of substitutions. Given
The set contains exactly those substitutions which, when unified with a substitution in , become a substitution in . If and are sets of substitutions satisfying some type property, you can view as the set of substitutions which transform the property into the property upon unification.
EXAMPLE 2.12
Given Ú ¾ Î , let Ú ¾ ¢ Î Ú Ö×´ ´Úµµ . The set Ú is the set of substitutions where the variable Ú is bound to a ground term. We have Ú ¾ ´¢ Î µ. Given Ü Ý ¾ Î , Equation The set Ä º Ä is then the collection of all possible intersections of arrows which can be built in the language which uses the properties in Ä. The condition Ä Ä º Ä means then that the properties in Ä are (degenerate) cases of intersections of arrows.
EXAMPLE 2.13
Using the notation of Example 2.12, the set Ú Ú ¾ Î is able to express basic facts about the groundness of single variables. The domain Ú Ú ¾ Î is able to express basic facts about the groundness of sets of variables. For instance, Ü Ý (traditionally written as ÜÝ) is the set of substitutions where both Ü and Ý are ground, for every Ü Ý ¾ Î . It has been proved [44] that the traditional domains and ÈÓ× for groundness analysis [2, 10, 11] can be derived from through linear refinement. Namely, we have and
ÈÓ×
. Moreover, ÈÓ× cannot be further linearly refined, i.e. ÈÓ× ÈÓ× ÈÓ×. We have º . In particular, given Ü ½ Ü Ò Î , it can be shown that 
Analysis
In this subsection we show that the problem of the analysis of a program can be reduced to that of the definition of an abstract interpretation of the concrete constraint system used by the program. Namely, if the concrete constraint system is abstracted by an abstract constraint system, the concrete semantics of the program is approximated by its abstract semantics [13] . Formally, let Î Î ¾ ´Îµ and Î Î ¾ ´Îµ be two constraint systems such that, for every Î ¾ ´Î µ, Î is partially ordered w.r.t. , Î is partially ordered w.r.t. Since the immediate consequence operator of Definition 2.6 works on set-theoretic complete lattices and is additive (Proposition 2.7), by the general theory of fixpoint and abstract interpretation [13] we conclude that, for every È ¾ È Î , we have
that is, the abstract semantics is a correct approximation of the concrete semantics. 
Abstract compilation
When, as in Definition 2.8, the fixpoint computation is based on a compositional definition, like that of Definition 2.5, the´ · ½ µ th iteration can re-use any intermediate results already computed during the th iteration that are known not to change. Such results are usually the denotations of some program parts which do not contain recursive procedure calls. Therefore, these parts can be replaced by their denotation and the fixpoint computed on this modified (partially compiled) program. This technique is traditionally known as abstract compilation [8, 23] , since it is an application of abstract interpretation where a program is iteratively compiled to its abstract denotation. This leads, in general, to a more efficient computation of the abstract fixpoint.
As a simple example of abstract compilation, we define below a partially compiled program, where only its constraints have been compiled. On the left-hand side, Equation (2.5) is used. On the right-hand side, instead, the original Definition 2.5 is used, since the constraints considered by Equation (2.5) have been compiled in « Î´È µ.
More aggressive abstract compilation techniques than that of Definition 2.14 can be implemented. In particular, by using the call graph of a program it is possible to compile the calls to procedures which have been already analysed.
Note that the hypothesis about the compositionality of the semantics is actually a hypothesis about the (concrete and abstract) domains. Indeed, a compositional definition like that of Definition 2.5 is meaningful if the operations of Definition 2.1 are defined on the domains, i.e. if the domains are constraint systems.
The domains ÓÛÒ and ËÓÐ
In this section we define a domain of downward closed sets of substitutions. Given a substitution , its downward closure represents the set of substitutions which are consistent with , i.e. which can be derived from with computation. 
While the definition of conjunction is the classical one for the case of downward closed sets of substitution and is justified by the above considerations, it turns out that an explicit definition of cylindrification on downward closed sets of substitutions was never given. The operations of Definition 3.1 are closed on ÓÛÒ Î . Moreover, they satisfy some interesting properties.
An existential Herbrand constraint ¾ À Î can be mapped into a downward closed set of substitutions through the map ×ÓÐ Î which yields the set of its solutions. However, this map is not onto.
PROPOSITION 3.4
If ¦ contains at least a constant and a functor symbol, then
In spite of this result, we can show that ÓÛÒÎ , Ö Ò Ñ ÓÛÒÎ and ÓÛÒÎ are closed on the set ×ÓÐ Î´ÀÎ µ.
PROPOSITION 3.5
Let Î ¾ ´Î µ and ½ ¾ ¾ À Î . the partial ordering, is isomorphic to À Î , and we know that the corresponding operations coincide (Proposition 3.5). The usefulness of ËÓÐ is that of presenting an existential Herbrand constraint as the set of its solutions. This will be very important in the next section. The above proposition and the fact that is onto entail that induces a Galois insertion from ´ËÓÐ Î µ into ÓÛÒ Î . Moreover, the operators on ÓÛÒ Î are the best abstraction through of the corresponding operators on ´ËÓÐ Î µ. PROPOSITION 3.9
The collecting semantics
(ii)
Type constraint systems
We have shown that the collecting semantics over existential Herbrand constraints can be abstracted into a semantics over the domain ÓÛÒ. This domain allows the representation of every downward closed property of logic programs. In general, the full power of ÓÛÒ is not needed. For instance, we might be interested in some downward closed property, like a set of types and their dependencies. This means that we want to abstract ÓÛÒ into a domain for a specific type system, where a type system specifies which downward closed properties we are interested in. From now on the abstraction becomes type-dependent.
Type systems and type constraint systems
A type system is a specification of the types to be used in the analysis. DEFINITION 
Note that the simplest way, in Definition 4.5, for choosing Ì Î ¨¡ Î in such a way that it is closed w.r.t. the three operations of that definition, is by letting Ì Î ¡ Î . However, we will see that this choice sometimes leads to redundancy in the type constraint system (Example 4.12).
Note that if Ø ÖÑ×´¡ µ is finite then the set¨¡ Î is finite too, and the resulting type constraint systems are finite. Moreover, the conjunction and the cylindrification operations become effective, while they are not computable in the general case. Finally, note that, for the type systems and AE of Example 4.2, cylindrification becomes the classical Schröder elimination [2] , since Ø ÖÑ×´¡ µ contains only a constant symbol whose evaluation is not empty. In the cylindrification operation, we need first to compute which are the possible sets È of types such that there exists a term Ø which belongs exactly to those types. We are obviously tempted to reduce Equation (4.1) to Ý ¾ Ò Ø. In order to do so, we first need to define a notion of equivalence over transfinite formulas. 
The semantics of a type constraint system
For all Î ¾ ´Î µ, a Moore family of ÓÛÒ Î (i.e. an abstract interpretation of ÓÛÒ Î ) can be defined once a type constraint system is given. 
Positive and structural type constraint systems
We look now for a class of type constraint systems which satisfy both properties P1 and P2. [2] it is shown that ÈÓ× Î is closed under conjunction and cylindrification. Moreover, it is obviously closed under renaming. This type constraint system is well known [2, 10, 11] .
A formula is definite if the set of its propositional models is closed under instantiation. Consider the type constraint system Î Î ¾ ´Îµ where Î is the set of (positive) definite formulas in¨ Î . Even this type constraint system is well known [2] . In [2] it is shown that the set of definite formulas is closed under conjunction and cylindrification. It is obviously closed under renaming.
EXAMPLE 4.18
The construction of Example 4.17 can be used with non-freeness (type system AE of Example 4.2). The resulting type constraint systems will be called ÈÓ× Ò and Ò . Note that they are positive type constraint systems.
In a structural type constraint system, every finite set of terms can be instantiated into a finite set of ground terms with the same type properties. This is useful in the proofs since it guarantees that for every substitution there exists a grounding substitution ¼ with the same type properties as . Namely, the types of ´Üµ are exactly the same as the types of
This allows to work with grounding substitutions only.
It is not easy to apply the definition of structural type constraint system (Definition 4.16). Therefore, we provide a sufficient condition which entails that a type constraint system is structural, and shows how large that class is. Let Ì Ì Î Î ¾ ´Îµ be a type constraint system for the type system ¡ ¦ Á , satisfying property P1.
(i) The operator ÌÎ is always correct w.r.t. ÓÛÒÎ , and it is its best possible approximation if property P2 holds for Ì.
(ii) The operator ÌÎ is always correct w.r.t. ÓÛÒ Î , and it is its best possible approximation if Ì is positive or structural.
(iii) The operator Ö Ò Ñ ÌÎ is always correct w.r.t. Ö Ò Ñ ÓÛÒ Î and it is its best possible approximation if property P2 holds for Ì.
The correctness and optimality results for Ö Ò Ñ ÌÎ cannot be immediately combined with the similar results of Propositions 3.9(iii) and 3.5(iii) since Proposition 3.5(iii) is a restricted optimality result, for the hypothesis on . Therefore, we must check that, if a variable Ý does not occur in a transfinite formula , then ´ µ is the union of sets of solutions of existential Herbrand constraints where Ý does not occur. itive type constraint system, we have generalized the result proved in [11] for the case of groundness. Therefore, we can use many incarnations of positive type analyses, combining them with a reduced product operation and using the operations of Definition 4.5 as done in [8] , where, however, the authors did not provide any justification of the correctness of this approach.
For groundness and non-freeness we considered only positive formulas (Examples 4.17 and 4.18), while we considered the whole set of formulas for AEÄ and AEÄÌ (Example 4.20) .
Indeed, in the case of groundness or non-freeness, a variable can always eventually belong to the type, and a formula like ´Ü ¾ µ has an empty concretization. Therefore, it is useless. Instead, the formula ´Ü ¾ Ò Øµ has a clear meaning. Namely, it says that Ü is not and can never become a natural number. For instance, Ü might be bound to a list. Those formulas are said to represent negative information.
Type systems and linear refinement
We have shown that every type constraint system induces an abstract interpretation of ÓÛÒ (Proposition 4.13) . In this subsection, we want to show how a hierarchy of abstract interpretations of ÓÛÒ can be defined starting from one that just models the type properties of interest. Every domain in this hierarchy will be the linear refinement of the previous one. This means that our hierarchy will be a chain of domains which induce an approximation of concrete conjunction with increasing precision. This generalizes an analogous result about groundness analysis shown in [44] . We show now that × Ì Î × Ì Î º × Ì Î , which allows us to use Equation (2.4) in Definition 4.27. 
The condensing property means that, for structural type constraint systems, ÈÓ× ¡ Î induces a conjunction operation which fully propagates the properties in × ¼ ¡ Î . Therefore, our denotational semantics (Subsection 2.1) leads to an analysis which is as precise as an analysis based on an equivalent operational semantics.
Note that we do not know if an analogous result of Proposition 4.30 holds for the type system of a positive type constraint system (Definition 4.16). However, in [44] it is shown that Proposition 4.30 holds for the type system of Example 4.2. The proofs of [44] hold for the type system AE for non-freeness too (Example 4.2). However, they cannot be generalized to every type system of a positive type constraint system.
Logic programs as finite type domains
In this section we show how the × ½ ¡ Î domain of the previous section can be implemented. We have shown in Proposition 4.30 that we can use ¡ Î although, in general, this solution is not effective since transfinite formulas are finite objects only if the set of types is finite. In such a case, the formulas are finite and the abstract operators of Definition 4.5 can be seen as algorithms. Even the equivalence test between two formulas (needed to check termination of the fixpoint calculation) becomes effective, though very expensive, being an AEÈ-complete problem [39] . However, a finite set of types is useful for mode analysis (groundness, non-freeness) but does not allow us to make interesting type analyses involving polymorphic types. When Ø ÖÑ×´¦ µ is infinite, transfinite formulas are not finite objects. However, in many cases, a finite formula with type variables can be used instead. For instance, assuming that we have a polymorphic type Ð ×Ø, the infinite conjunction 
The domain ÈÖÓ
A type model provides a set of types for every program variable. This set must be exactly the set of types a given term belongs to. 
We define Å Ì´È µ Å Å is a type model for Ì and Å È . The quotient of the set ÈÖÓ Î w.r.t. Ì is a complete lattice. The top element is the empty program and the greatest lower bound operation is the composition of programs (i.e. ÈÖÓ Î ).
From now on, every program will stand for its equivalence class. Since ÈÖÓ Î and Ì Î are complete lattices, by defining a co-additive function ÈÖÓ Î Ì Î we conclude that ÈÖÓ Î is an abstract interpretation of Ì Î .
DEFINITION 5.4
Let ¡ ¦ Á be a type system, ½ and Î ¾ ´Î µ. We define
where is a sequence of -atoms.
Let Î ½ Î Ò be the type variables in the clause À and let È ¾ ÈÖÓ Î . We define
When it is clear from the context, we write for Ì . The abstraction map induced by will be called « . (ii) The operator ÈÖÓ Î is correct w.r.t.
(iii) The operator Ö Ò Ñ ÈÖÓ Î is the best possible approximation of the operator
When is finite, ÈÖÓ Î is a finite set for every Î ¾ ´Î µ. Since the operations introduced in Definition 5.2 are algorithms, we conclude that ÈÖÓ Î can be used for type analysis. Note that considering only programs with bounded term depth does not reduce our analysis to the case of a finite set of types. Indeed, type variables can be bound to terms of arbitrary depth. Therefore, as the examples in Section 6 will show, the restriction on the depth of the terms does not introduce a significant loss in precision.
The definition of ÈÖÓ Î Ü uses concrete unification between type terms. Since types are partially ordered with respect to subtyping (for instance, Ò Ø ØÓÔ), the unification procedure used for folding might be too coarse. For instance, if we have a clause whose head is Ü´Ð ×Ø´Ò Øµµ and we try to fold it in the body of a clause containing Ü´Ð ×Ø´ØÓÔµµ, the unification procedure fails. Actually, folding should be allowed because if Ü is a list of integers then it is a list of generic terms. Similarly, if we have a clause whose body contains Ü´Ìµ, we can remove this -atom from the body and instantiate the resulting clause with the substitution Ì ØÓÔ , provided we have a top type ØÓÔ. This is correct because every term is always in ØÓÔ. In conclusion, the precision of the cylindrification operator can be improved by using a unification procedure which is aware of subtyping information.
To make ÈÖÓ Î useful for program analysis, we need two algorithms: one that abstracts a concrete Herbrand constraint into an element of ÈÖÓ Î , and another algorithm that extracts from an element of ÈÖÓ Î the set of types a variable is bound to. They are described in the following two subsections. 
Abstraction
We first define an algorithm which approximates the restriction of the composition of the abstraction maps seen so far, i.e. of « ´« ¡ Î´ ´×ÓÐ Î´ µµµµ, to singleton sets of existential Herbrand constraints without existential variables (i.e. to substitutions). This map is the concatenation of the previously defined abstraction maps that link the existential Herbrand constraints to ÈÖÓ . Since, for the first time in this abstraction chain, ÈÖÓ will be used to implement a type analyser, we need an algorithmic definition for this compound abstraction map.
We assume there exists a Prolog procedure ØÝÔ ¾ which determines if some instance of a term can belong to a type, and provides necessary and sufficient conditions on the instantiation of the variables of the term such that this happens. Figure 2 shows an example of the procedure ØÝÔ ¾ for the type system AEÄ of Example 4.2. That type system contains the types ØÓÔ, Ò Ø and polymorphic Ð ×Øs. The query ØÝÔ ´ À Ä ¸ÌÝÔ µ yields a computed answer substitution ÌÝÔ Ð ×Ø´Ëµ À Ë Ä Ð ×Ø´Ëµ , meaning that the term À Ä can be instantiated to a term of type Ð ×Ø´Ëµ if and only if À is instantiated to a term of type Ë and Ä to a term of type Ð ×Ø´Ëµ, for every instantiation of Ë.
A definition of the ØÝÔ ¾ procedure can be derived automatically from the definition of types and can be made compositional with respect to addition of new types to the type system. We do not address this problem in detail. This would require the description of a type specification language. Note, however, that the problem is not new, since it is very similar to the problem of the definition of an abstraction map given a type specification, described in [45] . The following proposition shows that the set of the solutions of an existential Herbrand constraint of the form is correctly approximated by « Ð Î´ µ.
PROPOSITION 5.10
Given a type system Ì ¡ ¦ Á and a procedure ØÝÔ ¾ for Ì, then for each
Î ¾ ´Î µ and ¾ Î in normal form, we have
The definition of the abstraction map can be improved by using the negative information contained in an existential Herbrand constraint. That information says that some variables cannot belong to some types. We do not consider this improved version here, though it has been implemented in the prototypical analyser used in Subsection 6.2.
Information extraction
We consider now the problem of how information can be extracted from an abstract constraint È ¾ ÈÖÓ Î . Namely, we provide an algorithm which is able to determine if a variable Ú ¾ Î belongs to a type ¾ Ø ÖÑ×´¡ µ when È is satisfied, i.e. if ´È µ ´Ú ¾ µ. Sincé Ú ¾ µ ´ Ú´ µ µ, the following result allows us to compare the models of È and Ú´ µ instead of their concretization through . In general, the resolution process is not finite. Therefore, we must halt after a finite fixed number of steps of resolution. The greater the number of steps is, the more complete will be the algorithmic entailment check. Moreover, note that another source of incompleteness is related to subtyping. Consider for instance the case È Ú´Ò Øµ and ØÓÔ. We have È Ú´ØÓÔµ but Ú´ØÓÔµ cannot be derived by resolution from È . This is because resolution embeds a unification mechanism which does not consider any subtyping information. Using such information would improve the precision of the entailment test.
Examples
We illustrate the application of the domain ÈÖÓ to the type analysis of two procedures.
The first one is the classical ÔÔ Ò /3 procedure which appends two lists. We compute its denotation by hand, step by step. The second example is the type analysis of a complex procedure. This time, a prototypical analyser is used, embedding negative and some subtyping information.
Type analysis of ÔÔ Ò »¿
Consider the well-known procedure ÔÔ Ò /3 which appends two lists.
ÔÔ Ò ´ ¸Ä¸Äµº ÔÔ Ò ´ À Ì ¸Ä¸ À µ ¹ ÔÔ Ò ´Ì¸Ä¸ µº
We want to compute its s-semantics by using the ÈÖÓ The first iteration uses only the first branch of the ÓÖ. This is because the second branch relies on the denotation of ÔÔ Ò , which is still empty. Therefore, we have
Note that variables have been renamed into variables, following Definition 2.6.
The second iteration yields the same result through the left branch of ÓÖ, and a new constraint through its right branch. We compute this second constraint step by step. The first step is the computation of Since from both programs it is possible to derive the fact Þ´Ð ×Ø´ØÓÔµµ by resolution, we conclude that Þ is bound to a list after the call of ÔÔ Ò with its first two arguments bound to lists (Proposition 5.12).
Type analysis of Ö Ú Ø Ú »¾
We have implemented a small analyser for pure logic programs. It transforms a logic program into the abstract syntax of Definition 2.3, then abstracts the program by using a generic constraint system. Finally, it computes the abstract fixpoint and allows us to evaluate queries in this fixpoint. We have used ÈÖÓ Î as constraint system. It can be specialized w.r.t. a given set of types, through the specification of the ØÝÔ ¾ procedure of Definition 5.7. We have implemented negative information. Consider the program shown in Figure 3 . It computes the derivative of an expression w.r. in Figure 4 . If the predicate Ð× is derivable by resolution from a constraint, then that constraint can be dropped. This is a consequence of the use of negative information. In our case, constraints 3, 6, 7 and 8 can be dropped. From the remaining four constraints, we derive the fact Ý´ ÜÔÖµ. This means that the second argument is bound to an expression. More interestingly, the same constraints allow us to derive the fact Ý´ Ð Ö µ, i.e. the second argument is bound to an algebraic expression. Thus the analyser allows us to conclude that the derivative of an algebraic expression is an algebraic expression. Note that this result has been possible only by using negative information.
Conclusions
We have defined a large class of type domains that enjoy the same desirable properties of the well-known domains for groundness analysis [2, 10, 11] . This leads to the use of transfinite formulas and operators on these formulas for the type analysis of logic programs. The analysis can be made finite by using type variables, which allow one to represent infinite conjunctions by using a finite object. The resulting domains are logic programs, whose variables can be interpreted as type variables. The abstract operations are operations over logic programs. We conjecture that the use of logic programs as abstract domains is not restricted to the particular case of the analysis of logic programs, but is a general result which can be applied to other programming paradigms. Indeed, a logic program expresses dependency information about the abstract property. Since our framework is based on abstract interpretation and linear refinement, its design has been largely guided by the theory, rather than being the consequence of a particular problem or desire. Therefore, the problem of the effectivity of the analysis has been considered only in the final abstraction to ÈÖÓ , where we fixed a finite in order to have a finite domain. This distinguishes our approach from the many others contained in the literature.
We are left with several open problems.
It would be interesting to know if the condition of being positive or structural, which entails all the desirable properties of a type domain, can be weakened.
The use of programs for representing the ÈÓ× ¡ type constraint system (Definition 4.29) should be investigated. We think that ÈÓ× ¡ should be represented by disjunctive logic programs instead of traditional logic programs.
The operation ÈÖÓ Î is correct (Proposition 5.6). However, we are also interested in an algorithm for the optimal cylindrification operation.
We know that the algorithm for approximating the abstraction map is correct (Proposition 5.10). However, an optimal version would be desirable, even for a restricted class of types.
A type specification language should be provided, similar to that of the Gödel programming language [24] .
Subtyping information should be extracted from a type specification and used for improving the precision of the analysis.
A Proofs
This appendix contains the proofs of the propositional statements in the main text. ¾ Ì Î and ´ µ ¢ Î , which is the top of ÓÛÒ Î , we conclude that ´Ì Î µ is topped. Finally, since for all Ë Ì Î we know that Ë ¾ Ì Î , the above result about co-additivity entails that the set ´Ì Î µ is completely -closed. 
Proofs for Section 2

