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Abstract 
A technique for fmgerprint comparison based on template matching is 
presented. A digitised greyscale image is initially pre-processed, from which the 
template is derived. The use of "don't care" states in the template, which inhibit pixel 
comparisons, prevents environmental variations and noise from adversely affecting 
correlation results with subsequent images. The novelty of this approach is that 
although template matching is a mature method of pattern recognition, there are no 
reported successful attempts the solve the problem of fingerprint comparison using this 
technique. The fmgerprint reference comprises a set of sub-templates in order to 
overcome localised skin stretching. These are individually correlated with the 
processed binary image. Significant correlation scores of each of the sub-templates are 
posted in a voting area. After all the sub-templates have correlated with the image, this 
area is then polled for clusters of votes, whose density determines the success of the 
comparison. 
It is seen that pattern matching techniques are dependent.on the clarity of data 
they process, and a method for capturing fingerprint images of a consistently high 
quality is presented. A parallel template matching architecture comprising an array of 
32 correlation cells is also presented. The array enables the simultaneous correlation of 
four sub-templates with eight areas of the image. This architecture makes use of 
industry standard byte wide random access memories (RAM) for storing the reference 
templates and the image. 
The algorithms that comprise the fingerprint comparison system are taken from 
concepts, through a stage of empirical development and extensive field trials, to an 
eventual compact and cost effective Very Large Scale Integration (VLSI) Application 
Specific Integrated Circuit (ASIC) based implementation. 
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There can be no doubt that the levels of crime in our society, especially theft and 
fraud, are continually increasing. In order to improve the security of personal goods and 
services, an ever increasing array of keys, identity cards, personal identify numbers 
(PINs) and bank cards are becoming necessary. However, the demand for fast and 
convenient access to such goods and services is also steadily rising. Accordingly, the 
need for a single form of personal identity authentication is becoming of increasing 
importance. This thesis concerns the study, development, implementation and field 
trials of a fingerprint verification system. The primary motivation for this research is to 
secure a low cost, convenient and reliable method of providing privileged access to 
personal possessions, premises and information by using a fmgerprint as a personal 
"key". 
In the case of access control, the most convenient form of security is the 
ubiquitous lock and key. This has been superseded to some extent by the introduction 
of personal identity numbers (PINs) and electronically readable cards. However these 
forms of "key", as with the more traditional type, do not relate to their owner beyond 
the state of mere possession and possession. Furthermore, they are susceptible to theft 
and forgetfulness, and thereby not the optimal solution to access control. This argument 
can be extended to bank and credit cards and access to any form of confidential 
information that requires a key, whether it be physical or a memorized code. 
- 1 - 
Any attribute of the body which is unique to each person and may be easily and 
quickly measured is an attractive alternative to a key. Several such attributes or 
biometrics have been used for some time. However the most recent systems have 
centred on voice recognition, signatures, fingerprints, eye retina and hand profiles [2]. 
Of these, it will be argued that fingerprints yield one of the best compromises of 
performance and ease of acquisition. 
1.2 Aim 
It will be argued that fingerprints are a stable and easily readable biometric 
entity. It is also seen that fingerprint comparison algorithms are generally based on 
feature extraction. This thesis also proposes that if fingerprint comparison is to be used 
for verification rather than identification, then a simpler and more cost effective 
solution to the problem can be found by using ternary template matching. The novelty 
of this approach is that template matching is not usually considered suitable for the task 
of fingerprint comparison [3][4],  but is considerably simpler to implement than the 
other more commonly used methods. 
It will also be shown that a parallel and cost effective implementation of the 
template matching algorithm can be achieved through ASIC technology. 
1.3 Structure of Thesis 
This introductory chapter continues with a review of biometric descriptors and 
algorithms typically used to compare them and shows that fingerprints are an easily 
digitised and robust biometric. A brief history of fingerprint comparison is also given. 
Chapter 2 presents a review of pattern matching techniques and discusses the 
tasks for which they are most suitable. The problems of fingerprint comparison are 
examined and commonly used algorithms are reviewed. The chapter concludes with an 
evaluation of template matching techniques and methods of analysing the results so 
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produced. 
The algorithms that comprise the fingerprint verification system are presented 
in chapter 3. 
Chapter 4 details the empirical experimentation that aided development of the 
algorithms from concepts through to the techniques necessary for the fingerprint 
verification system. 
An implementation of the system based on a workstation and hardware template 
matching accelerator is described in chapter 5. This implementation was used to run 
real time field trials. The errors introduced by the image capture sub-system are 
discussed and analysed. 
The trials used to measure the performance of the system, using the system 
described in chapter 5, are detailed in chapter 6 and the results are discussed. 
An ASIC based standalone fmgerprint verification unit is described in chapter 
7. As this prototype showed promise of being a successful product, possible system 
improvements, are proposed and discussed. These could lead to a lower cost unit and 
the ability to use standard magnetic bank cards to store the reference. 
Chapter 8 concludes the thesis and discusses alternative implementations and 
applications of the algorithms developed. 
The appendix contains a publication resulting from the research reported in this 
thesis. 1 It should be noted that due to reasons of commercial confidentiality, the project 
sponsors restricted aspects of the work that could be published. 
1. This paper references a patent that protects the work reported in this thesis. To simplify the 





The Oxford Dictionary defmes biometrics as the application of statistical 
analysis to biological data. However the Association for Biometrics define the term as 
the automated measuring of a specific attribute or feature of a person it'it/z the aim of 
being able to distinguish that person from all others. This thesis assumes the meaning 
of biometrics as defined by the latter description. 
Biometric descriptors can be classed as either physiological or behavioural, and 
to be of any use, must be unique to each individual and not vary appreciably with time. 
Physiological biometrics are physical attributes of the human body such as fingerprints 
or the face. Behavioural biometrics are derived from the unique action of each person, 
with examples being the spoken phrase or written signature. 
A device that digitizes and stores biometric parameters for comparison against 
a later 'live' biometric can be used either to identify a person or to verify their claimed 
identity. In the former case, the device would require a large database to store the 
references of the population it had to identify. Furthermore, if it were a public access 
terminal, it would have to be able to perform comparisons quickly to produce a 
satisfactory response time, typically less than 5 seconds. As will be discovered in 
chapter 6, a longer time appears as a noticeable delay to the user. A biometric verifier 
has a much simpler task. It takes a stored biometric that can be obtained from its own 
database using a key such as PIN, or be stored on a medium carried by the individual 
under scrutiny such as a magnetic card. A single comparison is then performed between 
the reference biometric and the "live" digitized one. 
A good example of physiological and behavioural biometrics acting as 
identifiers and verifiers are fingerprints and signature. The Police use fingerprints to 
identify a person by comparing a 'live' digitized (inked) fingerprint with a library of 
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references. A signature is used to verify an individual who gives their signature which 
is then compared with a reference example to confirm their alleged identity. 
1.4.2 Biometric Descriptors. 
Some examples of biometric descriptors have already been given in this section. 
At this stage it is worth reviewing such descriptors in more detail. As has already been 
noted, biometrics has the potential to be a growth industry and thus many companies 
are working on making biometric recognition systems viable [5]. Such work is 
commercially sensitive, so little information is released and a detailed report of the 
algorithmic procedures used is difficult to obtain[6][7][8].  This section gives a 
summary of the main biometrics used to date, and a brief review of how they are 
digitized, analysed and compared. The details of a selection of biometric verifiers based 
on these descriptors are tabulated at the end of the section. 
Fingerprints are probably the best known biometric due to their use by police 
forces. As computation costs have fallen, automated fingerprint comparison has come 
out of the police forensic laboratories into the fields of access control and personal 
verification. Unfortunately, the social stigma attached to crime has followed them, 
leading to perceived public reluctance to give them to institutions such as banks. 
Fingerprints have the advantage of being small and can be accurately and easily placed 
on a transducer. As will be seen, this cannot be said of all biometrics. Fingerprints are 
usually digitized, using an optical transducer, as a two dimensional array of digitised 
values [5][9]. Work has been carried out into using more compact methods based on 
capacitance, conductance, thermal, piezoelectric, fibre optic, conformable membrane 
and ultrasound techniques[lO][l 1][131. None of these yet provide the combination of 
sensitivity and resolution provided by optical techniques. Algorithms used to compare 
fingerprints are usually based on bespoke feature extraction algorithms that locate areas 
of interest (termed minutiae) in the print [3][4]. The location and type of these minutiae 
are then stored and compared with the details of a subsequently captured image. Other 
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techniques used for fingerprint comparison include Fourier analysis [5] and neural 
networks [14]. Details on the history of fmgerprinting are presented in section 1.5. 
The blood vessels on the retina of the eye provide an allegedly robust, though 
unlikely biometric [5].  The vein pattern is unique for each individual, and due to its 
location is unlikely to be damaged. The data is digitized by scanning the retina with a 
low intensity light source and storing the resulting vein pattern. This requires complex 
optical hardware and obliges its user to go through the unnerving task of having an eye 
scanned by a focused light whilst remainrng motionless. The resulting data is compared 
with a reference by using Fourier analysis. Work has also been done on using the iris, 
although this is considerably more complex. A lighting system is used to control the 
size of pupil to obtain a consistent image [5]. 
The face is the biometric that humans are most used to using. Although a baby 
can recognise its mother soon after birth, human facial recognition is a very complex 
task that is not fully understood [15]. The main problem is that a face is a three 
dimensional object which leads to facial features changing and shadows appearing with 
changing orientations of the head. Much work has been done recently on facial 
recognition using neural networks, as they are seen to be the most natural method of 
implementing the task [12]. However the problem has also been approached using more 
standard image processing techniques [16][17]. 
Hands contain much biometric information. The length of fmgers is a reportedly 
reliable biometric [18] and measuring them would appear to be a simple task. However 
if this is performed optically, a wide angle of view and short object distance are required 
for a compact transducer, which in turn requires complex lenses. Creases on fingers and 
palms are also a viable biometric, as are the vein patterns on the back of the hand [19]. 
Hand based biometrics are very suitable for high throughput applications as they can be 
quickly and accurately placed on the transducer platen. 
WE 
Keystroke dynamics is a behavioural biometric that characterises the way in 
which a person types at a keyboard. This principle has been used in the past torecognise 
morse code telegraph operators. It is claimed that as few as a dozen keystrokes are 
necessary to identify an individual. Even if this is an optimistic estimate, it ispossible 
to continue verifying the individual as long as they use the keyboard. Such continuous 
surveillance cannot be easily applied to other biometrics. 
As already discussed, the written signature is a commonly used biometric. 
However, it has proved to be very difficult to devise a signature recognition technique 
that handles variations in the valid user's signature whilst still detecting attempts at 
forgery [20]. This form of "static" signature verification has been largely superseded by 
the use of signature dynamics. This technique analyses the velocity, acceleration and 
pressure vectors generated whilst the signature is being written [22]. This has produced 
much more satisfactory results but at the expense of requiring sophisticated digitisation 
equipment. 
Voice recognition is the least intrusive biometric descriptor as it only requires a 
microphone to digitize the signal. Voice verifiers are either text dependent, where the 
reference is a specific phrase, or text-independent where the individual's voice is 
parameterised [23]. However error rates are not yet acceptable as recognition 
algorithms cannot fully handle changes in users' voices due to throat and nose 
infections [24][25]. 
1.4.3 Performance Measures 
The performance of a biometric verifier is usually defined by two statistical 
measurements; the false rejection rate (FRR) or type I error, and the false acceptance 
rate (FAR) or type II error. Independent trials of a number of biometric verifiers have 
been performed by the Sandia Labs [2] and a summary of these results, and other details 
of the verifiers, are presented in table 1.1. The FRR can easily be determined by normal 
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use of the verifier. However, the FAR is more difficult to obtain, as every registered 
user must try to match their biometric with every other user's reference. 
It is difficult to define what acceptable type I and II error rates are. For this 
particular project, with an application of access control in mind, the project sponsor 
specified a FRR of 1% and a FAR of 0.1%. It is interesting to note from table 1.1 that 
fingerprint based verifiers return the best performance, which vindicates the use of that 
particular biometric. What is even more encouraging is that none of the verifiers are low 
cost units, which implies that the cost effective solution proposed by this thesis will 
have a place in the market. 
There are other system parameters that should be judged before assessing 
overall performance. These are the time taken to perform a verification and the size of 
the template. The verification time is important if high throughput is envisaged. The 
user's template should be quickly obtained, either directly from a magnetic card or as a 
record, accessed by a PIN, from a local database. In either case, the overall transaction 
should take less than 10 seconds, any longer is perceived as an unnecessary delay by 
the user. Memory requirements of the reference are also an important consideration as 
a smaller template leads to more users on a database, faster data transfers in a 
networking environment and a simpler magnetic card. 
1.4.4 Summary 
During the 1980s the average cost of biometric verifiers fell from $10,000 to 
$2,500 as their market increased [5]. However this fall in price has flattened out and the 
expected widespread use of such verifiers has not occurred. 
In order to expand their market, biometric verifiers must perform well enough 
the convince traditionally conservative institutions such as banks and supermarkets of 
their usefulness and become cheap enough to be used in retail sites, and thus enter the 
Electronic Point of Sale (EPOS) market. With the continual increase in fraud, such 
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institutions must value the extra security provided by biometric verifiers. However this 
is unlikely to happen unless the cost of such verifiers falls well below $500. Handling 
the references is another problem, as there is not enough storage capacity in the 
magnetic strip of a standard bank card to accommodate the majority of the examples in 
table 1.1. The way forward is to use "smart" cards which have higher capacities [21]. 
However such cards are more expensive and incompatible with the currently used 
magnetic cards. 
To summarize, although biometric verifiers offer much in terms of security and 
ease of use, they will have to be easy to use, fast in operation, inexpensive and reliable 
before they will be widely used. 
Company Biometric 
Claimed Claimed Verification Reference  
size Cost ($) FRR (%) FAR(%) time (secs) 
(bytes)  
Fingermatrix Fingerprint 0.5 0.001 3 400 3,500 
Identix Fingerprint 1.8 0 1-2 1024 3,500 
Thumscan Fingerprint 0.5 0.01 6 - 10 - 1,195 
TMS Fingerprint - - 3 24 2,000 
Alpha Voice 5.1 2.8 - 8192 20,000 
Microsystems 
International Voice 4.2 0.9 2 160 1,190 
Electronics 
Eyedentify Retina 0.4 0 1.5 40 4,995 
Recognition Hand 0.1 0.1 2 9 2,000 
Systems geometry 
Digital Dynamic 2.1 0.7 3 84 640 
Signatures signature 
Cheque alert Static 10 15 - 18 995 
signature 
Table 1.1 Summary of commercially available biometric systems. 
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1.5 A Brief History of Fingerprint Comparison 
The origin of the use of fingerprints as means of personal identification is 
unclear. Dr. Henry Faulds, a Scottish medical missionary working in Japan in the late 
19th century noticed fingerprints imprinted on a piece of ancient pottery [26]. This 
prompted him to look into the constancy of fingerprints over time and his studies 
revealed that criminals had been fingerprinted in ancient China, although this did not 
appear to have been a regular practice. However it is William Herschel, a civil servant 
in the Indian civil service, who is accredited with pioneering the use of fingerprints. The 
originator of the concept of identification by fingerprint was hotly contested in the 
scientific magazine "Nature" at the time [27]. 
In 1858 Herschel signed an agreement with a local native to supply roadmaking 
material. As the native could not write, Herschel inked the man's hand so that a hand 
print was left on the contract. Herschel soon realised that the fingerprints were the most 
discriminating part of the hand print and further work convinced him of their constancy 
and uniqueness. 
In 1883 Sir Francis Galton, an English scientist studying Anthropometrics (the 
recording of a wide range of human physical attributes)', heard about Herschel's work 
and invited him to explain his theories. Herschel demonstrated that his fingerprint 
impression was the same as one recorded in 1860. He also showed that in his collection 
of fingerprints, no two impressions were the same. Although Galton was not convinced 
of their uniqueness due to the insufficient sample size for meaningful statistical 
analysis, he decided to add the left thumb print to his Anthropometric measurements. 
In 1893 the Metropolitan police committee decided to use Galton's 
Anthropometric measurements as the standard for criminal identification. In 1896 a 
1. Galton was using the data from these measurements to confirm the theories on evolution of 
his cousin, Charles Darwin 
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police commissioner, Edward Henry decided that all ten fingerprints should be used 
instead of the Anthropometric measurements. One advantage of the Anthropometric 
system was that people could be easily classified by height, colour of eyes and other 
physical attributes. Thus if a male re-offender was tall and dark, fewer records would 
have to be read to establish his true identity. However Henry realised that fingerprints 
could be classified by their patterns. He established a classification scheme with 1024 
categories. Fingerprint officers could be trained to assess which category a fingerprint 
belonged, and thus would only have to compare the pattern with fingerprints in that 
category resulting in a considerable time saving. The Henry classification system is still 
used by manual systems today. Examples of some common classifications are shown 





Figure 1.1 Some common fmgerprint classifications. 
In 1901 Henry set up the fmgerprint department in Scotland Yard. Initially a 
suspect could be convicted if a police fingerprint specialist confirmed in court that a 
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latent print, and an impression taken after arrest, matched. However the legal profession 
soon demanded more definite proof of the likeness of two fingerprints. In 1920, the 
fingerprint department responded by stating they believed two fmgerprints came from 
the same finger if at least 16 minutiae (irregular features in the fingerprint patterns, 
examples of which are shown in figure 1.2) occurred in the same relative positions. This 
standard was widely accepted and is still in force today, but with some countries using 
different numbers of minutiae to determine a match. 
(a)BotflDAfly 	(b)AMPUTATION 	(c)Iswrn 
'V 'r MA"P" III P  a 50,0 -, A-*,*  6P#A 'MA PAOA
(diRoLa 	 (e)SRIDGE 	 (f)WRISKER 
Figure 1.2 Examples of minutiae patterns. 
Due to the methodical and repetitive techniques used by experts to compare two 
fingerprints, the process was eminently suitable for computerisation. So that the 
development of an automatic fingerprint recognition system would not interfere with 
the manual system, it was gradually introduced. The simplest and most obvious task 
was to automate classification. The Henry classification system posed a problem as it 
contained 1024 categories, which were chosen to suit trained human operators. Some 
of the classifications were very similar, and it was discovered that pattern recognition 
algorithms could not reliably differentiate between all of them. In 1963 a Fingerprint 
Branch computerisation committee reduced the number of classifications to 22 more 
distinct patterns. 
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This change enabled computer programs to successfully categorise fingerprint 
patterns. Although this led to more fingerprints being be stored under each 
classification, the computer could search through the database much faster than a 
human operator. Such pattern recognition techniques are termed "feature extraction" 
algorithms, as they extract minutiae and ridge flow information from the fingerprint to 
determine its classification. Such techniques are susceptible to imperfect prints, as 
breaks in the ridges, due to forms of interference such as a poor impression, are 
incorrectly interpreted as minutiae which causes possible false classification [3].  Thus 
image enhancement techniques were developed to overcome such problems by filtering 
out noise and performing ridge reconstruction by directional flow analysis. These 
solutions came at the cost of a heavy computational burden on top of an already 
complex set of algorithms. As many of the latent fingerprint images were incomplete, 
the aim of the system was to produce a number of "best fit" matches to the fingerprint 
fed to the program. A human fmgerprint specialist would then decide if any of the prints 
matched the original reference. 
Once such systems had been established, it became apparent that they could be 
adapted for use as security systems with applications such as door entry control [28]. 
Obviously a police database system was not necessary for such a unit, so the hardware 
was simplified but the method of identification was retained. This led to the system 
making the final decision on the authenticity of the fingerprint and not a human 
operator. It is interesting to note that such systems have little use for fingerprint 
classification, but rely of the unique minutiae layout of each fingerprint. 
1.6 Summary 
This chapter has argued that biometrics are a convenient and secure means of 
personal identification in a world where crime is rising and the need for such a form of 
security is becoming increasingly important. A brief review of the field of biometrics 
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was given and it was concluded that fmgerprints are a good choice for a reliable and 
cost effective biometric. A brief history of fingerprint comparison was also presented. 
The following chapter reviews image processing and pattern matching 
techniques that are applicable to fingerprint comparison. The problems that this task 
raises are also discussed. The chosen form of pattern recognition, template matching, is 
then discussed in more detail. 
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CHAPTER 2 
Pattern Matching and Fingerprint 
Comparison 
2.1 Introduction 
This chapter presents an overview of the most commonly used pattern matching 
techniques that are applicable to fmgerprint comparison. This section is followed by a 
brief review of how such algorithms are applied. It is then argued that template 
matching can be successfully used for the task of fingerprint verification. Techniques 
for implementing template matchingare then discussed. 
As the following sections discuss image processing and pattern matching 
algorithms in detail, it is worth giving a brief background to some of the terminology 
used in the field. These algorithms work on digitised pictures which are termed 
"images". An image is a two dimensional array of discretely digitised values ("pixels") 
which each correspond to a small area of the input picture. Operators that work on this 
form of the image are termed as functioning in the spatial domain. The frequency 
information in an image can often be useful. For example, a fingerprint pattern or bar 
code would exhibit high frequencies, whereas a human face would contain lower 
frequencies. Algorithms that work with this data function in the frequency domain. 
A full review of the field of image processing, and particularly of pattern 
recognition, is outwith the scope of this thesis. However there are many reviews that 
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offer background reading [ 29][30][31][32] and Rosenfeld's annual surveys in the 
- journal Computer Vision, Graphics and Image Processing, provide good reading lists. 
2.2 Pattern Recognition Techniques 
2.2.1 Template Matching 
Template matching is one of the oldest and most widely applied techniques in 
the field of pattern recogntion. In its simplest form, template matching is an operation 
whereby a portion of a stored image (the template) is compared with part of an "input" 
image. The output of this process is an array of values that gives the degree of match at 
each position in the input image [31][33][34]. It has been in use since the 1930's when 
it was used for optical character recognition [35]. It is currently used in many 
applications from character recognition in page scanners to target location in aerial 
reconnaissance [36]. To formally describe template matching, let the image and the 
template be represented by the two dimensional functions jx,y) and t(x,y) respectively, 
where x and y are the dimensions of the image. The template matching function G(f,t) 
is described as g(x,y) = G(f(x,y),t(x,y)) where G can take many forms [37], such as: 
pixel differencing 
• cross correlation 
phase difference 
These functions represent the general case where f and t return a number in a 
known range (e.g. 0 to 255 for an 8 bit image). These are known as greyscale images. 
In their simplest form, each part of f and t can be either 0 or 1 in which case they 
represent binary images. In this case the correlation function G(f,t) reduces to the 
exclusive OR (XOR) operation. The dramatic reduction in computation offered by this 
outcome indicates that if f and t are greyscale functions, they should be converted to 
binary functions if at all possible. The binary solution also removes many of the 
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problems caused by differences in intensity and thus pixel values, between the image 
and template [38]. Greyscale normalisation functions that achieve a similar effect will 
be discussed in more detail in the section 2.4.1. 
2.2.2 Feature Extraction 
Feature extraction is a general technique which recognises particular patterns in 
an image, and registers their position therein [30]. The output of this process is usually 
a list of labelled features and their relative positions in the image. This "list" is the 
reference that would be compared with lists obtained from subsequent input images. 
There are no general rules for the selection of features and application specific 
algorithms are often used [39] [40]. Two examples of feature extraction techniques, the 
Hough transform and the study of moments are now described. 
2.2.2.1 Hough Transform 
The Hough transform, in its basic form, [41] is a method that facilitates the 
identification of simple geometrical shapes such as lines, circles and simple polynomial 
curves in a binary image [42]. The transform is best explained using a straight line 
detection example. 
In cartesian (x,y) coordinate space, all straight lines can be represented by the 
equation =rnx+c. Now take the values m and c which specify the lines. The range of 
these values is both continuous and infinite, but if quantised to a reasonable range they 
map to a second two dimensional coordinate space (nz,c). This is the transform domain 
where each point is not a pixel, but an accumulator. Each point in the image space is 
then analysed. If the pixel is set in a binary image, or exceeds a predetermined threshold 
in a greyscale image, then for all the (rn,c) lines that pass through it, the corresponding 
accumulator in the transform space is incremented. When this process has been 
completed for all pixels in the image, the transform space accumulators with the largest 
values represent the lines containing the largest number of pixels. Such values can be 
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interpreted as a probability of detection of a line and can be thresholded to eliminate 
noise. 
Much work has been done on enhancing the basic technique behind the Hough 
transform. It has been optimized to find lines [43] and circles[44], extended to detect 
arbitrary shapes [45] and it is interesting to note that its equivalence to template 
matching has been discussed [46]. 
2.2.2.2 Moments 
Moments are a descriptive technique based on the study of mechanical bodies 
[47]. The method for obtaining the moment (p.q) on an image from image function 
f(x,y) is shown in equation 2.1. 
00 00 
mpq = jjPyf(x,y)dxdy 	 (2.1) 
-00-00 
A discrete version of this operation transforms the image into "moment" space 
m(p,q). If the centroid of the region in question is given by m, and m 10, the central 
moments p(p,q) can be determined as shown in equation 2.2. 
00 CO 
APq = JJ (x - m 10 ) " (y - m01 ) 	 (2.2) 
The significance of the moments produced by these equations are not 
immediately obvious, but table 2.1 lists some of the lower order moments and their 
interpretation. 
Moments can be used to locate and identify well segmented and bounded 




t02 Vertical centralness 
p11 Diagonality 
p12 Horizontal divergence. 
x21 Vertical divergence. 
Table 2.1 Some moments and their interpretation. 
rotational movement, but not to distortion. Unfortunately moments cannot be derived 
directly from fingerprint images, as they are not well "bounded" objects, as for 
example, faces are. Moments can however be used to parameterize the relative 
locations of minutiae that have been extracted from an image using techniques 
discussed in section 2.2.2. Thus the concept of moments is often found in fingerprint 
recognition systems based on extracting minutiae. 
2.2.3 Syntactic Techniques 
The principle behind this form of structural pattern recognition is the fact that 
many images can be expressed by the ordered composition of simple pattern primitives 
[48][49]. Thus patterns can be defined and formed by a 'language' composed of these 
primitives in a defmed syntax. 
Recognition is performed by segmenting an image into pattern primitives. If the 
resulting primitives adhere to the pattern syntax of the reference image then a match has 
been found. The selection of pattern primitives is crucial to the performance of such an 
algorithm. This is mainly a heuristic technique, although some simple guidelines have 
been developed [48]; 
the primitives should provide a compact but effective description of the data in terms 
of specific structural relations 
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the primitives should be easy to extract 
A typical application of syntactic pattern recognition is printed character 
recognition where all characters are made up of a few simple elements or 'strokes' [50]. 
2.2.4 Frequency Domain Analysis 
Transforming an image into the frequency domain is often a useful way of 
determining its content. For some applications this is a powerful technique to use, as 
rotation, translation, intensity and scaling invariant matching can be achieved. This is 
performed by discretely applying the Fourier transform, usually in the form of the 
discrete fast Fourier transform (FFT), to both image and template and performing the 
matching in the frequency domain [51]. This technique relies on the discriminating 
nature of phase information contained in the image [52][53] which is extracted by the 
transform operation. 
Phase information in the higher frequencies of the transformed image is affected 
by spatial distortion [37][54]. This can be overcome by considering only the lower 
frequencies, which corresponds to losing fine detail in the original image. 
Unfortunately, with fingerprint images, such detail is apparent in minutiae patterns and 
its loss reduces the discriminating power of a fingerprint comparison algorithm. 
All spatial information is lost during the transform, so although the presence of 
a specified pattern can be detected, its position cannot be reported unless the data is 
transformed back to the spatial domain [50]. 
As can be seen from equation 2.3, complex operations must be carried out on 
each pixel in order to transform the image. For an N pixel square image, the order of N3 
operations must be carried out. Even if the FF1' is used, N3log2N operations are still 
required [56]. 
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N-iN-i 
j2rc(ux+yv) 1 	(2.3) F(u,v) = E 	fxv)exp[ 	N 
x = Oy = 0 
Operations of the equivalent complexity are required for the inverse of the 
transform. It should be noted that whilst template matching requires more operations, 
they are much simpler. 
The computational cost of transforming into the frequency domain, and 
possibly back to the spatial domain, combined with algorithmic shortcomings, 
outweigh its benefits in a cost effective real-time system. It is proposed that 
constraining the input image (if possible, of course) and working in the spatial domain 
is a simpler approach. 
2.2.5 Neural Networks 
The field of neural networks is extensive and a full review of their applications 
to pattern recognition is outwith the scope of this thesis. However neural networks are 
a viable method of image analysis, and their contribution to the field must be addressed. 
Neural networks are well suited to feature extraction due to their ability to learn 
patterns and their tolerance of noise and distortion. Another attraction of neural 
networks is their parallel form of computation, a useful feature in pattern recognition 
where it is often necessary to work with large amounts of data. In their crudest form, 
they can recognise images by assigning a pixel to a neuron [50]. The resulting network 
learns patterns to use as a reference, and when given in input pattern, it will settle in a 
known state if it is recognised. As a typical maximum of 100 neurons can fit onto a 
VLSI device, this approach cannot be applied to entire images. Furthermore, networks 
of this size take a comparatively long time to "learn" and have a tendency to "overfit" 
the task for which they are used. 
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A better approach is to apply standard image processing segmentation to an 
image and feed the network with the location and type of objects found [58]. This has 
led to much work in developing networks as pattern classifiers [59]. Whilst the merit of 
neural networks cannot be doubted, they can often be outperformed by application 
specific pattern recognition algorithms and there is a lack of a full understanding of how 
they function [60]. 
2.2.6 Choosing a Pattern Recognition Technique 
Choosing a pattern recognition technique for a specific task is a difficult 
problem. Assuming the spatial domain is to be used, some loose guidelines are 
proposed [49].  In general if there are a small number of invariant patterns then template 
matching is considered the best choice. If there is little structure to the images or if they 
contain a high level of noise then feature extraction may be the most effective. However 
if the patterns contain a structure but also a certain amount of variability then syntactic 
techniques would be the most appropriate. 
Part of the uniqueness of the work described in this thesis is the choice of 
template matching for the task of fingerprint comparison, a function more commonly 
performed by more complex feature extraction techniques. 
2.3 Fingerprint Comparison 
2.3.1 Introduction 
This section discusses the problems specific to fmgerprint comparison and 
describes the techniques typically used for the task. It is assumed that the fingerprint 
will be digitized by placing it on an optical transducer which itself be will be seen to 
cause some of the problems. Other methods of digitizing the fingerprint have been 
discussed in section 1.4.2, but these are either immature technologies or unsuitable for 
a cost effective solution. 
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2.3.2 Problems of Fingerprint Matching 
Before discussing techniques commonly applied to fingerprint comparison, it is 
worthwhile to discuss briefly the problems facing such an algorithm. 
Misalignment is expected as the subject will be unable to place his finger in 
exactly the same position at each use of the system; both absolute movement 
(translation) and rotation are possible. 
Skin may be easily stretched, which causes localised distortion of the 
fingerprint image. This is caused to a small degree each time the print is pressed against 
the presentation surface. More severe distortion will occur if the finger placement is 
adjusted without removing it from the surface. As the trajectory of each presentation is 
not identical, stretch-based distortion will cause the images of otherwise consistently 
positioned prints to vary. This is the principle problem for any template matching based 
pattern matching algorithm [36]. 
Many factors affect the quality of the print image. Variations in skin and 
presentation surface conditions, temperature, humidity, lighting and differences in 
contact pressure can all alter the perceived image. Such differences can occur from 
presentation to presentation, and even locally within one image. High temperature and 
humidity cause the skin to sweat and thus become softer. As the skin sweats, the pores 
will open, leading to holes appearing in the ridges, and as the heat makes the skin softer, 
the ridges will become wider. They will also become brighter as the resulting moisture 
enhances skin to surface contact. Low temperature causes the skin to become dry and 
comparatively inflexible. This leads to poor skin to surface contact that results in a low 
intensity image. People who suffer from dry skin conditions permanently exhibit these 
conditions. 
Abrasions and cuts to the print that occur between the time of enrolment and a 
subsequent presentation will clearly affect any matching process. Dirt and excessive 
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sweating or dampness can have a similar effect. These variations must be expected and 
tolerated to a reasonable extent. 
2.3.3 Fingerprint Image Pre-Processing Techniques 
Any pattern matching algorithm is dependent on the quality of image it is given 
to work on, although the toleration of imperfect images is the aim of all such 
techniques. 
Binanzation is the first step in many fingerprint analysis algorithms, as it makes 
subsequent work on the image much simpler. This is usually achieved by a form of 
adaptive binarization [61][63], as applying a global threshold is not a satisfactory 
solution due to artefacts caused by the transducer such as uneven lighting [64] [65] [66]. 
Pre-flitering is often required as it stops salt and pepper noise appearing in the binaiy 
image [67], a term given to corruption in a binary image caused by the occasional 
apparently random complementing of pixel values [68]. A review of fingerprint 
analysis, covering the work referenced in this section, shows that algorithms that work 
directly with greyscale data [69] are more complex than binary based techniques and 
show no improvement upon them. 
It has been seen that sweat pores are a major problem. They may vary in size 
or even disappear completely depending on environmental conditions. Any simple 
image processing that overcomes this problem would be a major asset. 
Once binarized, the ridge patterns are often enhanced by using directional filters 
[65] which can be combined with the binarization process [62]. However, all such 
directional filters are computationally intensive and are comparatively complex to 
implement in hardware. 
Morphological filtering is a useful technique to apply to binary images. It is 
based on set theory in which operations between the image and filter, such as 
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intersection and union, can be concisely expressed [70]. The operators, on which all 
morphological filtering is based, are termed erosion and dilation. Filtering is 
implemented by convolving the image with a mask, usually two pixels square. For 
dilation, if any image pixels covered by the mask are set, then all the covered image 
pixels are set. Erosion works on a similar basis with all the pixels being cleared if any 
one in the mask area is clear. In normal operation, the filters are usually applied one 
after then other to the image, in an iterative ioop, until the desired result is obtained. 
However in the context of fingerprint preprocessing, it is difficult to know how to apply 
them, as erosion will remove any pixel level noise but will also increase the size of 
sweat pores. Dilation will enhance any noise pixels but will also fill in, and thus 
"normalise", sweat pores. As both operations have detrimental and beneficial effects, 
and the combination of both may be too computationally intensive, the overall 
advantage of this technique to fingerprint images is questionable. 
2.3.4 Fingerprint Comparison Techniques 
Fingerprint comparison is a mature area of pattern recognition, a fact that can 
be inferred from the lack of novel researeh reported since the late 1970's [4]. Pattern 
recognition techniques are split into two basic camps: feature extraction and syntactic 
analysis. 
Feature extraction appears to be more widely used. All algorithms for this type 
of recognition follow a similar path: the fingerprint image is thinned, minutiae are 
extracted and their relative positions recorded [61] [63] [64] [691. One of the few systems 
whose workings are described is Wegstein's M40 fingerprint matcher [71]. 
Syntactic techniques generally thin the fingerprint image and convert the 
resulting lines into vectors. These, are primitives which are analysed to yield a 
fingerprint image in grammatical form [72][73][74]. As each of the minutiae patterns 
has its own "grammar", it can be identified. 
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Feature extraction and syntactic techniques must intelligently interpret 
fingerprint images. Although this is a complex task, it produces a concise and 
orientation independent representation of the image. However, imperfections in the 
digitized image, such as broken ridges and sweat pores of changing size, can generate 
spurious results. Although the image can be pre-processed [62] [69] or extra intelligence 
added to the algorithms to avoid this problem [63][64],  it indicates an undesirable 
sensitivity to image noise. 
As a fingerprint comprises ridges and troughs that can be conceptually regarded 
as binary values, binary template matching would appear to be a likely solution to the 
problem. However there is no indication that template matching has been used to 
successfully perform fingerprint comparison, which indicates the novelty of the work 
described in this thesis. 
2.4 Template Matching Techniques 
2.4.1 Improving Functionality 
In the introductory section on template matching, it was assumed that the object 
of interest will appear with the same size and orientation in all images so that a single 
template suffices. If the target object changes in size or orientation or becomes 
distorted, extensions to the basic matching technique are necessary. If the relative scale 
can be kept constant, which is feasible via consistent digitisation of the input image, 
distortion and rotation can be accommodated via more simple extensions. Geometric 
distortions, such as rotation, can be applied to a template causing the matching 
algorithm to search over parameters, such as rotation, in addition to position. 
In situations where an object comprises parts whose spatial relationship may 
vary, it is more effective to partition the template into sub-templates. These should 
correspond to significant features (e.g eyes, nose and mouth of a face). It has been 
argued that the optimum selection of sub templates can be automatically discerned [75], 
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but in general this task tends to be empirically performed. The search for a match now 
proceeds in two phases: first find reasonable candidate matches for the templates, then 
check for a configuration of these matches that satisfies the appropriate relational 
constraints (e.g. nose above mouth). 
Fischler demonstrated an algorithm for this form of two level search [76] based 
on dynamic programming [77]. The sub-templates are conceptually inter-connected by 
springs. In their original position, there is no tension in the springs. The sub-templates 
are then compared with the image at all possible positions. The scores and spring 
tensions are recorded at each position. Ideally when all the sub-templates match the 
image in the same relative position there will be no tension in the springs. In order to 
allow for distortion where the above situation may not occur, the dynamic 
programming algorithm finds the best compromise of template score and spring 
tension. This results in the generation of large tables which the dynamic programming 
algorithm analyses in search of the optimum solution. Although methods for reducing 
data storage and computation are also presented, the spring tension technique appears 
over-complicated when compared to the "voting" stage of the Hough transform which 
achieves an equivalent effect. 
Widrow took the "flexible template" concept to its logical conclusion by 
viewing a template as a parametrically deformable rubber sheet [78]. His search 
algorithm attempted to maximise the degree of match while minimising the distortion 
of the template. Typical parameters may be width, length, angle and curvature, 
although these vary depending on the type of pattern to be matched. Widrow's approach 
is a two-dimensional analog of dynamic time warping procedures used in speech 
recognition [79]. Goshtabsy continued work in the same vein by using surface splines 
to represent the X and Y components of a mapping function that would fit the template 
to the image [80], however this requires feature recognition processing, a complex task 
that template matching techniques seek to avoid. 
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Further attempts to improve the performance of template matching have been 
based on applying operations to the image prior to matching in order to enhance 
discrimination. Examples of such techniques are to apply spatial convolution masks, 
automatically generated by analysis of the image [81] or more simply, a. gradient 
operator [82]. Such techniques improve discrimination by increasing the peak to 
sidelobe ratio of correlation results which is typically achieved by removing average 
greyscale values or enhancing high and low values. 
It has already been discussed that pre-processing a greyscale image to generate 
a binary image reduces the complexity of the template matching algorithm. A feature 
of binarization is that the size of object can change due to variations in conditions under 
which it was binanzed. A method of counteracting this problem is to surround the 
object with "don't care" points which are not used in matching and thus will not affect 
the score [83]. If the "voting" technique of the Hough Transform is applied to match 
results of sub-templates, a system with the functionality of Fischler's technique is 
obtained with much reduced algorithmic complexity. 
2.4.2 Reducing Computation Time 
Template matching, especially with large templates and images, can be very 
computationaily intensive. A number of approaches have been taken to achieve better 
performance. These involve algorithms that reduce the number of matching operations 
and parallel correlation architectures. 
2.4.2.1 Algorithmic Techniques. 
The simplest method of reducing computation is to sub sample the template. If 
the number of pixels are sub-sampled by a factor N, the number of operations will be 
similarly reduced. Over zealous sub-sampling results in a loss of discriminating power 
and so should be carefully controlled [84]. If there is an obvious frequency component 
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in the image data, which there is in the case of fingerprints, under-sampling and the 
resulting violation of the Nyquist criterion should also be avoided [85]. 
Another method is to use mismatches instead of matches. This technique 
requires a match result "threshold of interest" below which no information is likely to 
be obtained and any further operations would be redundant. This threshold depends on 
the type of image being matched. In the case of the template being an eye and the image 
being a face, the threshold would be low as discrimination is high. In a fingerprint 
image there are many similar features, so the threshold of interest would have to be 
higher. The mismatch threshold is the maximum possible score minus the threshold of 
interest. The mismatch threshold may be exceeded well before the complete template 
match has fmished, resulting in considerable time savings. Work has been done on 
automatically calculating such thresholds using pairing functions and statistical 
analysis [86][87].  In practice, where all images are similar (such as fingerprints), such 
a threshold can be more accurately obtained via empirical experimentation. 
Nagel and Rosenfeld demonstrated that if the points in the template were 
matched in an appropriate order, the mismatch threshold may be reached earlier [88]. 
The ordering technique is applied to greyscale images by their pixel values, whereas in 
the binary condition, it would translate to matching all the zeros before the ones (or vice 
versa). Barnea and Silverman took this a step further by analysing graphs of pixels 
matched against mismatch scores [89][90]. It was noted that the steeper the gradient, 
the less the likelihood that the fmal score would be of interest. Thus the value of the 
gradient after a certain number of pixels could indicate if the match should continue. 
Hierarchical template matching techniques have been developed to restrict the 
search to promising areas of the image. This can be achieved in a number of ways. 
Template and image resolution can be reduced by sub-sampling, and the results from 
the "reduced" match can indicate areas of the image which merit "full" matching 
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[91][92]. With a fingerprint image, this would reduce the size and detail of the minutiae 
which are the most discriminating parts of the image. Thus the correct matching area of 
the image could be swamped in "false alarms". In a multi-template system, a subset of 
the templates could be passed over the image as a first pass. The results from these 
matches would indicate areas of interest [93][94].  This technique requires that the 
template subset indicates a possible match where the actual match will be. This is most 
likely to be achieved by using the most discriminating sub-templates, a template feature 
that is not easy to identify. 
Assuming that the input image is constrained, a better solution is not to search 
the entire image but concentrate initially nearer the centre of the image. If a match is 
found in this area, much computation has been saved, if not the search continues in the 
periphery of the image. 
2.4.2.2 Hardware Architectures 
It has already been noted that binary template matching, even with the overhead 
of "don't care" data, lends itself well to digital implementation. The correlation 
processor comprises an XOR (match) and a NAND (don't care) gate to perform the 
pixel matching and a comparator and a latch to update and hold the maximum score. 
As correlation is computed independently at all points in an image, an array of 
processors can be used, each processor dealing with a different part of the image. 
Different templates can also be matched simultaneously using replicated hardware. 
This architecture maps neatly into an ASIC design [83][95], more so than it does to 
parallel computing platforms [96][97].The drawback with such a parallel architecture 
is that many of the computation saving algorithms previously discussed are no longer 
applicable. For example, if mismatching was to be used, and the probability of the 
mismatch threshold being exceeding before the end of the template was 0.8, then the 
probability of 16 processors doing likewise is (0.8)16.  This would result in only 3% of 
- 30 - 
the template correlations completing prematurely, which gains little time. Extra 
hardware would be required to implement the premature termination of individual 
correlation processes. Fortunately, the restricted search area technique is still feasible. 
2.5 Summary 
This chapter has reviewed image processing and pattern matching techniques 
that are applied to the task of fingerprint comparison. The problems raised by this task 
have also been discussed. 
It has been shown that an optical transducer is a cost effective method of 
fingerprint digitisation, although it can distort the image. It has also been shown that 
feature extraction is the most widely used form of fingerprint recognition and concern 
has been expressed at the susceptibility to imperfectly digitised images of such 
techniques. 
It is proposed that, although unfashionable, template matching can be 
effectively used as the core of an efficient fingerprint comparison system. Substantial 
variations in image quality can be accommodated by using adaptive thresholding to 
generate a binary image. Reference templates can contain "don't care" pixels to inhibit 
correlation in areas of the image that may vary between presentations. It has also been 
shown that computation time can be achieved by parallelism of the correlation arrays. 
The number of template correlations can also be reduced by attempting initial matching 
in the area of the image where the reference pattern is likely to be found. If a match is 
not achieved, the rest of the image can be traversed. 
Distortion in the image can be overcome by dividing the reference into sub 
templates. Complex methods of analysing the scores of these templates to determine an 
overall success factor of the comparison have been reviewed. However, the voting stage 
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of the Hough transform has been seen as a good model for a simple, though effective, 
method to combine the scores of the sub templates. 
The next chapter presents the fingerprint comparison algorithms devised as a 
result of the work done for this thesis. 




This chapter details the method used for fingerprint comparison, that was 
devised as a result of the work undertaken for this degree. The method is presented at 
this stage of the thesis to provide a framework for the chapters that follow on the 
development, implementation and testing of the algorithmic procedures. 
3.2 Method Organization 
3.2.1 Introduction 
This section briefly describes the basic components of the fingerprint 
recognition system and how they interact. There are four basic elements to the overall 
system: 
fingerprint image capture 
image pre-processing 
template extraction 
fingerprint pattern matching 
A detailed discussion of the algorithms involved within each stage will be given 
later in the chapter. 
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3.2.2 Image Capture 
The image capture sub-system comprises an opto-electronic arrangement that 
generates a digitized grey-scale image, corresponding to approximately 1 cm 2 , of a 
fingerprint which is placed against a optical surface. Some of the image capture 
problems can be alleviated by allowing the fingerprint image to 'develop' once placed 
on the platen and produce a brighter and more consistent image. A 'delayed capture' 
algorithm uses this phenomenon to obtain an image of optimum quality and a guide on 
top of the platen restricts the movement of the finger. 
3.2.3 Image Preprocessing 
This process produces an enhanced and normalized binary representation of the 
peaks and troughs of the fingerprint pattern. Noise and local illumination variations are 
removed and the resulting binary image simplifies template matching. 
3.2.4 Template Extraction 
This process derives a characteristic reference template set at the initial 
enrolment phase that is stored for subsequent use. 
The generation of this template must produce a consistent and discriminating 
reference while keeping storage requirements and computation to a minimum. 
Distortion is overcome by breaking the reference image into several areas (sub-
templates), each small enough to succeed in direct correlation even in the presence of 
localised skin stretch. 
3.2.5 Pattern Matching 
The principle process of recognition is one of direct correlation. Thus some 
attempt is made to match the binarized print image with a similar reference pattern 
(black with black, white with white). A high degree of coincidence is an indication of 
a good match. 
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Misalignment may be accommodated by testing for correlation results over a 
range of possible positions and rotations. However, as already discussed, a 
straightforward application of this technique is rapidly defeated by the skin stretching, 
which prevents alignment over any appreciable reference area. Thus the sub-templates 
are correlated with the image individually, and an overall match is determined by a 
collective voting procedure based on results from all of the sub-templates. Another 
benefit of the sub-template layout is that, as not all the sub-templates need to vote to 
obtain a match, identity may be verified with part of the print damaged. 
3.3 Image Capture 
3.3.1 Overview 
The print capture system produces an 8-bit grey scale image of 256 pixels 
square corresponding to approximately one centimetre square of the skin surface. This 
resolution and quantisation has been found to be the optimum values by 
experimentation. 
The capture system is independent of the recognition process, in that any 
imaging system meeting a similar specification will suffice [98][99].  The system 
described here has been used successfully in the experimental verification of the 
algorithms. The delayed capture technique, a process for capturing images of optimum 
quality, is also described in this section. 
3.3.2 Optical Front End 
The optical configuration is shown in figure 3.1. The imaging surface is the 
hypotenuse face of a prism with one of the two perpendicular faces blacked. Due to 
internal reflection, this dark image is projected through the remaining perpendicular 
(viewing) face. However, when the ridges of a fingerprint make contact with the 
imaging surface, the internal reflection is disturbed by the change in refractive index 
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and incident light from any dimction is scattered at the points of contact [100]. This 
produces a fingerprint image that can be seen through the viewing face. Unfortunately, 
the image is trapeziodally distorted as the finger is located obliquely to the optical axis 
of the equipment. It is possible to partially compensate for this effect by aligning the 
sensor at an angle relative to the viewing face of the prism. A magnified view of the 
circled area in figure 3.1 in shown in figure 3.2. Note how the fingerprint ridges touch 
the prism surface whereas the troughs do not. 





Figure 3.1 Optical configuration. 
-tip 
Figure 3.2 Detail of fingertip at prism surface. 
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The clarity of this image is dependent on the skin to platen contact, the better 
the contact the greater the change in refractive index and thus the contrast of the image. 
Dry and hard skin leads to poor contact and thus a low contrast image where detail can 
sometimes be lost. This effect is termed the "dry fmger problem". It can be counteracted 
by enhancing the contact with a softer platen which can be achieved by coating it with 
a transparent plastic film. 
The image is focused by a lens onto the light-sensitive surface of a solid-state 
imager. The finger-tip is illuminated by incident light from artificial sources passing 
through the viewing face of the prism. High power red light emitting diodes (LEDs) 
have proved to be an ideal cost effective lighting solution. Experimentation on 
containing movement of the fingerprint led to the development of a simple physical 
guide (see figure 3.3), that confines translational and rotational misalignments to 
approximately ±3mm and ±100  respectively. The finger-tip is guided into approximate 
alignment by this simple mould that is attached to the presentation surface. The optical 
path is designed such that approximately one square centimetre from the centre of the 
print is focused onto the imager. 
Figure 3.3 Fingerprint guide. 
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3.3.3 Image Capture 
3.33.1 Introduction 
This section describes a procedure for delayed print capture whereby, following 
activation, the print is captured once the finger has been placed on the platen and a 
'good' image has developed. The algorithmic description that follows assumes that a 
measure of image intensity can be obtained. A flow chart of the algorithm is illustrated 
in figure 3.4. 
3.33.2 Stage 1: Awaiting presentation of print 
The background intensity, 'b'  is recorded when the verification session is 
started. If this is greater than a 'print present' threshold bg_thresh, the print is deemed 
to be already present and the algorithm jumps to stage 3. Otherwise it waits for the 
intensity to rise by an amount bg_noise above 'bg•  this condition is not met within a 
set period (say 10 seconds), it is assumed that the user has abandoned the verification 
attempt and the algorithm exits with a 'timeout' status, otherwise it continues to stage 2. 
3.33.3 Stage 2: Image Development 
The algorithm now continuously captures frames until the image intensity 
exceeds a threshold pp_thresh that indicates a high contrast image, when it proceeds to 
stage 3. If this does not occur within a set period (say 5 seconds), the print is deemed to 
be 'dry' and the algorithm jumps to stage 3 with the 'dry fmger' flag set. 
3.33.4 Stage 3: Image Capture 
This stage captures a print image, ensuring that the print has not been removed 
between detection and capture. A side effect of this 'safety net' is that the platen can be 
wiped by the user without causing the system to malfunction. This is achieved by 
capturing a frame and comparing the intensity with another 'confirmation' threshold, 
pp_thresh2. This constant must be lower than pp_t/zresh, as the intensity of the image 
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Figure 3.4 Flow chart of fingerprint capture algorithm. 
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can vary due to changes in applied pressure of the fingerprint and noise, and thus could 
be less than the intensity at which it was initially detected. However, if the 'dry finger' 
flag is set or the print was present when the algorithm was invoked, the confirmation 
threshold is set to hg_thresh. If the intensity is greater than the appropriate threshold, 
the algorithm exits with a successful (OK) status, a measure of intensity and the dry 
fmger flag, otherwise it returns to stage 1. Note that it is possible that the algorithm may 
never exit, if the last frame capture in stage 3 always returns an intensity less then 
pp_thresh causing a return to stage 1. This problem is overcome by using a global time-
out condition such that the algorithm exits if an image has not been captured within a 
set period, say 15 seconds, after the delayed capture process was invoked. 
3.33.5 Summary 
For normal users, the process is rapid (of the order of 1 second), whereas the 
system automatically compensates for users with dry skin by delaying the capture time 
appropriately. It also accommodates users who first 'wipe' the platen before presenting 
their finger. The process is entirely automatic and requires no mechanical or electro-
mechanical additions. The chief attractions of this configuration are that it is small and 
solid-state and all components (both optical and electrical) can be mounted on a small 
area of a circuit board. 
3.4 Image Preprocessing 
3.4.1 Filtering 
The greyscale image is initially smoothed. The purpose of this process is to 
remove from the image random pattern interference which occurs at higher spatial 
frequencies than those expected from a fmgerprint. Such noise can be created by fme 
particles of dirt on the optical platen, non uniform image sensor pixel response and 
breakthrough from fast switching digital signals in digitizing sub-circuitry. If untreated, 
the binarization algorithm would convert such greyscale noise into binary salt and 
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pepper noise [32]. However the filter smooths out such variations and thus the noise 
[61]. 
Smoothing is typically achieved by convolving the image with a Gaussian 
weighted 3x3 pixel template which produces a 'weighted average' of each pixel with 
its 8 closest neighbours as shown in figure 3.5 [61]. However, the use of uniform 
weights, as illustrated in the same figure, will be shown in section 5.3.1 to offer an 










Figure 3.5 Masks for "Gaussian" and "uniform" filters. 
3.4.2 Binarization 
The next stage of the preprocessing is 'binarization' which accomplishes three 
objectives: 
• 	segmentation of pattern features 
• 	normalization of the effects of uneven lighting and image intensity 
• 	data compression (to 1 bit per pixel) 
A fingerprint is a collection of ridges and troughs which constitute the skin 
surface. The 8-bit grey scale image is transformed, by a process of thresholding, into a 
binary image where the values will designate whether the pixel is considered to be in a 
trough (black) or on a ridge (white). A single threshold applied across the whole image 
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Globally threshoided image Adaptively thresholded image Greyscale image 
is generally unsatisfactory due to variations in lighting, skin moisture and skin to platen 
contact as illustrated in figure 3.6. This can be overcome by adapting the threshold to 
suit conditions in local areas of the image by using an adaptive median filter [61]. 
Figure 3.6 Original greyscale and globally and adaptively thresholded images. 
The full image is divided into non-overlapping blocks of 1 6x 16 pixels as shown 
in figure 3.7. For each block, a threshold value is calculated such that it divides the grey 
scale values into two equal sets: one half of which are greater than the threshold that are 
considered to be white, and the other half that are considered to be black. This process 
equalizes local intensity variations in the image and produces a uniform binarized print 
representation. 
Note that the sum of these 256 thresholds can be used as a representation of the 
overall brightness of the image. It also compresses the data eight fold without losing 
useful information. 
3.5 Template Extraction 
For template extraction, it is important to ensure that the characterization of the 
fingerprint pattern is made only with the most distinct and consistent features. Normally 
these correspond to the peaks and troughs of the ridges and furrows of the fingerprint. 
This selection is achieved by using a variation of the binarization procedure whereby a 





Figure 3.7 Blocks used by adaptive thresholding algorithm. 
third 'don't care' state is generated to indicate whether or not a pixel is part of a 'strong' 
feature. The process determines those pixels which are 'strongly' black and those which 
are 'strongly' white and classes the remainder as 'don't care'. 
The process is achieved by performing two binarizations of the greyscale image 
with different thresholding values. In the first case the threshold is chosen so that only 
25% of the pixels are white, and in the second case so that 75% are white. A pixel can 
thus have one of three values: white - if it is white in the 25% white image, black - if it 
is black in the 25% black image, and don't care otherwise. Template points are thus 
ternary valued. Due to the derivation of the template pixels by thresholding at 25% and 
75%, approximately half of the template pixels will have the don't care value. This 
counters some of the problems posed by the ridges varying in width and occasionally 
containing pores whose size can also vary. It should be noted that the filler 
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preprocessing stage is vital when generating the dark image, as its smoothing effect 
prevents the resulting binary image from breaking up if the original greyscale image 
was of low overall intensity and poor quality. 
The template is extracted from the image data by recording the ternary values 
of a pattern of pixel locations. The process of storing and matching the template can be 
excessively restrictive in both storage cost and computation time. As discussed in 
section 2.4.2, computation can be reduced by sub-sampling the template. The problem 
is to what extent the template can be sub-sampled before the lack of information results 
in an unacceptably low discrimination. As also discussed in section 2.4.2, care should 
be taken to avoid inducing aliasing errors by under-sampling. 
The sub-sampling ratio was determined by experimentation, as will be shown 
in chapter 4. The sampling is implemented as a 48 pixel square frame containing the 
lattice pixel pattern shown in figure 3.8 which corresponds to approximately 0.18mm 2 
of the fingerprint. 
As will be detailed in the following section, sixteen such templates are used to 
form the reference as shown in figure 3.9. The template extraction operation is then 
performed on each of the 128 pixels in each of the 16 templates. The resulting reference 
only uses 3.1% of the image pixels, but still offers suitable discrimination. 
3.6 Pattern Matching 
3.6.1 Introduction 
To overcome localised distortion that occurs in the fingerprint image, the 
reference is broken into sub-templates, which correspond to areas of the fingerprint 
over which such distortion will not occur. As discussed in section 2.4.1, it has been 
proposed that the optimum number of sub-templates can be derived by adaptive 
techniques. However in this constrained case (there is no scaling) it was simpler to 
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Figure 3.8 Sub sampled pixel layout. 
obtain the size and number of templates by experimentation. As detailed in chapter 4, 
the optimum number transpired to be 16 sub-templates in the form of a 4 by 4 grid as 





Figure 3.9 Sub template layout. 
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The pattern matching problem is to determine whether or not a fingerprint 
image pattern corresponds to a given set of sub-templates. The strategy is to search the 
image for instances which match each of these templates and to decide according to the 
number and degree of such matches. The problems in this operation are that the image 
will usually be at a different position and angle relative to the one from which the 
template set was derived, and that it may also have different linear and angular 
distortions. The matching process is divided into four distinct phases: 
• 	a template matching phase which matches each template in each possible 
position in the image space. 
a voting phase which decomposes the search space for each template into 
smaller regions 
a ranking phase which selects the best votes from each template. 
a polling phase which determines whether a sufficiently large number of 
templates vote in the same region of the image. 
3.6.2 Template Matching 
For each sub-template, a search is performed over the image for instances of 
similarity. This is achieved by applying the sub-template in a range of positions and 
orientations and performing a ternary correlation between the two. A successful match 
occurs when the sub-template pixel is not set to don't care and matches the 
corresponding fmgerprint pixel. Note that correlation does not occur when the template 
pixel is set to don't care regardless of the value of the fingerprint pixel, thus confining 
correlation to well defined areas of the reference fingerprint. This prevents changes in 
the image caused by variations in applied finger pressure (thus increasing ridge width) 
and skin and lighting conditions from degrading the match result. 
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It has already been discussed that distortion within the image is overcome by 
independent correlation of the sub-templates with the image combined with analysis of 
their individual performance. To overcome the possible translational and rotational 
misalignment as discussed in section 2.3.2, the template must be correlated .with the 
image over a range of relative pixel positions and angles. To reduce the amount of data 
to be passed on the voting phase, template matching operations are performed over 
local areas of the image and the best result retained. As will be shown in chapter 4, the 
optimum size and layout of these areas transpired to be non overlapping 8 pixel square 
blocks and the range of angles ±100  in steps of 2°. The results of the template matching 
operation between a sub-template and the image over this 8 pixel square block is best 
visualised as a 64 point, two dimensional correlation surface. When the angles are taken 
into account, the output becomes a one dimensional array of 11 such surfaces, a total of 
704 correlation results. Of all these results, the greatest one is retained. 
This "best" value, or indeed any such correlation result, is indicated by the 
number of pixel matches. This score is expressed as a percentage of the total number of 
defined points in the sub-template. Aberrations in the image generally preclude a 
consistent score of 100% for situations where a template and image should match. Thus 
a method of determining which correlations produce results that may be a match, and 
therefore be of interest, must be applied. This is done by only considering a score if it 
exceeds a predetermined threshold. As discussed in section 2.4.2, such a threshold can 
be derived by statistically analysing images. However it is simpler, and arguably more 
effective, to derive the threshold by experimentation. As will be shown in section 4.6.2, 
80% was found to offer an optimum threshold of interest. 
To reduce the template matching computation time, matching operations are 
performed in parallel, where a number of image pixels are compared with a number of 
template pixels simultaneously. The form of this parallelism is detailed in chapter 5 and 
is implemented as an array of 32 correlators. 
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3.6.3 Voting 
The "block correlation" described in the previous section is performed between 
each sub-template and the image, resulting in 16 arrays of 32 by 32 scores. 
The purpose of the voting phase is to map the correlation scores onto the image 
space to give an indication of likely areas of correlation. This is done by computing an 
'offset' for each sub-template that maps the correlation score position to a relative or 
normalised position. For example, the sub-template in the top left of the 4 by 4 grid 
would usually record a 'vote' somewhere to the lower right of its actual position of 
correlation. Any score where a sub-template is not totally superimposed on the image 
during correlation is discarded. 
3.6.4 Ranking 
The information now consists of the highest scores in normalised positions for 
each of the sub-templates. Further selection is needed to reduce the voting activity 
which otherwise increases the false acceptance rate of the system. However, the top 
score attained by each template does not necessarily correspond to the correct matching 
position, due to the repetitive and non-unique nature of areas of fingerprint patterns. 
The a number of the highest scores are retained to ensure that a valid score will be 
considered. The scores for each template are ranked in numerical order with their voting 
positions. The number of scores retained for each sub-template is a system parameter 
which may be varied to alter the "strictness" of the system. The more scores retained, 
the more lenient the system becomes. Note that once the scores have been ranked, their 
value is no longer of importance. 
Eventually (see polling below) the sixteen ranked voting patterns will be 
examined for collective activity in any local region, indicating a consensus for a match 
at one particular offset 
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3.6.5 Polling 
The final arbitration as to whether the presented fmgerprint matches the given 
template is achieved by testing for localized common activity among the ranked votes 
across all the sub-templates. The correlation, voting and ranking processes lead to 16 
arrays of positioned and ranked votes. These are best visualised as a large scale three 
dimensional empty "noughts and crosses" framework. Common voting of the sub-
templates is represented by vertically aligned clusters of votes. The criterion for 
acceptance is that the ranked votes of a predetermined number of the sub-template 
should be present within a certain voting area. This allows a certain radius of tolerance 
in the voting cluster to accommodate stretch-induced movements between the 
templates. The size of the cross sectional area of the cluster area is a measure of 
strictness of the matching algorithm, the larger it is the more lenient the process 
becomes and vice versa. 
The success of a match is determined by the number of sub-templates that cast 
a vote in a common "vertical" polling area. The polling threshold used to indicate a 
match at any particular position must reflect the maximum number of templates that can 
legitimately record votes there. Figure 3.10 gives a plan of the maximum scores that 
may be attained over a central voting area of 20 by 20 blocks assuming the 16 template 
format of figure 3.9. 
Over the central area, all 16 templates are active. As the voting position moves 
further than the equivalent of 48 pixels laterally or vertically then one row or column 
of 4 templates moves outside the image space and is discounted, leaving a possible 
maximum of 12. By a similar argument the corner activity in areas C is reduced to a 
maximum of 9. Thresholds must be set for each of these regions to discriminate 
between matching and rejection. The precise values used must represent a trade-off 
between false accept and reject rates. The optimum values, determined by experiment, 
are shown in table 3.1. 
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B A B 
C B C 
Figure 3.10 Plan of maximum polling scores. 
Area Maximum score Threshold for match 
A 16 10 
B 12 8 
C 9 7 
Table 3.1 Sub templates for thresholds to determine match result. 
Again these thresholds control the strictness of the system, the higher the 
threshold the stricter the verification and vice versa. 
Figure 3.11 represents the typical form of results after correlation, voting, 
ranking and polling. The reference image, from which the template was derived is in 
the top right hand corner of the diagram, with the image with which it is being matched 
below. The voting patterns are represented in correlation score grids (see previous 
section) covering the image space. A dot in any square represents a vote whose ranking 
position is determined by its brightness. Each of the patterns is quite different, but all 
show some activity in a common position below and right of centre, indicating a 
possible match. The polling results are shown in the bottom right of the diagram. The 
results for all possible positions are shown, with the score being represented by its 
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brightness. In this case, all sixteen sub-templates matched in a polling area to right and 
bottom of the centre of the polling space, as indicated by the voting patterns. 
I 
Figure 3.11 Example of correlation, voting, ranking and polling processes. 
3.7 Enrolment and Verification 
3.7.1 Enrolment 
The formal enrolment process is very simple. The user is requested to give a 
single print in the same fashion as for a normal use (bid). Depending on the 
implementation of the verification system, the user is then given a means of identifying 
himself. This could be a PIN code or a magnetic card. This is an attractive feature due 
to its simplicity. Experimentation has shown that if the user immediately confirms his 
enrolment with a verification bid, the validity of the enrolment reference can be 
confinned and the user made aware of the importance of consistent fmger placement. 
However this training is achieved at the expense of lengthening the enrolment time. 
3.7.2 Verification 
The user must first identify himself as instructed at enrolment. In order to 
improve the 'user friendliness' and throughput of the system, the user is given a number 
of attempts, or 'bids', to verify himself. Thus if the first bid fails, usually due to gross 
misalignment, the user may attempt another bid without having to re-identify himself. 
The number of bids per 'session' may be altered, and experimentation has shown that 
two or three is the optimum number depending on the strictness of the application. A 
bid is defined as an attempted verification, and a session as the overall result. 
3.7.3 Adaptive Re-enrolment 
As the enrolment of a user may be his very first use of the system, the enrolled 
reference may be far from optimal. Experimentation has shown that this applies to 
approximately 20% of the user population. It is desirable to correct the situation in these 
cases, but without introducing the inconvenience of a formal re-enrolment. Thus the 
updating of non-optimal references must be adaptive and invisible to the user. This can 
be achieved by monitoring the recent performance history of each user over the last 8 
bids. Whenever this history indicates 3 or more rejected bids, then a new enrolment is 
performed on the next accepted bid. In this way, users with poor enrolments are 
promptly detected and corrected. If a user fails to verify himself in two consecutive 
sessions it may be concluded that adaptive re-enrolment is not correcting the situation 
and it is recommended that the user re-enrol under supervision. If the user continues to 
fail then re-enrolment is recommended using a different finger. 
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3.8 Summary 
The methods used by the fingerprint verification system have shown to be a mix 
of established techniques and algorithms arrived at by the results of experimentation. 
Sixteen sub-sampled templates are used as a reference in the template matching 
process. These references are generated in a four stage process: 
set all template pixels to "don't care" state. 
low pass filter the raw greyscale image 
binarize smoothed image such that 25% of the pixels are set, change any such 
template pixels to the "set" state. 
binarize smoothed image such that 75% of the pixels are set, set any such 
template pixels to the "clear" state. 
The fmgerprint comparison method comprising the following stages has also 
been presented: 
low pass filter the raw greyscale fingerprint image 
binarize smoothed image such that 50% of the pixels are set 
split image into 8 by 8 pixel blocks and correlate template with this block over 
a range of ±100  in 20 steps, keep the maximum score if above 80% and repeat 
for each template, recording scores for each block in a voting area 
rank the best N scores for each sub template 
poll the voting area to determine maximum number of sub templates voting in 
an area 
1. 
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Once a user is enrolled onto the verification system, a method for tracking 
performance and invisibly re-generating a better reference has been devised. 
The experimentation which led to the development of these techniques is 
detailed in the following chapter. 
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CHAPTER 4 
Development of Algorithms 
4.1 Introduction 
This chapter reviews the empirical development that led to the fingerprint 
verification method presented in the previous chapter. It also shows that 
experimentation on extensive trials data, is a necessaiy form of algorithmic 
development in order to achieve predefined performance standards. 
4.2 Overview of Previous Work 
4.2.1 Overview of Work Done. 
The development of the fingerprint comparison algorithth started as part of an 
undergraduate project [101]. The initial aim was to develop a fingerprint comparison 
algorithm that could be implemented cost-effectively by a VLSI chip set and some 
auxiliary components. The initial test equipment was an optical bench with the view 
from the opposite face of a prism focused onto a 256 by 128 pixel binary image sensor. 
This was a dynamic RAM with its lid removed [102]. The sensor was interfaced to a 
micro-computer [103] which displayed the resulting fingerprint image. Initially binary 
template matching appeared to be the optimum VLSI solution, but it was deemed to be 
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too simple an approach in view of the published background material on fingerprint 
comparison algorithms [3][4][71]. 
Instead, the "Aleksander" algorithm [104] was used. This technique used 
randomly selected image pixels to act as address lines for an array of arbitrarily sized 1 
bit wide RAMs (discriminators). The technique stated that there are no rules for 
obtaining the optimum size and number of random access memories (RAMs), but that 
these parameters should be derived empirically. In this case 8192 16X1 bit 
discriminators were used, as it was the best compromise of number and size under the 
constraints of the small RAM size (25 Kilobytes) of the microcomputer simulation 
platform. When an image was applied to a discriminator, the bit at the address generated 
by the image is set. Thus if it images were applied to the discriminators, then each RAM 
would have n bits set. The images would be fingerprints from the same person at 
different orientations. 
The recognition was performed by applying a fmgerprint to a set of 
discriminators that had learned a fingerprint and summing the number of addresses that 
corresponded to a set bit. The resulting sum is measure of the 'likeness' of the applied 
print to the learned one. This technique failed as the fingerprint image was too repetitive 
and 'confused' the learning technique by over-filling the discriminator RAMs before 
enough images in varying orientations could be 'learned'. 
By the end of the project, binary template matching was considered as a an 
alternative, possibly better, approach. A 224 by 96 pixel central area of the reference 
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print was used as the template and correlated with another print over a range of 
positions and the highest score retained. This score was then compared with a threshold 
to decide whether a match had occurred. However, results were poor because of the 
different ways skin distorted at each presentation of the fmger. 
4.2.2 Conclusions 
The Aleksander technique was dropped as it was found to be unsuitable for 
fingerprint comparison. Template matching was investigated as an alternative 
technique, but did not produce encouraging results. However it was intuitively felt that 
a more intelligent application of the technique could lead to a promising method of 
fingerprint comparison. 
The template matching technique had very little discriminating power, which 
was mainly due to the inability to overcome the distortion of the fmgerprint pattern and 
the varying width of the ridges between images. The quality of the images was also an 
important factor, as poor images led to low correlation scores. The correlation took 
about eight hours of computation time on the microcomputer. As the comparison 
techniques were being developed empirically by software modeffing, a faster 
simulation environment would enable more effective algorithmic development. 
Consistently high quality images were difficult to obtain from the binary imager 
except when under controlled conditions. When under control, the exposure time of the 
imager and the intensity of illuminating light source could be altered to suit the 
fingerprint under test. 
- 57 - 
4.3 Binary Imager Development 
4.3.1 Introduction 
On reviewing the algorithmic development achieved, it was seen that improving 
the quality of fingerprint images was of greatest importance, as any template matching 
based algorithm would benefit from consistent images. The main problem was 
fingerprint images of differing brightness due to the varying skin condition of each 
individual's fingerprint. Ideally, the image capture sub-system should be able to 
automatically accommodate fingerprints of varying intensities by using an automatic 
exposure control algorithm. 
4.3.2 Automatic Exposure Control 
The automatic exposure control system was developed by using a measure of 
image intensity to control the exposure of the sensor. Thus a bright image (usually due 
to sweaty skin) would cause the exposure to decrease and dry skin the reverse. 
The image intensity was determined by summing 8192 sub sampled pixels in a 
central area of the image. The intensity altered the exposure until it fell into the range 
that corresponded to a satisfactory image. However, when the optimum exposure had 
been found, there was frequently blooming in the centre of the image which caused the 
central area to become totally white. This effect caused the image to become artificially 
bright which led to the exposure being erroneously reduced, which led to an oscillating 
control loop. 
- 58 - 
Blooming is caused by a lack of charge isolation of the imaging pixels, which 
leads to charge leaking from a highly illuminated pixel and affecting its neighbours 
[105][106]. As the troughs are only 6 pixels wide at the most, they can be significantly 
narrowed or even totally obscured by this effect. Figure 4.1 shows a fingerprint image 





Figure 4.1 Fingerprint image affected by blooming. 
4.3.3 Multiple Exposure 
From studies of fingerprints captured by the binary image sensor, the optimum 
images (those that performed best in correlation) all exhibited approximately 50:50 
ratio of black to white pixels. This is to be expected as a typical fingerprint image is 
composed of approximately equal areas of ridges and troughs and such successfully 
imaged prints showed a high degree of correct segmentation. The blooming problem 
was a result of the insufficient dynamic range of the binary imager, indicating the 
requirement of a greyscale imager. 
A pseudo greyscale image was obtained by capturing a number of images at 12 
increasing exposures over the range that typically yielded the best results. Then for each 
pixel, the exposure index at which it turned from black to white became its greyscale. 
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The image was then split into a number of non-overlapping blocks. The size of the 
block should be large enough so that several ridges and troughs are within it so that a 
fair threshold can be chosen, and small enough so that local intensity variations do not 
compromise the choice of threshold. By experimentation, the optimum size of the block 
was found to be 16 pixels square. For each block, the threshold was varied until it 
produced the closest approximation to a 50:50 ratio of black to white pixels. This form 
of median thresholding was chosen as it was not affected by the average intensity of the 
block [67]. 
The adaptive thresholding technique produced much improved images but left 
residual salt and pepper noise. Vertical streaking effects caused by mismatched sense 
amplifiers in the RAM were also visible. This effect was countered by post-filtering the 
image. These forms of noise were imoved by a crude form of morphological filtering 
that inverted any pixel that had a different value to its four nearest neighbours. 
4.4 Template Matching Development 
4.4.1 The Don't Care Technique 
To enable the template matching algorithm to accommodate the variations in 
the fingerprint images subsequent to template extraction, as described in section 2.3.2, 
the concept of the ternary coded pixel was introduced. A pixel may be one of three 
states; white if it corresponding to a white image pixel, black if it represents a black 
pixel and don't care if the pixel is undefmed and not used in correlation. The pixels are 
represented by two bits. One bit contains the data that would be correlated with the 
OPLIZ 
binary image and the other the don't care bit which, if set, would inhibit such a 
correlation. To prevent the template pixels that were not in a solid ridge or trough from 
correlating with the presented image, the don't care bit was set if a template pixel was 
not surrounded by like pixels in the images. 
4.4.2 Reference Template 
The 'solid' 224 by 96 pixel reference in section 4.2.1 failed as there was 
distortion due to skin stretch within the reference itself. As discussed in chapter 2, 
deformable templates can be used to overcome these problems. Skin stretch was too 
difficult to parameterize so the technique was not used. Instead the problem was 
overcome by using a smaller template. The size of the template was a compromise 
between being small enough to avoid the problems of local distortion yet large enough 
to include sufficient minutiae detail to yield the appropriate level of discrimination. 
After analysis of captured fingerprint images, a centrally located template 32 pixels 
square was chosen. 
As discussed in section 2.4.2, the number of reference pixels in a template can 
be significantly smaller than the total number yet still yield the necessary 
discrimination during correlation. A reduced number of reference pixels was desirable 
as this would reduce storage requirements and computation time. A reduction in pixel 
count was obtained by sub-sampling the reference of the image. By experimentation, 
the lowest number of pixels that still enabled discrimination was 128. The sampling 
pattern had a higher frequency than the average ridge to trough frequency to include 
both black and white pixels. 
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4.4.3 Template Matching Algorithm 
The template was correlated with the image over its full range of pixel positions 
and angles of ±100.  The row and column position of the template was obtained by 
adding offsets to its central position. The rotational position was found by adding 
rotational pixel offsets to the current pixel position. To save computation, the rotational 
offsets were pre-calculated and stored in a look-up table. At each position the template 
pixels were correlated with corresponding image pixels The resulting 128 point 
correlation score was then compared to the maximum score so far, which was updated 
if it was exceeded. At the end of the correlation the best score was compared with a 
threshold, and a match was defined if the score exceeded it. The software to perform 
this task was written in the computing language 'C' [107] and ran on an HP 9000 mini-
computer. The execution speed in this environment was approximately 15 minutes, 
about 30 times faster than on the micro-computer. 
4.4.4 Trial 
This initial attempt at devising a template matching algorithm was then tested 
on trial data. Three people gave 10 fingerprints each. For each subject, their template 
was derived from the first fingerprint given and compared to the remaining nine. A 
further seven people then gave two prints each. The three templates were then 
compared with two prints from the other nine people in the trial. The best overall results 
were obtained using a threshold that yielded a false reject rate of 3.8% and a false accept 
rate of 2.9%. Although these were encouraging results so early in the project, 
improvement in discrimination was necessary to achieve satisfactory results. 
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4.4.5 Two Template Technique 
To increase the discrimination of the algorithm, a second template Was added. 
The two templates were placed side by side at the centre of the image as in figure 4.2. 
The purpose of the second template was to confirm the best correlation score of the first. 
This was achieved by using the angle, row and column positions of the first score to 
extrapolate the expected position of the second template. To accommodate distortion, 
the second template was then allowed a small degree of freedom in which to fmd the 
best score. A match was indicated if both the scores were above a threshold. 
Unfortunately, if the first template failed to correlate, or returned its maximum score at 
the wrong position then the second template would correlate in the wrong area. This 
type of "false alarm" is apparent with any coarse/fine template matching technique 









Figure 4.2 Two template layout. 
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4.4.6 Summary 
The multiple exposure technique took approximately a minute to capture an 
image, which badly affected the throughput during trials. A new imager that did not 
exhibit blooming and thus did not require multiple exposures would be preferable. 
Furthermore the non-orthogonal pixel layout and a gap in the centre of the imager [106] 
Was unnecessarily complicating the correlation algorithm. Thus it was decided to obtain 
an 256 by 256 pixel imager which would capture better image and make the correlation 
computation much simpler. 
A new comparison technique would have to be devised where both templates 
correlated across the entire image range and a match decided on the results from both 
correlations. 
4.5 Greyscale Imager 
As all of the development so far had been done using a specific microcomputer, 
an imaging system compatible with the computer was sought. The system chosen 
digitised a video signal into 256 by 256 pixels, with each pixels having 16 grey levels 
(4 bits) [108]. 
Even though the blooming was no longer apparent, adaptive thresholding was 
still necessary to overcome uneven lighting. Now instead of using the pseudo 12 level 
greyscale value, a 16 level value could be obtained directly from each digitised pixel. 
The algorithm was altered so that it could take a parameter which forced a defined 
percentage if the pixels were to be white, resulting in a flexible percentile median filter. 
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The adaptive thresholding process left some salt and pepper noise, that was 
removed by smoothing the greyscale image by convolving it with a 3X3 Gaussian 
weighted filter before thresholding [61], which gave better results than post filtering the 
binary image. 
4.6 Further Work on Template Matching 
4.6.1 Modified Template Derivation and Layout 
The function of the template generation process is to provide a discriminating 
reference. Discrimination can be enhanced by inhibiting the correlation of pixels which 
may change between black and white on successive fingerprint presentations. In the 
binary imager based system, this eliminated pixels in the ridge - trough boundary area, 
but could not detect broken ridges which were usually caused by dry skin leading to a 
poor image. 
Now that a greyscale image was available, an improved template derivation 
technique would be possible as the intensity of the pixels could be used. The reference 
should only contain "strong" pixel values, as these are less likely to change between 
presentations. In this case "strong" is defined as being the 25% darkest or brightest 
pixels. This correlation enhancement technique is similar to ones discussed in section 
2.4.1 [81][821, but is simpler in both concept and implementation. 
Initially all of the template pixels were set to don't care. Using the new 
thresholding technique, the image was binarized so that 25% of its pixels were white. 
if any of template pixels corresponded to a white image pixel, it was set to white. The 
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greyscale image was then binarized at 75% white. Now if a template pixel corresponded 
to a black image pixel it was set to black. This statistical selection of image pixels was 
reflected by the number of defined points in the template, which averaged. 50% with a 
small deviation. 
The pixel layout of the template was changed to a dithered pattern, as shown in 
figure 4.3, to give more even image coverage. 
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Figure 4.3 Dithered template pixel pattern 
4.6.2 Development of Post Template Matching Analysis 
As the two template 'confirmation' technique did not function correctly due to 
false alarms with the first template, experiments were carried out to determine the best 
way of interpreting the correlation results to yield an accurate result. The two templates 
were derived in the same positions. They were both correlated over the entire image 
space (about ±70 pixels) and at ±100  at each position The results of all 'interesting' 
scores (i.e. over a pre-defined threshold) were stored in a file with their angle, row and 
column score positions. After the correlation, these results were analysed to yield a 
match result. The percentile bands of the scores were plotted (see figure 4.4) to see how 
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Figure 4.4 Percentile bands 
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As can be seen from the percentile plot, the higher the band, the less scoring 
there is. However the scoring in the higher bands is in the same position as some of the 
scoring in the lower bands. From a combination of experimentation and studies of such 
diagrams, a threshold of interest of 80% was adopted. Once this threshold technique 
was implemented, the execution time of the correlations could be considerably reduced 
by counting mismatches instead of matches as discussed in chapter 2. Before a match 
was started, the mismatch threshold for each signature was calculated as 20% (100% 
minus the threshold of interest) of the number of defmed template pixels. Naturally the 
mismatch technique did not result in a deterministic reduction in execution time, but it 
was typically halved. A more drastic reduction might have been expected, but due to 
the similarity of areas of the fingerprint, correlation scores were typically over 50%, 
resulting in the mismatch threshold being attained approximately half way through a 
correlation. 
Using a technique loosely based on the voting stage of the Hough transform, it 
was decided to enable the templates to vote in a common area for a match. The size of 
this area would be a compromise between being large enough to tolerate the slightly 
different voting locations of each template due to distortion, and being small enough to 
prevent false acceptance by allowing templates to vote in one area from diverse 
positions. The voting was performed by subtracting the template offset position from 
the score position. The template offset was calculated by adding its base position 
relative to the centre of the image to the offset caused by the rotation at the angle at 
which the score was found. Thus both templates would return a 'normalised' voting 
position. Another algorithmic aid, the correlo gram, was then introduced. This was a 
voting diagram of each template after its correlation phase. 
After some brief experimentation and consultation of the resulting 
correlograms, it was decided to use a 4 pixel square range. Thus a match was defined 
as both templates voting within the same 4 pixel square area. All of the voting areas in 
the image space would then be polled. This is the process of finding the number of votes 
in each area. A match was defined by both templates voting in the same area. 
To test the new vote-poll technique, a number of fmgerprints were obtained 
using the microcomputer image capture system and sent to the mini-computer for 
processing. Ten fingerprints were taken from a trial population of ten people. As a 
comparison took almost half an hour to run, a subset of the trial population was used to 
test the algorithm. This included 10 prints from a user who had very dry skin and thus 
poor quality images which would test the false rejection rate of the algorithm. An 
example of this subject's fingerprint is shown in figure 4.5. To test the false acceptance 
perfonnance of the algorithm, 5 prints were taken from two subjects who had similar 
fingerprints as shown in figure 4.6. This subject of data resulted in 72 auto-comparisons 
and 54 cross-comparisons. The results of this trial are shown as entry A in table 4.1. As 
can be seen, they are poor and do not meet the interim specification of a 5% FRR and 





Figure 4.5 An example of a poor quality fingerprint image 
Figure 4.6 Two similar fingerprints from different people. 
To improve discrimination, four templates were used as shown in figure 4.7. 
Now a match was defined as three out of the four templates voting within the same 
range. As can be seen from entry B in table 4.1, four templates were still accepting too 
many imposter prints. This was attributed to the 'noise' from spurious correlations. To 
minimise this effect, only the top score in each 4 by 4 pixel area was retained, where 
the results of 6 and 8 pixel pooling ranges are shown in entries C and D. To further 









Figure 4.7 Four sub-template layout 
reduce the amount of data, the resulting block scores were filtered by only retaining the 
score with its eight nearest neighbours as shown in entry E. However, the above 
algorithms were still failing to meet the error rate targets, as they were producing too 
much data and applying inadequate discrimination. 
To rectify this, and reduce the amount of computation necessary, the correlation 
scores were pre-processed rather than post-processed. The image space was split up 
into 8 by 8 pixel non-overlapping correlation blocks. A template was then correlated 
with the image at each position within the block (this included all the angles) and the 
best score retained. If this score exceeded the threshold of interest, then its voting 
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rate had fallen to 8% without adversely affecting the false accept rate (up very slightly 
to 6% and shown by entry F). To improve discrimination, a fifth central template was 
added, and a match was defined as 4 templates voting in the same 2 by 2 block area. 
This resulted in false reject and accept rates of 7% and 2% respectively (entry I). The 
number of templates was then increased to 9, in a 3 by 3 pattern, with a match defined 
by at least 7 templates voting in the same area. This resulted in false reject and accept 
rates of 11% and 0% respectively (entry K). Entries L,M and N show the results of 
altering the "rank depth". 
The results had now improved sufficiently, but the comparison set was taking 
about a week to run. A simple hardware template matching board was designed to 
accelerate the comparisons. The voting, ranking and polling would still be performed 
by software, so the algorithm would retain its flexibility despite it's partial hardware 
implementation. 
As already discussed, the fingerprint used to test the false reject rate was of poor 
quality. From the results achieved, the algorithm was considered to be functioning well, 
considering the print set, and tuning it to function better on this set may have led to its 
inability to handle other types of fingerprint. 
The simplest method to further improve performance was to enhance the image 
quality. This could be done by using an eight bit digitiser to increase the dynamic range 
















A 2 1 4 pixels 1 2 12 10 
B 4 1 4 pixels 1 3 8 15 
C 4 1 6pixels 1 3 4 16 
D 4 1 8pixels 1 3 2 19 
E* 4 1 4 pixels 1 3 5 12 
F 4 8 2X2blocks 4 3 6 8 
G 4 8 2X2blocks 8 3 2 18 
H 5 8 2X2blocks 4 4 11 0 
I 5 8 2X2blocks 8 4 7 2 
J 5 8 2X2blocks 12 4 6 4 
K 9 8 2X2blocks 8 7 11 0 
L 9 8 2X2blocks 10 7 8 0 
M 9 8 2X2blocks 12 7 6 0 
N 9 8 2X2blocks 14 7 6 2 
Table 4.1 Summary of perfomiance of interim algorithms 
(* With nearest neighbour block filtering) 
4.6.3 Hardware Correlator 
A hardware correlator was designed to interface to the microcomputer and 
compute the best "block" score at a specified row and colunm position. The hardware 
was based on a 64K by 1 bit RAM for the fingerprint image, a 2K by 8 RAM for the 
template, of which only the bottom two bits were used for the data and don't care bits. 
Two EPROMs held the row and column offsets for each template pixel relative to its 
centre for each angle of the 11 angles. A counter cycled through the template pixels and 
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generated addresses for the fingerprint image using the EPROMs and compared the 
resulting pixel with the template data. The result was stored in a latch that was read by 
the microcomputer at the end of the correlation. 
To load data, the board was put into mode where the address generation 
counters were clocked by register sirobes in the microcomputer interface block, instead 
of the on board oscillator. The image was loaded by writing each pixel to the "image 
write" register. The template was loaded in a similar manner. 
A block diagram of the hardware accelerator is shown in figure 4.9. The 
fingerprint row and column counters generate the addresses for each of the correlation 
blocks in the image. The correlator cell counts the matches between the template and 
image data and keeps the highest score per block. 
The voting, ranking and polling were performed in software on the 
microcomputer. A nine template comparison took 1 minute 45 seconds, over 30 times 
faster than the HP9000 computer. It was noted that an unexpected proportion of this 
time was taken up with interaction between the accelerator and the microcomputer. 
4.6.4 Eight Bit Image Capture System 
To improve the quality of the images, the image digitizer was upgraded to 
resolve to 8 bits per pixel. The adaptive thresholding algorithm was altered to take 
advantage of the improved quantization. As can be seen from figure 4.10, it led to 
improved definition compared to a 4 bit digitizer. 
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Figure 4.9 Block diagram of hardware correlator. 
4 bits per pixel image 	 0 r, per pixe, i1nac. 
Figure 4.10 Fingerprint images generated by 4 and 8 bit digitizers. 
4.6.5 100 Person Field Trial 
Now that the pre-processing and comparison algorithms had been improved and 
the template matching was implemented in hardware, the comparison system could be 
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tested over a larger population. A trial population of 100 people was planned. 
One fingerprint was taken from each person once a day over a two week period. 
The aim was to take a total of 10 prints per person. After the first week a cross 
comparison was performed and returned good results. However the auto-comparison 
produced very poor results. This was due to gross mis-registration of the template 
images and low polling scores due to uniformity. The latter effect was caused by prints 
with large areas of parallel ridges, as in figure 4.11, that caused the ranking tables to fill 
Figure 4.11 A "uniform" fingerprint. 
up with spurious results, obscuring the score that represented the actual match. Thus the 
polling phase could not access the appropriate scores to find a match. 
4.6.6 Alteration of Sub-template Size 
To overcome the problems caused by uniformity, the sub-template size was 
increased to 64 pixels square so each template would hopefully contain more features 
and thus become more discriminating. Due to the flexibility of the accelerator's 
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architecture, this new sub template size could be implemented by a simple change to 
the hardware. The rotational look-up tables on the accelerator board were held in 
EPROMs, that contained the relative address of each pixel in the template. Thus 
reprogramming the EPROMs with the relative pixels addresses of the large sub-
template which enabled the accelerator to correlate the new templates with the image. 
The new template size caused two problems; the larger sub-templates moved 
over a smaller range within the image than before and thus could tolerate less 
translational movement between the reference and the image. Also distortion began to 
have an effect within the sub-templates reducing the correlation scores and degrading 
the false reject rate. 
The sub-template size was then reduced to 48 pixels square. This size produced 
better overall results than either the 32 or 64 pixel square sub-templates. 
4.6.7 Optimum Template Selection 
The residual misalignment problem experienced in the aforementioned trial was 
overcome by selecting a better reference. This was achieved by obtaining a number of 
images from each subject at enrolment time, and selecting the best of these prints as the 
reference image by extracting a template from each of the images and comparing it with 
the others. The number of matches produced by each auto-comparison was termed the 
success factor (SF). The template with the highest success factor was then chosen. If 
more than one template had the highest success factor, the template with lowest 
centricitv was chosen. The centricity is a measure of the central placement of the 
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template t relative to the other n images as shown in equation 4.1. A X and A Y are the 
sum of the relative column and row score positions respectively of the comparisons 
which matched. 
n-i 	I 	In-i 
centricity(t,n) = 
	, AX(t,i) + 
li=O 	 Ii=O 
An example of this algorithm with n=5 is shown in table 4.2, where reference 3 
would have been chosen. When templates were selected from the first four prints in the 
100 person trial and applied to the remaining images, the false reject rate fell from 25% 
to 5%. 
4.7 Off Line Trial 
4.7.1 Introduction 
Using the improved algorithms developed as a result of the previous 100 person 
trial, a new trial was conducted over a larger and more varied population. This "off line" 
type of field trial was not ideal, due to the lack of immediate performance feedback to 
the users. However, the project sponsors would not release funding to develop a real 
time fingerprint verification system until the performance of the current algorithm had 
been proved over a large population. The trial was intended to simulate the expected 
operational conditions of a fmgerprint-operated secure access device. The project 
sponsors specified a target population of 300 users, with a minimum requirement of 5 
donated prints per user. It was expected that some of the registered population would 
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Reference Image Score A x Y SF Centricity 
00 01 7 5 7 
18 
00 02 8 -2 6 
_3 
00 03 8 -3 5 
00 04 3 - 
01 00 8 -7 -9 
3 32 
01 02 6 
- 
01 03 8 - -3 
01 04 7 -9 4 
02 00 9 0-9 
10 
02 01 9 54 
02 03 9 -2 -2 
02 04 9 -5 4 
03 00 8 0 -8 
8 
03 01 7 6 0 
03 02 7 1 -1 
03 04 9 -3 5 
04 00 4 7 -8 
04 01 7 7 -6 
04 02 9 2 -9 
04 03 8 1 -8 
Table 4.2 Centricity calculation table for 5 fingerprints 
fail to complete the trial. A target performance was specified for the system, of 0.1% 
type I errors (false acceptance) and 1% type II errors (false rejection). 
The trial was conducted in the lobby of a large campus building. The print 
recording system, as described in the last section, was stationed in the lobby for three 
weeks. Users were encouraged to use this system at any time during the day, but no 
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more frequently than once per day. Users who missed one day were allowed to donate 
two prints on the following day. To encourage participation, users were offered a bottle 
of wine or a book token on completion. The recording system collected the. prints only. 
It offered no immediate recognition feedback to the users. 
During the first week of the trial, users were requested to enrol. This involved a 
single session of about 5 minutes, during which the new user gave six instances of the 
print from a fmger, preferably their right index. The most suitable reference print was 
later selected from this set by the template selection process detailed in the previous 
section. 
During the two weeks of the trial following enrolment, users were requested to 
donate one print per day. These prints were later processed and matched against the 
originally selected template to determine the error rates for the algorithm. 
4.7.2 Experimental Data and Observations 
Table 4.3 summarises the data collected during the trial. 
1st week enrolment 220 users 
Subsequent 10 prints 154 users 
Subsequent 5 prints or more 173 users 
Female: Male ratio 29 : 71 
Age range 18 to 65 
Total prints at enrolment 1320 
Total subsequent prints 1719 
Table 4.3 Summary of trial data. 
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Two factors had some significance on the results obtained; the climatic 
conditions at the time of the trial and an experimental problem. The trial was run in 
Scotland in midwinter in the lobby of a campus building. The weather was generally 
dry, with temperatures frequently close to O ° . This represented a severe test of the 
fingerprint capture system, since as discussed in section 3.3.2, skin can become 
extremely dry under these conditions leading to poor quality images. Due to this effect, 
a deterioration in the general image quality was noticed compared to the previous 
laboratory trials. This caused some problems, although the need for the system 
ultimately to handle this environment, as well as any other, was recognised. 
Slight damage to the system was caused during the installation of the 
equipment. Furthermore, the image sensor was misaligned relative to the optical axis, 
causing the system to take print images that were consistently 1-2 mm off-centre. This 
did not affect the general operation of the algorithm, but did slightly impair 
performance, due to the greater uniformity of fingerprints away from their centres 
leading to the loss of discriminating minutiae. 
4.7.3 Results 
Initially the false reject rate was 25%, which was far too high. Of these errors, 
12% were attributed to extreme movement, 5% to poor quality images and 1% to the 
wrong finger being used. All images exhibiting the above features were discounted 
from the final analysis. One interesting statistic was that 66% of the population 
recorded no false rejections. It should be noted that the subjects had no feedback from 
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their fmgerprint presentations as the comparisons were performed off line. Thus there 
was no indication as to whether they had placed their fingers in a consistent position. 
For the "dry fmger" users, their prints generally resulted in poor matches, and 
thus they were excluded from the main results presented below. Excessive movement 
between the reference image and ones given later was a problem as the algorithm was 
configured to accommodate movement of ± 3mm from the original position. Prints 
which exhibit movement beyond this range did not tend to match, as 3 sub-templates 
had "fallen off' the image space, requiring the remaining six to all match. Techniques 
for correcting this problem are discussed in section 4.7.4. 
Alternative templates were automatically selected for any user with an initial 
net error rate greater than 20%. This corresponds to a single re-registration for 
approximately 30% of the population. 
The algorithmic conditions used to present these results are summarized in table 
4.4 and the main results of the algorithm's performance are reported in figures 4.12 and 
4.13. 
Figure 4.12 plots net error rates (type I and type II) as a function of the algorithm 
parameter "best" (the depth of scores considered in the ranking tables). This 
demonstrates type II errors varying between 10% and 4%, with type I errors ranging 
from 0.1% to 2% respectively. Figure 4.13 gives more insight into the sources of the 
residual errors. For one setting of the parameters, (best =8 in figure 4.12), type II errors 
are plotted cumulatively against the ranked population. Reading this graph from left 
- 83 - 
A- 
--- ---4- - 
2 	 4 	 6 	 8 	 10 	 12 













Type I error rate -0---
Type II error rate 
Figure 4.12 Type I and II error rates plotted against parameter best 
Criteria Setting 
Number of templates 9, arranged as centred 3 x 3 grid 
Template size 48 x 48 pixels 
Pixels per template 128 
Threshold of significance 80% 
Voting block size 8 x 8 pixels 
Polling range 2 X 2 blocks 
Requirements for a match for users with net error rates <20%: 
6 votes in best 8 scores 
other users: 5 votes in best 8 scores 
Table 4.4 Algorithmic Conditions 
to right shows that the system performs excellently (meeting the target specification) 
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Users who gave more than 5 prints ranlwd by bd error rate 
Figure 4.13 Cumulative error rate plotted against population. 
for approximately three quarters of the population (indeed the error rate is 0% for 66% 
of the population). The majority of the errors are attributable to the fmal quarter of the 
population, accounting for the final cumulative error of 4.7%. Of all errors, 80% are 
attributable to users who experienced 1 error in the 10 samples donated (the minimum 
recordable error for this trial). The remaining errors stem from 7% of the population 
who each experienced two or three errors per set. 
4.7.4 Discussion 
Allowing for the conditions of the trial cited in section 4.7.2, the results were 
generally encouraging. It was believed that improvement of the error rates to their target 
values would be possible, using a combination of techniques discussed individually 
below. It was suspected that several of the residual errors were due simply to poor 
image quality, caused by the dry atmosphere and low temperature at the trial. 
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The majority of residual type II errors (self-match) can simply be attributed to 
selection of the reference templates.The automatic selection of a reference from six 
enrolment prints was not as successful as was hoped. However a dramatic improvement 
in the results was obtained by reselecting some templates (effectively re-registering the 
user). This selection was achieved by using a reference print from one of the 
subsequently donated images. It was found that by this time, the user's presentation of 
his finger had settled down to a more consistent placement leading to fewer match 
failures due to excessive movement. This highlights the difficulty in selecting a good 
initial reference, and points the way to further improvements in performance if it was 
possible to find an optimal template for each user. It was proposed that this process 
could be automated by re-selecting a template from a successful match if a user was 
exhibiting poor performance. This form of adaptive enrolment offered two further 
enhancements to system performance; it simplified enrolment and tracked any minor 
changes in the fmgerprint. 
Excessive movement was a considerable problem for this trial. Three solutions 
were considered; extending the range of possible movement accepted by the algorithm, 
improving the mould currently used for fmger guidance, and training the user to 
maintain consistent finger placement. 
Users with dry skin were excluded from the results of this trial. It was proposed 
that this problem should be tackled in two ways; using a more sophisticated image 
processing print enhancement technique or by investigating optical coatings or active 
'oiling' systems to improve the live image 
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The results showed that the type I error rate was a factor of 10 higher than the 
desired value. In order to improve the error rate Ito 0.1% it was proposed to increase 
the discrimination of the reference by expanding the number and range of sub-
templates used for each print. This allowed use of more of the print area as a reference, 
adding discriminating features to assist in cross-matching. To implement this, the 
template set was expanded to 25 sub-templates for a subset of the users. As expected, 
the cross-match error rate was dramatically reduced to 0% over the set tested, making 
0.1% a feasible target in general use. Unfortunately, the increased discrimination 
adversely affected the false reject rate. 
At this stage, the concept of sessions was introduced. This enabled a user to give 
a second presentation of his fmger (or "bid") if the first one failed. Although the data 
was collected under a single bid premise, it was interpreted as sessions. Results for the 
modified algorithm are presented in table 4.5. These include both false acceptance and 
false rejection figures, measured under identical conditions. Combined with the 
second-attempt feature, the 25 template algorithm comes close to, or exceeds, the target 
specifications for system performance. With the other improvements discussed, it was 
confidently predicted that the system would be capable of achieving the target 
performance. 
4.8 Proposed System Improvements 
The 25 sub-template layout had an adverse effect on computation time and 
reference storage requirements with the number of templates increasing by almost a 






False rejection - 1 attempt (%) 4.7 5.1 <5 
False rejection - 2 attempts (%) 0.7 <1% 
False acceptance - 1 attempt (%) 1.0 0.07 
False acceptance -2 attempts 0.14 0.1 
Table 4.5 Final results from 300 person trial. 
factor of 3 over the 9 template system. When considering how the number of templates 
could be reduced without affecting the performance of the algorithm, it was noticed that 
all 25 templates were seldom fully superimposed on the image when the best match was 
found. Further analysis of matching positions indicated that a reference comprising 16 
templates would perform equally well since the outer templates contained little 
discriminating minutiae. 
A further advantage of the 16 template layout was that it split neatly into 4 banks 
of 4 templates. Each bank would require 2 data bits (data and don't care) for each 
template resulting in a byte wide value which neatly mapped into the 8 bit data word of 
a static RAM. lithe binary image of the presented fmgerprint image could be formatted 
to present 8 bits at a time, it too could be held by an industry standard RAM. 
Furthermore 32 combinations of template and print data would be available 
simultaneously for feeding into an array of correlators. 
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A development plan was proposed to meet the objectives of attaining the target 
performance, and of preparing a prototype real-time system. The plan comprised the 
following main components: 
commission a new workstation environment with a substantial on line storage 
facility, capable of holding 3000 original prints. 
build a more compact and robust print capture system to interface to the 
workstation. 
develop a real-time matching hardware as an accelerator to the workstation, to 
assist fast algorithmic development, and to provide a basis for a prototype real-
time system. 
investigate the discussed enhancements, with the aim of achieving the target 
error rates 
commission a stand-alone real-time prototype ready for field trials. 
4.9 Summary 
The chapter has detailed the development of a set of algorithms for fingerprint 
comparison from an initial concept to a stage where they combined t6 perform 
satisfactorily on a large set of data. The success of this phase of work demonstrates that 
empirical experimentation combined with the application of ideas from proven image 
processing and pattern recognition concepts is a valid method of developing an efficient 
solution to a specific problem. Woiking empirically with a large "real life" data set 
enables a full understanding of the problems to be overcome, a view that can sometimes 
be overlooked by classical image processing theory. 
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The next chapter describes the implementation of a real time fingerprint 




Implementation Of A Real Time 
Verification System 
5.1 Introduction 
This chapter describes the implementation of a real-time field trial fingerprint 
verification system. The system should be capable of enrolling users under supervision 
and allow them then to use the system by selecting their reference via a PIN. The 
verification time should be less than 10 seconds to minimize inconvenience to the user 
and allow a high throughput. The system would be based on a workstation with a 
hardware accelerator to perform the template matching. The image preprocessing and 
post template matching analysis would be performed in software. 
The computing platform for the system would have to support high resolution 
colour graphics for displaying fingerprint images and intermediate stages of the 
verification process, such as the correlograms. It would require a large hard disk storage 
capacity to keep the fingerprint images on line and also be able to interface to a video 
frame grabber and a hardware template matching accelerator board. Two computer 
systems that fitted these criteria were the IBM Personal Computer (PC) [109] and the 
Sun workstation [110]. The latter was chosen as the research group had more 
experience with the operating system, UNIX [111], and the VMIE bus [112] on which 
the workstation was based than the corresponding workings of the PC. 
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For the template matching accelerator, emphasis was placed on fast verification 
time (less than 10 seconds) as the hardware will be used in a "real time" trial of the 
algorithm. The system is based on a Sun 3/160C workstation. The workstation stores 
extensive fingerprint trials data and executes matches through the hardware accelerator 
under software control. At several stages in the process, results can be viewed 
graphically. The associated software preprocesses the fingerprint images produced by 
an optical front end. Other routines in the software modules drive the fingerprint 
correlation hardware via the Sun's VMEbus and process the results to determine 
whether a match has occurred. 
The rest of this chapter details the implementation of the fingerprint verification 
method as described in chapter 3 and also discusses the errors it introduced by the 
image capture sub-system. 
The software is all written in the language 'C' and some of the following 
algorithmic descriptions refer to 'C' programming concepts such as types, pointers, 
functions or routines, libraries and programs [107]. 
5.2 Fingerprint Capture 
5.2.1 Introduction 
The fingerprint image capture process comprises two main stages: image 
monitoring to check for the presence of a fingerprint on the platen and image capture to 
actually digitise the fingerprint image. Images are captured using a memory mapped 
frame grabber installed on the VMEbus [113]. As the frame grabber captures image 512 
pixels square, the resulting image is sub-sampled to give a 256 square pixel image. The 
sub sampling pattern partially compensates for the trapezoidal distortion of the image. 
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5.2.2 Fingerprint Capture Rig. 
The optical methods used to view a fingerprint were described in section 3.3.2. 
The finger capture rig that implements this method is shown in figure 5.1. Note the 
S 
Figure 5.1 Optical configuration of image capture rig. 
angle of the optical path relative to the image sensor to compensate for the trapezoidal 
distortion caused by the angled face of the prism. A thin piece of transparent PVC was 
placed on the presentation surface of the prism to enhance the finger to platen contact. 
High power light emitting diodes (LEDs) were used the illuminate the prism through 
the viewing face. As the LEDs were focused, the best combination of brightness and 
even illumination was always a compromise. 
The rig was fitted into the enclosure shown in figure 5.2 to protect the assembly 
from accidental damage and thus possible misalignment during the trial. 
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Figure 5.2 Enclosure for optical rig 
5.2.3 Monitoring the Optical Platen 
Function IrnageMonitor monitors the image from the fingerprint sensor with the 
intention of detecting a fmgerprint. 
When it is called, the background light level is calculated. The intensity of the 
captured image is obtained by summing the values of 256 pixels in a 16 by 16 matrix 
near the centre of the image. Their locations are held in a look-up table monlut, as 
analysing the entireimage would reduce the response time to a fingerprint appearing on 
the platen. The routine then waits for an increase in the light level of greater than a noise 
threshold, PPNOISE, by continuously calculating the intensity as above. If no increase 
is experienced within the timeout period, PPTIMEOUT, then the function returns a 
code representing a timeout, otherwise it assumes that a fmger has been presented to the 
system. 
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Once this initial threshold has been exceeded the image is again monitored until 
it exceeds a second "print present" threshold (PP_THRESH) or times out. However if 
the image intensity has not reached this threshold and the "dry finger" timeout period 
(PP_DF_TIMEOUT) has been exceeded then the function returns a code indicating that 
a dry finger has been detected. If the image is successfully captured, the routine waits 
for the image to settle for half a second before returning the time it took to capture the 
image. 
5.2.4 Capture Print 
This program loads the image monitor look-up table, monlut, and the look-up 
tables for extracting the 256 by 256 pixel image from the 512 pixel square video image, 
row_lut and col_lut. As the workstation is based on virtual memory, the frame 
grabber's control registers and frame buffer must be mapped into memory. The board 
is initialised by calling IntialiseBoard which sets up the control registers and configures 
the input palette for a greyscale image. The image monitor function is called to detect 
the fingerprint and if it is present, an image is captured and intensity recalculated to 
check that it has not fallen below the threshold (i.e. the finger has been removed). If it 
has, IrnageMonitor is called again unless it previously returned a timeout error code. 
The 256 pixel square image is then obtained from the frame buffer memory 
using the row_lut and col_lut look-up tables to access the relevant locations. The 
function returns the time taken to capture the image (or a timeout error code) and 
intensity of the image and the image itself. 
5.3 Image Pre-processing 
5.3.1 Pre-Filter 
The filter function smooths a greyscale fingerprint image by convolving it with 
a unary weighted 3 by 3 mask. To reduce the computation necessary for this task (9 
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adds and 1 divide per pixel), the 3 deep column sums centred on a particular row are 
pre-calculated. The resulting column sums either side of a pixel are added to the pixel 
column sum and divided by 9 to provide the resulting filtered pixel value (3 adds and 1 
divide per pixel). This results in a 30% saving of computation over calculating the full 
template sum for each pixel. 
5.3.2 Adaptive Thresholding 
Binarization is performed by routine threshold which finds the appropriate 
block threshold by spectral analysis of intensities. This is done by creating a histogram 
of the greyscale intensities of each 16 pixel square block. Then starting from zero, the 
intensity index is incremented until the cumulative intensity exceeds the required 
threshold (e.g. the number of pixels set to produce a 50% white image). When the 
threshold has been found for the block, it is applied to the greyscale pixels in it to 
generate the corresponding block of the binary image. 
5.4 Template Generation 
This process is implemented by function gensig that generates a template from 
a greyscale fingerprint. The image is filtered and then thresholded at 25% white and 
75% white by calling threshold with the appropriate percentage parameter. The 
position of each template pixel is found by adding the template pixel position to the 
template frame position. If the resulting pixel if set in the 25% white image then the 
template pixel is set, if it is clear in the 75% white image then template pixel is cleared 
otherwise it is set to don't care. This is repeated for each pixel in each sub-template. 
5.5 Performing a Comparison 
5.5.1 Introduction 
This section deals with using the hardware accelerator to perform a fingerprint 
comparison. The details of the accelerator itself will be dealt with later in this chapter. 
The accelerator is memory mapped onto the VMEbus so that the template, fingerprint 
and lookup table RAMS can be accessed. The control and status registers of the 
accelerator are also memory mapped. 
A graphical interpretation of the matching process can optionally be displayed 
on the workstation. 
5.5.2 Loading the Template Positional Look-up Tables 
The workstation file that holds the row and colunm template offsets for each 
angle is organised in the same way as the look-up table (LUT) RAM on the accelerator, 
so that its contents are simply written to the corresponding locations in the RAMs. The 
row and column pixel address RAMs are always addressed in parallel internally, so they 
are also addressed in parallel from the VMEbus. They are written to in word format (16 
bits of data) so the row RAM takes the upper 8 bits and the column RAM the lower 8 
bits. The offsets are pre-combined in look-up table files held on the workstation. 
Note that this process does not have to be carried out before each comparison, 
but only when the accelerator is initialised. The LUTs could have been stored in 
EPROM so this stage would not be necessary, but the RAMs have a faster access time 
and enable a more flexible system. 
5.5.3 Loading the Template Set 
Routine LoacTTemplates loads the hardware accelerator with the reference 
template. A pointer is set to the start of the template RAM by adding its address (as 
regards the accelerator) to the memory mapped VMEbus base address. The template 
data is written to the accelerator by using this pointer. The routine cycles through the 
templates four at a time grouping them into "banks" of four templates. For each bank 
the routine cycles through template pixels in parallel forming a byte from the 
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corresponding "don't care" and data bits of each of the four templates as shown in table 
5.1. 
Bit 7 6 5 4 3 2 1 0 
Contents DC3 TP3 DC2 TP2 DC1 TP1 DCO TPO 
Table 5.1 Template Bank Bit Allocation 
(DCn is the don't care bit and TPn is the template data bit) 
The formatting is performed by shifting the template data left by 2 times the 
corresponding index number (as the data is 2 bits wide) and ORing the result with the 
byte being created. When complete, the resulting byte is then written to the appropriate 
location in the template RAM. This process is repeated for each of the pixel locations 
in the each of the four template banks. The pseudo code for this operation is shown in 
figure 5.1. 
address = 0 
for t = 0 to templates step 4 do begin 
for row = 0 to template_rows do begin 
for col = 0 to template cols do begin 
data = 0 
for s =t tot + 3 dobegin 
data = data I template[t+s] [row] [col] << 1 
end 
template ram[address] = data 
address = address + 1 
end 
end 
Figure 5.3 Pseudo-code for loading accelerator with template set. 
55.4 Loading a Fingerprint Image 
Intricate addressing is required to load the fingerprint RAM as not only is the 
64K by 1 bit image stored as a file of 8192 bytes (each series of eight pixels compressed 
into a byte) but also it has to be written to an 8K by 8 bit RAM where the image is split 
into 8 strips of 32 rows each. Each of the strips comprises 32 rows by 256 columns of 
NEM 
pixels and an address must select data such that the corresponding pixel in each strip 
appears on the appropriate output pin of the RAM. 
The fingerprint image is loaded from its file on the workstation into an array of 
256 rows by 32 columns of bytes. The array is then split up into eight "row strips". The 
first byte in each strip is read into a block of 8 bytes. The first bit is taken from each 
byte in the block to form a byte which is written to first location of the RAM. The bytes 
in the block are then shifted again to produce another byte which goes into the next 
location and so on. 
The bit shifting to form the byte written to the RAM is effectively rotating the 
8 by 8 bit pattern in the block by 900  clockwise. To speed loading of the image, a routine 
to implement this was written in MC68020 assembly language as it has more direct bit 
manipulation facilities than C. The "rotate" routine is incorporated as shown in the 
pseudo code description of the algorithm in figure 5.4 and its effect on a block is shown 
for illustration in figure 5.5. Note that, for clarity, only one column of values are 
displayed. 
address = 0 
for row = 0 to 31 do begin 
for col = 0 to 31 do begin 
for strip = 0 to 7 do block[strip] = image[32*strip+ro w ] [col] 
rotate (block) 
for i=O to 7 do begin 
fpram(address) = block[i] 




Figure 5.4 Pseudo code for loading fingerprint image. 
NEM 
Array 	7 [1XXXXXXX] 1100101101 
Index 6 [OXXXXXXX] [XXXXXXXX) 
5 [OXXXXXXX) [XXXXXXXX] 
4 [1XXXXXXX] 	======> [XXXXXXXX] 
3 [OXXXXXXXJ [XXXXXXXX] 
2 [1XXXXXXX] [XXXXXXXX] 
1 [1XXXXXXX] [XXXXXXXX] 
0 [OXXXXXXXJ [XXXXXXXX] 
Workstation block 	Fingerprint RAM block 
Figure 5.5 Example of the rotate algorithm. 
5.5.5 Using the Correlation Cell Array 
Routine initialise clears the ranking tables for each template and displays a 
correlation window (correlogram) for each template if the graphical option has been 
selected. The sub-template frame positions are then read into an array for the voting 
phase after correlation. The number of defmed pixels in each template is extracted from 
the template data and put in array sigpts. The template and fmgerprint data are written 
to the correlation system by using routines LoadBinaryPrint and LoadTemplates. If in 
graphics mode then the binary fmgerprint images for both prints are displayed beside 
the correlograms. The angles register is loaded with number of template angles. The 
control register is then loaded with the fme/ "coarse" bit and the start bit. 
The main template matching function cycles through the template banks, 
writing the current bank to the template select register. For each bank the routine cycles 
through the correlation blocks. The row and colunm correlation block positions are 
written to their registers (START_ROW and START_COL). Note that the positions must 
be in pixel coordinates thus the block position must be multiplied by 8 before it is 
written to the register. The correlation is started by writing to the reset register. The 
status register is then polled until the end bit is set which indicates that the correlation 
is completed. 
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The function then cycles through the four templates in the bank and fmds the 
row and colunm indices, sigrow and sigcol, of each template frame. These indices are 
then used to access the array sigpts to get sigpixset, the number of points set in the 
template. The threshold of interest, thresh, can then be calculated for that template as it 
is a percentage of sigpixset. 
For each sub-template in the bank, the function cycles through the eight strips 
to read the scores from the 32 correlation cells. The location of each cell is calculated 
as 4*strip+t, where t is the sub-template's position within the bank. The result is then 
added to the address of the cell array to give the memory location for reading the score. 
The relative row position (outwith the strip) is found by adding the strip row position 
(block row) to four times the strip number. The absolute position of the score is found 
by adding the template frame position offset to the block position. if graphical output 
is selected then the score is plotted in the correlogram, using a grey scale as a measure 
of their strength. If the score is greater than or equal to the threshold of interest, it is 
ranked in current sub-template scores table. This procedure is repeated for all the row 
and colunm correlation block positions in all the template banks. The pseudo code in 
figure 5.6 illustrates the procedure. 
5.5.6 Rank 
Routine rank inserts a correlation score into a ranking table. Scores are ranked 
from the highest in position 0 to the lowest in the position of lowest significance. The 
algorithm moves up the table until it reaches a score that is greater than the score to be 
inserted. All scores after this position are moved "down" one place and the new score 
is inserted in the resulting empty location. 
5.5.7 Voting 
This process works with an array of voting scores, which is initially cleared. For 
each of the templates, a corresponding array of access flags is set to false. The rank 
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load fingerprint 
load templates 
for template = 0 to templates-i step 4 
select template bank 
for start_row = 0 to 31 step 8 
for start_coi = 0 to 255 step 8 
load start_row 
load start col 
start comparison 
while busy wait 
for strip = 0 to 7 








Figure 5.6 Pseudo code for running a comparison 
routine cycles through the ranking table of the template up to the required significance. 
The score and its position are read. The correlation poll scores in the 2 by 2 block area 
based on the score position are incremented, if they have not already been accessed by 
an overlapping block. This access check is done by setting a flag if the poll score has 
already been incremented by the template. Depending on the position of the block some 
of the templates may not be allowed to vote (as they will be out of the image area). They 
are inhibited from voting by calling a function valid which returns true if the poll score 
access flag is not set and the template is in the image area. This is detected by calling 
function ValidSigs which returns the boundaries of the templates used and the total 
number of valid templates. Valid then checks that the current template lies within these 
boundaries by returning true if it does. 
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5.5.8 Polling 
After the correlation phase has been completed by all the templates, the 
resulting voting array is scanned. If the output flag is set to graphics mode, the scores 
are graphically displayed in a window, as boxes whose brightness is proportional to 
their score. While this is being done, the maximum score, its position and the number 
of valid templates are found and on completion they are returned in a structure, 
match_result. 
5.5.9 Results Analysis 
The ranking tables are then saved if this has been requested by testing the save 
flag. The match position is then found by calling FindPollScore. If graphical output has 
been selected then FindPollScore will have displayed the voting table, the best n scores 
in each templates are maiked in red where n is the significance used in the polling and 
the match position is then marked in all the valid templates. The result of the 
comparison is then determined by checking if the score exceeds the threshold for the 
number of valid templates. if the match has been successful then the match result is set 
to 1, or to 2 if it is "accurate" (within two correlation blocks of the centre). if the match 
fails, the result is set to 0. 
An example of the graphical display of the matching process, where two images 
from the same fingerprint have matched, is shown in figure 5.7. Note the 16 
correlograms, one for each sub-template, at the left of the display. The brighter the 
marks in the correlograms, the better the template has correlated with the image at that 
relative location. The polling area is at the bottom right of the display. Note the tight 
cluster of bright marks representing a match. 
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Figure 5.7 Graphical output of workstation and VMEbus based comparison 
5.6 Template Matching Accelerator 
5.6.1 Introduction 
The purpose of the accelerator is to receive the binary print image and the 
ternary template data and to compute and return maximum block scores. There is a 
considerable computational burden in this process, so some hardware parallelism is 
used, in the form of an array of correlation cells, to accelerate execution. The 
accelerator architecture comprises the following blocks, as shown in figure 5.8: 
VME bus interface logic 











Template pixel positional look-up table (TPLUT) RAMs 
Fingerprint RAM 
Template RAM 
Correlation cell array 
The design of the hardware is based on the accelerator used with the 
microcomputer as detailed in section 4.6.3. The hardware comprises 11 double-height 
eurocards held in a cardcage as illustrated in figure 5.9. Three of the cards are wire-
wrap boards that contain clocking and control circuitry, address generation logic and 
RAM for the template and fingerprint data. The remaining cards are 8 identical printed 
circuit boards (PCBs) which perform the central template matching tasks. The 
hardware system is interfaced to the VMEbus of the Sun workstation. The interaction 
between the accelerator and the workstation is attained via the memory mapped 
VMEbus interface as described in the previous section. 
Figure 5.9 Template matching accelerator. 
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The following abbreviations or codes are used in the hardware description 
sections: 
AX: Address bit X 
DX: Data bit X 
5.6.2 Memory Architecture 
The memoiy requirements of the accelerator are summarised in table 5.2.: 
RAM size Function 
4K x 8 Row template positional look-up table 
4K x 8 Column template positional look-up table 
8K x 8 Fingerprint image 
lKx8 Templates 
Table 5.2 Template Matching Accelerator Memory Requirements 
The template positional look up table (TPLUT) RAMs, one for row offsets and 
one for column offsets, are organised as 22 tables of 128 bytes. 
The pixels in the fingerprint RAM are split up into 8 strips of 32 rows by 256 
columns and are organised so that the address refers to a bit in the 32 by 256 pixel area. 
Thus when the RAM is addressed it returns the 8 pixels that are in the corresponding 
location in each strip. 
The template RAM is organised so that the data and don't care bits of four 
templates map onto pairs of the 8 data pins, so that the four sub-templates can be 
accessed simultaneously. 
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5.6.3 Software Interface To Accelerator 
The accelerator memory map occupies 64K bytes of VME address space, whose 
base address is set on the interface card. The memory map is split up into 8 blocks of 
8K bytes each as shown in table 5.3. 
Block Description 
0 Template pixel column address LUT RAM 
1 Template pixel row address LUT RAM 
2 Template RAM 
3 Fingerprint RAM 
4 Comparison cells 
5 Registers (See table 5.4) 
6 Unused 
7 Unused 
Table 5.3 Memory mapped address space 
The board select master signal (BSM) enables a 3:8 decoder when the 
accelerator board is accessed, thus enabling the whole system. This signal enables 
another set of decoders that select the appropriate 8K block. If the register block is 
selected then the appropriate selector output enables a further 3:8 decoder that selects 
the appropriate register using AO, Al and A2. The registers are listed in table 5.4. 
The control register dictates the operation of the accelerator, which runs in 
two basic modes: load and run. In load mode the RAMs are loaded with data from the 
Sun workstation via the VMEbus and in run mode, the accelerator uses the template 
matching cells to perform a correlation over a specified area of the fingerprint. All four 
RAMs must alternate between these modes and use address multiplexers to do so. The 
multiplexers alternate between external (VME) and internally generated addresses and 
- 108 - 
Address Register 
0 Control register (see table 5.5) 
1 Status register (see table 5.6) 
2 Start row &idress 
3 Start col address 
4 Angle select and start scan 
5 Template select 
6 Reset (start) 
7 Unused 
Table 5.4 Accelerator Registers 
Bit Function 
0 Enable 
1 Fine! coarse 
Table 5.5 Control Register Bits 
Bit 	 Function 
0 	 Scan in progress 
Table 5.6 Status Register bits 
are switched by bits in the control register. The RAM select (generated by selector) and 
load (obtained from control latch) are ORed to control chip select lines so the RAMs 
are enabled (one at a time) in load mode and all at once in run mode. 
5.6.4 Correlation Cell Array 
Central to the hardware architecture is the correlation cell, as shown in figure 
5.10. This processor counts coincidences in pixel streams generated from the 
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fingerprint image and template. The cell retains the highest score of all the 128 point 
correlations it has performed. 
J x 
OLCLR 	 MC_CLJc. 	MAXCLR Et4A5LE 
OU 
Figure 5.10 Block diagram of a correlation cell. 
The main function of the cell is to compare the template and image pixels (using 
an EXNOR gate) and gate this result with the template don't care bit. The resulting 
signal (high for a match) is used to clock the score counter. This process is executed for 
the duration of the template (128 pixels) to give a correlation score. The resulting score 
is compared with the current best score for the cell, and the best score latch is updated 
with the greater of the two results. The best score latch is reset (to zero) at the start of a 
series of correlations for one block, and the contents of this latch are read at the end of 
this series. The counter is reset at the start of every correlation. The error signals are 
derived from the image address generation logic and indicate if the template pixel is 
outwith the image space and are used to inhibit correlation in such instances. 
Parallelism is achieved in two ways. Firstly, the image is divided into eight 
horizontal strips and these are correlated simultaneously against the same template 
using a column of eight cells. Secondly, four templates are correlated simultaneously 
against the same image data using rows of four cells. Both of these features could be 
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expanded to increase the parallelism of the architecture and thus the speed of 
computation. Once the four templates have been fully analysed another four templates 
must be selected, until all of them have been exercised. 
The output buffer that allows the contents of the best score latch onto the \'ME 
data bus is controlled by the board_sel (a 3:8 decoder controlled by A2 - A4) and 
cell_en (a 2:4 decoder controlled by Al and AO) signals. Both these decoders are 
enabled by the cell....read strobe which is in turn enabled by a series of decoders when 
the appropriate VMEbus address space is accessed. Thus the contents can be read by 
the workstation by accessing the appropriate VMEbus address. 
5.6.5 Clocking Circuitry 
The logic required for the generation of addresses for the template LUTs and 
RAM, fingerprint RAM and correlation cell array is extensive, as can be seen from 
figure 5.8. As there are a large number of logic blocks in the data path between the 
counters, on which the address generation is based, and the cell array, pipelining has to 
be used to enable a higher clock rate. 
Sophisticated clocking circuitry is necessary to control the pipeline latches and 
the cell array. As three pipe-line stages are involved, the counter clock for the cell array 
counters must lag the system clock by two cycles. To further reduce the clock cycle 
time, a "blank" clock cycle is used after the 128 cycles to perform the comparison 
between the current and best scores. 
This results in a system that can be clocked at 15MHz at the cost of three extra 
clock cycles per template correlation - an overhead of less than 2.5%. If no such 
pipelining was used, the maximum clock rate would be approximately 5MHz and 
would depend heavily on the speed of the components used. The generation of the 
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Figure 5.11 Pipeline latch and cell array control signals. 
5.6.6 Fingerprint RAM Address Generation 
The image and template pixel streams are generated from their respective 
RAMs by addresses generated by logic on the clocking circuitry board. The image pixel 
address stems from the block starting coordinates, that are modified by the row and 
column position within the block, and by offsets obtained from look-up tables held in 
RAM that give the position of each pixel in the template relative to the template origin. 
Pre-computed offsets are used to rotate the template relative to the fingerprint image for 
a selected number of angles. 
Before the comparisons can start, the base row and column addresses of the 
correlation block must be loaded, and an angle and a bank of four templates selected. 
One of the bits in the control register enables an oscillator that clocks a 13 bit counter 
(lower 7 bits for template pixel, 3 bits for column offset and 3 bits for row offset). The 
column start position is added to the column offset and, as the resulting colunm address 
will never exceed 8 bits, an 8 bit adder is used. A 10 bit adder sums the output from this 
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adder (with the two most significant bits tied low) and the 6 bit positional offset 
obtained from the column TPLUT RAM that is addressed by the pixel count (lower 7 
bits) and the angle select register (upper 4 bits) with the sign extended to 10 bits. The 
result gives a column address in the lower 8 bits, a positive overflow flag in the 9th bit 
and a negative overflow flag in the 10th (most significant) bit. This is repeated for the 
row address but with a different number of bits. Since the fingerprint RAM is split into 
8 strips of 32 rows, each block may be addressed by 5 bits. Thus the row start latch 
holds a 5 bit value that is added by a 6 bit adder to the row offset. The result is added 
by a 7 bit adder with the signed extended (to 7 bits) 6 bit row template offset obtained 
from the row TPLUT RAM that is addressed in parallel with the column TPLUT RAM 
to produce 5 data bits and two overflow flags. 
The column (lower 8) and row (upper 5) address bits are combined to address 
the fingerprint RAM, whose data is passed to the modify logic, as shown in figure 5.12, 
which is controlled by the overflow flags. If either of the column overflow bits is set 
then the fingerprint RAM cannot be addressed and an out of bounds flag is set. If the 
row underfiow flag is set then the pixel has moved into the above strip and if the 
overflow flag is set it has moved into the one below. Overflow and underflow are 
handled by shifting the bits on the RAM's data bus up or down. This is implemented by 
feeding each bit and it two neighbours into a 3:1 multiplexer and using the row 
overflow flags as select lines. If an up-shift occurs then the bottom block will contain 
invalid data and vice versa. The cell array accounts for this by accepting row overflow 
and underfiow flags and using these to inhibit the counts in progress in the lower or 
upper row of cells, respectively. 
5.6.7 Template RAM Address Generation 
The bank of four templates whose data and don't care pixels are to be fed to the 
cell array is set by the template select register. The pixels within each template are 
addressed directly by the 7 bit template pixel counter. 
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Figure 5.12 Block diagram of modify logic. 
5.7 Software Support Modules 
This section describes some of the support functions that enable the verification 
algorithms to make best use of the workstation's high resolution graphics, hard disk 
storage and \TMEbus. All functions were written in 'C' and converted into 'library' 
format so that they could be linked into any of the programs used by the system. 
Both greyscale and binary images and template sets could be loaded and saved 
to and from hard disk. This was necessary for the thresholding, template extraction, 
verification and display programs. 
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The pixel layout within a template at all angles used for a block correlation were 
stored as a look-up table on the workstation and downloaded to the accelerator at the 
start of each use. The location of the sub-templates themselves were stored the same 
way, and were used in conjunction with the template pixel positions to generate the 
reference data and during the voting phase to determine offsets from the correlation 
position. 
The Sun workstation is ideal for displaying fingerprints due to its memory 
mapped graphics. This enables images held in memory to be mapped very quickly onto 
the screen in binary or greyscale form. The colour palette must be set up to display grey 
scale "colours" (i.e. red[n]=green[n]=blue[n]=n). 
The frame grabber and the template matching accelerator boards could be 
accessed directly from a program, where they appeared as memory mapped devices as 
described earlier in this chapter. 
5.8 Field Trial User Interface 
5.8.1 Introduction 
This module contains routines that handle the input/output and analysis of bid 
data. A bid is the result of a fingerprint presented to the terminal. A session is a 
succession of bids resulting from one PIN entry on the fingerprint terminal and is 
terminated by a match, a double failure or a timeout. 
Boolean function GoodBid returns true if the bid was good (i.e. not a timeout or 
an error) otherwise false. Boolean function MatchBid returns true if the bid resulted in 
a match. 
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5.8.2 Handling a User Session 
Integer function Sessions analyses the user's bids from the results field of his 
record and returns the number of sessions (s), first bid matches (ml), second bid 
matches (m2) and double failures (f). The algorithm to do this cycles through the results 
array between bids bi and b2, which are both passed to the function, until it finds the 
next good bid. Once a good bid has been found, if it is a match bid then the number of 
first time matches and the number of sessions are incremented. If this bid is a fail then 
the algorithm searches for the next good bid as above, if the bid is a match then the 
number of second bid matches is incremented, if the bid is a fail, the number of double 
failures is incremented, if the bid is not a timeout then the number of sessions is 
incremented. This is repeated until bid b2 is reached, if b2 is zero then the algorithm 
processes bids from bid bi to the last bid. 
Integer function Sessionlndex returns the bid number of the required session. It 
is essentially the same as Sessions but starts at bid 1, does not count matches and 
failures and returns when the number of sessions calculated exceeds the required 
number with the corresponding bid number. 
Integer function SessionTimeindex returns the number of the last bid before or 
the first bid after the specified time. It can also find the last bid before the specified time, 
if required. The function operates similarly to Sessionindex. 
5.8.3 Reading a PIN 
Integer function getPIN prompts for a PIN and reads the input. If the resulting 
string is not a valid PIN (i.e. not three digits or out of range) then an error message is 
printed and the routine prompts for another PIN until a valid one is entered. If a non 
zero PIN is passed to the function then that PIN is printed in brackets after the prompt, 
as a default, and is returned if return is typed by itself. The input and output ifie pointers 
are also passed to the routine so that it can be used on any input/output stream. 
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5.8.4 Enrolling a User 
The system prompts for the user's name. If no name is typed in (i.e only the 
return key) then the boolean variable new_users is set to true and the user is to be re-
enrolled and will be identified by his PIN. When the name has been entered the routine 
finds the next free PIN by caffing NextFreePlN, as this is usually the one to be assigned 
to the user being enrolled. This PIN is passed to getPIN as the default, and the returned 
value is used to extract the appropriate record from the database. The routine then gets 
the finger used for the trial by calling function getjinger. This function prompts for the 
finger to be used with the default finger code (e.g. RI for right index) as a default. This 
is stored as the user's finger unless another two digit code is entered. While the code 
entered is not valid then the program prompts for another code to be entered. 
The system then prompts for a bid by inviting the user to place the appropriate 
finger on the optical platen. The fingerprint capture routine capture_print is called and 
messages indicating the result of the capture are printed on the output stream. If a dry 
finger is detected then the user is asked to moisten his finger and replace it. If the 
capture timed out then the program prompts for a new PIN number. If the fingerprint 
has been captured then the supervisor is prompted to verify that the fingerprint has been 
registered correctly (to prevent severe misalignment). If the supervisor does not do so, 
the program prompts for another bid. 
After the fingerprint has been captured, the greyscale and binary images are 
saved using the PIN and bid number to form the name. If the user has been re-enrolled 
then the fingerprint is saved twice. This occurs since the template fingerprint must be 
updated as well. To avoid over-writing the original greyscale fingerprint, it is renamed 
XXX.00.YY when XXX is the PIN and YY is the template version number (starting at 
00). The user record is then set up with the necessary data. 
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5.8.5 Top Level Control 
The main program controls the remote fmgerprint console during a trial and 
calls the functions described above when appropriate. When the program is invoked it 
takes the day of the trial (and any optional flags) from the command line. The day of 
the trial is used to calculate the number of sessions that a user has left, as he is allowed 
USES_PER_DAY (currently 3) sessions per day. The command line is then scanned for 
flags which perform the functions as shown in table 5.7. 
Flag Function 
-g Display image capture and comparison by setting graphical output flag. 
-t Disable time and session lock-outs by setting wait to false. 
-i Use console instead of remote terminal by setting console true. 
-s Disable signal trapping by setting trap_signal false. 
Table 5.7 Command line flags for verify program. 
if trap_signal is true then the program is set up to trap errors that happen during 
execution. When any of these errors occur routine Clean Up is called which saves the 
user database file and a backup copy, prints a "system down" message on the output 
stream and closes the streams. 
The user database is then read and the hardware accelerator is loaded with the 
template positional look-up tables. The program then enters a loop and prompts for a 
PIN by calling the function getPIN taking appropriate action depending on the PIN. 
if the supervisor PIN (000) is entered, the program prompts for a password to 
ensure that only the supervisor can use the system in this mode. The terminal's echoing 
is inhibited while this is being done. If the password is valid then the program calls 
routine SupervisorMode which checks if a command has been typed in and if so calls 
the appropriate routine. The main commands are listed in table 5.8. 
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Command Description 
enrol The enrol routine as described above is called. 
users List users by PIN order. 
edit Edit fields in the user record (e.g lock out flag). 
lock Enable the time and sessions per day lock out mechanisms. 
unlock Disable the above by setting wait false. 
verify Return to normal use 
end Stop the system 
Table 5.8 Commands available in verify program. 
The program uses the PIN to extract the user's data from the trial database. If 
the name is null then the user is not registered so the program prints out a message to 
that effect and prompts for another PIN. The program then has to check that the number 
of bids for the trial has not been exceeded. If this has happened then the program prints 
out an error message and prompts for another PIN. lithe user has exceeded his allocated 
number of sessions or used the system less than half an hour earlier then he is locked 
out unless he is the supervisor or the system time lock flag is not set. 
If the user is allowed to use the system, the program prompts for a bid with the 
finger being used for the trial and calls capture ,print. The user is then informed of the 
result of the fingerprint capture (e.g. "Remove finger" if OK, "Please moisten finger 
and replace" if a dry finger is detected). The number of bids is then incremented and the 
filename of the fingerprint is generated by combining the PIN and bid numbers, lithe 
bid was not good (i.e. a timeout or a dry finger), the bid data (bid, image intensity and 
time of bid) is then written to the user database. lithe bid was a dry fmger timeout then 
the greyscale and binary fingerprints are saved, lithe bid was a timeout then the session 
is terminated and the system prompts for a PIN again, lithe bid was a dry finger timeout 
then the program re-executes the image capture stage. If the bid was good then the 
user's template is loaded and the comparison function compare is invoked. 
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If the comparison is successful then a message of acceptance is printed and the 
bid is set to a successful match or an accurate match depending on the result of compare 
and the re-try flag, re_try is set to false. This flag is used to enable subsequent bids if 
the first one fails. If the comparison is not successful then a message of rejection is 
printed to the output stream and the number of tries is incremented. If this number is 
less than the maximum, the user is prompted to try again otherwise the re_try is set to 
false. 
The past performance of the user is analysed by scanning back through the last 
8 good bids. If the user has been re-enrolled (automatically or manually) then the new 
template flag new_sig is set to true to inhibit further re-enrolment. The number of 
failures are counted and if the last four bids were all failures then the re-enrol lock out 
flag is set. If more than three failures were detected and the current bid is a match then 
the bid result is set to B NEW SIG, to enable automatic re-enrolment, unless new sig 
is true. If the user has been re-enrolled more than three times then the re-enrol lockout 
flag is set. 
The bid data (bid result, intensity, capture time and time of bid) is then written 
to the user data base. The binary and greyscale prints are saved. If re_try is false, the 
user's results are displayed. The number of sessions, first bid matches, second bid 
matches and double rejections are obtained from function Sessions. The user is also 
informed of his remaining number of sessions by subtracting his number of sessions 
from max_sessions. lithe bid result was B_NEW_SIG then a new template is generated. 
This is done by caffing routine gensig with the greyscale print from the bid and then 
saving the resulting template. To prevent the previous reference greyscale print from 
being overwritten, it is renamed XXX.00.YY where XXX is the PIN and YY is the 
template number (the initial enrolment is 00). The new reference binary and greyscale 
images are then saved and the user's record written to the database file, using the PIN 
as an index, lire_try is true then the program returns to the image capture stage to give 
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the user another attempt. Otherwise the session is terminated and the program returns 
to prompt for a new PIN. 
5.9 Error Analysis of Image Capture Subsystem 
5.9.1 Introduction. 
This section discusses the errors introduced by the image capture sub-system. It 
is intended to act as a guide to specification constraints on the optical part of the system. 
5.9.2 Error Sources 
The following effects contribute errors in the correlation process: 
system-independent parameters: skin stretch, contact pattern variation, 
surface clutter. 
optical distortion of the image, causing place-dependent pattern variation; 
the principle distortion is a trapezoidal shaping due to the presentation sur-
face being non-normal to the optical axis. 
variations between the enrolment and bid equipment; the principle effect 
being tolerances in magnification factor. 
random noise in the sensor. 
uneven illumination. 
The principle effect of all such errors is to impair the chance of individual 
template succeeding the first algorithmic test; a requirement to exceed a correlation 
score threshold. Beyond this stage the result is largely independent of the early score. 
It is therefore of interest to maintain each error source below a level at which it may 
significantly affect the direct correlation score. At a threshold of 80%, the total error 
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'budget' is 20%. However, it is necessary to reserve the majority of this budget for 
sources in (i) above, which are user-induced and beyond the influence of thesystem. 
5.9.3 Geometric Errors 
5.93.1 Introduction 
The error mechanism for sources (ii) and (iii) above is as follows; both sources 
change the size and shape of areas in the image thus, even at it's best-centred position, 
the reference points defined for the template suffer some movement. This effect is worst 
at the extremes of the template, but is present in some degree for all but the centre pixel. 
Since the template is rigid, template samples are matched with values taken at places 
marginally offset from their reference positions. Even for an ideally invariant print, 
these movements may cause defined (as opposed to don't-care) template samples to 
mismatch (white-black, or vice versa). These mismatches impair the correlation score. 
5.93.2 Translational Movement and Error Distribution 
It is of fundamental interest therefore to determine the sensitivity of template 
sample values to small movements in position. Evidently this parameter will depend 
upon print geometry. Using print data collected in the trial detailed in section 4.6.5, the 
value of each 'set' template pixel was compared with those in its neighbourhood, both 
horizontally and vertically, and the errors were recorded. Note the template values 
taken from the 'ternarized' enrolment image were compared with values from the 
'binarized' bid derived from the same grey-scale image. Each enrolled template has 
approximately 16 x 32 set-white pixels, and 16 x 32 set-black pixels. Over a population 
of 40 users, this gives a total of approximately 40,000 samples. As expected, there is 
zero error for no movement. It is notable that the probability of error remains low (of 
the order of 1%) up to 1 pixel of movement, and then increases steeply for movements 
of 2 and 3 pixels. 
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As can be seen from figure 5.13, the error curve for vertical movement is 
generally lower than for horizontal movement. This is believed to be caused by the 
marginal tendency for ridges to be vertically rather than horizontally aligned, so that 
vertical movements tend to follow ridge or trough lines. In the interest of simplicity and 
conservatism, it assumed that errors due to vertical movement are the same as those for 
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Figure 5.13 Graph of pixel offsets and resulting pixel errors 
5.93.3 Trapezoidal Distortion 
Let the total image be H pixels tall. Consider a point on a template which is X 
pixels laterally from the centre and Y pixels above the bottom of the image. Let the 
template be moved by V pixels vertically. Then the movement t in this point, relative to 
the base of the image, invoked by a trapezoidal distortion of T% over the whole image 





100H T  
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However, as T/100 is small, the term may be ignored and t may be derived from 






For the system described in this chapter, H = 256 and V = 80, the maximum 
permissible relative movement of a template. Thus, t can be defmed as a function of TX 
is shown in equation 5.3. 
t (-0.003) TX 	 (5.3) 
5.93.4 Magnification Tolerance 
Let the total image be H x H pixels. Consider a point on a template which is X 
pixels laterally and Y pixels vertically from the centre. Let there be a variance in 
magnification of M%. Then the (x,y) movement of this point invoked by magnification 
tolerance is as shown in equations 5.4 and 5.5. 
m= 
M  










Note that trapezoidal distortion invokes lateral movement, whilst magnification 
variance invokes both lateral and vertical movement. Both sources may be present 
together, so that it is necessary to combine their effects by vector summation to 
determine the total net movement of any point. 
Now the net effect of distortion/movement and magnification-tolerance can be 
calculated. For a given distortion and maximum movement, combined with a given 
magnification error, it is possible to produce a map of the worst case movements of 
every point in a template. It is obvious that pixels furthest from the centre suffer the 
maximum movement, and that generally there may be greater lateral movement, since 
the distortion source acts only in this direction. The net movement due to both effects 
is given by vector summation at each affected pixel. The maximum movement for each 
pixel can then be calculated, and the probability of it causing an error obtained from the 
graph in figure 5.13. The net probability of error, P(e), can be found by summing the 
individual probabilities and dividing by the total number of pixels considered. 
Note that this is an irreversible numerical process. It is possible to predict the 
error caused by a combination of distortion and magnification sources, but not to derive 
the source values given a target error. A computer program was written to perform the 
prediction process, and was used to produce an error summary, calculating P(e) for 
each combination of t and rn (or T and M, for a given system geometry). Thus any one 
parameter can be determined, given the other two. From such calculations it was 
determined that P(e) rises steeply after it reaches 2% for any small change in m or t. 
Thus constraining P(e) to 2% and assuming T=10% [114], M=3%. 
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5.9.4 Noise 
Random noise present at the output of the image sensor may cause errors in 
individual pixel values. As with the geometric distortions, it is desirable to contain this 
effect such that it does not significantly degrade the correlation score for any sub-
template. 
The image binarization process operates by linearly filtering and then 
adaptively thresholding patches of the greyscale image, of dimension 16 x 16 pixels. 
The filtering process smooths the image, reducing noise at high spatial frequencies, 
whilst the thresholding process eliminates the effect of variations in intensity over the 
whole image. 
Although sources of noise within a CCD image sensor device are well 
documented [105], the noise introduced by the digital logic in the image sensor sub 
circuitry complicates the analytical approach to investigating the sensor as a noise 
source. However the effects of noise on image data can be determined empirically. The 
first step is to determine the average distribution of greyscale values relative to the 
threshold chosen for each block. Now the distribution of grey levels for those pixels 
corresponding to the 'strong' samples obtained in the enrolment templates is of interest. 
Although it is possible to recover these in principle from captured prints, this 
information is not retained in the present system. Thus two histograms are derived; one 
from the 'strong' pixels from the enrolment image, the other from a set of pixels taken 
randomly from any image. As expected, the first exhibits strong clustering of black and 
white pixels well away from the threshold, the second is more uniformly Gaussian. For 
the purpose of this wo± an 'average' histogram is used, calculated by combining the 
two. 
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The average distribution of grey values relative to block thresholds for a large 
sample of data can now be determined. The sensitivity of the binarization process to 
noise can be determined using the following procedure: 
determine the probability of error for every grey level bin, b, as in equation 
5.6, where .t is the standard deviation (rms value) of noise, measured in grey 
level units. 
compute E P(e).f(b) for all b to determine the net error rate due to rms noise 
of value j.t, wheref(b) is the relative frequency count for bin b. 
P(e) = erfc(abs 	 (5.6) 
( b))
4L  
The result of this process applied to the combined histogram for a range of noise 
levels t is given in table 5.9. To maintain this error source to within approximately 1% 
for the correlation score, the rms noise (after filtering) must be held to 1.5 grey levels. 
Now the filtering process reduces the noise by a factor of 49, so the net signal:noise 
requirement before filtering is derived as shown in equation 5.7. 
2Olog(
3(l.5))
_256 	35dB 	 (5.7) 
It is notable that this result strictly is valid only for the particular conditions of 
illumination under which the print image data was collected. If the illumination level 
were increased, and it is assumed that all pixel values increase in proportion, then the 
histogram would be expected to spread uniformly. The net effect on error rate depends 
upon the histogram shape, but to first order a linear reduction in required SNR of 6dB 
might be expected for a doubling of illumination intensity. 
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R.M.S. Noise in grey levels 
after filtering (before filtering) 
Deterioration in 
Correlation Score 




2.5 (7.5) 1.8% 
3.0(9.0) 2.0% 
3.5 (10.5) 2.3% 
4.0 (12.0) 2.7% 
4.5 (13.5) 3.0% 
5.0 (15.0) 3.3% 
Table 5.9 Noise sensitivity of digitized image 
5.9.5 Illumination 
The adaptive thresholding process assists in nullifying the effects of variation in 
image intensity between areas in the same image, and between different images, 
possibly taken on different equipment. Following this process, the effects of intensity 
variation upon correlation are twofold: 
different intensity gradients will cause marginal differences in the binarized 
patterns within a given block. 
intensity gradients within a block will alter the distribution of grey levels, 
and so may alter the noise characteristic. 
Of these the former is probably the most significant error source. Concerning 
point (ii) we note that the noise sensitivity analysis given above has been for real data 
taken from equipment with significant illumination variation. As any product design is 
likely to improve this factor, the values given can be taken as a practical limiting 
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specification concerning the noise effect. The binarization error can be determined as 
follows: 
propose a variation in illumination and simulate this by correcting the grey 
values of every pixel in every block, then rebinarize the blocks. 
determine the average error rate by detecting differences in the binarized re-
suits. 
The results of applying this process over a population of 160 print images are 
given in table 5.10 for a range of variation levels. From this it can be concluded that the 
tolerable variation required to maintain the correlation score within 1% of it's ideal 
value is a maximum illumination gradient of 0.2% per pixel. 










Table 5.10 ifiumination Uniformity 
5.9.6 Complete Error Budget 
It is now possible to assess the complete error budget and determine the 
resultant implications on the image capture sub-system specification. Assuming that 
each of the error sources is statistically independent, their effects may be combined in 
- 129 - 
a root-of-sum-of-squares manner. Using this assumption the total budget is illustrated 




Correlation Score Specification Implication 
Geometric 2% T = 10% 
M=3%=±1.5% 
Noise 1% SNR=35dB 
illumination 1% 0.2% per pixel 
Total 2.45% 
Table 5.11 Complete Error Budget 
5.10 Summary 
A real time implementation of the fingerprint verification algorithms described 
in chapter 3 has been presented. The system is based on a Sun workstation and a 
hardware accelerator. 
The parallel architecture of the template matching accelerator has enabled the 
reduction of the verification time from over 3 minutes to under 10 seconds. A remote 
verification station comprising a fingerprint capture rig and a console has been devised. 
This was used for enrolling users and allowing the trial population to use the system 
from a convenient location, remote from the workstation. 
The errors introduced by image capture have been discussed, and although 
difficult to quantify, do not appear to have a significant effect on system performance. 
The real time trials enabled by this implementation of the fingerprint 





Now that a real time fingerprint comparison system had been devised, it was 
possible to run on line trials. Throughout the development of the algorithm, it had been 
felt that immediate feedback from the system would encourage the trial population to 
use the equipment correctly. With this in mind substantially improved results were 
expected, with no need to exclude any bid data from the error rate calculations. 
The chapter starts by describing a "beta test" trial which was carried out to 
smooth out any problems with the system before the main trial was run. It was 
important to encourage the trial population to use the system as much as possible, so 
ease of use, reliability and fast verification time would be important. 
This chapter also details a further trial carried out on a selection of the 
population who perfonned badly in the main trial. An environmental test of the image 
fingerprint capture unit is also described. 
6.2 Beta Testing for On Line Trial 
6.2.1 Introduction 
The algorithmic development detailed in chapter 4 led to the implementation of 
the real time verification system presented in chapter 5. Before this system was used to 
confirm the expected performance extrapolated from results in chapter 4, it was tested 
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on a small section of the trial population to evaluate the ergonomics of the user interface 
and the robustness of the software. 
The system comprised a CCD camera based image capture front end with a 
machined metal finger mould. A terminal beside the capture unit acted as the system 
console. It prompted users for the PINs and instructed them when to present their finger 
to the capture unit and reported verification success to failure. Both the capture unit and 
the terminal were connected to a Sun workstation which ran the system software. 
A user was enrolled by giving a bid which was stored as a reference. A PIN was 
then issued and was used to select their reference. The session dialogue started with the 
system prompting for a PIN. When one was entered, the user was asked to make a bid. 
If the verification succeeded the session was completed, if not the user was asked for a 
second bid. 
6.2.2 Trial Data 
The trial was held over a period of a week. The population comprised 41 users 
with 20% of them being female. No selection of the population was performed. 
The system was unsupervised, except during enrolment when the user was 
given a PIN and shown how to present his finger correctly. The total response time from 
start of PIN entry was typically 15 seconds, comprising 5 seconds to enter the PIN and 
place the fmger and 10 seconds for the system to perform a verification. As an incentive 
to use the system, 15 pence per successful bid was credited to each user with no penalty 
for an unsuccessful bid. Users were allowed only to complete one session per hour. 
A total of 1068 valid sessions (excluding enrolment) involving 1140 bids were 
recorded. 10 invalid sessions (deliberate wrongful use) were discovered. There was an 
average of 26 sessions per user. All valid bid data was included in the analysis of system 
performance. 
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6.2.3 Discussion of Results 
The algorithm was run with the parameters as shown in table 6.1. 
Parameter Value 
Number of templates 16, arranged as 4 x 4 grid 
Template size 48 x 48 pixels 
Points per template 128 
Correlation threshold of significance: 80% 
Voting block size: 8 x 8 pixels 
Polling range: 2 x 2 blocks 
Criteria for match (see figure 6.1) Area A 10/16 votes in best 8 scores 
Area B 8/12 votes in best 8 scores 
Area C 7/9 votes in best 8 scores 
Table 6.1 System parameters used in real time beta test trial 
Re-enrolment was automatically performed using the eighth bid, or next 
successful bid thereafter. Five users were invisibly re-enrolled in this manner. Results 
are given with post re-enrolment session data for those cases. 
The results in table 6.2 clearly verify the correct operation of the system used 
Error '1'pe Target (%) Result (%) 
I(bid) 5.0 6.7 
I (session) 1.0 1.0 
II 0.1 0.08 
Table 6.2 Results from beta test trial. 
for the 300 person trial in chapter 4, although there is some need for caution considering 
the restricted user base. These results undoubtedly contain unconfessed attempts to test 
the limits of the system, especially by excessive movement. The Type 1 error rates are 









development on the new system. The trial was intended simply to prove its integrity, 
cation thus the results gave much cause for 
optimism. 
6.2.4 Conclusions 
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e target 
e bid data and no 
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at the development of robust user 
teract with an untrained user population was much 
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population was deemed essential in hindsight before moving onto a trial of over 200 
people. The second factor was the response time of the system. Although the 
verification time had been reduced from over 3 minutes to 10 seconds, it was apparent 
that this was still too long a time for a user to wait for a response. For the large trial, it 
was decided that maximum acceptable verification time would be in the region of five 
seconds. 
The verification time could be reduced by optimizing the image processing and 
correlation score ranking software, but this did not meet the target of 5 seconds. By 
analysing the positions of the matches in the trial, it could be seen that movement was 
much more constrained laterally than vertically, which was to be expected due the 
shape of the mould on the optical platen. Thus if the sub-templates were arranged in 
columns instead of rows, less area of the image would to be scanned before a match was 
found. As the majority of the population exhibited accurate finger placement, only a 
small area of the image had to be scanned before a match was found. By combining 
these two optimization techniques, the average verification time fell to 5 seconds. 
6.3 On Line Trial 
6.3.1 Introduction 
This was a 'live' trial covering a user base of approximately 200 users for a 
period of three working weeks. The user base was unselected and included a wide range 
of academic staff, students, technicians, secretaries and cleaners. 
Users were given live feedback of results (acceptance/rejection) with system 
response times of approximately 10 seconds for one bid, or approximately 16 seconds 
for two bids, including the times required for (three digit) PIN-entry and finger 
presentation. These times comprised four seconds for entering the PIN, one second to 
place the fmger and five seconds to verify. 
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The user station comprised a dumb terminal for PIN-entiy and system 
messages, and a fingerprint capture unit as described in chapter 5. The station was 
unsupervised except for enrolments. The terminal and capture unit were linked to a Sun 
workstation and algorithm accelerator running at a remote location, approximately 40 
metres away. 
The system was run with the algorithm and parameters used in the beta test trial. 
Analysis of the results shows that the operating parameters were indeed at or close to 
optimum values for this 200-user trial, based on a largely different user population. A 
session is a PIN entry followed by one bid, or two bids if the first is unsuccessful. 
The results presented here, which closely approach the target error rates, are 
exactly those reported to users during the trial. It is probable that they may be improved 
by further adjustment or modification of the matching algorithm. 
The trial was subjectively well received by the users, who appeared satisfied 
with the operation and response of the system. 
6.3.2 Analysis of user set 
The distribution of fingers used by the trial population is detailed in table 6.3. 




right index 223 94% 
left index i 
right middle 2 1% 
Table 6.3 Distribution of fingers used in trial. 
59% of the user population reached the 24th session during the period of this 
trial. Analysis of this subset shows them to be reasonably representative, although they 
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exhibited performances early in the trial marginally better than the average for all users 
(9% vs 11% on first bid, 3.3% vs 4.2% for total session). 
The system automatically re-enrols some users (whenever their error rate 
exceeds 3 errors in 8 bids), who remain unaware of this event. In cases of difficulty (4 
consecutive bid errors), the system requests users to formally re-enrol under 
supervision, initially with the same finger. In cases of serious difficulty (after three re-
enrolments with the same finger), the system requests the user to re-enrol with a 
different finger. The following re-enrolments occurred during this trial: 
• 	'invisible' re-enrolment: 59 users (25%) 
• 	supervised re-enrolment requested with same finger: 17 users (7%) 
supervised re-enrolment requested with alternative finger: 3 users (2%) 
6% of all sessions were cancelled by the user or by the system. Within the valid 
sessions, 2.7% of bids were repeated at the request of the system. 
6.3.3 Exclusions 
The following results cover bid data from all valid sessions where a genuine 
attempt had been made to use the system correctly. No exclusions are made for excess 
movement or poor print quality (although there are several obvious cases of this in the 
recorded failed bids). In some cases bid or session data were cancelled by the system 
before attempting a match, in others bids were rendered invalid by the system 
administrator where the wrong finger had obviously be used. The reasons for such 
exclusions are now discussed. 
6.33.1 Timeout 
When no print is detected within ten seconds of PIN entry the current bid and 
session are cancelled. This is the primary user mechanism for terminating a session, for 
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example if a wrong PIN has been entered. In practice, timeouts occurred through three 
causes: 
genuine session cancellations by users 
cancellation due to tardy user response (bid made more than ten seconds af-
ter PiN entry) 
(iii)failure of system to detect print presence due to extreme cases of dry or cold 
fingers 
As no image is taken, no complete record is available from which to calculate 
the exact distribution of causes. Analysis from user feedback and the best interpretation 
of the timing and pattern of these cases showed that 358 sessions were timed out, 5.2% 
of all sessions as shown in table 6.4. Note that in all cases, the user is not 'rejected'; a 
session may be restarted by entering a new PIN. 
Failure type No. of sessions Distribution (%) 
Deliberate session cancellation 179 40 
Unintentional session cancellation 89 29 
Failure of system to register bid 90 31 
Total 358 100 
Table 6.4 Type and distribution of session failures 
6.3.3.2 Faint Image 
The system guards itself against attempting to perform a comparison with poor 
quality images. If a print is detected, but its intensity remains below a critical threshold 
then it is classified as 'faint'. This mechanism covers extremely dry or cold fingers and 
instances of very weak contact pressure. In these cases, the user is not rejected but is 
informed of the problem and invited to blow on or moisten their fmger before re-
presenting it. In practice 'faint' images were caused by three factors: 
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genuine faint image due to excessively dry or cold skin condition. 
finger presentation with exceptionally light pressure. 
(ui)equipment failure (see section 6.3.4) obscuring or reducing the intensity of 
an otherwise good bid. 
It is difficult to precisely discriminate the different contributions, but the best 
estimations are listed in table 6.5. 
Failure type No. of failures Distribution (%) 
Exceptionally dry or cold finger 84 40 
Exceptionally light pressure 63 30 
Equipment induced failure 64 30 
Total 211 100 
Table 6.5 Distribution of bid failures. 
To determine the effect that these bids would have had on system performance, 
they were compared with the reference off line which resulted in a bid error rate of 19%. 
If these figures are included with the main trials data, they increase the bid error rate 
from 6% to 6.2%, and the session rate from 1.5% to 1.6%. 
It was assumed that the majority of the cases in the dry and cold category were 
due to the environmental conditions. These affect users by stiffening the skin so that it 
is no longer pliable enough to make good uniform contact with the presentation surface. 
It was also the case that the equipment was switched off overnight, so the PVC coating 
itself was cold in the morning. The PVC coating appears to have solved the 'dry' finger 
problem for normal use. 
- 139 - 
6.33.3 Spoilt Bids 
In cases where the bid is clearly erroneous (possibly by accidental mistyping of 
the PIN) or the image has been severely impaired by equipment failure, the bid and 
session are marked (by the trial supervisors) as spoilt and discounted from the results. 
The excluded bids are summarized in table 6.6. 
Cause No. of bids Percentage of total. 
Equipment failure 33 0.98% 
Wrong finger 76 0.42% 
Total 109 1.4% 
Table 6.6 Siimmry of excluded bids. 
6.3.4 Equipment Failure 
During this trial there were several cases of equipment failure at the print 
capture interface. The sources of this were: 
'lifting' of the PVC sheet at the prism surface, causing air bubbles to 
obscure areas of the image. This problem was eventually overcome by 
gluing the sheet to the prism using transparent optical adhesive. 
in a related incident, the guidance mould became detached. 
(iii)the CCD sensor was damaged and the trial was stopped three days while a 
new camera was obtained and installed. The cause of this failure was traced 
to electrostatic discharge from a user to the metal case of the print capture 
unit. The local earthing arrangements were altered and no further damage 
was experienced. 
These problems caused repeated alteration to the optical path (including a 
complete disassembly and reconstruction in case (iii) above). This provided a critical, 
if unplanned, test of the system with respect to its tolerance to optical path variations. 
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The problems stemmed entirely from the prototype optical system, which evidently was 
not sufficiently rugged. This should not be taken as a weakness of the system, only as 
an indication of the requirement for sound product engineering at this interface. 
6.3.5 Presentation of Results 
6.3.5.1 Introduction. 
The large amount of statistical data produced by almost 70,000 fingerprint 
comparisons make it difficult to present the data in a concise and informative format. 
A summary of the type I and type II error rates are shown in table 6.7. The error rates 
will be discussed in more detail later in this section. 
Type I 
1st bid (%) 
Type I 
Total session (%) 
T'pe II- 
Total sessions (%) 
Rates for entire trial. 8.32 2.66 0.26 
Initial rates up to 8th session 11.42 4.28 0.26 
Rates after 24th session 5.9 1.6 0.26 
Target 5.0 1.0 0.1 
Table 6.7 Summary of trial error rates 
There was a continuous improvement in performance during the duration of the 
trial. The error rates appear to converge to values close to the target performance of the 
system. 
6.3.5.2 Type II Error Rate 
The type II (false acceptance) error rate is determined by attempting cross-
matches between pair-wise combinations of the user base. A valid template from each 
user is matched against the first two bids (whenever available) from all other users, to 
simulate complete 'session' attempts at false entry over the complete user base. For the 
first bid, 68 prints matched and for the second, 73. The overall results are: 
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Type II errors after one bid: 69 /55215 = 0.12% 
Type II errors after two bids (one session): (69 + 73) / 55215 = 0.26% 
6.3.5.3 Type I Error Rates 
As expected, type I errors (false rejection) vary with the number of uses made 
of the system for each user. It was observed that the type I errors reduced with time as 
a result of two effects: 
system adjustment (re-enrolment) 
self-training by users with accepi/reject feedback on each use. 
Table 6.8 presents type I error rates as a function of the number of sessions 
undertaken. 
Session range 0-8 4-12 8-16 12-20 16-24 20-28 24-32 28-36 Target 
Number of users 238 221 209 188 175 161 140 121 
Number of sessions 1986 1844 1703 1562 1422 1267 1108 949 
First attempt errors 222 170 147 128 96 78 68 56 
Error rate (%) 11.18 9.27 8.69 8.19 6.75 6.16 6.14 5.90 5 
Total session errors 83 48 41 35 27 23 19 11 
Errorrate (%) 4.18 2.66 2.47 2.24 1.90 1.82 1.71 1.16 
Table 6.8 Trial error rates by session range. 
6.3.5.4 Discussion 
These results correspond to the 'live' performance of the system during the trial, 
and may have been worsened to some extent by the equipment repairs detailed earlier 
in this chapter. They may also have been adversely affected by misuses of the system 
by mischievous users testing finger placement to its extreme, although there was no 
way of quantifying this effect. 
It was expected that the type I error rates would stabilize after 8 sessions, 
however the results demonstrate that the rate falls continuously, at least up to the 36th 
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session. The type I session error rate drops below 2% beyond 16 sessions, and thereafter 
the results appear to converge towards approximately 6% and 1.5% for first-bid and 
total session respectively (targets 5% and 1%). The system parameters which yield 
these figures return a stable type II false-acceptance rate per session of 0.26%, (Target 
0.1%). 
It is of interest to consider why the session error rate is not simply the square of 
the bid error rate, which would be expected if bid errors were distributed randomly. In 
practice these errors are not randomly distributed, but are clustered within sections of 
the population. The effect of this is to make a second bid error more likely, since a first 
bid error is most likely to have been caused by a member of the set with generally 
poorer performance. 
Any such distribution results in the relationship between the session error rate 
SER, and first-bid error rates BER as shown in equation 6.1, where k is a constant which 
depends upon the characteristics of the distribution (k = 1 for a perfectly uniform 
distribution) and d is the number of bids per session. 
SER = k(BER)d 	 (6.1) 
Fitting this model to the above results yields k 4. If the bid error rate is 
improved uniformly by a factor C, then this model also predicts an improvement in the 
session rate by a factor C d regardless of the distribution. The actual error distribution is 
analysed in the following section, but it should be noted that if a mechanism can be 
found to randomise the second bid in the event of a failed first bid, then the Type I 
session error rate could approach (0.06)2 = 0.0036 = 0.36% 
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6.3.6 Analysis Of Results 
This section presents statistical analyses of the raw results along with sensitivity 
studies. 
6.3.6.1 Histogram Analysis of Scores 
Figure 6.2 gives an analysis of 42067 cross-match scores, and of all self-match 
scores after the 16th session. Each score is compared to it's local threshold value, and 
categorized by distance from it. Each such distance is one 'bin' on the horizontal axis, 
and the total in each bin is plotted vertically on a scale which normalises the area of each 
histogram to unity. 
The cross-match histogram is a Gaussian bell centred well below the threshold. 
The self-match histogram has the majority of its area well above the threshold, but there 
is a distinct 'tail' below the threshold. 
6.3.6.2 Sensitivity Analysis of Scores 
Here the sensitivity of the two error rates to variations of the parameter "best" 
is discussed. This parameter sets the number of votes that each template may make. All 
other parameters are fixed at the values cited in table 6.1. 
The cross-match (Type II) error curves are calculated exactly. However, it is not 
possible to do this in the case of the self-match (Type 1) case. The Type I results stem 
from a particular set of decisions taken during the trial such as re-enrolment, successful 
sessions terminated at one bid. Any parameter changes cause these decisions to be taken 
differently in some cases, but the subsequent data may not be present. To accommodate 
this, the Type I error rates for all bids after the 16th session are calculated. 
The type I session error rate is calculated by expression in equation 6. iwith k=4, 
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Figure 6.2 Distribution of pass and fail scores with respect to threshold. 
the best estimates that can be given by off-line analysis. The effect of varying of "best" 
is shown in figure 6.3. 
6.3.6.3 Histogram Analysis of Match Positions 
Figures 6.4 and 6.5 give histograms for the vertical and horizontal positioning 
of prints relative to enrolment positions. These are obtained by noting the position in 
the image plane of the polling peak for each self match. The enrolment position is dead 
centre. For all bids after 16 sessions, the results are accumulated in bins of 8 pixels, 
corresponding to a distance at the prism surface of approximately 300 pm. The 
histograms are plotted on a vertical scale normalised to give a total area of unity. It 
should be noted that potential matches that fall outside the range of validity used by the 
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Figure 6.3 Session performance versus the parameter "best". 
algorithm (approximately ±3 mm from centre) are still detected as peaks in polling and 
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Figure 6.5 Histogram of horizontal movement. 
Figure 6.5 shows that horizontal positioning is well centred by the fmger guide; 
98.8% of all bids appear to be within the range expected by the algorithm. Figure 6.4 
however indicates that vertical positioning is not so well controlled. There is a wider 
distribution, 6.3% of which lies outside the expected movement limits. There is not 
necessarily a complete correlation between all failed bids and those which are indicated 
outside the expected range in figure 6.1. However, these results appear to indicate that 
the Type I error rate may be improved by better controlling the vertical positioning of 
prints (by development of the finger guide), or by enhancing the algorithm to cover 
greater vertical movement. 
6.3.7 Achieving Target Performance 
6.3.7.1 Type II Error Rate 
The type II error rate was met by adjusting the parameter 'best' from 8 to 6, 
whence the cross-match rate per session (of two bids) becomes 0.09% (confirmed over 
55,215 trial cross-sessions). 
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6.3.7.22. Type I Error Rate 
Taking the above calibration, the type I bid error rate from this trial becomes 
7.6% (from 6%) and the session error rate becomes 2.3% (from 1.5%, applying square 
law dependence) 
It is proposed that the target session error rate may be met by the following 
method: 
each user enrols with bids from two different fmgers (say index and middle 
fingers of one hand). This is already the assumed practise, to accommodate a 
'reserve' capability. 
users make the first bid using the first finger, which may be accepted, or 
rejected. 
• 	in the case of rejection, users make the second bid with the alternative fmger. 
This process has the effect of 'randomising' the second bid to some extent; the 
alternative finger does not necessarily fall within the poor-performing subset of fingers, 
so that the chance of rejecting the alternative finger at it's first attempt is closer to the 
average bid error rate. Where the perfonnance of the alternative finger is fully 
decorrelated from that of the first finger, the Type I session error rate becomes k(7.6%)' 
which is 0.6% with k = 1. This figure remains at or below the target performance for 
values of k up to 1.7, allowing some degree of correlation between the performance of 
the two fingers. 
Cases where alternative fingers were used in this trial support this hypothesis. 
It has also been noted that the use of a modified finger guide is expected to improve the 
Type I performance significantly. 
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6.3.8 Summary of Proposed Improvements 
The use of an alternative finger if the first bid fails has been propdsed. This 
procedure can further be used to eliminate the majority of supervised re-enrolments by 
the following method. Automatic (invisible) re-enrolment should be extended to occur 
whenever identity is confirmed by the alternative finger (or by the first finger in the case 
of re-enroffing the alternative). Presently, a supervised re-enrolment is enforced when 
new bids are too 'distant' from the original to be certain of the identity of the user. With 
the modified process, the identity is confirmed regardless of the performance of the 
erring print, so that unsupervised re-enrolment can be applied automatically. 
Supervised re-enrolment may be reserved only for cases of seriously poor performance 
from both fmgers. 
The system has appeared insensitive to dry or cold fingers and has not properly 
captured the fingerprint image in some instances. If the 'print present' threshold is 
reduced this should lower or eliminate the incidence of sessions 'timed out' without 
proper cause. 
Considerable attention should be paid to the user/equipment interface. The 
dialogue and response at this interface can critically affect the net performance of the 
system, especially at the exceptionally low error rates targeted. 
The design of the fmger guide should be modified to provide better tactile 
feedback to the user on 'vertical' positioning. 
6.4 Supplementary Trial of Bad Performance Users. 
6.4.1 Introduction 
A proportion of sessions in the main trial were 'timed out', and a further 
proportion of bids within sessions were classed as 'faint images'. In each case the user 
had the impression of making a valid bid attempt, which the system 'rejected'. 
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Modifications to both the time-out and faint-image mechanisms were made to eliminate 
these effects, so that every valid bid attempt is accepted as such by the system. One 
objective of the supplementary trial was to demonstrate these improvements and 
measure their effect, if any, on the system error rates. 
The net error rates for valid bids in the main trial did not fully meet the 
performance targets set for the system. The supplementary trial tested three 
improvement mechanisms: 
improved finger guide 
modified session plan involving second bid from a diffe rent finger 
modified session plan involving more than two bids from one finger 
A total improvement in Type I session error rate by a factor of 2.4 was required 
to meet the system performance targets. 
6.4.2 Trial Plan 
The 50 poorest-performing users from the main on line trial were invited to 
participate in the supplementary trial of which 26 responded. The session procedure 
was elaborated to include: 
4 bids from one finger (usually right index) 
4 bids from a second finger (usually left index) 
This data was analysed off-line in different bid combinations to determine the 
merit of different session plans. The user was in all cases given a live accept/reject 
decision on each bid to retain an appropriate feedback mechanism. Users were invited 
to undertake 40 sessions over two working weeks. 
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The trial was video monitored and recorded so that any 'time-out' cases could 
be objectively analysed. The trial data is summarized in table 6.9. 
Parameter Value 
No. users 26 
No. valid sessions 1054 
No. valid bids 8432 
Gross No. bid rejects 779 
Timed-out sessions - days 1 to 2 14 timeouts in 179 sessions 
Timed-out sessions - days 4 to 10 27 timeouts in 875 sessions 
Table 6.9 Summary of data collected during "bad performer's" trial 
6.4.3 Time-Out Performance 
An objective of this trial was to correct the situation in which a user attempts to 
make a bid, but the system does not register the attempt, and eventually 'times out', 
cancelling the session. The software controlling print-capture was modified in three 
stages: 
the threshold at which the onset of a print is detected was modified to make 
the system more sensitive. This did not noticeably improve the situation. 
the interface was modified to accommodate the possibility that a user may 
have presented his fmger before the 'background' level is captured (i.e. at 
PIN entry). This reduced the number of timeouts by approximately 50%, but 
did not completely eliminate the problem. 
(iii)finally, some diagnostic software was written to log the progression of 
image intensity throughout each bid. As a result of this, a bug was 
discovered in the capture interface software which resulted in a repeated 
failure to capture in certain circumstances. The bug was corrected and 
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appeared to eliminate the time-out problem. 
Modification (i) was in place prior to the trial start. Modification (ii) was done 
at the end of day 1 of the trial. Modification (iii) was done at the end of day 2. Following 
this point, 27 timeouts were logged in 875 sessions. Each timeout has been confirmed 
as a genuine user cancellation (failure to bid within ten seconds of system request) by 
inspection of the video record of the trial. 
6.4.4 Results 
A series of three results from this trial, and two results drawn for comparison 
from the previous, are discussed in this section. 
The main trial raw results are the raw bid and session error rates from the trial 
for the subset of users participating in this "bad performers" trial. 
The parameter settings for the main trial were marginally lenient towards 
accepting invalid bids. To achieve a Type II error rate better than 0.1%, the parameter 
'best' was changed from 8 to 6. This trial was run with the more stringent parameter 
settings. The adjusted main trial results offer a basis for direct comparison. 
The one finger - two bid results are given for the same session conditions as the 
main trial (one fmger, up to 2 bids) and follow the same re-enrolment plan. 
The two finger - one bid results are for sessions of up to 2 bids, where the first 
bid is taken from one finger and the second bid, if required, is taken from an alternative 
fmger. The parameter settings, and corresponding Type II error rate are as above. 
The one finger - three bid results are for sessions of up to 3 bids, all taken from 
the same finger. To allow for the increased number of bids which would be available to 
an imposter, the parameter settings must be further tightened to retain the Type II error 
rate below 0.1% for the session as shown in table 6.10. 
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1st bid 2nd bid 3rd bid 
Trial data and conditions 
errors(%) errors(%) errors(%) 
Main trial Raw 




14.8 5.1 - 
Bad performers One Finger 
trial two bids 7.8 1.5 - 
(best = 6) 
Two Fingers 
one bid 8.0 1.5 - 
(best = 5) 
One Finger 
three bids 7.8 1.6 0.85 
(best = 5) 
Table 6.10 Summpry of improved results. 
On a direct comparison, the one finger - two bid results have improved by 
factors of 1.9 (bids) and 3.4 (sessions). This is attributed to the improved finger guide. 
The two fmger - one bid results demonstrate similar performance to the single-fmger 
arrangement. The one fmger - three bid results demonstrate improvements of factors of 
1.9 (bids) and 6.0 (sessions) over the main trial results. 
6.4.5 Attainment of Performance Targets 
The raw and adjusted main trial results for the complete trial population are 
shown in table 6.11. Applying the improvement factors obtained from this trial from the 
"one-fmger: two bid" plan yields a projected performance for the complete population 
as shown in the same table. 
6.4.6 Recommendations 
The use of an improved finger guide has substantially improved the 
performance of the system. It is possible that further improvements may yield further 
returns. This improvement also supports the feeling that the user/machine interface is a 






Raw ('best' = 8) 6.0% 1.5% 0.26% 
Adjusted ('best' =6) 7.6%, 2.4% 0.09% 
Projected ('best' = 6) 4.00% 0.70% 0.09% 
Target Results 5.0% 1.0% 0.1% 
Table 6.11 Summary of performance improvements. 
critical factor in achieving very low error rates. The three bid session plan also appears 
to offer a significant performance advantage. 
Although the session performance of the two finger plan is similar to the single 
fmger approach, it offers greater user convenience in respect of re-enrolment. The 
second finger also offers the option as a backup in case the primary finger is badly 
disfigured. 
6.5 Environmental Trial 
6.5.1 Introduction 
The quality of the fingerprint image is affected by the environmental conditions 
to which the fmger has been exposed. Earlier trials using a bare glass prism showed that 
soft, moist fingertips tend to give a better fmgerprint image than those which are cold 
and thy. The purpose of this trial is to assess objectively the effect of a polymer prism 
coating at reducing the thy finger problem. 
It was decided to expose people with naturally "dry fingers" to low temperature 
and humidity to obtain a worst case result. "Dry fmger" people give print images of 
lower intensity and hence poorer quality. Using information from previous trials, six 
"dry fmger" people and six controls were selected. This trial was carried out using a 
plasticised PVC polymer with a polyurethane surface coating. 
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6.5.2 Environmental Conditions 
The trial took place over three days in an environmental chamber. There were 
different targets of temperature and humidity each day as shown in table 6.12. Although 
the target humidities were not met, it can be seen that the water content of the air was 
significantly less at 5 oC  than at 32 oC 
Temperature Relative humidity (%) Moisture (g/kg dry air) 
target achieved target achieved target achieved 
Day! 32.0 32.3 60.0 53.6 19 15 
Day2 15.0 15.1 40.0 59.4 4 6 
Day 3 5.0 5.6 20.0 57.3 2 4 
Table 6.12 Environmental conditions. 
The tests were carried out each day on four groups of three participants. Each 
group spent one hour in the chamber. 
6.5.3 Fingerprint Capture Procedure 
Due to the location being unsuitable for installing the workstation and 
accelerator, the environmental trials were carried out off-line. This was achieved by 
recording the video signal from the fingerprint capture rig during the trial and playing 
it back to the workstation's and frame grabber and fmgerprint capture software. The 
equipment was set up such that it was not possible for the participant to see the 
fingerprint image on the monitor and thus falsely align the finger. 
Whilst in the chamber the participants were required to complete seven 
sessions, each comprising two bids. These were scheduled every ten minutes with an 
extra one at the end. At each session the surface temperature of the polymer was 
measured. 
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A video camera was used to film each person holding a card displaying his 
name, PIN and the session number before he made his bids. Consequently, all the 
fingerprints on the video tape could be identified by the information immediately 
preceding them. 
The participants were enrolled outwith the environmental chamber where the 
ambient room temperature was 20 oc• 
6.5.4 Experimental Notes 
Owing to the design of the fmgerprint capture unit and its susceptibility to 
damage, difficulty was encountered in affixing the new polymer. Trapped air bubbles, 
polyurethane coating damage and polymer background noise either degraded or 
obscured about 5% of the image. 
The high temperature and humidity on the first day appeared to have an adverse 
effect on the video equipment. The picture was distorted by an ever present and 
continuously moving horizontal line. This appeared to be attributable to switching 
between the video camera and the fmgerprint capture unit. However on subsequent 
days the line rapidly disappeared after switching and so did not interfere with the 
fmgerprint image. 
6.5.5 Results 
As one of the subjects failed to complete the trial the outcome of all bids from 
only eleven participants are presented in table 6.13. One "thy fmger" participant, was 
absent through illness on 'Day 3'. Table 6.14 shows the average values for image 
intensity each day for all participants. It can be seen that there is the expected 
correlation between temperature and image intensity. 
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PIN Dayl Day2 Day3 
003 11111111111111 11111111111111 11111111111111 
004 11111111111111 11111111111111 11111111111111 
005 11111111111111 11111111111111 11111111111111 
006* 11101111111111 11111111111111 11111111111111 
007* 11111111111111 11111111111111 
008* 11111111111111 11111111111111 11111111111111 
009 11111111110111 11111111011111 10111111111111 
010 01011111111110 11111111111010 11111111111111 
012* 11111111111111 11111111111111 11111111111111 
013* 11111111111111 11111111111111 11111111111111 
014* 11111111111111 11111111111111 11111111111111 
Error 
rate 
3.2% 1.9% 0.7% 
t Pass - 1, Fail - 0, * "dry finger" 
Table 6.13 Summary of bid results 
User Day! Day2 Day3 
003 16166 15935 15352 
004 21440 16504 14203 
005 19924 20344 18292 
006 12669 11306 10950 
007 14512 12727 
008 12137 12743 12675 
009 17949 19379 17554 
010 23668 20714 19041 
012 16257 15420 14223 
013 15417 14587 13276 
014 13500 13367 12205 
Average 16694 15730 14777 
Table 6.14 Bid Image Intensities 
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6.5.6 Discussion Of Results 
AU of the bid error rates are substantially better than those recorded in previous 
trials, although it must be taken into account that this is a statistically small sample. 
Nevertheless, the benefit of an improved fmger guide and the use of an enhanced 
polymer coating should be noted. This trial confirms that enhancements to the fmger 
presentation interface usually result in substantial improvements in performance. 
On the basis of these results, no deterioration in performance is discernable at 
low temperatures; indeed, the opposite effect is apparent. A subjective analysis of the 
failed bids shows them to be caused by image distortion. It was noted that the polymer 
used for this trial was more pliable than the coating previously used and, consequently, 
it was easier to distort the image by pressing the finger too hard. Image distortion is 
more pronounced at high temperatures where the coating is more pliable and fmgertips 
are softer. 
6.5.7 Conclusions 
It was noted that the new polymer sheet supplied for this trial was more pliable 
than the sheet had used for the other trials. A subjective impression was that the new 
material may be less robust. There was a noticeably spongy 'feel' which was not 
present in the previous sample, which felt firm by contrast. The earlier sample was used 
continually for six months without maintenance and showed no degradation at the end 
of this period. However this trial was too short to comment on the durability of this new 
material. 
This trial confirms the potential of sheet polymer coverings to eliminate the dry 
and cold finger problem. 
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6.6 Summary 
This chapter has detailed the field trials undertaken to test the performance of 
the fmgerprint verification system. The initial "beta test" trial showed that the ten 
second verification time was inconvenient for the trial population. By optimizing code 
and making algorithmic improvements, this time was reduced to five seconds, which 
was perceived as satisfactory by the participants. 
The main trial showed that the target type I and II errors (1% and 0.1% 
respectively) were not quite attained. However, improvement in the image capture 
process, invisible re-enrolment and the use of a different fingerprint if the first one 
performed badly showed that the targets could be met. 
A PVC polymer on the surface of the optical platen improved the performance 
of "dry finger" users, especially in cold conditions. To further test the system, it was 
used over and wide range of temperatures and humidities on subjects who were most 
likely to cause type I errors. This resulted in successful verification results but the 
robustness of the polymer was questioned. 
These results prompted the project sponsors to fund a further development 
phase to produce a compact standalone ASIC-based fingerprint verifier. The following 
chapter briefly discusses the architecture of this device and proposes further 
improvements that would lead to a more cost effective fingerprint verification product. 
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CHAPTER 7 
ASIC Based Implementation and 
System Improvements 
7.1 Introduction 
This chapter gives a brief description of the ultimate aim of the work covered 
by this thesis - an ASIC based implementation of the fmgerprint verification algorithm. 
The development of this standalone unit was undertaken in conjunction with the project 
sponsors. The image preprocessing, template matching, ranking, and polling processes 
were all implemented by two ASICs. The performance of this unit in field trials and a 
"head to head" performance comparison with a similar product already on the market 
are also discussed. 
The encouraging results of its performance in the above mentioned field trials 
prompted a review of possible product enhancements. This revealed that the template 
memory requirements were too large to be stored on the magnetic cards cuffently used 
by the security and banking industries. Furthermore, an overall reduction in memory 
would lead to a more cost effective unit. These realisations led to an investigation into 
reducing the required memory that is discussed in this chapter. 
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7.2 ASIC Based Implementation 
7.2.1 Architecture 
The implementation of the system presented in chapter 5 was based on a 
workstation interfaced to template matching accelerator hardware. Obviously this is not 
a cost effective implementation for volume production of a standalone verification 
system. As was originally planned, such a unit would be based on ASIC technology 
[116][117]. 
The architecture was based on two ASICs that implemented the operation 
intensive image processing and pattern matching processes. A microcontroller 
supervised the system and controlled the input and output devices shown in figure 7.1. 
The ASICs had access to RAMs which they used to interchange data. 
The first ASIC, termed PARCOR1, takes a video signal directly from a:  CCD 
sensor module and using a pixel stream process, generates a filtered and binârized 
image. For a given row and column position and number of angles, it drives the 
correlation cell array and ranks the votes from each of the 32 cells. It also implements 
the polling process. The second ASIC (PARCOR2) contains the 32 correlation cells and 
directly replaces the corresponding 8 PCBs from the VMEbus implementation. Both 
ASICs were clocked at 12MHz[118][119]. 
PARCOR1 has access to three RAMs. This enables it to buffer several lines of 
image greyscale image pixel data in one RAM in order to generate blocks of filtered 
and binarized image in another. PARCOR2 also had access to three RAMs so it could 
compare image and template data in one clock cycle, whilst PARCOR1 ranked results 
in the third RAM. 
The optical front end performs the same function as the one described in chapter 
5. To keep the unit compact, the size of the optical assembly had to be reduced as shown 
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Figure 7.1 ASIC based fingerprint verification architecture. 
in figure 7.2. This was achieved by using a different lens so that the prism could be 
moved closer to the sensor. However, the shorter object distance meant that the 
trapezoidal distortion became more pronounced. As the optical assembly was more 
compact, it was easier to achieve uniform illumination. Thus to first order, the 
geometric errors introduced by the assembly even out and remain within the error 
budget proposed in chapter 5. 
High level control is performed by a member of the Intel 8051 micro-controller 
family [120]. The controller also drives a text based liquid crystal display and a keypad 
which together act as the remote terminal in the VMEbus based system. The controller 
communicates with the ASICs via memory mapped registers. System software is 
written in PL/M-5 1, a version of the PL/M language optimized for the 8051 
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Figure 7.2 Optical sub assembly. 
microcontroller family [121]. Verification time for an accurately placed finger is 1.5 
seconds and 3 seconds for an inaccurately placed finger or a rejection. Template 
extraction is performed in software using images binarized to 25% and 75% by 
PARCOR 1. The unit could store up to 96 references, assuming each user had a template 
set for two fingers. 
A photograph of the Fingerprint Verification Unit (FVU) is shown in figure 7.3. 
L1 
Figure 7.3 Fingerprint verification unit. 
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7.2.2 Field Trials 
Two FVUs were installed at main doors on the De La Rue Systems site in 
Portsmouth over a period of 8 weeks. 60 people were enrolled on one unit, and 90 on 
the other. Sessions comprised 3 bids and each person used their unit at least twice a day 
and. The type I bid error rates settled down to 9%, 2% and 1% for the first, second and 
third bids respectively. It was noted that a detailed description on unit's use given by 
the system supervisor during enrolment, and labelling the unit with clear instructions 
for its use, greatly improved the error rate. Many people found the angled optical platen 
awkward to use, so the unit was tilted such that the platen was horizontal. This had a 
positive effect on the bid error rate. 
One of the FVUs underwent a head to head environmental trial with a 
commercially available fingerprint verification unit produced by Indentix. Six users 
partook in three sessions at five temperatures between 0 0 and 30 0 . The percentage bid 
error rates are summarised in table 7.1. As the FVU outperformed the Jndentix unit to 
a greater extent at lower temperatures, it was thought that one reason may have been 
the transparent PVC layer on the optical platen enabling better quality images. However 
there was no way of proving this assumption. 
7.2.3 Discussion 
The details of an ASIC based verification unit have been somewhat briefly 
described as its implementation is not directly relevant to this thesis. It is pleasing to 
note however that the original intention of an ASIC based unit has proved to be feasible. 
Other forms of system implementation are discussed in chapter 8. 
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User 
Bid error rate (%) 
Indentix FVU 
1 76 12 
2 46 0 
3 86 0 
4 0 29 
5 82 0 
6 6 6 
Average 58 9 
Table 7.1 Summary of bid error rates of FVU and Identix environmental trial. 
7.3 Reducing Reference Memory Requirements 
7.3.1 Introduction 
One of the drawbacks of template matching is that the reference has a relatively 
high storage requirement compared to the more "inteffigent" feature extraction 
techniques discussed in chapter 2. This section reviews possible methods of reducing 
template storage requirements. 
The comparison algorithm requires 512 bytes per reference template. For 
consistent performance of the system it is desirable that a user enrols with two fingers, 
resulting in a storage requirement of 1 Kilobyte per user. For low cost implementation, 
especially over a large population, this requirement is too large. This section discusses 
a number of techniques which would reduce the data requiiment. The project sponsors 
proposed a template data reduction to 50 bytes due to the memory constraints on 
magnetic cards. Even at the start of this phase of experimentation, it was realised that 
this would be a difficult target to achieve. 
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The techniques reported here offer plans for reduction to a minimum of 96 
bytes per fmger. Some of these have been investigated in a preliminary manner on 
actual trials data to determine their likely feasibility. 
7.3.2 Elimination of don't care Redundancy 
This section describes a simple template encoding technique that may be 
applied without affecting the performance of the system. 
Each template pixel is composed of two bits. Bit 1 is the don't care bit to 
indicate the data bit will not be used in correlation and bit 0 is the data bit. If the don't 
care bit is set then the data bit is redundant. In a typical template 50% of the pixels are 
don't care, thus on average there will be a storage saving of 25%. 
As each pixel is examined, if the first bit is set then that pixel will be become a 
don't care. The next bit will not be the redundant data bit but the don't care bit of the 
next pixel. This technique will produce a template of variable length as the number of 
don't care pixels is not constant per template. The example below shows how this 
would be implemented. 
A typical pixel stream from a template could be: 	10 00 01 10 
This would be run-time encoded as: 	 1 00 01 1 
This technique would have no effect on the verification time of the system. 
However a small amount of extra software will be required to process the compacted 
template set. The extra time required for this at the start of verification would be 
negligible. 
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7.3.3 Selecting Discriminating Sub-Templates 
7.33.1 Introduction 
Experience gained from development of the comparison algorithm has shown 
that some areas of the print are very unifonn, just being parallel lines. As each of the 16 
sub-templates represents a small area of the print, some will be more discriminating 
than others. Selecting a discriminating sub-template subset would be an "intelligent" 
method of reducing the storage requirement and computation time, and thus attempt to 
maintain performance. 
7.33.2 Depth of Ranking Tables 
By examining the contents of the ranking tables after an auto correlation the 
performance of each of the sub-templates can be analysed. The hypothesis is that a 
discriminating template will cause few false correlations so that its ranking table will 
be comparatively empty, while a uniform template will fill its ranking table. For 
example consider table 7.2 and figure 7.4. Note from the ranking table that only 
template 13 appears to have discriminating powers. This can be verified by considering 
the overlayed template position in the first image of figure 7.4 where template 13 is 
indeed more discriminating than the others. In practice this theory could not be applied 
as the depth of the ranking tables currently used (16) is not large enough to differentiate 
between uniform and discriminating templates as shown by the summary of ranking 
table depths in table 7.3. Note that this problem also occurs for user 002 as can be seen 
in figure 7.5 and tables 7.4 and 7.5. 
It should also be noted that a template containing a corrupted area of the print, 
due to image capture and the resulting binarization errors or skin damage, will appear 











Figure 7.4 Reference and subsequent images from user 001. 
Template 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
001.01 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
001.02 16 16 16 16 16 16 16 16 16 16 16 16 16 6 16 16 
001.03 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 15 
001.04 16 16 16 16 16 16 16 16 16 16 16 14 16 4 16 16 
001.05 16 16 16 16 16 16 16 16 16 16 16 16 16 5 16 16 
001.06 16 16 16 16 16 16 16 16 16 16 16 16 16 4 16 13 
001.07 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
001.08 16 16 16 16 16 16 16 16 16 16 16 16 16 5 16 12 
001.09 16 16 16 16 16 16 16 16 16 16 16 14 16 3 16 16 
001.10 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
001.11 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
001.12 16 16 16 16 16 16 16 16 16 16 16 16 12 3 16 16 
001.13 16 10 9 16 16 16 16 16 16 16 16 16 16 4 16 16 
001.14 16 16 16 16 16 16 16 16 16 16 16 16 14 2 16 16 
001.15 16 5 16 16 16 16 16 12 16 16 16 8 16 3 16 16 
001.16 16 16 16 16 16 16 16 16 16 16 16 16 16 5 16 16 
001.17 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
001.18 16 16 16 16 16 16 16 16 16 16 16 16 16 2 16 16 
001.19 16 16 16 16 16 16 16 16 16 16 16 16 16 5 16 16 
001.20 16 16 16 16 16 16 16 16 16 16 16 16 16 3 16 16 
Table 7.3 Average ranking table depth of user 001. 
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Template 00 Template 01 Template 02 Template 03 
00 3C 11 11 00 3B OF CC 00 3E 11 11 00 3E 11 11 
01 3C 12 11 01 3A 11 11 01 3E 11 13 01 3E 12 11 
02 3C 11 12 02 3A 12 11 02 3D OF CE 02 3D 10 12 
03 3A OF 13 03 3A OE OC 03 3D 10 12 03 3C 10 11 
04 3A 10 13 04 39 10 CC 04 3C 10 CD 04 3B OF 12 
OS 3A 11 13 05 38 15 OC 05 3C 12 11 05 32 11 13 
06 3A 12 13 06 37 14 CE 06 3C OF 12 06 3A CD 11 
07 3A CE 14 07 37 14 12 07 3C 10 CE 07 3A OE 11 
08 3A OF 14 08 37 15 12 08 3C 13 12 08 3A 11 12 
09 39 OF 11 09 37 10 08 09 3C 10 13 09 3A 10 10 
CA 39 11 CD CA 37 12 14 CA 3C 12 13 CA 39 CD 12 
02 39 10 12 02 36 CD CD OB 3C OF CC CB 39 12 12 
Template 04 Template 05 Template 06 Template 07 
00 32 11 11 CO 3F OF 11 CO 38 10 11 CC 3A 11 11 
Cl 3B 12 11 01 3F 11 11 01 3811 11 01 39 13 14 
02 39 12 10 02 3F 12 11 02 39 11 OF 02 38 10 10 
03 38 14 10 03 3E 12 13 03 39 12 11 03 38 12 11 
04 38 13 11 04 3E 11 12 04 38 10 CF 04 38 12 12 
05 38 14 11 05 3E 12 12 05 38 11 12 05 37 13 13 
06 37 12 13 06 3D CE CF 06 38 12 12 06 37 11 10 
07 37 10 10 07 3D CD 10 07 37 11 13 07 37 13 15 
08 37 11 12 08 3D CE 10 08 37 12 10 08 36 12 10 
09 37 13 12 09 3D 12 10 09 36 10 13 09 34 CF CF 
CA 37 15 12 CA 3D CE 11 CA 36 12 CF CA 34 11 OF 
OB 36 OF 07 CB 3D 13 12 OB 34 11 10 OB 34 12 13 
Template 08 Template 09 Template 10 Template 11 
CC 35 11 11 CC 38 11 11 CO 34 11 11 CO 38 11 11 
01 35 11 12 Cl 37 CC CA Cl 30 11 12 Cl 37 11 10 
02 34 12 12 02 37 CE CA 02 30 13 12 02 34 10 10 
03 34 14 CE 03 37 11 12 03 30 14 12 03 33 10 OF 
04 33 13 11 04 35 CD 09 04 30 17 10 04 32 10 11 
05 33 13 12 05 35 OF CA CS 2F 11 10 05 32 11 12 
06 33 11 13 06 35 CE OB 06 2E 13 11 06 32 12 10 
07 32 OD CD 07 34 OC 09 07 2E 14 CD 07 31 CF 11 
08 32 OD CE 08 34 CC OB 08 2E 14 11 08 31 13 OF 
09 32 12 13 09 34 OD OB 09 2E 11 OF 09 30 12 11 
CA 31 CC CD CA 34 10 CR CA 2E 18 08 CA 30 13 12 
CB 31 12 11 OB 34 CD CC OB 2E 13 10 CB 30 CF 10 
Template 12 Template 13 Template 14 Template 15 
CC 3F 11 10 CC 3B 10 11 00 3F 11 11 CC 38 11 10 
Cl 3E 11 11 Cl 38 11 11 Cl 3E 10 11 Cl 37 OF 10 
02 3C CF 11 02 38 10 10 02 3C CF OF 02 37 OF 11 
03 38 CF 10 03 00 00 00 03 3C 11 10 03 37 11 11 
04 39 11 12 04 CC 00 CO 04 38 12 13 04 36 CD 10 
05 38 CE 10 05 00 CC CO 05 3B 14 13 CS 35 12 10 
06 38 10 10 06 CC 00 CO 06 3B OF 10 06 35 OF 12 
07 37 CE 11 07 CC CC CO 07 38 14 14 07 35 11 12 
08 37 OF 12 08 00 CC CO 08 3A 13 11 08 34 CD OF 
09 36 11 CF 09 00 00 CO 09 3A 12 12 09 34 11 OF 
OA 36 12 10 CA CC CC CO CA 3A 14 12 CA 34 12 OF 
CB 34 OF CF OS CC CO CC OB 37 16 14 02 34 CE 10 
Table 7.2 Ranking tables of user 001. 











Figure 7.5 Reference and subsequent images of user 002. 
002.01 16 16 16 16 16 15 16 7 16 16 16 16 16 16 9 16 
002.02 16 16 16 16 16 14 16 13 16 16 16 16 16 16 11 16 
002.03 16 16 16 16 16 13 16 11 16 16 16 16 16 16 7 16 
002.04 16 16 16 16 16 16 16 5 16 16 16 16 16 16 5 16 
002.05 16 16 16 16 16 16 16 16 16 16 16 16 16 16 7 16 
002.06 16 16 16 16 16 16 16 13 16 16 16 16 16 16 10 16 
002.07 16 16 16 16 16 16 16 10 16 16 16 16 16 16 9 16 
002.08 16 16 16 16 16 16 16 16 16 16 16 16 16 16 7 16 
002.09 16 16 16 16 16 16 16 8 16 16 16 16 16 16 6 16 
002.10 16 16 16 16 16 16 16 9 16 16 16 16 16 16 7 16 
002.11 16 16 16 16 16 16 16 7 16 16 16 16 16 16 7 16 
002.12 16 16 16 16 16 16 16 11 16 16 16 16 16 16 12 16 
002.13 16 16 16 16 16 16 16 10 16 16 16 16 16 16 5 16 
002.14 16 16 16 16 16 16 16 16 16 16 16 16 16 16 11 16 
002.15 16 16 16 16 16 16 16 9 16 16 16 16 16 16 9 16 
002.16 16 16 16 16 16 15 16 7 16 16 16 16 16 16 7 16 
002.17 16 16 16 16 16 15 16 8 16 16 16 16 16 16 4 16 
002.18 16 16 16 16 16 15 16 13 16 16 16 16 16 16 8 16 
002.19 16 16 16 16 16 16 16 9 16 16 16 16 16 16 7 16 
002.20 16 16 16 16 16 14 16 12 16 16 16 16 16 16 7 16 
Table 7.5 Average ranking table depth of user 002. 
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Template 00 Template 01 Template 02 Template 03 
00 40 OF OE 00 40 OF CE 00 39 OF OE 00 3B OF CE 
01 3D OF 10 01 3B CD OE 01 36 OF 10 01 38 CA 12 
02 3C 10 10 02 3A CE OE 02 36 11 CC 02 38 10 OF 
03 3B CE 00 03 38 10 13 03 35 OF OD 03 37 OF OD 
04 3B 11 OD 04 37 CE 11 04 35 OE OF 04 37 09 12 
05 3B CD CC 05 37 10 CE 05 35 CE OC 05 37 10 OE 
06 3B CE CC 06 37 CE 13 06 34 10 CC 06 37 09 13 
07 3B 10 OC 07 37 OF 13 07 33 10 CD 07 37 10 CC 
08 3A CD OD 08 37 CE 10 08 33 12 CD 08 37 11 10 
093AOFOD 0936OD10 0933100E 0936OE0D 
CA 3A OF OB OA 36 OF 10 CA 33 10 OF CA 36 11 CE 
OB 3A 10 OF 08 35 CE CD OB 33 CE 10 OB 35 CA 11 
Template 04 Template 05 Template 06 Template 07 
00 42 OF CE 00 3C OF OE 00 41 CF CE 00 3D OF CE 
Cl 3F OF OF 01 37 10 OE 01 3C 10 OF 01 35 CF CD 
02 3F 10 13 02 36 CE CE 02 3A CF OF 02 31 13 07 
03 3F OF 10 03 34 CF CF 03 3A 14 08 03 31 07 10 
04 3F CE CD 04 34 10 OF 04 3A 10 00 04 31 10 CD 
05 3E CE CF 05 34 CF CD CS 3A 18 12 05 31 13 19 
06 3E OF Cc 06 34 10 CD 06 39 CE 13 06 31 08 16 
07 3E 10 10 07 33 CE 17 07 39 16 17 07 CC CC CC 
08 3E CD CD 08 32 12 07 08 39 18 lB 08 CO CC CO 
09 3E CC CE 09 31 CD 17 09 39 18 lC 09 CC CC CC 
CA 3E CD CE CA 31 13 08 CA 39 17 09 CA CC CC CC 
OB 3E 10 CE 03 31 14 08 OB 39 17 lD CB CO 00 CC 
Template 08 Template 09 Template 10 Template 11 
00 40 OF CE 00 40 CF CE CC 45 CF CE 00 3F OF CE 
Cl 3E OF CF Cl 40 CF OF 01 3F 11 CD Cl 3D 10 10 
02 3D 10 CE 02 3A 10 CE 02 3F CF CF 02 3C CE CD 
03 3D CE 13 03 3A 10 OF 03 3E CF CD 03 3C CE CE 
04 3D CF CC 04 3A 14 CC 04 3E 11 CE 04 3C 11 CB 
05 3C CF 11 05 38 11 CD 05 3E 18 10 05 3C 11 CF 
063BOFOD 063813CB 063D100F 063CCD10 
07 3B CD 13 07 38 12 CC 07 3D 15 13 07 3C 13 CC 
08 3B CD 17 08 37 12 CD 08 3D 10 CC 08 3B CC CD 
09 3B CF 13 09 36 11 CE 09 3D 10 10 09 3B CD CD 
CA 38 CD 10 CA 36 14 CB CA 3C 13 11 CA 3B CF CD 
CE 3A CD 11 03 36 15 OB OB 3C 11 CA CB 38 12 CD 
Template 12 Template 13 Template 14 Template 15 
0041 CFCF 0048 100E 0042 OFOF 00 3FOFCE 
Cl 41 CF CE 01 47 CF CE Cl 41 CF CE Cl 3B CF CF 
02 40 lC CF 02 46 CF OF 02 40 10 CE 02 38 CB CA 
03 40 10 CE 03 45 10 CF 03 3D 10 OF 03 38 10 CE 
04 3E CF CC 04 45 11 CF 04 39 OF CD 04 37 CE CF 
CS 3D 18 12 05 45 13 12 05 39 CF 11 05 37 10 CF 
06 3C 10 OB 06 43 11 CD 06 38 CE 10 06 36 CC 04 
07 3C CF CA 07 42 12 10 07 38 10 CD 07 36 03 09 
08 38 CC 03 08 42 10 11 08 38 10 12 08 35 CF 07 
09 3B CE CD 09 42 12 11 09 00 CC 00 09 35 CE 04 
CA 3B CF CD CA 42 11 CE CA CO CC CC CA 35 OB 05 
OB 3B CD 02 OB 42 12 12 OB CC 00 CC CB 35 CF OD 
Table 7.4 Ranking tables of user 002. 
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7.3.3.3 Variance of Row and Column Positions in Ranking Table 
Another way of determining a "uniform" template is to calculate the variance of 
the row and colunm positions in the ranking tables and averaging the results. A large 
resulting variance would indicate a variation in position which is a feature of 
uniformity. Note that this technique would eliminate "corrupted" templates as they will 
correlate with random areas of the print. Unfortunately in practice this theory does not 
appear to work. As can be seen from tables 7.6 and 7.7, there is little meaningful 
discrimination between templates. 
Sig. 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 	15 
001.01 3 6 5 2 5 2 1 4 814 4 2 1 0 3 	2 
001.02 4 5 3 1 6 1 3 4 211 9 3 2 0 2 	2 
001.03 2 1 2 1 4 2 2 4 6 7 9 2 1 015 1 
001.04 4 5 3 2 2 2 1 3 2 6 8 3 1 0 3 	2 
001.05 3 5 2 2 7 214 3 3 12 18 5 313 8 	2 
001.06 3 1 1 2 8 2 2 311 9 721 3 1 2 	1 
001.07 8 4 5 615 9 9 2 2 32 11 3 2 020 2 
001.08 4 3 2 2 8 8 311 624 914 2 010 1 
001.09 2 3 1 1 7 2 2 11 15 9 2 1 122 4 	2 
001.10 2 2 1 125 1 1 3 11 11 220 2 3 3 	1 
001.11 6 3 3 2 17 14 2 2 7 25 12 2 1 0 3 	2 
001.12 3 5 5 8 3 217 3 2 713 6 0 28 10 	4 
001.13 1 2 2 3 1 1 2 2 2 711 4 1 315 2 
001.14 6 6 1 6 5 .2 24 3 2 6 10 1 1 0 17 	2 
001.15 2 3 1 1 3 2 229 4 9 33 18 2 3 2 	2 
001.16 5 5 1 1 2 1 5 2 2 15 16 6 2 010 1 
001.17 2 3 1 2 4 1 5 3 3 6 8 3 1 0 3 	1 
001.18 5 6 3 4 4 115 2 2 6 25 10 1 0 7 	2 
001.19 3 3 1 1 2 2 4 4 917 8 3 2 1 3 	2 
001.20 3 5 3 2 4 2 2 4 6 7 9 2 1 0 4 	2 
Table 7.6 Combined variance of row and column score poistions of user 001 
Further statistical work would have to be applied to this technique to discover 
if it would be feasible. If it were successful, the templates retained would have powerful 
discrimination characteristics. Eight templates would be a sensible number to aim for 
as it would halve the storage requirements and computation time. 
7.3.4 Chequer Board Template Layout 
The previous technique aimed at reducing the storage requirement by 
"intelligent" selection of a subset of templates. A simpler way to achieve this is to lay 
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002.01 2 2 2 7 3 12 27 25 4 4 7 314 2 110 
002.02 2 3 2 7 3 826 7 4 2 9 311 4 313 
002.03 1 32 832124 54 8 3103012 
002.04 3 8 6 8 2 5 8 1 4 4 4 2 7 2 0 7 
002.05 2 3 3 7 2 4 26 10 2 412 3 7 2 1 9 
002.06 3 4 3 6 2 3 10 11 17 3 7 2 4 1 413 
002.07 3 3 3 8 2 511 7 4 3 5 3 5 2 4 8 
002.08 2 7 4 6 3 820 6 2 3 8 4 6 1 4 8 
002.09 4 5 4 6 2 6 513 3 2 6 1 2 2 3 7 
002.10 2 2 1 6 2 3 8 2 4 2 7 2 4 2 1 6 
002.11 4 6 3 7 2 1 7 5 3 2 3 1 2 2 1 8 
002.12 2 32 6210118 64 72317 9 
002.13 3 5 5 6 2 3 7 3 5 3 8 2 3 1 010 
002.14 2 3 2 6 4 4 18 13 4 310 4 8 3 2 8 
002.15 2 7 4 6 2 2 6 7 4 2 6 2 3 1 1 9 
002.16 2 2 2 6 2 415 8 3 311 316 2 6 9 
002.17 3 4 3 7 3 8 84 4 3 5 211 2 010 
002.18 2 3 1 8 210 612 8 2 6 112 2 1 9 
002.19 2 3 2 8 3 7 712 5 5 6 1 9 2 2 6 
002.20 5 6 4 7 2 4 3 8 6 3 4 1 9 1 0 6 
Table 7.7 Variance of row and column scoring positions of user 002 
out 8 templates in a chequer-board pattern within the frame for all 16 templates as 
shown in figure 7.6. This would halve storage and computation as in the previous 
technique but there is no criterion for template selection which may impair 
performance. 
Note that the comparison algorithm was tried in earlier trials with 9 templates, 
although not sparsely positioned, in chapter 4 and it did not meet the error rate targets. 
7.3.5 Reduction of Template Pixels 
If the number of pixels in the template were halved, the storage requirement and 
computation time for comparison would be correspondingly reduced. Figures 7.7 and 
7.8 illustrate the current and proposed pixel layouts. This idea could be simply 
implemented for testing on the current system by forcing half of the pixels to be don't 
care before the new reduced template is generated. 
This technique would affect the discriminating power of each template and 
thereby affect the verification performance. 
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Figure 7.6 "Chequer board" sub template layout. 
7.3.6 Summary 
The don't care redundancy technique is the easiest way of reducing data storage 
with no effect on performance, but unfortunately it comes nowhere near the target set 
of 50 bytes per user. The selection of discriminating templates is the most interesting 
technique but its implementation would be difficult and would complicate an 
essentially simple verification system. Note also that to ensure adequate system 
performance, the chosen sub-templates would have to be spread evenly over the 
template grid and not concentrated in one area. 
The chequer-board layout and template pixel reduction could be implemented 
easily but could have potentially damaging effects on system performance. The chosen 
template format would have to be tested carefully on trial data. 
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If minimal storage requirement is the ultimate aim then the smallest 
recommended template size would be produced by combining the techniques from 
sections 7.3.2, 7.3.4 and 7.3.5. 
This would produce a template of: 512 * 1/2 * 1/2 * 3/4 = 96 bytes. 
Although it may be possible to reduce this figure further, it is recommend that 
trial validation of each of the techniques suggested should precede this more ambitious 
goal. 
7.4 Reducing Fingerprint Image Memory 
Requirements 
7.4.1 Introduction 
If the amount of data used to represent the fingerprint is reduced, then the time 
for comparison will be reduced. Although this will have no effect on reference data 
storage requirements it will reduce overall RAM requirements. The fmgerprint data can 
only be reduced by reducing the image resolution. This section proposes reduced image 
resolutions and techniques for modelling verification performance. Although any 
resolution could be chosen, for ease of implementation of performance testing there are 
only two sensible possibilities; 128 and 192 pixel square images. Techniques for using 
256 pixel square images to imitate these resolutions are also presented. 
7.4.2 128 x 128 Pixels 
This would quarter the image data size, resulting in the use of an industry 
standard 2K byte RAM. Images are generated using the filter illustrated in figure 7.9. 
However, as can be seen from the right hand column of images in figure 7.11, the 
resulting fingerprint is heavily quantized with a resulting loss of minutiae detail. Also, 
the template pixels would be too close together. 




2 x 2 pixel window 
L'/.i 
8 x 8 pixel window 
	 8 x 8 pixel window (for display) 
= Average 4 adjacent values 
Figure 7.9 Method for reducing effective image resolution to 128 pixels square. 
7.4.3 192 x 192 Pixels 
Reducing the image size to 192 pixels square would almost halve the image 
data. Unfortunately, this is not a very convenient size as the correlation block size 
would be reduced to six, but template pixel spacing could be reduced to fit. The filters 
for performing a reduction in resolution from 256 pixels square are shown in figure 7.9. 
Although, as expected, this is an improvement over the 128 pixel square image, there 
is still a loss of detail as shown in the central column of images in figure 7.11. 
7.4.4 Conclusions 
256 pixel square images have been processed to replicate the effect of altering 
the resolution to 192 and 128 pixels square and the results are shown in figure 7.11. 
Although no testing of the resulting images was done, the 128 pixel images were 
obviously too heavily quantised, which lost the very detail that enhances the 
discriminatory power of the templates. Unfortunately there is no room for lack of 
discrimination, and the resulting increase in type II errors, in the current system. 
177 - 
3 x 3 pixel window 
—* 	IDt:EIFI 
JkLCF A B C C 
A BF F 
D D H I 
G C HI 
4 x 4 pixel window 
4 x 4 pixel window 
	
(for display) 
= Average 2 adjacent values 
= Average 4 adjacent values 
Figure 7.10 Method for reducing effective image resolution to 192 pixels square. 
The 192 pixel image was more satisfactory, but at a memory requirement of 
4.5Kbytes, the same industry standard 8K byte RAM as used for the 256 pixel image 
would be required. Three 2K byte RAMs could be used, but they take up extra circuit 
board area and increase assembly costs. 
7.5 Summary 
The architecture and implementation of a working standalone verification unit 
has been presented. The unit has performed well in heavy field trials and has 
outperformed a similar product already on the market. 
However, it has been seen that the memory requirements of the reference and 
the image are large. This affects the cost of the unit and more significantly, prevents the 
reference templates from being stored on the magnetic strip of a standard bank card. 
Techniques for reducing the data requirements have been investigated, but not fully 
tested. The reference could be safely reduced to 75% of its size, but any further 
reductions were likely to adversely affect performance. Reductions in the size of image 
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Figure 7.11 Three fingerprint images at resolutions (from left to right) 
of 256, 192 and 128 pixels square. 
were not satisfactory, resulting in a loss of minutiae detail which is crucial to the 
discriminatory powers of the system. 
The following, and final, chapter concludes the thesis by summarizing the work 
done and discussing alternative implementations and applications of the pattern 
verification algorithms. 




This thesis has shown that template matching is a novel and effective solution 
to the task of fingerprint verification. The use of binary images simplifies the template 
matching task and possible problems caused by inconsistent binarization of the images 
have been over come by use of the "don't care" technique. The basic application of 
template matching to fingerprint comparison is defeated by the variable distortion in the 
images caused by localised stretching of skin on the finger. This problem was overcome 
by using sub-templates that independently correlated with the image and posted votes 
for successful matches in a polling area. This area was then tested for clusters of votes 
whose density represented the success of the comparison. This technique of analysing 
the correlation results of the sub-templates is much simpler than methods reviewed in 
chapter 2 and equally effective. 
As any pattern matching algorithm is dependent on the quality of the data it 
operates upon, an automatic fingerprint capture algorithm was devised to produce 
images of a consistently high quality. 
This solution to the problem of fingerprint verification was obtained by a 
successful combination of the application of established image processing techniques 
and empirical experimentation with extensive trial data. 
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8.2 Criticisms 
Although the system has performed that task for which it was designed, there 
are several shortcomings. The template matching process is very computationally 
intensive, requiring over 400 million operations. These operations are carried out in the 
required time by using a parallel architecture, but this is an expensive solution in silicon 
terms. 
There are methods of reducing the necessary number of operations, by coarse 
and fine passes and hierarchical searching. Such techniques were reviewed in chapter 
2, but were dismissed due to the large number of false alarms caused by uniform areas 
of fingerprint images. This effect was experienced during the development work 
carried out in chapter 4. However it is intuitively felt that a more intelligent application 
of the coarse - fme search technique could reduce the operations required by the 
comparison process without adversely affecting performance. 
Another problem is the large size of the reference. A template matching based 
technique fares less well than feature extraction in this area, as it has no way of 
intelligently processing the image to extract a number of discrimination descriptors. 
However, template matching is less susceptible to flaws in the image and thus requires 
less preprocessing. 
Although the errors introduced by the image capture sub-system were discussed 
in chapter 5, a full error model of the algorithms would be very useful. If such a model 
were devised, the effect of, for example, increasing the number of bids to four, could 
be quickly calculated instead of running extensive off line comparisons on captured 
data. 
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8.3 Implementation Options 
8.3.1 Current Fingerprint Verification Unit 
This implementation was described in chapter 7. The cost breakdown of the 
prototype verification unit showed that the image sensor, a CCD module, constituted 
25% of the unit cost [115], although the price of such modules has dropped in recent 
years. The high cost of the module encouraged the research and development of 
integrated single chip image sensor [122][123] and the formation of a company, VLSI 
Vision Ltd., that produces products and services based on this technology. 
The current ASIC based implementation is a cost effective solution, especially 
in high volume. However, re work on the silicon is expensive, and due to bugs in one 
of the current devices, necessary. It must be questioned if another round of ASIC 
development is the best way achieving the optimum implementation. 
8.3.2 Integrated Solution. 
Work has been done on integrating an image sensor, digitising logic, a 64 cell 
correlation array and all the PARCOR1 processes into one ASIC [124][125]. 
Unfortunately the device was not fully functional, which was attributed to the 
complexity of the design. Another problem was that debugging in such an environment 
was difficult, due to the high level of system integration. 
At 120 mm2, the die is large and it is debatable as to whether this is an optimum 
solution due to the high expense and low yield of such a device. However in high 
volumes such a solution may be justified due to the lower unit cost. 
8.3.3 FPGA Development and Gate Array Implementation. 
The recent increase in field programmable gate array (FPGA) density has 
opened up another implementation path[126]. The PARCOR1 and PARCOR2 ASICs 
have a combined gate count of approximately 10,000, which could be accommodated 
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by two FPGA devices [127]. Although this technology is not a cost effective solution 
in volume, it offers a flexible design environment and simple mapping to gate array 
technology offers a possible volume solution [128]. 
8.4 Other Applications 
The algorithms involved in the fingerprint verification method presented in 
thesis are the result of an application specific development. However the template 
matching core of the algorithm, combined with flexible voting of the sub-templates 
provides a useful pattern matching platform. The only requirement is that the images 
under scrutiny can be meaningfully represented in a binary format. 
Joint research with the University of Massachusetts [125][129]  showed that the 
VMEbus based verification system could be easily converted to recognise other pattern 
features. In this instance, the images were microscope slides of samples taken from 
women to analyse fertility. As the sample dries, it crystallises producing aferning effect 
if the subject is fertile. A greyscale image of this type of pattern was binarized using a 
modified version of the adaptive threshold algorithm. In this case the size of the blocks 
was raised from 16 to 32 pixels square. It is encouraging to see that such a simple 
alteration to the algorithm enables it to successfully process images other than 
fingerprints. 
A synthetic ferning template was devised which correctly located instances of 
the ferning pattern in a number of slides. This was a very interesting development as it 
showed that the pattern matching algorithm could be used for feature extraction. The 
template and image are shown in figure 8.1. 
The size and pixel density of the templates were defiried by the specific 
problems of fingerprint matching, but with minimum changes to the devised 
architecture, such system parameters could be easily altered. Provided localised 
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Figure 8.1 Ferning image and feature extraction template. 
distortion does not occur within the size of a sub-template, and the image can be 
meaningfully binarized, the technique could be applied to any type of image offering 
the appropriate discrimination. 
8.5 Future Work 
The algorithms presented in this thesis have led to an effective fingerprint 
verification system, and have been successfully used for feature extraction with a 
different form of image. 
With the work to overcome the shortcomings discussed earlier in the chapter 
aside, the most obvious path for continuation of this work is to structure the algorithms 
such that they can be easily adapted for use with any form of patterns. This development 
should be treated with caution, as generalisation can lead to inefficiency and over 
complication. 
Although the system worked satisfactorily as a feature extractor in another 
application, as the pattern recognition is based on template matching, changes in scale 
will be difficult to handle. Work in this area was reviewed in chapter 2 [75], but further 
work in scale invariant matching would be of great interest. 
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ABSTRACT 
This paper describes a real-time image processing 
system. including an image sensing array, which is 
implemented as a single VLSI device. The architectural 
overview and system performance figures demonstrate 
that, through efficient integration of the sensing, 
processing and memory elements of the image-
processing system. increased performance and greatly 
reduced manufacturing costs can be achieved for a 
specific application (in this case fingerprint 
verification). The device, designed and fabricated 
using a standard 1.2l1m ASIC CMOS process and 
18MHz operation. includes a 258 x 258 image sensor 
array. real-time image normalisation and image 
matching circuitry. 8K bits of fast access memory and 
16K bits of ROM. 
INTRODUCTION 
Integrated sensor-processor technology provides a 
new method for implementing image processing 
systems IPS as single chips. Typical IPS for the 
analysis and recognition of images conventionally 
consist Of five main elements :- sensor, data 
preprocessor, image analysis hardware, memory and 
CPU. The input medium to this class of system is visible 
electromagnetic radiation which is sensed and 
converted into an electrical representation of the 
image. The sensor can be based on vidicon or solid-
state CCD or MOS technology. The electrical signal 
usually corresponds to some standard such as PAL 
format video in order to simplify the interfacing to 
various systems. or it may simply be a raster scan read-
out. A preprocessor stage then performs global 
functions such as spatial noise filtering. A/D 
conversion and image normalisation before the main 
image processing task is carried out. The core of the 
system can be either a high-performance single-chip 
DSP (e.g. TMS320) or. for real-time operation. an  array 
of general purpose processors (e.g. Transputers) or 
dedicated image array-processors (e.g. IMS Al 10). 
Memory is required to buffer images, store reference 
data and results for post-analysis. The final component 
of a generic IPS is a low-bandwidth (when compared 
with the image processor) microprocessor which is 
needed to perform system control functions and 
analysis of results. 
A prototype system for personal verification based on 
fingerprint matching which contains all the elements of 
such a typical image processing system. (Figure 1). 
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Figure 1: Block diagram of fingerprint matching system 
has been developed at Edinburgh University' 1 . The 
sensing unit used was a CCD based camera module. 
The preprocessing functions and the main comparison 
algorithm were implemenled as a two device ASIC chip-
set with a microcontroller performing all other system 
functions. The system has also been integrated as a 
single sensor-processor chip (Figure 1) as described 
below. 
ALGORITHM 
A simple optical system produces a high-contrast 
image of a fingerprint by utilising the total internal 
reflection effect of a prism. The image is focused onto 
the sensor which produces an analogue representation 
of the data. An image preprocessing stage filters and 
adaotively thresholds the grey scale image to produce 
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a binary image reacy for 'he matching stage Basically 
the comparison is trier performed as foUows to 
accommodate the translational and rotational 
movement the comparison algorithm correlates a 
numbe' of reference signatures against the fingerprint 
over a range ot angles and offsets Matching decisions 
are then taken on trie basis of results in this multi-
dimensional correlation space This is a reliable but 
comoutatonally irtersive process. To verity a 
finge'prnt agarst a known reference in a time-scale of 
1 second reauires the equivalent of 200 9 arithmetic 
operations per second. The results of these correlations 
are tapulaled and compared against a specified 
threshcd anc a dec:SiOn is made whether or not the 
fingerprint presented is a good match The architecture 
used to implement trie system as a single device is 
presented in this paoer and its performance compared 
with that of the prototype, highlighting the advantages 
of integrating image sensing and processing on the 
same silcor 5cr' 
ARCHITECTURE: SENSOR 
Integration of tne image sensor 	has been made 
possible by the recent development of a hign quality 
customisable sensor array desgned to be fabricatec 
using trie same standard low-cost ASIC CMOS process 
as is used for the surrounding digital image-processing 
circuitry The sensing technology [21 	based on a 
photodode 	array 	and 	includes 	all 	necessary 
amolifcation and cOntrol circuitry on-chip. Middeihoek 
aria Audet !l state trial one of the important 
disadvantages of ntegra!ed smart sensors is that the 
process equred for the production of trie sensing 
elements is generally not compatible with the process 
reQuired for trie digital circuitry In the case of image 
procesS.ng we have now demonstrated that a more 
than adequate sensor performance is achieved without 
comoromisrg te 'eouirementS for the rest of the 
syStem 
The nature of the sensor technology has allowed the 
sensor array to oe custOrrisea to trie requirements o 
the application In this case a 258 x 258 array with a 
pixel aspect ratio of 4 3 has been chosen Raster reac 
Out from this performs a simple spatial transform of the 
image to correct for optical distortion of trie print image 
from the angled prsm face The clocking requirement is 
a simpie sing:e phase clock and power is provided by 
the same 5v suOpy that is used by the surrounding 
digital logic The addressing and read Out circuits have 
oeen modif:eC to 3i'Ow local 2-D smoothing IC take 
place as trie image data is scanned Out This is 
performed in the analogue domain and implements the 
required low-pass filtering without any hardware 
overhead an eamp'e of the benefits of being able tO 
tailor the sensor tecnnology to the application 
ARCHITECTURE: PROCESSOR 
The Output signal from the sensor array is an analogue 
representation of trie image at each pixel site This 
signal is processed to give a norrnalised binary (i e. 
black and white i representation of the fingerprint image 
which can then oe inte r preted by the digital processing 
logic An adaptve threshold technique is employed to 
eliminate gross intensity variation across the image 
caused by uneven illumination of the fingerprint and 
variable Skin characteristics. Figure 2 showS two 
examples of g'ey-level fingerprints before and after the 
adaptive thresboldrg function nas been applied. The 
image !s divided intO 256 16 x 16 pixel patcneS and 
local tnresbolds are calculated for each patch using a 
successive approximation method. The thresholds are 
then applied to the image to give the desired ratio of 
black to white pixels usually 50%).  The architecture 
implemented to achieve tr-iis function is described in 
greater detail in te next section. An off-chip 64K bit 
static RAM is used to store the resulting binary image. 
The data is then ready for correlation with the reference 
fingerprint cata .r cn has been pre-loaded into local 
memory 
Figure 2: Grey-level fingerprint images (a),(c) 
Normalised binary fingerprint images (b).(d) 
12.1.2 
The matching process is performed by an 8 x 8 matrix of 
correlation cells and a complex controller/address 
generator. The controller ensures the flow of data into 
the parallel correlaiton array is maximised to achieve 
tne necessary high throughput. Fast on-chip memory 
close to the array together with pre-calculated address 
modifiers (to accommodate rotation of the image) allows 
64 single-bit comparisons to be made on every cycle of 
the 18MHz system clocks. Each cell counts pixel 
matches and performs comparisons with locally held 
reference scores. At appropriate moments during the 
correlation seouence the current values of the 64 score 
registers are read and ranked in result tables for 
analysis after all the correlations have been completed. 
The final stage of the process is to analyse the ranked 
scores to determine whether or not the images match. 
Circuitry is provided on-chip to perform this function. 
Table I provides a summary of the main features 
provided by the single-chip sensor processor. 
PERFORMANCE 
To illustrate the advantages offered by integrated 
sensor-processor systems. this section looks in detail 
at the digitisalion and normalisation function of the 
fingerprint matching system. Assume the image size is 
258 x 258 pixels and 9-bit grey-level data is required 
which is then to be processed to give a 256 x 256 
normal;sed binary image. 
In a typical image processing system this function 
wouid oe acnevea in the following manner. First the 
analogue signal from the sensor is digitised by a 9-bit 
A,D convertor to gve a grey-level representation of the 
image. This data is then buffered in a 256 x 256 x 9-bit 
memory store. Assuming an adaptive threshold 
technique is to be employed with a patch size of 16 x 
16 pixels. a local threshold is then calculated from the 
stored image for each patch. These are then applied to 
the image data and the resulting binary image is stored 
in memory for subseauent processing. 
In orinciole the same function can be implemented 
without the need for an AID converter or grey-level 
image buffer. Figure 3 shows a simplified schematic of 
the image normalisatiori sub-system. This is achieved 
by reading sequence of 9 image frames during which 
the 9-bit local thresholds are calculated using a 
successive aeproximation technique. As the sensor 
array is scanned out the selected threshold is fed, via 
a custom DAC. to one input of a comparator while the 
analogue image s!gnal is applied to the other. The 
output of the comparator is a binary representation of 
the image. The resulting digital pixel stream is analysed 
to determine the ratio of black and white pixels in each 
patch using a tally circuit. After each frame each 
threshold is updated according to the tally result ready 
for the next frame. This allows a 9-bit threshold to be 
calculated for each patch. 1-bit per frame, in 9 frames. 
A final frame is then read and the local thresholds are 
applied to it resulting in the required normalised binary 
image. 
By suitable sensor addressing and sub-sampling 
(appropriate to tnis application) the calculation of the 
thresholds is ach;eved within in one frame time. This 
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Figure 3: Block diagram of digitisation and normalisation function 
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tailoring of the algorithm and hardware allows the 
following savings to be made :- the total RAM 
requirement reduces from (64K x 9 + 256 x 9 + 64K x 1) 
= 657.664 bitS to (256 x 16 + 64K x 1) = 69.632 bits and 
the reQuirement for conversion from a 9-bit flash ADC to 
a simple DAC and singe comparator 
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through the usual leverage of integration but also by 
the additional factor of flexibility of choice of 
architecture for each component substructure in the 
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CHI P FEATURES 
Sensor 258 x 258 CMOS Sensor 
Functions 3 x 3 unary weighted smoothing fItter 
9-bit DAC & Comparator Module 
Adaptive threshold module 
20 x 8-bit system registers 
8 x 8 correlatIon cell array 
Rank-value 	filter 
Poiling (result analysis module) 
Microcontroller 	Interface 
Memory 2 x 512 x 16 	SRAMs 
1x16x16 	SRAM 
2 x 704 x 12 MOM 
Physical Package: 160-pin PGA 
No. Transistors: 272 000 
Die size: 11.5mm x 11.5mm 
Power: 600mW @ 18MHz. 
Supply: 5v & OV 





No. 	VLSI / LSI devIces 16 3 
No. 	MSI devIces 37 0 
No. DIscrete components 400 (approx) 20 
Power (Ave.) 6W@I2MHZ. IW@I8MHz. 
Area 	(sub-system) 525 cm2 48 
Response Time (typIcal) 1.5 secs. 0,5 sees 
Table 2: Comparison of ASIC prototype and 
integrated sensor-processor 
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