Wireless networks improve indoor communications by deploying femtocell networks into the macrocell coverage. This results in spectrum sharing with the consequences of cross-tier interference from the macrocell user equipment (MUEs) to the femtocell access points (FAPs). This work considers the uplink cross-tier interference management for the cell-edge MUEs (CUEs) in cooperative multi-user multiple input multiple output (MU-MIMO) systems. For better interference management, the CUEs are grouped into clusters and communicate to the macrocell base station (MBS) through a relay node (RN). The linear pre-coders and decoders algorithms for the FAPs, MUEs and CUEs are proposed for effective interference management to minimize the sum mean square error (MSE), subject to the total transmit power constraints. The designed pre-coders and decoders use the pilot-assisted channel estimation to improve the accuracy of the acquired channel state information (CSI). The least-square (LS) and minimum MSE (MMSE) channel estimators are considered. The performance of the system is investigated in terms of the bit error rate (BER) for the linear pre-coders and decoders algorithms with the pilot-assisted channel estimators.
I. INTRODUCTION
Femtocell networks are deployed into macrocell networks to improve the indoor coverage and provide high data rates to end users while reducing their load. Femtocells do not require specific infrastructure, they are easily installed by the end users. They operate in the licensed band of the macrocell and in some cases, they are imposed on the same frequency spectrum [1] . This results in the challenge of crosstier interference between macrocell and femtocells when both transmit on the same frequency band simultaneously. Furthermore, the macrocell users located at the cell-edge, referred in this paper, as cell-edge macrocell user equipment (CUEs), experience performance degradation due to the long distance between the CUEs and the macrocell base station (MBS). The management of cross-tier interference from CUEs to the femtocell access point (FAPs) is of paramount importance and is part of the focus of this work.
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Several techniques have been employed to mitigate this interference. They include: Interference alignment, where the signals are constrained into the same subspaces at the unintended receivers and the desired signals are retrieved at each receiver by eliminating the aligned interferences, using a decoding matrix [2] ; interference avoidance, where the allocation of various system resources to users is controlled to ensure that the interference remains within acceptable limits [3] ; and interference cancellation, where the suppression of the interference can be done at the transmitter or receiver side [4] . Another effective interference management technique is the pre-coding approach, which provides reliable high data rate communication in multi-user multiple input multiple output (MU-MIMO) systems. A linear pre-coder and decoder design, also known as transceiver design, is an effective way to reduce or mitigate multi-user interference in femtocell networks while improving the performance [5] . It can be employed to enhance the bit error rate (BER) performance and increase the information rate of spatial multiplexed MU-MIMO systems. Moreover, minimum mean square error (MMSE) or zero-forcing (ZF) can be used to design the pre-coder at the source and decoder at the destination to estimate the transmitted signal. In this paper, MMSE is employed in the transceiver design, due to its simplicity and effectiveness [6] . It is also known that MMSE mitigates both interference and noise compared to other linear detectors such as ZF, which cancels interference but enhances noise power [7] .
The performance of the linear pre-coder and decoder is heavily dependent on the availability of timely channel state information (CSI) at both transmitter and receiver [8] . Although, a non-linear pre-coder and decoder can provide good performance, it is complex in its design [6] . At the receiver, the channel is estimated using known pilot symbols. Channel estimation techniques can either be least square (LS) based, MMSE based or maximum likelihood (ML) based [9] .
To improve the coverage area, network capacity and reliability of the link in a MU-MIMO system [6] , [10] , cooperative relays are incorporated into the system as one of the interference management techniques. With this technique, the relay node (RN) acts as a bridge that facilitates the cooperative communication and retransmits the signal received from a CUE to the MBS, interference-free. The CUE's high signal power causes interference to the neighbouring FAPs. Hence, an effective interference management technique is required to optimize the network lifetime. The RNs improve the transmit signal of the CUEs and maintain good communication to the MBS within the cluster by relaying their signals to the MBS. They should mitigate the cross-tier interference to the FAPs to enhance the performance of the CUEs and FAPs in the MU-MIMO relay systems. Cooperative technique enables a FAP to gather information about its neighbouring femtocells and performs its allocation by considering its effects on the neighbours. This increases the average femtocells' throughput and quality of services (QoS) as well as its global performance, which are locally optimized. The MU-MIMO relay networks are heterogeneous featuring FAP, RN and MBS networks with their respective users, the half-duplex communication network with the CUEs, RNs, FUEs, MUEs in multi-slot transmission. For such a distributed network, a centralized or joint pre-coder and decoder design is not appropriate or feasible. Therefore, decentralized algorithms for the FAPs, MUEs, RNs and CUEs are considered in the design of optimal pre-coders and decoders based on the CSI. Each FAP manages its own sub-channels for suitable performance. The pre-coder for the RNs is also designed based on the CSI for the MU-MIMO relay networks considering amplify-and-forward (A-F) technique at the RN. In this work, the pilot-assisted LS and MMSE channel estimators are employed in the MU-MIMO networks, due to their inherent advantages of low complexity and good mean square error (MSE) performance.
A. RELATED RESEARCH
Different techniques for interference mitigation in femtocells have been proposed. The authors in [11] studied the interference mitigation techniques in femtocells/macrocell networks where a frequency reuse mechanism that increases overall system performance was proposed. Clustering algorithm and cooperative relay schemes have been used in multiple interference management schemes for a better radio resource allocation, interference management or power control [12] . The authors in [13] , [14] investigated a management of cross-tier interference, where a novel femtocell clustering based on interference cancellation (IC) was introduced. A distributed antenna system was also used to mitigate cross-tier interference between macrocell and femocells. The authors in [15] proposed a scheme called IC-relay time division multiple access (TDMA), which allows multi-user concurrent transmission in the source relay link. They aimed to cancel interference at the multi-antenna relay by linear IC techniques. A MIMO relaying system with fixed relay networks was introduced in [16] for IC. Authors in [17] analyzed and designed an A-F, decode-forward and demodulationforward relay protocol and discussed IC in the MU-MIMO environment.
Several pilot-aided schemes have been investigated to enhance the channel estimation accuracy in the MU-MIMO systems. This guarantees the performance of linear pre-coder and decoder designs. However, pilot contamination is one of the limitations of this technique. Authors in [18] provided an explicit expression of the massive MIMO user capacity in the pilot contaminated regime where the number of users is larger than the pilot sequence length. Authors in [19] proposed a channel estimation scheme for a massive MIMO which does not require the knowledge of the inter-cell large fading coefficient, thus no overload. An iterative soft decision IC has been investigated in multi-cell multi-user massive MIMO with pilot contamination [20] where only the MMSE was considered. Authors in [21] designed a pilot contamination pre-coding which maximizes the minimum SINR subject to the network sum power constraint for interference reduction. Most of these works assumed the perfect CSI at the transceiver side, whereas in practice CSI is prone to errors due to different factors. In [22] and [23] , the authors did not only consider perfect CSI, but also the channel uncertainty and/or Imperfect CSI. This work considers imperfect CSI for a more realistic scenario and, the pilot-aided scheme is also considered for synchronisation and channel estimation purposes to design the transceivers.
The linear pre-coder and decoder designs have also been considered as interference management techniques. In [24] , with the assumption of perfect CSI, the authors employed an optimization technique for the design of optimal source, relay and receiver in uplink MU-MIMO relay communication systems in order to minimize the MSE of the estimated signal at the destination. The pilot-aided channel estimation is not done in [24] . Channel uncertainties were considered in [25] , where a robust transceiver design for a general MU-MIMO relay was studied in the presence of statistical CSI errors. Imperfect CSI was also considered in [26] , where proposed joint linear pre-coder and decoder designs for downlink and uplink were compared to a conventional joint linear pre-coder and decoder design in MU-MIMO systems. The authors in [27] and [28] designed algorithms that converge to the optimum pre-coders and decoders for users in a MU-MIMO system. Moreover, the authors in [28] introduced interference alignment to help the femtocell user equipment (FUEs) to eliminate the cross-tier interference by aligning the MUE interference signal, subject to individual SINR constraints at their MBS. Interference alignment transceiver is designed in [29] to minimize the maximum MSE for multicell MU-MIMO wireless communication systems where a robust Min-Max MSE algorithm is proposed to counter the channel uncertainty. Transceiver designs with imperfect CSI were addressed in [30] for a MIMO relaying system where a near-optimal closed-form solution is provided for the source-to-relay-destination transceiver designs with imperfect CSI at all nodes. Beamforming has been considered as one of the approach for interference management in [31] . The authors in [32] proposed semi-decentralized beamforming design to minimize the total transmit power under SINR and interference constraints on multiple-input singleoutput (MISO) channels in HetNets where the beamformer is designed in a distributed fashion using the signal-to-leakageand-noise ratio (SLNR) criteria. However, in the aforementioned research works, clustering, relaying and decentralized algorithms for the pre-coders and decoders design are not considered together. In this paper, the advantages of each of the aspects is employed to achieve a better interference management transceiver for the proposed distributed system and well instigated.
B. MAIN CONTRIBUTIONS
In this paper, we present a cooperative relay interference management technique where decentralized algorithms for linear pre-coders and decoders design based on pilot-assisted channel estimation are employed. The main contributions of this paper are summarized as follows:
-This paper extends the system model presented in [28] and [33] by introducing cooperative RN systems to manage the cross-tier interference caused by the CUEs to FAPs [10] , while providing further performance enhancements for the CUEs as well as increasing the coverage of macrocell networks. Numerical evaluations are provided to prove the benefit of this cooperative RN extension over a simple MU-MIMO system. -In pratical networks, a perfect CSI is impossible to obain due to limitation of channel estimation [34] . The authors in [28] considered a perfect CSI, which is not a practical scenario. This motivates us to investige the each sub-optimal transceiver design (FUEs, MUEs, CUEs and RNs) in the presence of channel estimation errors. -The MMSE methodology considered is similar to [28] .
However, instead of considering only a joint design for all the pre-coders, we consider decentralized transceiver designs for the MU-MIMO relay systems. We divide the optimization problem into sub-optimal problems where we consider four different transceiver designs, the FUEs, MUEs, CUEs and RNs. Therefore, decentralized approach is considered in the design of pre-coders and decoders at the FAPs and MBS during the first and second time slots. Furthermore, the transceivers are designed with the estimated channels and are iteratively updated until their optimal values are found. Finding the optimal values for these pre-coders and decoders depends on the Lagrange multipliers.
C. ORGANISATION, NOTATIONS AND LIST OF SYMBOLS
Organisation: The remaining sections of the paper are organised as follows: Section II describes the system model, problem formulation, proposed network architecture, uplink training and channel estimation as well as the uplink transmission designs. The decentralized algorithms for the linear transceiver designs with MMSE approach for the FAPs, MUEs and CUEs are presented in Section III. Section IV describes the performance evaluation. Section V presents the conclusion of the paper. Notations: We use upper-case bold letters for matrices and lower-case bold letters for vectors. (·) H , (·) T , (·) * and (·) −1 denote the Hermitian, transpose, optimal and inverse of matrices respectively. I N is a N × N identity matrix and E[·] denote the expectation. · is the norm of a vector or complex scalar and tr(.) represents the trace of a matrix.
List of Symbols: Table 1 gives the list of some symbols used in this paper. The omitted symbols are all defined in the paper. 
II. SYSTEM MODEL AND PROBLEM FORMULATION A. THE NETWORK ARCHITECTURE
The network architecture consists of half-duplex multi-user relay Long Term Evolution-Advanced (LTE-Advanced) femtocell networks deployed into a macrocell network. The CUEs considered are grouped into clusters and communicate to the MBS through a RN. The FUEs and the CUEs transmit during the first time slot while the RNs transmit to the MBS during the second time slot. The MUEs, on the other hand, transmit continuously to the MBS during both first and second time slot. The network architecture is illustrated in Fig. 1 . The RN creates a cooperative communication between the CUEs and the MBS. Furthermore, RNs enable a cross-tier interference management to the neighbouring FAPs.
B. UPLINK TRAINING AND CHANNEL ESTIMATION
We consider an uplink transmission where all users share the same time-frequency resource. To detect the transmitted signal from the users, the base stations use the CSI knowledge acquired through uplink training. We assume that the channel remains constant during the training phase in order to analyze the system performance. For the channel estimation purposes, we use pilot symbols (a set of symbols whose location and values are known to the receiver) multiplexed with the information-bearing data [35] . During the uplink training phase, the users (FUEs, MUEs and CUEs), transmitting to the base stations (FAPs, MBS and RNs), are assigned pilot sequences.
Let N s , N f , N R and N B represent the antennas at the users (FUEs, MUEs and CUEs), FAPs, RNs and MBS, respectively. We denote F as the number of FAP and U the number of FUEs in the f th femtocells. Let R be the set of RN in each cluster, K the number of CUEs in the r th RN and M the number of MUEs outside the cluster. denotes the pilot sequence matrix transmitted from the users to their base stations or access point. The pilot sequence matrix satisfies H = I . Let U i be the number of FUEs in the j th FAP. Thus, the received pilot signal y ψ j at the j th FAP is written as is the conjugate transpose of n j and I N f denotes the identity matrix. The received pilot signal y ψ r at the r th RN is written as 
1) LS CHANNEL ESTIMATOR
The LS channel estimationĤ FAP-LS ji for the j th FAP is given aŝ
The LS channel estimateĤ CUE-LS rk for r th RN is obtained as followsĤ
Similarly, the LS channel estimateĤ MUE-LS om for MBS is obtained asĤ
where we assume that in (4, 5, 6) ,
Considering (4), the MMSE channel estimatorĤ FAP-MMSE ji for j th FAP is given aŝ
where
represents the covariance matrix of
The MMSE channel estimatorĤ CUE-MMSE rk for r th RN with equation (5) is obtained aŝ
Similarly with (6), the MMSE channel estimation H MUE-MMSE om for MBS is given aŝ
where [25] . The Rayleigh flat-fading channel and noise have independent and identically distributed (i.i.d.) complex Gaussian entries with zero mean and unit variance CN (0, 1). The complex received signal vector at the j th FAP during the first time slot y j is defined as is required. This can be done by joint design which is computationally complex. To simplify the pre-coder design problem, the design of the precoders in (10) is divided into four different pre-coder designs where in each design, we assume that the pre-coder variable that is not currently being designed is represented by ZF and is independent of each other. Hence, to find the optimal w FAP ji in (10) of the i th FUE at the j th FAP, w MUE om , w FAP fu and w CUE rk are found using ZF pre-coder assumption and an estimation error as follows
where ε represents an estimation error, a Gaussian random number of zero mean and σ 2 ε . Equation (10) is rewritten with the ZF assumption design as
Similarly, the received signal y MBS o of the MBS during the first time slot is assumed to be
where 
where n r is the AWGN vector with variance (σ CUE r ) 2 which is distributed according to CN (0, (σ CUE r ) 2 ). It is assumed that the channels are i.i.d. complex Gaussian random variables.
The RN receives the signal from the K -CUEs and interference from the FUEs and MUEs. It amplifies and forwards the signal vector multiplied by the RN pre-coder F or during the second time slot. The amplified r th transmit signal x or to the MBS during the second time slot is expressed as
The MUEs continuously transmit signals to the MBS in both time slots. The FUEs transmit only during the first time slot. Therefore, the received signal y MBS-nd o at the MBS is written as:
where H or is the channel matrix from the r th RN to the MBS and P r is the transmit power at the RN. L r is the propagation loss at the r th RN. n o is the AWGN vector at the MBS with variance (σ MBS o ) 2 which is distributed according to CN (0, (σ MBS o ) 2 ). After substitution and calculation, the received signal at the MBS during the second time signal is written as
The femtocell interferences during the first time slot are considered as noise at the MBS. The 1 st and 2 nd terms of equation (19) are the signals to be decoded at the MBS during the second time slot, and need to be combined as one term. Note: N s is the number of antennas for users. N R is the number of equipped antenna for RNs, N B is the number of MBS antennas and d s is the data stream. The following is assumed: 
III. DECENTRALIZED ALGORITHMS FOR LINEAR TRANSCEIVER DESIGNS
In this section, the decentralized transceiver optimization algorithms for the FAPs, MUEs and CUEs are designed with the coordinated MMSE approach during the first and second time slots.
A. COORDINATED MMSE APPROACH FOR FEMTOCELL AND MUES TRANSCEIVER DURING THE FIRST TIME SLOT 1) OPTIMIZATION OF THE FAPS PRE-CODING AND DECODING VECTORS
The algorithm starts with initialized random pre-coders and decoders w FAP jx . In each iteration, the FUE pre-coders and decoders are updated alternatively. Considering the MMSE receiver, we apply the MMSE decoding for j th FAP such that the interference is received from the MUEs and neighbouring femtocells during the first time slot. The decoded information s FAP jx for the x th FUE of the j th FAP can be expressed aŝ
where d FAP j,x is the decoding vector for x th FUE of j th FAP and y FAP j is as in (14) . In order to minimize the power noise component, we employ the coordinated MMSE algorithm that minimizes the sum MSE at the j th FAP estimated as
where P FAP jx is the maximum transmit power of the x th FUE of the j th FAP. We consider the estimated channels to rewrite the minimum sum MSE at the x th FUE of the j th FAP. This is rewritten as
The minimum sum MSE problem in (26) is convex in w FAP j,x , x = 1, . . . , U i , if all d FAP j,x are fixed and convex in d FAP j,x , x = 1, . . . , U i , if all w FAP j,x are also fixed. This enables obtaining the FUE pre-coding vectors of the j th FAP when the FUE decoding vectors of the j th FAP are fixed and vice versa [28] . When the d FAP j,x are fixed, the sum MSE optimization problem with respect to the w FAP j,x pre-coder can be reformulated as
The Lagrange duality and Karush-Kuhn-Tucker (KKT) conditions are employed to efficiently solve the FAP optimization problem. The KKT conditions are given by -Stationarity:
-Primary feasibility:
-Complementary Slackness:
-Dual feasibility:
where w FAP * jx is the optimal value for the FAP pre-coder. Using the KKT conditions the optimal MMSE pre-coding vector w FAP * jx is obtained as
where µ jx represents the satisfaction of the transmit power
Similarly, we fix the precoding vectors w FAP jx and obtain the KKT conditions for the optimization problem with respect to the decoder d FAP jx , from which the optimal decoding matrix d FAP * ji can be obtained. The decoding vector d FAP * jx can be expressed as
It is assumed that each pre-coder is updated instantaneously when the decoder is updated. This is accomplished by inserting the resulting pre-coder (28) in decoder (29) . The detailed optimization process is presented in Algorithm 1.
Algorithm 1 Coordinated MMSE for FAPs During the First Time Slot 1:
Initialize and construct the estimated channels using the LS and MMSE estimators as (4) -(9), respectively. 2: Initialize the FUEs pre-coders w FAP jx with each element drawn i.i.d. from the standard Gaussian distribution CN (0, 1). 3: for j = 1, · · · , F do 4: Initialize the FUEs decoder d FAP j1 , · · · , d FAP jx by CN (0, 1). Set n = 0 and δ o = 8:
repeat 9: Update the decoder d FAP j1 , · · · , d FAP jx as (29).
10:
Calculate the FUE pre-coder w FAP j1 , · · · , w FAP jx (28) with the updated decoder.
11:
Calculate with the new pre-coder and decoder 12: set n = n + 1 13: δ n = δ n−i − (18) . We describe the minimum sum MSE problem of the l th user at the MBS during the second time slot as follows
where P MUE ol is the maximum transmit power of the l th MUE of the MBS. The sum MSE optimization problem, Lagrange duality and KKT conditions are simularly described as the optimization FAP transceiver. Thus, the optimal MMSE precoding vector w MUE * ol for the l th MUE of the MBS is given by
where µ ol represents the satisfaction of transmit power constraint (w MUE 
The details coordinated MMSE algorithm for the MUEs is presented in Algorithm 2.
3) CONVERGENCE ANALYSIS
In this subsection, we analyze some details of the algorithms proposed for the FAPs and MUEs during the first time slot, Algorithm 1 and 2, respectively. Let the minimum sum MSE be denoted H(W, D) where W represents the variables recomputed in the precoder update and D is recomputed in the decoder update. It is noted that when the value of H(W, D) approaches zero, the minimum sum MSE of the system is achieved. We assumed to obtained the optimal solutions in the t th -iteration of the proposed iterative algorithms (Algorithm 1 and 2) as W (t) , D (t) . Calculate the MUE pre-coder w MUE o1 , · · · , w MUE ol (32) with the updated decoder.
10:
Calculate with the new pre-coder and decoder 11: set i = i + 1 12:
In the pre-coder update at the t th -iteration, W (t) are chosen to minimize the MSE for a given D (t−1) . Thus, H(W (t) , D (t−1) ) ≤ H(W, D (t−1) ) for any W and in particular,
Similarly, the variables in D (t) are chosen to minimize the sum MSE for fixed W (t) . We definitely have H(W (t) , D (t) ) ≤ H(W (t) , D) for any D and therefore,
After combining these two results, we can see that the minimum sum MSE is monotonically decreasing during the iteration,
Then, we obtain
The transceivers of FUEs and MUEs are obtained iteratively by solving a problem of minimising the sum MSE. We know that the objective function, sum MSE is bounded below zero and is decreasing at each iteration. Since the minimum sum VOLUME 7, 2019 MSE is lower bounded, this indicates that it is non-negative, therefore the proposed algorithms converge.
B. COORDINATED MMSE APPROACH FOR UES (CUES AND MUES) DURING THE SECOND TIME SLOT
Generally, the transceiver design for cooperative RN system with multiple users is a difficult task since the RN is shared by multiple users and multi-users interference exists at both RN and MBS. In the following, an iterative design algorithm is proposed based on convex quadratic optimization theory. Specifically, the algorithm iteratively computes the decoder matrices D o , relay pre-coder matrices F o and UE pre-coder matrices W UE , starting with initial values for W UE and F o . The decoded informationŝ UE of the UE through the RN is expressed asŝ
where D o is the decoding matrix for UEs. The same process of minimizing the sum MSE for the UEs to the MBS during the second time slot is applied and estimated as min
where P UE max is the maximum transmit power of the UE and P R is the maximum transmit power at the RN. The sum MSE problem for UE in (35) can be rewritten as
where C z o is the equivalent noise covariance matrix given by 
The sum-MSE optimization problem is solve with the Lagrange function and the KKT conditions. The Lagrange function is written as
where λ is the non-negative Lagrange multiplier, λ ≥ 0. The KKT conditions are given as -Stationarity:
Through the mathematical manipulation, we can derive the optimal RN pre-coder as
2) DESIGN OF THE PRE-CODING AND DECODING MATRICES
To solve the optimization problem in (36) , we consider the Lagrange duality and KKT conditions. The Lagrange function is formulated as
where µ 1 , µ 2 are the non-negative Lagrange multipliers, µ 1 , µ 2 ≥ 0. The KKT conditions for UEs pre-coders are given as -Stationarity:
To evaluate the derivation of the Lagrange function given in (41) the matrices D o and D H o are treated independently. This is also applied to W UE and (W UE ) H . Furthermore, it can be seen that the optimization problem in (36) is convex with respect to W UE . The Lagrange duality function can be defined as
Moreover, the dual problem is defined as
Using the KKT conditions for the resulting problem, the optimal decoder D * o is obtained with the fixed pre-coders as
Hence, the MMSE pre-coding vector W UE for UE during the second time slot is obtained as Calculate the RN pre-coder F o (40) with the updated decoder.
10:
Obtain the UE pre-coder with the updated decoder and RN pre-coder as 45.
11:
Calculate with the new UE, RN pre-coder and decoder 12: set n = n + 1 13: until ≈ 0
IV. PERFORMANCE EVALUATION
In this section, we present the performance evaluation of the proposed schemes for FAPs, MUEs and UEs in the MU-MIMO relay system through numerical simulations. The simulated model is illustrated in Fig. 2 . This figure shows a macrocell of dimension 2km × 2km with a MBS placed at the center of the area at coordinates (1km, 1km). There are 12 MUEs distributed near the cell edge, considered as the CUEs. The CUEs are grouped into clusters where each cluster has 1 RN and 3 CUEs. The RNs are strategically placed at the coordinates detailed in the Table 2 . The CUEs are located at distance d CUE from their respective RN. The RNs are located at d RN from the MBS. The users (CUEs, FUEs and MUEs) are randomly placed in the area at the coordinated detailed in Table 2 . There are 10 MUEs deployed in the macrocell area located at a distance d MUE from the MBS.
We consider 3 FAPs with 2 FUEs each uniformly distributed with the distance d FAP . All the channel coefficients are assumed to be Rayleigh fading channels complex Gaussian random variables with zero mean and variance one. The propagation loss is modelled for each FUEs, MUEs and UEs based on their respective distance. The simulation parameters are similar to [28] , [36] and are given in Table 3 . In several cases, the users and RN pre-coders are derived by assuming that all channel matrices are perfectly known at each node. In practical systems, such assumption may not always be realistic. In this regard, the BER evaluation of the channel estimation errors effect is further conducted for the proposed transceiver design for the FAPs, MUEs and UEs at both time slots. Just like [34] , we consider the case of imperferct CSI scenario with LS and MMSE channel estimators for a realistic network scenario. The BER performance evaluation versus different value of σ 2 ε for the MUEs during the first time slot is shown in Fig. 3 . The effect of the LS and MMSE channel estimators is considered and compared. It can be observed that for a chosen value of SNR, as the estimation value of σ 2 ε increases, the BER performance increases as well until a maximum estimation value is achieved. It then starts decreasing as the estimation value decreases. This indicates that the maximum estimation value σ 2 ε improves the performance of the MUEs in terms of BER evaluation versus the SNR and can achieve the optimal performance. For the LS and MMSE channel estimators, the maximum estimation value is achieved at σ 2 ε = 0.04 and σ 2 ε = 0.05, respectively. The BER performance versus the different values of σ 2 ε is illustrated in Fig. 4 for FAPs with SNR = 15dB. Although, the effect of the channel estimation errors is considered, the proposed scheme for FAP still performed well. As observed, the BER performance increases when σ 2 ε increases and decreases after a certain value of σ 2 ε . For the proposed scheme with LS estimator, the maximum value for σ 2 ε to achieve an optimal BER performance is σ 2 ε = 0.06 while for the proposed scheme with MMSE estimator is σ 2 ε = 0.05. The BER performance as a function of SNR for FAPs is illustrated in Fig. 5 , for the LS and MMSE channel estimators with σ 2 ε = 0 and σ 2 ε = 0.04. It can be observed that, the proposed scheme with MMSE channel estimator outperforms the BER performance with the LS estimator effect regardless the value of σ 2 ε . Another interesting observation is that the value of σ 2 ε affects the BER of the proposed schemes such that it can increase the performance at the maximum value and decrease after the maximum value. With the value of σ 2 ε = 0.04 for LS and MMSE estimators at SNR = 15dB, it can be seen that the achieved BER performances in Fig. 5 are similar to the ones in Fig. 4.   FIGURE 6 . BER performance versus different values σ 2 ε for the CUEs with and without the RN. Figure 6 illustrates the BER performance as a function of σ 2 ε for the CUE with and without cooperative RN during the first time slot with SNR = 20dB. It can be observed that, the BER performance of a system without cooperative RNs is not as good as a system with cooperative RNs. However, the performance of the proposed scheme with ''No RN'' is improved when adding estimation values to the ZF assumptions. For LS and MMSE estimators of the proposed scheme with ''No RN'', the maximum σ 2 ε is achieved between 0.05 and 0.06, respectively. The proposed scheme, on the other hand, achieves far better BER performance when σ 2 ε = 0.06 for LS estimator and σ 2 ε = 0.05 for the MMSE estimator. Therefore, with the parameters considered, we showed that very significant performances are obtained by adding estimation values to the ZF assumptions.
In Fig. 7 , we consider the maximum σ 2 ε in the case of CUEs with and without RN. For the LS σ 2 ε = 0.05 and MMSE estimators σ 2 ε = 0.06 for ''No RN'', the same σ 2 ε are considered for the proposed scheme. We can observe that the proposed schemes for the CUEs still provide significant improvement with the effect of MMSE and LS channel estimators than when a RN is not considered. Fig. 9 shows the BER evaluation versus different values of σ 2 ε for the UEs during the second time slot with the effect of the LS and MMSE channel estimators. As observed, the proposed scheme with the MMSE channel estimator is better than the LS estimator performance. Interestingly, the maximum value of σ 2 ε to achieve an optimal BER performance for the proposed scheme with LS estimator is σ 2 ε = 0.05 while σ 2 ε = 0.06 for the proposed scheme with MMSE estimator. Fig. 8 illustrates the BER performance as a function of the SNR for the UEs during the second time slot. This considers the UEs, which the signal coming from the RN and the MUEs during the second time slot to the MBS. As observed in the figure, the proposed scheme with the effect channel estimator errors still perform well. The reason is that, the proposed schemes update the Lagrange multiplier at each iteration in addition to the UEs and RN matrices. Interestingly, the BER performance of the proposed scheme with the MMSE estimator is better than the LS channel estimator. Furthermore, the proposed scheme with σ 2 ε = 0.03, obviously outperforms the proposed schemes with channel estimators when only the ZF σ 2 ε = 0 is considered without adding the estimation error σ 2 ε .
V. CONCLUSION
In this paper, optimal transceivers for the FUEs, MUEs, CUEs and RN (amplifying matrix) with channel estimators in the MU-MIMO relay systems have been designed for interference management. We considered a decentralized transceiver design instead of a centralized design which essentially is computationally impossible to do in this MU-MIMO relay system due to the unknown interfering terms. The interfering terms have been assumed to be generated as ZF solutions. Due to the inaccuracy of the ZF solutions, estimation values were added to the ZF assumptions in order to achieve better performance. The simulation results demonstrate a much better performance of the proposed schemes in terms of BER when estimation values are added to the ZF assumptions.
The proposed decentralized schemes further enhance performance with respect to non-cooperative MU-MIMO systems. This confirms the importance of including cooperative RNs into MU-MIMO systems. Future lines of research could consider the application of the proposed algorithms in a massive MIMO system.
