We apply boundary integrals to the analysis of diffraction from both conductive and dielectric diffractive optical elements. Boundary integral analysis uses the integral form of the wave equation to describe the induced surface distributions over the boundary of a diffractive element. The surface distributions are used to determine the diffracted fields anywhere in space. In contrast to other vector analysis techniques, boundary integral methods are not restricted to the analysis of infinitely periodic structures but extend to finite aperiodic structures as well. We apply the boundary element method to solve the boundary integral equations and validate its implementation by comparing with analytical solutions our results for the diffractive analysis of a circular conducting cylinder and a dielectric cylinder. We also present the diffractive analysis of a conducting plate, a conducting linear grating, an eight-level off-axis conducting lens, an eight-level on-axis dielectric lens, and a binary dielectric lens that has subwavelength features.
INTRODUCTION
During the last three decades progress in the modeling and the design of diffractive optical elements (DOE's) has occurred primarily within the scalar domain. [1] [2] [3] [4] [5] [6] This is due in part to the fact that scalar-based diffraction models can be applied to general structures, such as finite aperiodic and infinitely periodic DOE's, with relative ease. Although progress has been made in the vector analysis of DOE's, [7] [8] [9] [10] [11] [12] [13] [14] it has been primarily limited to infinitely periodic structures. Thus, up till now, most references to the rigorous analysis of DOE's have implicitly assumed infinitely periodic elements, i.e., gratings, for which the eigenfunctions are known and are used in an eigenfunction expansion of the diffracted fields. However, for finite aperiodic elements, such as lenses and any physically realizable element, the eigenfunctions are not known, which precludes the application of eigenfunction expansion methods to such structures. To overcome this limitation, we consider the vector-based analysis of finite aperiodic DOE's by using a boundary integral method (BIM).
To the best of our knowledge, our work in this area represents the first application of BIMs to the vector-based diffraction analysis of finite aperiodic DOE's. In our previous work we presented the analysis of conducting DOE's 15 ; our treatment here is more general and encompasses both perfectly conducting and homogeneous dielectric DOE's. For inhomogeneous DOE's volume integral methods 16, 17 are better suited; for the structures addressed in this paper, however, BIM's require less computational effort and are consequently the preferred integral approach.
Boundary integral equations represent the integral form of the wave equation in terms of the induced surface distributions on the boundary of the DOE and can be applied to both finite aperiodic and infinitely periodic DOE's. [18] [19] [20] [21] [22] Once determined, the surface distributions can be used to calculate the diffracted field values anywhere in space. However, for all but a few structures, the boundary integral equations must be solved numerically. 23 We solve them by using the boundary element method (BEM). 24, 25 Alternative methods for the analysis of aperiodic DOE's have appeared in the literature and include the finitedifference (FD) method, 26 the finite-element method (FEM), 27 and the hybrid finite-element-boundaryelement (FE-BE) method. 28 In the FD and FE methods a solution to the wave equation is determined within a finite-sized solution space. When these methods are applied to diffraction analysis, absorbing boundary conditions (ABC's) are necessary to make the solution space appear infinite. This minimizes the effect of nonphysical backreflections that result from the truncation of the solution space. Although for certain well-defined problems ABC's perform well, in general they can lead to unpredictable errors in the determination of the observed fields. [28] [29] [30] One can minimize this effect by extending the range of the solution space; however, this increases the computational effort and memory requirements needed in the analysis. 28 An advantage of BIM's over the FD and FE methods is that the radiation condition is satisfied implicitly within their formulation. Therefore BIM's do not require ABC's and thus are not subject to errors caused by nonphysical backreflections. However, boundary integral equations do require the construction of a suitable integral equation. Consequently, an exact Green's function must first be derived, which can be realized for homogeneous or discretely inhomogeneous media.
We are interested ultimately in the integration of DOE's with active components, e.g., microlasers, detectors, and modulators, for applications in optical interconnects and smart pixels. Depending upon the physical extent and profile of the diffractive structure, the solution of the boundary integral equations using the BEM can require extensive computational effort and significant memory requirements. The structures presented in this work, which range in width from approximately 5.0 to 42.0 wavelengths, were analyzed with a DEC station 5000 with 64 Mbytes of random access memory and 128 Mbytes of virtual memory.
We begin with an overview of the fundamental equations for BIM's in Section 2. Section 3 presents the application of BIM's to the analysis of conductive and dielectric DOE's that are finite and aperiodic. A summary and conclusions are presented in Section 4.
OVERVIEW OF BOUNDARY INTEGRAL METHODS
Although numerical solutions of the boundary integral equations are well known and have been applied extensively within the microwave community, 16, 31 their application to the analysis of DOE's has been limited. 15 In this section we present the fundamental equations necessary for the application of BIM's to both conductive and dielectric DOE's. Although this material is covered in the references cited, we present it in more detail in Appendix A as an introduction for the DOE community.
Boundary integral equations relate the interaction between an incident field and a DOE by the use of distributions induced on the surface of the DOE by the incident field. For a conductor the surface distribution is a current, and for a dielectric it is a polarization field. Reradiation from the surface distribution, in turn, generates a diffracted field. Thus the objective in applying a BIM to the analysis of DOE's is to determine numerically the surface distributions given the incident field and the DOE.
In this presentation we assume that the incident field is a TE-polarized wave, in which case one need only consider the transverse component of the electric field; however, the method is completely general and can accommodate an arbitrary incident field. As shown in Fig. 1 , the solution space is divided into two homogeneous regions: region I, which contains the DOE, and region O, which is free space. The boundary integral equations that describe the coupling between the scattered fields on the surface of the DOE and those in free space are 24, 25 0
where ͐ -is Cauchy's principal value of integration, E inc (r) and E sc (r) are the incident and scattered fields, respectively, r s is a point on the DOE surface C, and G O (r s , rЈ) and G I (r s , rЈ) are the Green's functions for the regions O and I (see Fig. 1 ). The outward normal is n , and is the angle exterior to region I subtended by the boundary in region O at the point r s ϭ rЈ, which is a point in the contour integral at which a singularity occurs. The total field E tot (r) is the sum of E inc (r) and E sc (r). 
Equation (2) can be cast into the more familiar electricfield integral equation for perfect conductors:
To derive Eqs. (2) and (3), we have used the relationships
The function J(rЈ) denotes the surface current density.
For all but a few structures the boundary integral equations (1) and (3) must be solved numerically. 23 We solve them by using the BEM. 24, 25 An alternative technique for solving BIM's is the method of moments (MOM), 16, 31 which has been applied extensively to the analysis of scattering and radiation problems in the microwave regime. However, unlike the MOM, the BEM expands the surface distributions by using interpolation basis functions, 24, 25 whereas the MOM uses scaled basis functions. 16, 31 In Section 3 we apply the BEM to solve numerically the boundary integral equations for the diffraction analysis of finite aperiodic DOE's. Derivation of the BEM is presented in Appendix B, again as an introduction for the DOE community. 
NUMERICAL SIMULATIONS
In this section we present numerical simulations of finite periodic and aperiodic structures. The diffraction analysis of such structures is not possible with conventional vector-based diffraction models, i.e., rigorous coupled-wave 32 and coupled-mode [33] [34] [35] theories. In our simulations we assume a collimated uniform incident wave with TE polarization (the electric field perpendicular to the plane of incidence). Before applying our implementation to general diffractive structures, we first validated our models by comparing our analysis results with the analytical solution obtained for conducting and dielectric circular cylinders. 36 In addition, we compared our results for the far-field diffraction from a conducting plate with the solution predicted by scalar theory. Figure 2 (a) illustrates diffraction from a dielectric cylinder with an incident wavelength ϭ 1.0 m. The cylinder, infinitely long with a radius 0.5 m and a relative dielectric constant ⑀ r ϭ 2.25, was analyzed for both 299 nodes and 15 nodes, which correspond to sampling lengths of /47 and /2.4, respectively. Figure 2 (b) is a comparison between the electric-field magnitude generated by the BEM and the analytically determined magnitude. For /47 sampling the root-mean-square (RMS) error is 0.057%, and for /2.4 sampling it is 18.88%. In general, we have determined that, for a RMS error of less than 5.0%, a minimum sampling length of /10 should be used. Similar results were obtained for the conducting cylinder.
We validated our conductor implementation of the BEM by using a 20.0 m ϫ 1.0 m perfectly conducting plate. In the far field of this structure scalar theory is valid. Thus, in the limit, BEM results should agree with scalar theory. The boundary of the plate had 998 nodes, which corresponds to a sampling length of /23.7. Figure  3 is a comparison between the electric-field amplitude calculated at a distance of 100 beyond the plate by the BEM and that predicted by scalar theory. 1 The RMS error is 1.16%.
Given the agreement between our implementation of the BEM and both analytical solutions and scalar-based models, we feel confident that it is a valid vector diffraction model that can be used to provide an accurate analysis of general diffractive structures. The DOE's that we consider include a conductive linear blazed grating, an eight-level off-axis conductive lens, an eight-level on-axis dielectric lens, and a dielectric lens that has subwavelength features. To design the subwavelength diffractive lens, we first approximated a continuous phase lens that had superwavelength features by a linear phase lens. We then replaced the linear phase segments by binaryphase subwavelength structures whose effective phase is approximately linear. 7 The conductive finite periodic linear blazed grating is shown in Fig. 4(a) . In this figure, as well as Figs. 5(a), 5(c), and 5(e), the bright regions correspond to high field values, and the dark regions correspond to low values. We designed the grating for 100% diffraction efficiency into the first order by using scalar theory. The number of boundary nodes on the grating boundary is 989, which corresponds to a sampling length of /10.2. The results of our application of the BEM to different lens structures are presented in Fig. 5 . The parameters used in the analysis are summarized in Table 1 . The conducting lens has a maximum etch depth of 7/16 ϭ 0.437 m, and the dielectric lens has a maximum etch depth of 7/8(n Ϫ 1) ϭ 1.75 m, where n ϭ ͱ⑀ r ϭ ͱ2.25. Figures 5(a) , 5(c), and 5(e) are regional plots of the off-axis conducting, on-axis dielectric, and subwavelength lenses, respectively. Figures 5(b) , 5(d), and 5(e) show line scans through the focal planes of the respective lenses. Our results reflect the focal shift for lenses that have low Fresnel numbers; thus the maximum intensity actually occurred at a plane closer to the lens than the focal plane. 37 Figure 6 is a line scan through the focal plane of the subwavelength lens for both TE and TM polarization and illustrates the polarization dependence of the subwavelength structure's form birefringence.
CONCLUSION
We have demonstrated and applied a general BIM to model the vector diffraction from finite aperiodic DOE's. The diffraction analysis of the structures presented in this paper is not possible with conventional vector-based diffraction models, i.e., rigorous coupled-wave and coupled-mode theories. BIM's can also be applied to infinitely periodic DOE's and can therefore be applied to more general structures than can conventional methods. In addition, boundary integrals implicitly satisfy the radiation conditions and therefore do not require ABC's as in the FD and FE methods. We solved the BIM's by using the BEM, validated their implementation by comparing our analysis with analytical solutions, and applied them to the analysis of a conductive linear grating, eight-level off-axis conductive and on-axis dielectric lenses, and a subwavelength lens. However, the ultimate objective of our work is the synthesis, or the design, of diffractive elements using vectorbased diffraction models. To this end, we are currently exploring BIM's and other techniques.
APPENDIX A
In this appendix we present as a review the formulation of the boundary integral equations and their solution using the BEM. The equations are cast into matrix form for ease of computer implementation.
We consider the boundary integral equations for a twodimensional diffractive structure that is uniform in the z direction. The analysis presented below assumes an incident field that has TE polarization, in which case one need only consider the z component of the electric field. However, this technique can be applied to TM polarization as well. Also, this analysis can include imperfect conductors, in which case the permittivity of the interior region ⑀ I is complex, ⑀ I ϭ ⑀ r ⑀ O ϩ j/, where denotes electrical conductivity.
We formulate the boundary integral equations by separating the solution space into discretely homogeneous regions. For a phase-only DOE located in free space there are two regions: region I, which contains the DOE, and region O, which is free space, as shown in Fig. 1(a) in the main body of the paper. Within each region the twodimensional time-harmonic wave equation is applied. In the interior region the homogeneous wave equation applies; however, in the exterior region (where the incident wave is assumed to originate), an inhomogeneous wave equation must be solved:
where ␤ I ϭ 2ͱ⑀ r /, ␤ O ϭ 2/, and f(r) represents the source term. Equations (A1) are cast in the form of boundary integral equations by the application of Green's second identity 21, 31 :
where E tot (r) and
are the total and incident electric-field vectors, respectively. The position vector r(x, y) is a vector from the origin to the observation point, and rЈ(xЈ, yЈ) is a vector from the origin to the source point. A minus sign is introduced because n ϭ n I ϭ Ϫn O . The contours C and C ϱ represent the contours of the DOE and a fictitious contour at infinity, respectively. The two-dimensional freespace Green's functions are
where H 0 (2) (␤͉r Ϫ rЈ͉) is the zero-order Hankel function of the second kind.
We solve Eqs. (A2) by confining the observation vector to the contour C of the DOE, i.e., r ϭ r s , and by expressing the total electric field in terms of the incident ͓E inc (r)͔ and scattered ͓E sc (r)͔ fields:
By formulating the boundary integral equations in terms of the scattered fields, we can avoid numerical errors that result when the frequency of the illumination wavelength is a resonant frequency of the structure. Such errors are known to occur when the boundary integral equations are applied to closed boundaries. 38 If we substitute Eq. (A5) into Eqs. (A2) and incorporate the Sommerfeld radiation condition,
and the extinction theorem,
we have
Care must be exercised when evaluating Eqs. (A8) because of singularities that exist when r s ϭ rЈ. We evaluate these singularities by integrating around the singularity in the limit as rЈ approaches r s [see Fig. 1(b) ]. For the outside region this results in
where ͐ -is Cauchy's principal value of integration and we have used the small-argument approximation for Hankel functions. 39 As shown in Fig. 1(b) , E sc (r s ) and ␣ are the scattered field and the exterior angle subtended by the boundary at the observation point r s and
The singularity for the interior region I is evaluated in a similar fashion. For the exterior integral equation the angle of integration ␣, as shown in Fig. 1(b) , represents the complement to the angle used in the interior integral equation, ; thus the relationship ␣ ϭ 2 Ϫ must be used. The resulting boundary integral equations are
Equations (A11) 
where r O.
In Appendix B we present the solution of Eqs. (A11) using the BEM.
APPENDIX B
The BEM presented here is completely general and allows for the analysis of finite and aperiodic structures. The application of the BEM to dielectric and conducting DOE's is treated separately in the following subsections.
A. Boundary Electric Method for Dielectric Diffractive Optical Elements
In the application of the BEM to dielectrics we solve the coupled integral equations in Eqs. (A11) by expanding the unknown surface distributions, the scattered electric field, E sc (rЈ), and its normal derivative, ‫ץ‬E sc (rЈ)/‫ץ‬n , in terms of interpolation functions:
When n ϭ N, node 1 is replaced with n ϩ 1. The interpolation functions 1 () and 2 () are defined over a single elemental segment. In this analysis linear interpolation functions are used:
where ϭ ͓Ϫ1, 1͔. However, higher-order interpolation functions can also be used. 25 In this notation the contour of the DOE is represented by a local coordinate transformation, rЈ() ϭ rЈ͓x n (), ŷ n ()͔, where
The nodal values (x n , y n ) and (x nϩ1 , y nϩ1 ) represent the sample points on the boundary, and x n () and ŷ n () are interpolated coordinate values between nodes. In this formulation the nodal values must be numbered in a sequential counterclockwise fashion. Substitution of Eqs. (B1) into Eqs. (A11) yields a system of two equations in 2N unknowns. To generate 2N equations in 2N unknowns, we performed an inner product between both sides of Eqs. (A11) with a set of N weighting functions. In this analysis the weighting functions are Dirac-delta functions that sample the boundary of the DOE:
where m ϭ 1, 2, ..., N and r m Ј is a set of N position vectors along the contour C of the DOE. This approach is referred to as point matching. Substituting Eqs. (B1) and (B2) into Eqs. (A11) and performing an inner product between m yields a set of linear algebraic equations:
where
inc (rЈ)/‫ץ‬n , and ⌬l n represents the length of the corresponding line segment for element n. The integral equations in Eqs. (B6) specify a unique relationship between the electric field and its normal derivative at each node on the boundary to each and every other node on the boundary; i.e., they impose the boundary-value problem.
Once the solution to Eq. (B5) is determined, one can use Eq. (A12) to calculate the scattered field values at any observation point. To produce the total diffracted field, the incident field is added to the scattered field in the observation plane. In our analysis the incident wave was propagated to the observation plane by RayleighSommerfeld diffraction. 1 The above analysis was performed for TE polarization (electric field perpendicular to the plane of incidence). However, this technique is also valid for TM polarization, in which case Eqs. (A1) are formulated in terms of the magnetic-field (H z ) component. The TM analysis follows the above procedure, and the resulting system of equations is
where ⑀ r,1 and ⑀ r,2 are the relative permittivities of regions I and O, respectively, and Q m sc ϭ ‫ץ‬H m sc (rЈ)/‫ץ‬n and Q m inc ϭ ‫ץ‬H m inc (rЈ)/‫ץ‬n . The analysis for perfect conductors is presented in the next subsection.
B. Boundary Element Method for Conducting Diffractive Optical Elements
The analysis presented above is applicable to both dielectrics and imperfect conductors. As presented in Section 2 in the body, for perfect conductors the integral equations reduce to a single equation in the exterior region,
where the two-dimensional Green's function, Eqs. (A4), has been used and the position vectors r s (x s , y s ) and rЈ(xЈ, yЈ) are vectors from the origin to the observation and the source point, respectively. To determine the current distribution on the contour of the DOE, we expand the unknown surface current distribution terms of interpolation functions, 
where again d ϭ 2dlЈ/⌬l n and ⌬l n represents the length of the corresponding line segment for element n.
To yield a discrete system of equations, we again use point matching:
where 
The values J n are determined through matrix inversion of Eq. (B11), and the diffracted field values anywhere in space are determined by
Equation (B14) is the BEM solution of Eq. (3) presented in Section 2.
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