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The direct detection of gravitational waves (GWs) opened a new chapter in the modern cosmology
to probe possible deviations from the general relativity (GR) theory. In the present work, we
investigate the modified GW form propagation from the inspiraling of compact binary systems
within the context of f(T ) gravity in order to obtain new forecasts/constraints on the free parameter
of the theory. First, we show that the modified waveform differs from the GR waveform essentially
due to induced corrections on the GW amplitude. Then, we discuss the forecasts on the f(T )
gravity assuming simulated sources of GWs as black hole binaries, neutron star binaries and black
hole - neutron star binary systems, which emit GWs in the frequency band of the Advanced LIGO
(aLIGO) interferometer and of the third generation Einstein Telescope (ET). We show that GWs
sources detected within the aLIGO sensitivity can return estimates of the same order of magnitude
of the current cosmological observations. On the other hand, detections within the ET sensitivity
can improve by up to 2 orders of magnitude the current bound on the f(T ) gravity. Therefore, the
statistical accuracy that can be achieved by future ground based GW observations, mainly with the
ET detector (and planed detectors with a similar sensitivity), can allow strong bounds on the free
parameter of the theory, and can be decisive to test the theory of gravitation.
PACS numbers: 98.80.-k, 95.36.+x, 04.50.Kd, 04.30.Nk
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I. INTRODUCTION
The detection of gravitational waves (GWs) in
recent years opened a new spectrum of possibilities to
investigate cosmic phenomena and fundamental physics
(see [1] for a summary of all GWs detection up to the
present time). Beyond the present performance of the
LIGO and Virgo interferometers, with a third generation
of detectors the precision GW astronomy will become a
reality. As remarkable examples, we mention a planned
third generation of the LIGO interferometer (called
LIGO Voyager [2]) and the Einstein Telescope (ET) [3].
Such GW observatories will allow for observations with
signal-to-noise ratios that are several times larger than
the current aLIGO.
Certainly, current and future GW observations will
play important role in unraveling open problems in
modern cosmology, as a complementary source of
information to probe dark energy and modified theories
of gravity. After the recent GW170817 and GRB
170817A events, the modified gravity theories have been
screened by imposing strong constraints over them [4–7]
(see also [8] for the latest review), following an exclusion
∗ rafadcnunes@gmail.com
† marcio.alves@unesp.br
‡ jcarlos.dearaujo@inpe.br
principle applicable to those models which predict that
the speed of GWs is not equal to the speed of light.
Furthermore, the detection of GWs from the merger
of compact binary systems, as black holes and neutron
star binaries, allows one to infer the luminosity distance
without the need of a calibration with respect to another
source. In this sense, these systems have been called
“standard sirens”. Therefore, if the redshift of the GW
sources are measured by using other techniques, the
GW observations will provide an independent tool to
constraint the expansion history of the Universe and
to test alternative theories of gravity in a cosmological
setting.
Recently, it has been shown that modifications in the
underlying gravity theory can affect not only the speed
and the waveform of the GWs, but also their propagation
through cosmological distances. Hence, in the context
of modified theories of gravity a new equation for the
GW luminosity distance arises, which is distinct from its
electromagnetic version [9]. Therefore, such an effect is
a new opportunity to test or even to rule out alternative
theories of gravity [9, 10].
Amongst various modified gravity theories available
at the present [11, 12], the f(T )-teleparallel modified
gravity theories gained a massive interest in the scientific
community [13–34] due to its dual ability to mimick the
early and late accelerating phases of the Universe without
the inclusion of a dark energy fluid (see [35] for review).
The f(T ) theory is a class of torsion-based modified
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2gravity theories where the torsion scalar, T , plays an
equivalent role to the Ricci scalar in the Einstein-Hilbert
action.
Recent theoretical developments in f(T ) gravity in the
context of GWs were made in [36–39]. In particular,
the first extraction of the observational constrains
using GWs physics through a stochastic primordial
GWs within the context of f(T )-teleparallel modified
gravity was presented in [40]. On the other hand,
connections between observation and theory in the
context of GWs from compact binaries within the
f(T ) gravity/cosmology have not been investigated so
far, and here we present such results for the first
time in the literature, which we believe to be one of
the most important issues to analyze when treating
phenomenological scenarios and their feasibility. In the
present work, we obtain forecasts on the parameter
estimation in the f(T ) gravity for observations of
compact binary coalescences by the Advanced LIGO
(aLIGO) and for ET. In general, as we will see later the
main effect of the f(T ) gravity is to modify the GW
propagation. Therefore, we focus on the modified GW
luminosity distance obtained in the context of the f(T )
gravity, which is a cumulative effect over the distance to
the source [41].
The manuscript is organized as follows: In the
next section, we present the equations that determine
the propagation of GWs in the f(T ) gravity. In
Section III, we quantify the modification in the GW
form compared with the GR theory. In Section IV,
we summarize the statistical methodology used in the
parameter estimation. In Section V we present the
forecasts for GW observations with the LIGO em ET
detectors. Finally, we present our concluding remarks
and perspectives in Section VI.
II. TENSOR PERTURBATION IN f(T )
GRAVITY
In this section we briefly describe the main aspects of
the f(T ) gravity, the resulting Friedmann equations as
well as the equations of motion of the tensor modes.
In the framework of torsional gravity one uses the
tetrad fields eµA as the dynamical variables, which form an
orthonormal base in the tangent space of the underlying
manifold M, which is endowed with a metric tensor
gµν = ηABe
A
µ e
B
ν , where the tetrad metric is ηAB =
diag(−1, 1, 1, 1). Throughout this work we use Greek
indices to denote the coordinate space and Latin capital
indices for the tangent space. Furthermore, unlike
the GR theory, which uses the torsionless Levi-Civita
connection, here we use the curvatureless Weitzenbo¨ck
connection
w
Γ
λ
νµ ≡ eλA ∂µeAν [42]. Thus, the gravitational
field is described by the torsion tensor
Tλµν ≡
w
Γ
λ
νµ −
w
Γ
λ
µν = e
λ
A
(
∂µe
A
ν − ∂νeAµ
)
. (1)
In the specific case of the teleparallel equivalent of
general relativity (TEGR), the Lagrangian is the torsion
scalar T , constructed as follows [42]
T ≡ 1
4
T ρµνTρµν +
1
2
T ρµνTνµρ − TρµρT νµν , (2)
and the corresponding action reads
S =
1
16piG
∫
d4x e T, (3)
where e = det(eAµ ) =
√−g and G is the Newton’s
gravitational constant (we set the speed of light to c = 1).
If we use TEGR as the starting point for torsional
modified gravity, the simplest modification is the action
for the f(T ) gravity, which is given by
S =
1
16piG
∫
d4x e f(T ) . (4)
The variation of the above action with respect to the
tetrads leads to the field equations, namely
e−1∂µ(ee
ρ
ASρ
µν)fT + e
ρ
ASρ
µν∂µ(T )fTT
− fT eλAT ρµλSρνµ +
1
4
eνAf(T ) = 4piGe
ρ
AΘρ
ν , (5)
where fT = ∂f/∂T , fTT = ∂
2f/∂T 2, and Θρ
ν denotes
the energy-momentum tensor of the matter sector. In
Eq. (5) we have introduced, for convenience, the “super-
potential”, namely
S µνρ ≡
1
2
(Kµνρ + δµρ Tανα − δνρ Tαµα) , (6)
where the contorsion tensor is defined as follows
Kρµν ≡
1
2
(
T ρµ ν + T
ρ
ν µ − T ρµν
)
. (7)
Applying the f(T ) gravity in a cosmological framework
and imposing the homogeneous and isotropic geometry,
we have the diagonal tetrad eAµ = diag (1, a(t), a(t), a(t)).
This vierbein corresponds to the spatially flat
Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) metric,
namely
ds2 = dt2 − a2(t) δijdxidxj , (8)
with a(t) the scale factor; and inserting it into the general
field equations (5), we obtain the following Friedmann
equations
H2 =
8piG
3
ρm − f
6
+
TfT
3
, (9)
H˙ = − 4piG(ρm + pm)
1 + fT + 2TfTT
. (10)
In the above equationsH ≡ a˙/a is the Hubble function,
with dots denoting derivatives with respect to t, and ρm
and pm are the energy density and pressure for the matter
perfect fluid, respectively.
3Let us now study the perturbations of the f(T ) gravity
around the FLRW cosmological background, focusing on
the tensor sector.
Following [36] the tetrad can be decomposed as
eAµ (x) = e¯
A
µ (x) + χ
A
µ (x), which satisfies the equation
gµν(x) = ηABe
A
µ e
B
ν = ηAB e¯
A
µ e¯
B
ν , where e¯
A
µ represents the
part of the tetrad corresponding to metric components,
and χAµ represents the degrees of freedom related to local
Lorentz transformation. Therefore, in what follows we
focus only on e¯Aµ (x).
Now, the tetrad e¯Aµ (x) can be perturbed around the
FLRW geometry in scalar, vector and tensor modes.
Since we are interested in GWs, let us consider only the
transverse traceless tensor mode hij and set the other
modes to zero. In this case, the perturbed tetrad reads
e¯0µ =δ
0
µ ,
e¯aµ =a
(
δaµ +
1
2
δiµδ
ajhij
)
,
e¯µ0 =δ
µ
0 ,
e¯µa =
1
a
(
δµa −
1
2
δµiδjahij
)
, (11)
which leads to the usual perturbed metric, namely
g00 = −1, gi0 = 0, gij = a2(t)hij . (12)
Inserting (11) into (1) we obtain the components of the
torsion tensor perturbed to first order
T i0j =Hδij +
1
2
h˙ij
T ijk =
1
2
(∂jhik − ∂khij) , (13)
and, on the other hand, the torsion scalar (2) is
unaffected at the linear order reading
T = T (0) +O(h2), (14)
with T (0) = 6H2 the zeroth-order torsion scalar. Such a
result is valid even if the scalar and vector perturbations
are included, this lies behind the fact that in the f(T )
gravity the GWs do not have extra polarization modes
[37]. Moreover, the perturbed super-potential can be
written as
Si
0j = Hδij − 1
4
h˙ij , and Si
jk =
1
4a2
(∂jhik − ∂khij).
(15)
Now, inserting the perturbed quantities into the field
equations (5), assuming that the background Friedmann
equations (9) and (10) are satisfied and that there
is no anisotropic stress contribution from the energy-
momentum tensor, we obtain the equations of motion
of GWs in the f(T ) cosmology, namely
h¨ij + 3H (1− βT ) h˙ij − 1
a2
∇2hij = 0, (16)
where the derivative fT is calculated at T = T
(0), and
we have introduced the dimensionless parameter [36]
βT ≡ − f˙T
3HfT
. (17)
Finally, Eq. (16) can be rewritten in terms of the
conformal time1 as follows
h˜′′ij + 2H
(
1− 3
2
βT
)
h˜′ij + k
2h˜ij = 0, (18)
where we have assumed that the Fourier modes of the
tensor perturbations h˜ij obey the Helmholtz equation
∇2h˜ij + k2h˜ij = 0, with the wavenumber k. Therefore,
as first showed in [36], from the above equation one can
deduce that the speed of GWs is equal to the speed of
light, and thus the experimental constraint of GW170817
is trivially satisfied in the f(T ) gravity.
III. LUMINOSITY DISTANCE OF GWS IN f(T )
GRAVITY
Since the GW amplitude is inversely proportional
to the luminosity distance, the modification in the
amplitude that comes from Eq. (18) can be interpreted
as a correction to the GW luminosity distance, as argued
in Refs. [9, 10]. The effective luminosity distance, or
equivalently an effective amplitude correction has been
recently investigated in some contexts of modified gravity
(see, e.g., Refs. [43–46]). Considering the formulation of
the GW propagation given by Eq. (18) and following the
methodology presented in [9, 10], a general expression for
the GW luminosity distance in the f(T ) gravity can be
writen as
dGWL = d
EM
L exp
[
− 3
2
∫ z
0
dz′
1 + z′
βT (z
′)
]
, (19)
where βT was previously defined in Eq. (17).
Here, dEML is the standard luminosity distance for an
electromagnetic signal, namely
dEML = (1 + z)
∫ z
0
dz′
H(z′)
, (20)
which is the same for gravitational radiation in the GR
theory.
In order to move on, we need to specific a model of
f(T ) gravity. Without loss of generality, we will consider
the power-law one, which is one of the most viable for
cosmology, although our methodology can be applied
1The corformal time τ is related to the cosmic time by dτ = dt/a(t).
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FIG. 1: The term dGWL /d
EM
L quantifying the deviations
with respect to GR is shown as a function of the
redshift z for the following selected values of
b = −0.01,−0.001, 0.001, and 0.01 in green, black, red
and blue, respectively.
for any f(T ) functional form. The power-law scenario
corresponds to [16]:
f(T ) = T + α(−T )b, (21)
where α and b are parameters. Inserting (21) into (9) at
present time we obtain
α = (6H20 )
1−b
(
1− Ωm0 − Ωr0
2b− 1
)
, (22)
with Ωm0 and Ωr0 are respectively the current values of
the matter and radiation density parameters, and H0 is
the present value of the Hubble parameter. Thus, the
only additional free parameter of the theory is b. By
taking b = 0 one recovers GR (i.e., ΛCDM cosmology).
Figure 1 shows the effective correction on the
luminosity distance as a function of redshift for some
selected values of b. One can notice that positive
(negative) values of b induce dGWL > d
EM
L (d
GW
L < d
EM
L ).
Therefore, since the amplitude of GWs is∝ 1/dGWL , b > 0
(< 0) causes a decrease (increase) in the GW amplitude.
We found that within the range of values of b we have
chosen, the differences in dL are less than 15% for all z.
Notice also that for z << 1 we have dGWL ' dEML , and
hence significant deviations from GR are not expected
for small redshifts.
IV. PARAMETER ESTIMATION
In what follows, we briefly introduce the foundations
of a Fisher analysis and define the calculations used to
find the estimated bounds on our free parameters, which
will be presented in the next section.
The most accurate way to determine statistical limits
on new free parameters (additional parameters with
respect to a fiducial model, in our case, the GR theory)
is through a Bayesian analysis. In such an approach,
one calculates the full posterior probability distribution
of the full parameter baseline of the model, given a set
of observations/experiments. Within the GW context,
for a high enough signal-to-noise ratio (SNR) [47, 48],
an approximation to the Bayesian procedure, a Fisher
analysis, can be used to provide upper bounds for the
free parameters of the models by means of the Cramer-
Rao bound [49, 50]. Also, a Fisher analysis is useful to
investigate forecasts on future experiments [51], as is the
case of the present work.
In a Fisher analysis, one assumes that the likelihood
probability function has a single Gaussian peak, and
approximates the behavior of the signal about that peak
through a Taylor expansion. The result is a measure of
the variance and of the covariance of the parameters in
the template model through integrals that depend only
on the templates and on the spectral noise density of the
detector. In what follows, we summarize the main details
of the calculation. We refer the reader to Refs. [52–56]
for a discussion and implementation of the Fisher analysis
to estimate parameters in binary systems, which are the
systems we consider in the present article.
Given a waveform model, h(f, θi), with the free
parameters θi, the root-mean-squared error on any
parameter is determined by
∆θi =
√
Σii, (23)
where Σij is the covariance matrix, i.e, the inverse of the
Fisher matrix, Σij = Γ−1ij . The Fisher matrix is given by
Γij =
( ∂h˜
∂θi
| ∂h˜
∂θj
)
, (24)
and the inner product between two waveform models is
defined as
(h˜1 | h˜2) ≡ 2
∫ fupper
flow
h˜1h˜
∗
2 + h˜
∗
1h˜2
Sn(f)
df. (25)
In the inner product, the superscript star stands for
complex conjugation, and Sn(f) is the detector spectral
noise density. With this definition of the inner product,
the SNR is defined as
ρ2 ≡ (h˜ | h˜) = 4Re
∫ fupper
flow
| h˜(f) |2
Sn
df. (26)
In order to move on we need to consider a GW form.
For our purposes, let us take a post-Newtonian waveform
known as TaylorF2, that uses the stationary phase
approximation for the waveform at 3.5PN expression
for the orbital phase of inspiraling binary system
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FIG. 2: Detector spectral noise density for the
Advanced LIGO (aLIGO) and Einstein Telescope (ET).
with aligned spins [57–62]. For a coalescing binary
with component masses m1 and m2, in the frequency
domain and in the angle-averaged approximation, the
gravitational waveform reads
h˜(f) = Af−7/6eiΦ(f), (27)
where A is the amplitude, which takes the form
A ∝M5/6c /dGWL , (28)
and to 3.5 PN order the phase waveform Φ(f) is given
by
Φ(f) = 2piftc − φc − pi
4
+
3
128ηv5
[
1 +
7∑
i=2
αiv
i
]
, (29)
where the coefficients αi are the corrections up to 3.5 PN
order, which includes the spin parameters χ1 and χ2 of
each component of the binary system (for the definition
of the coefficients see, e.g., [63]). Other parameters are
v = (piMf)1/3, M = m1 + m2, η = m1m2/(m1 + m2)
2,
and Mc = (1 + z)Mη3/5 as being the inspiral reduced
frequency, total mass, symmetric mass ratio, and the
redshifted chirp mass, respectively. The quantities tc and
φc are the time and phase of coalescence, respectively. In
order to simplify the analysis, the positions of the sources
in the sky are assumed to be known and, hence, in what
follows the angles in the celestial sphere do not enter as
parameters. Therefore, our baseline parameter model is
given by
θi = {M,η, χ1, χ2, tc, fc, b}, (30)
where b is the parameter of the model that characterizes
the deviations with respect to the GR theory.
Assuming Eq. (19) and Eq. (28), one can promptly
see that for βT = 0 the GW amplitude in the GR
is recovered, as expected. In general, the modified
GW form for binary systems in the inspiral phase is
completely determined by the combination of Eqs. (19) -
(30). In what follows, we will be concerned only with
modifications due to the f(T ) gravity in the inspiral
part of the waveform. Also, a similar methodology has
been adopted using the parameterized post-Einsteinian
framework [64, 65].
V. FORECASTS FOR GROUND-BASED
INTERFEROMETERS
In this section, we investigate the consequences of the
above modified GW form propagation obtained in the
context of the f(T ) gravity, focusing on forecasts for two
specific ground-based GW detectors, namely, aLIGO [66]
and ET [67]. Figure 2 shows Sn for both detectors.
In what follows, we apply the Fisher information, as
presented in the last section, to estimate new constraints
on b by means of gravitational waves from compact
binary coalescences.
In our simulations, we consider three types of compact
binary systems, applied to both detectors.
1 - Black hole − black hole (BBH). The black hole
masses are chosen to be uniform in the interval [10 −
30] M under the condition m1 & m2 and η < 0.25. The
spin magnitudes χ1, χ2 associated with each mass, are
chosen to be uniform in the interval [−1, 1].
2 - Neutron star − neutron star (BNS). The distribution
of the neutron star masses is chosen to be uniform within
[1 − 2] M, also under the condition m1 & m2 and
η < 0.25. In this case, in the mock data generation let
us take χ1 = χ2 = 0.
3 - Black hole − neutron star (BBHNS). The black hole
mass is chosen to be uniform in the interval [10−30] M
with χBH chosen to be uniform in the interval [−1, 1].
For the NS, let us take the range of masses [1 − 2] M
with χNS = 0.
The BHs mass range is chosen to be compatible with
the masses of the BHs already detected by LIGO/VIRGO
team. The NS mass range is fully compatible with
theoretical models and NS observations. The redshift
distribution of the sources is taken to be of the form [68]
P (z) ∝ 4pid
2
C(z)R(z)
H(z)(1 + z)
, (31)
where dC is the comoving distance and R(z) describes
the time evolution of the burst rate and is defined to be:
R(z) = 1 + 2z for z ≤ 1, R(z) = 3/4(5− z) for 1 < z ≤ 5
and null for z > 5. We first simulate the redshift
measurements according to the redshift distribution. At
every simulated redshift, we randomly sample the mass
and spins of the BH and NS according to the above
specifications. Then, we calculate the SNR of each event
6and confirm that it is a GW detection if ρ > 8 (SNR > 8).
For every confirmed detection, we calculate the modified
wave form and the inverse of the Fisher matrix in order to
estimate the borders of the our free baseline parameter.
In all cases, unless stated otherwise, we consider b = 0 as
the injection value to run the analysis. When performing
the integration for aLIGO we assume the entire frequency
band on Sn [66]. For ET, we assume flow = 1 Hz
and fupper = 2fLSO, where fLSO = 1/(6
3/22piMz) is
the orbital frequency at the last stable orbit [68], with
Mz = (1 + z)M . Also, let us take Ωm0 = 0.308 and
H0 = 67.8 Km/s/Mpc [69]. In what follows, we present
our main numerical results.
A. Advanced LIGO
In this subsection, we present our results considering
the aLIGO detector. As example, in the left panel of
Figure 3 we show a mock catalog with several BBH events
assuming the noise power spectral density for aLIGO.
The redshift of each source is generated between 0 and
2. In the left panel, we show the SNR associated with
each event as a function of the redshift. The black line
corresponds to SNR = 8. As expected, we can see SNR
∝ z−1, and we note than for z & 1.5 most of the sources
have SNR < 8.
Similarly, in the middle panel, we show a mock catalog
for BNS events. For z & 0.13, the sensitivity of the
aLIGO is not high enough to detect BNS events with
SNR > 8. Thus, GWs from BNS events from our mock
data can only be observed at very low redshifts. Recall
that the GW170817 event ocurred at z ' 0.009 with SNR
' 33. Our mock sources presented very similar values
when evaluated at z << 1.
Finally, in the right panel, we show the SNR as a
function of z for mock catalog of BBHNS events. In this
case, most of the GWs sources with z & 0.4 have SNR <
8.
In order to impose new constraints on b, we set the
network SNR threshold to be a real detection to SNR
= 8 and only sources with SNR > 8 are kept in our
analysis. Therefore, when using the aLIGO sensitivity,
the BNS events are not taken into account to constrain
the b parameter, once only sources at z << 1 present
SNR > 8 as noticed above. This is because it is necessary
to have intermediary and high redshift observations in
order to probe modifications in the gravitational theory.
The left (right) panel of Figure 4 shows estimates on b
at 68% confidence level (CL) for a BBH (BBHNS) mock
catalog for 0 < z < 1 (0 < z < 0.5), assuming only events
with SNR > 8 on every specific redshift. For comparison,
let us take some recent estimates on the parameter b
using cosmological probes. In [21, 22] a joint analysis
with geometric data show that b ∼ O(10−2), in [23] a
robust analysis using CMB anisotropy data show that
b ∼ O(10−3). Therefore, notice that the constraint via
GWs is similar to those impose via cosmological probes.
It is worth emphasizing that we are deriving
constraints (forecast analysis) on b directly evaluating
how the gravitational signal h˜(f) is modified due to the
expansion of the Universe. On the other hand, the
most common procedure in the literature is to assume
GW sources to determine first the luminosity distance,
as standard sirens associated with each event, and then
using the luminosity distance estimates to get constraints
on the cosmological parameters. However, notice that
within the approach used here, i.e., the evaluation of the
free parameter of the theory directly by the GW signal,
one has stronger constraints in the case of few detected
events (SNR > 8), such as the case of simulations
using the aLIGO sensitivity. Hence, it is not only
more reasonable, but it seems also more promising to
investigate deviations from GR by assuming directly
modifications on h˜(f) in the statistical forecast (see
[64, 65] and references therein for a similar methodology
as that applied here, but within the parameterized post-
Einsteinian framework context).
B. Einstein Telescope
In this subsection, we present our results now
considering the ET detector. The ET is a third-
generation ground-based detector of GWs and it is
envisaged to be ten times more sensitive in amplitude
than the advanced ground-based detectors in operation,
covering the frequency band ranging from 1 Hz to 104
Hz.
Unlike current detectors, from ET conceptual design
study, the expected rates of BNS detections per year are
of the order of 103 − 107 [67]. However, we can expect
only a small fraction (∼ 10−3) of them accompanied with
the observation of a short γ-ray burst. If we assume that
the detection rate is in the middle range around O(105),
we can expect to see O(102) events with the short γ-ray
burst per year. Therefore, we can simulate 100 - 1000
BNS events, as being a reasonable number of events.
Since the ET is composed of three independent
interferometers (not correlated), the combined SNR can
be written as
ρ =
3∑
i=1
(ρ(i))2. (32)
As an example, the left panel of Figure 5 shows a mock
catalog of BBH events assuming the ET noise power
spectral density. In the middle panel, we show a mock
catalog considering BNS sources. Here, it can be clearly
seen how much the ET is more sensitive than aLIGO,
especially for the BNS sources. Using ET, we can have
BNS events, i.e., sources with SNR > 8, up to z ' 1.5.
BBH events can be observed up to high z values with a
significant high value of SNR. Thus, with ET we have the
opportunity to detect (or simulate) sources with larger z,
including BNS sources. On the right panel, we show SNR
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from the perspective of the aLIGO power spectral density sensitivity. Rigth panel: Same as left panel, but for
BBHNS events up to the z-limit where such events can be detected.
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FIG. 6: Left panel: Estimates on b at 68% CL assuming several BBN events on every specific redshift within range
z ∈ [0, 4] from the perspective of the ET power spectral density sensitivity. Middle panel : Same as left panel, but
for BNS events. Rigth panel: Same as left panel, but for BBHNS events.
vs. z for BBHNS mock events, and we find that SNR
> 8 is also predominate up to high z like BBH events,
but for BBHNS the SNR values decays faster and present
lower SNR values when compared to BBH events. Notice
also that now the BNS sources (and BBHNS sources)
can cross the barrier z ' 0.60. Thus, it is possible
to go to redshifts for which the Universe experiences
the transition between the decelerated and accelerated
phases. It is also evident that by assuming ET we have
a bigger SNR associated with the events, being possible
to estimate the parameters with greater precision.
The left panel of Figure 6 shows estimate sensitivity on
b at 68% CL for a mock BBH source between z = 0 up
to z = 4. Similarly, we show also in the middle and right
panels the BNS and BBHNS sources. Notice that now
there is enough sensitivity to observe at high redshifts.
As noticed before, and shown in Figure 5, a GW detection
of BNS sources is very difficult for z & 1.5. For all
the three cases, the increasing of the error bars with
redshift is explained by the decrease of the SNR, which is
inversely proportional to the redshift. Therefore, for the
ET detector, the estimates on b are O(10−4), O(10−3)
and O(10−3) for BBH, BNS and BBHNS, respectively.
On the other hand, if we consider only z << 1, we obtain
b ∼ O(10−5) for BBH sources and O(10−4) for BBHNS.
In comparison with the recent estimatives on b [21–23],
we have that BBH and BBHNS sources can improve
current estimates up to 2 orders of magnitude and BNS
sources presented very similar results when compared to
BBH source from aLIGO. For a concrete comparison, if
one observes the bounds b ∼ O(10−5) − O(10−4) from
future GWs events, and we take the current best fit values
on b, the estimates sensitivity may be accurate enough
to probe f(T ) gravity at ∼ 99% CL.
C. The choice of the prior
Here we briefly comment on the above prior choice on
the b parameter. It is well known that a particular choice
for the value of the parameter can bias the results in
the forecast analysis using Fisher matrix. Otherwise, a
natural input value for the parameter is the one predicted
by the most accepted theory, GR in our case, justifying
our choice b = 0 in the preceding sections.
Let us now relax this assumption by supposing that
b lies in the interval b ∈ [−0.01, 0.01], which is in
complete agreement with the current constraints, and
let us generate simulated BBH catalogs with the same
specifications as before but with b randomly sampled
in this interval. By analysing constraints at 95 % CL
or higher we found that the distribution of events when
considering aLIGO is still significantly compatible with
b ' 0. Conversely, in the case of ET we have noticed
that b is predominantly non-null even when considering
sources up to z = 5. This confirms the potentiality of
the ET in testing deviations of GR theory. A similar
analysis with a mock catalog of BNS events within the
ET sensitivity results in a bound on b which is similar to
the aLIGO bound for BBH mock events.
D. Luminosity distance from GWs
Lastly, let us discuss the GWs as a standard sirens
in order to determine the luminosity distance from
their detection. Following a standard procedure, we
now apply the Fisher matrix to estimate the error
on the measurement of the luminosity distance within
the modified gravity context. Here, let us denote the
luminosity distance by dL (as usual), thus it is only to
replace the notation of dGWL .
Assuming that the errors on dL are uncorrelated with
errors on the remaining GW parameters, we have
σ2dL =
(∂h˜(f)
∂dL
,
∂h˜(f)
∂dL
)−1
. (33)
Once that h˜(f) ∝ d−1L , hence σdL = dL/ρ.
However, when we estimate the practical uncertainty
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FIG. 7: Left panel: An example of a catalog with observed events of luminosity distance from BNS from our fiducial
f(T ) gravity model. Rigth panel: Same as in the left panel, but assumed a mock of BBHNS events.
of the measurements of dL, we should take the orbital
inclination into account. The maximal effect of the
inclination on the SNR is a factor of 2 (between ι = 0◦
and ι = 90◦). Therefore, we add this factor to the
instrumental error for a conservative estimation σdL =
2dL/ρ. Another error that we need to consider is σ
lens
dL
due to the effect of weak lensing, and we assume σlensdL =
0.05zdL as in [70, 71]. Thus, for ET, the total uncertainty
on the luminosity distance is given by
σ2dL =
(2dL
ρ
)2
+ (0.05zdL)
2. (34)
In order to generate a mock catalog using modified
gravity, it is necessary to enter with non-null values for
the parameter b. Hence, let us consider the following
reasonable choice, b = 0.01. Figure 7 shows an example
of a catalogue with observed events of luminosity distance
for a BNS from our fiducial modified gravity model.
Such a catalog is quite general, and can be used to
investigate any class of models or properties within f(T )
gravity. For examples of the usage of mock data of
luminosity distance within GR in investigations in several
different contexts, see, e.g. [72–80]. As already argued,
our estimates on b in the previous sections are directly
evaluated from the GW signal h˜(f), because such an
approach is believed to be more robust. On the other
hand, a mock catalog for the luminosity distance versus
redshift can be used to investigate any aspect of the f(T )
gravity which is related with such a geometric test, in the
same manner it is usually done for the GR theory.
VI. FINAL REMARKS
The main result of the present study is that future
ground based detections of high redshift GWs from
binary systems are very promissing in testing the theory
of gravity. The sensitivity achieved by the ET detector
or a similar third generation interferometer is enough
to improve the current estimates on the free parameter
within f(T ) gravity up to two orders of magnitude.
On the other hand, in the case of detections with the
aLIGO, our forecast analysis indicates that is possible to
constraint the free parameter of the theory similarly to
those imposed via current cosmological probes. Thus,
it may be interesting to use GW data from aLIGO
in possible joint analysis in the presence of another
cosmological tests in future investigations, to break
possible degeneracy in cosmological parameters, once
that these events begin to be detected.
We have also obtained some mock catalog for
luminosity distance measurements and their estimated
errors, which can also be used to probe any parametric
f(T ) functions present in the literature, which can be of
general interest to community.
Notice that all the constraints were derived by
evaluating directly the induced modifications in the
waveform h˜(f) due to a change in the gravity theory.
With such an approach, it is possible to have stronger
constraints in the case of few detected events. To apply
similar methodology as developed here can be promising
to investigate some general theories of gravity [81] and
to derive new statistical expectations on such models,
whether by GWs signal from binary systems or from a
primordial stochastic background.
Note: Interested in use any of the simulated data
presented here, in particular to get any mock catalog
with observed events of luminosity distance. Contact us
for information.
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