We consider the problem of multi-dimensional linearized stability of planar, inviscid detonation waves. For an abstract, multi-step reaction model a normal mode analysis leads to a stability function similar to the Lopatinski determinant for gas-dynamics. In the lowfrequency/long wave limit of the perturbation we obtain explicit criteria for uniform stability, weak stability, and strong instability in terms of a reduced stability function. An analytic extension allows us to give a necessary condition for stability in terms of this reduced stability function. When applied to the one-step reactive Euler equations (ZND-model) the analysis shows that the sign of the Gruneisen coefficient and the heat release in the reaction determine whether a planar ZND profile is more or less stable than the underlying gas-dynamical von Neumann shock.
Introduction
It is well known that detonation waves have sensitive stability properties. Indeed detonation waves propagating in gas-filled tubes can display "galloping" and "spinning" structures. More, the surface of a planar detonation front often has a cellular structure [12] consisting of transverse waves which travel across the front. Observations indicate that these are unsteady structures which fluctuate, decaying until they are reinvigorated by collisions with other such waves. This rich variety of behaviors is an indication of the complexity of the stability problem. Indeed, a large portion of the literature is devoted to the numerics and/or various asymptotic regimes. Here, in the spirit of the analysis of [29] for systems of viscous conservation laws and their associated inviscid counterparts, we establish new low-frequency/long wave stability criteria for ZND detonation waves.
The first complete investigation of stability for inviscid, planar ZND detonations was undertaken in the 1960s by Erpenbeck. See [6, 7, 8, 9, 10, 11] and the discussion in [12] . In particular, Erpenbeck [6] defined a stability function (Lopatinski determinant) whose zeros in the right complex halfplane signal exponential growth of perturbations in time. One difficulty with this program is that one must solve a system of variable-coefficient ODEs to evaluate this stability function. It is precisely because of this difficulty that much of the research on the detonation stability problem relies on numerical compuations and/or asymptotics. Following Erpenbeck, Fickett & Wood [13] initiated a series of numerical investigations that continues up to the present day. The work in [13] was continued in [1] . More recently, a simpler derivation based on a normal mode analysis was carried out by Lee & Stewart [20] in the one-dimensional case. This work simplified Erpenbeck's derivation and extended considerably the numerical analysis.
Thus there is by now a comprehensive literature treating numerical issues for reacting flow. In particular, Majda, Bourlioux, Colella, and Roytburd use a combination of theoretical, asymptotic, and numerical ideas to study the structure of detonations. See the survey paper [4] for a discussion and overview of this program. In addition to the numerical investigations, various asymptotic regimes have been considered. Erpenbeck treated the case of high frequency perturbations. The Majda group above have considered nonlinear geometric optics, while weak heat release and high activation energy has been considered by [24] , [23] , [1] and [2] , among others.
On the other hand, in a recent development, it has been demonstrated that the Lopatinski determinant ∆ of a general, non-reactive system of hyperbolic conservation laws is given as the leading order term in the low frequency expansion of the Evans function D for the corresponding viscous system. More precisely, for the case of a Lax shock, it was shown in [29] that D(ξ, λ) = γ∆(ξ, λ) + O(|(ξ, λ)| 2 ), whereξ ∈ R d−1 and λ ∈ C are the transversal Fourier parameter and Laplace parameter, respectively, while γ is a transversality coefficient. Under suitable assumptions (e.g. one dimensional stability of the underlying profile) it follows from this that inviscid, multi-D stability, viz. ∆ = 0, is a necessary condition for viscous, multi-D stability. In this sense the low frequency limit thus corresponds to a vanishing viscosity limit. Our aim is to understand the corresponding situation for reactive systems. In the present paper we consider planar detonation fronts for a general, inviscid combustion model (generalizing the classical ZND model, see [27] ), and we derive the corresponding reactive Lopatinski determinant D(ξ, λ) . In an accompanying paper we will treat linearized stability of planar profiles for the corresponding multi-D, viscous combustion model. In particular we will consider the case of the reactive Navier-Stokes equations in two space dimensions. Interestingly, in the viscous case the (explicitly computable) low frequency limit yields a different stability criterion than the one from the present inviscid analysis. This shows that for reactive systems a low frequency limit does not correspond to a vanishing viscosity limit in contrast to the nonreactive case, see [29] . For the results on viscous systems and a discussion of the relation to the present work, see [17] .
In this paper we therefore consider the stability of d-dimensional planar detonation waves for an r-step exothermic reaction. Applying a normal mode analysis similar to Lee & Stewart [20] and Zumbrun & Serre [29] we derive a reactive Lopatinski determinant D(ξ, λ) to determine linearized stability of planar ZND-profiles. The evaluation of this function requires the solution of a system of d + 2 + r ODEs with variable coefficients and is thus not amenable to direct evaluation. For a numerical treatment in the one-dimensional case we refer to [20] , see also the related work in [3] .
To obtain information about the the behavior of D(ξ, λ) at low frequencies we compute the reduced reactive Lopatinski determinantD(ξ, λ) defined byD (ξ, λ) := lim σ→0 σ −1 D(σξ, σλ).
As in the nonreactive case we give conditions under which low frequency instability implies instability, see Condition (C) in Subsection 4.1. We emphasize that analyticity of D is essential for these results. We finally compute explicitly the reduced Lopatinksi determinant for 2-D reactive Euler (classical ZND). In this case the various criteria for low frequency stability/instability are then obtained through a winding number argument which is similar to that performed by Erpenbeck in his analysis of a purely gas-dynamical step-shock, see [7] , [21] , [16] . The only difference turns out to be that a coefficient in the stability function changes due to the presence of heat release in the reaction. We refer to [7] for the original analysis and to [16] for a detailed exposition of the winding number argument (in the same general setting as we consider in the present paper). The final result, Theorem 5.1, yields a complete characterization of low frequency long wave stability/instability in terms of the physical quantities: compression ratio, Mach number, Gruneisen coefficient, and heat release.
The paper is organized as follows. In Section 2 we present the reactive Euler equations in two space dimensions for a one-step exothermic reaction. Following [27] we consider in Section 3 an abstract combustion model, perform the linear stability analysis, and derive the condition for stability. This level of generality allows for an arbitrary r-step exothermic reaction and helps clarify the underlying structure of the equations. Next in Section 4 we write out the low frequency limit and give the definition of low frequency stability, weak stability and instability. The main results are presented in Section 5 where we return to the case of reactive Euler equations, without loss of generality in two space dimensions, and give explicit criteria for the various forms of stability in this case. In particular, for vanishing heat release, we obtain the well-known stability results for nonreactive shocks, [7] , [21] , [16] . We finally consider the case of an ideal gas, and show that in this case reactive shocks are uniformly low frequency stable. We conclude the paper with some observations, and we comment on the related low frequency analysis of the corresponding viscous models.
Inviscid Reacting Flow
In the classical ZND combustion theory developed by Zeldovich, von Neumann and Döring, see e.g. [5] , [12] , [26] , the dissipative effects of viscosity, heat conductivity and species diffusion are neglected, and the Eulerian for-mulation of the equations in two space dimensions is
Here and below, the divergence is taken with respect to the spatial variables x and y, andẼ
is the specific total energy and ρ, U = (u, v) tr , p,ẽ, T , and Y denote density, velocity, pressure, specific internal energy, temperature, and mass fraction of reactant, respectively. The heat release q and the reaction rate k are assumed to be positive constants. In particular, q > 0 amounts to the statement that the reaction is exothermic. We assume that the specific internal energy is given asẽ = e + qY,
and we write E := e + |U | 2 /2. The second law of thermodynamics takes the form
where τ = ρ −1 denotes the specific volume. We will use p to denote the pressure as a function of τ and S, while we use P for the pressure as a function of ρ and e, i.e. p(τ, S) = P (τ −1 , e(τ, S)).
We assume ignition temperature kinetics, so φ satisfies
In particular, φ vanishes below the ignition temperature T i . See Figure 1 . We note that subtracting q·(5) from equation (4) yields
Introducing the vector of conserved gas dynamical quantities
and the reaction variable z := ρY , we can thus rewrite (1)- (5) as
where the fluxes f 1 and f 2 are
Following the presentation in [27] we introduce below an abstract combustion model based on (10)- (11) . We will later specialize to the physically important case of the reactive Euler equations.
Abstract combustion model 3.1 Equations and assumptions
Consider the following abstract combustion model for an r-step reaction
Q ∈ R n×r and K ∈ R r×r are assumed to be constant matrices, Φ(u) ∈ R, and v j (u) ∈ R. Moreover we assume that K is positive definite. We assume the existence of a traveling wave solution,
of (12)-(13) with a jump discontinuity at x 1 = 0 and limiting end states lim
We use a * to indicate evaluation at the jump discontinuity so that the Rankine-Hugoniot conditions are
We note that we use ± to indicate evaluation at ±∞, while a ± together with a * indicate evaluation immediately to the right or left of the shock position. ⊳ Remark 3.1: In the following we will simplify the arguments by using facts that are true in the case of gas dynamics (1)-(5) (our main interest) which may not hold in the more general setting of (12)- (13) . More precisely, we will take advantage of Galilean invariance, and we set v j (ū) = 0 for j = 2, . . . , d which corresponds to zero transverse velocity along the profile in the physical case. We will also employ other terminology referring to the case of physical combustion: u is the vector of conserved , gas dynamical, variables, z is the vector of reaction variables, and states with z = 0 or z = 1 1 = (1, . . . , 1) tr are called completely burnt and unburnt states, respectively. ⊲ Assuming Galilean invariance we restrict our attention to the case s = 0. Therefore the traveling wave ODE for the stationary solution (ū,z) is
where ′ denotes differentiation with respect to x 1 . We further assume that
so that (ū ± ,z ± ) are rest points for the ODE (17)- (18) . We will assume that the unperturbed profile (ū,z) has the structure of a ZND shock of the nth family where an unburnt constant state undergoes a purely gas-dynamical shock of Lax type (which turns on the reaction) and then proceeds to a completely burnt state. More precisely, for x 1 > 0 the solution to (17)-(18) is the constant vector (ū,z) ≡ (ū + , 1 1). We assume that Φ vanishes on a full neighborhood ofū + so that (ū + , 1 1) is a rest point of the traveling wave ODE. The left state at the shock is then calculated from the Rankine-Hugoniot conditions (15)-(16) for a stationary n-shock. Finally the (nonconstant) profile to the left of the shock is a solution to (17)- (18) .
We make the standard assumptions, corresponding to hyperbolicity and nonsonicity of the end states, that
See [29] for a discussion.
We will further assume that v 1 (ū) ≤ −ε, for some ε > 0, along the profileū for x 1 < 0. We note that this assumption holds for classical ZND profiles, see [15] . It follows from (18) and (19) that the completely burnt end state (ū − , 0) is approached at an exponential rate. This provides the unperturbed profile which we refer to as a ZND profile. We emphasize the fact that exponential rate of convergence is essential for the arguements to work. In particular this is needed in order to apply the Gap Lemma of [14] , [18] , a key tool in our analysis.
Linearization: growing and decaying modes
Next consider the situation in the presence of a perturbation in the solution and the shock location. Following [6] , [21] we assume that the shock position can be expressed in the form
The solution (u, z) is assumed to suffer a jump discontinuity across this surface and to be smooth elsewhere. The Rankine-Hugoniot conditions for the perturbed solution take the form
We next change to a coordinate system in which the perturbed shock is stationary, thus avoiding having to deal with δ-function source terms in the equations. Define
and consider (u, z) as a function of (y,x, t). Substitution into the above equations shows that
while (20) 
we obtain linear equations for the perturbationsũ,z, and Y . Following [20] , [21] , [29] , we finally make a normal mode assumption on the perturbation (corresponding to a Fourier transform in the transverse directionx and a Laplace transform in the time variable),
whereX is a constant. Substituting into the linearized equations yields the following equations for the perturbationsû andẑ,
Here λ is the Laplace transform parameter,ξ = (ξ 2 , . . . , ξ d ) is a vector of transversal Fourier frequencies, and we use the notation Aξ := d j=2 ξ j A j and Dvξ := d j=2 ξ j Dv j . Each of these equations are to hold both for y < 0 and for y > 0, and they are to be coupled through the Rankine-Hugoniot jump conditions at y = 0,
We now make the elementary but crucial observation that a necessary condition for linearized stability of the underlying ZND profile is that there is no solution (û,ẑ,X) of equations (27)
We are therefore interested in determining bases for the stable and unstable manifolds of (27)-(28), at +∞ and −∞, respectively. Due to the exponential decay of the coefficients of (27)- (28) to their constant limiting values at the end states, we can apply the gap lemma of [14] , [18] . This technical result implies that it suffices to construct such bases for the limiting, constant-coefficient equations obtained by sending y → ±∞ in the coefficients in (27)- (28) .
Here Dv j 's and DΦ's are row vectors (gradients) in R n , and
⊳ Remark 3.2: Our construction utilizing the gap lemma will in fact allow us to construct bases for the variable-coefficient system (27)-(28) which are analytic with respect to (ξ, λ) ∈ R d−1 × {Re λ > 0}. We will exploit this analyticity below. ⊲
To determine bases for stable and unstable subspaces for these limiting ODEs we rewrite (31) and (32) as systems of n + r first order equations. At y = +∞ we use the assumption that Φ ≡ 0 on a full neighborhood of u + . We note that v 1 + < 0 (i.e. unburnt material moves into the shock) which follows from the n-shock inequalities. Moreover, we will assume (as in [6] , [27] ) that v j (ū) ≡ 0 for j = 2, . . . , d, so that there is no x 1 dependence in the transverse "velocities" v 2 , . . . , v d . As with Galilean invariance this is not in general true for the system (12)- (13) . However, for physical combustion it is easily seen that v 2 , . . . , v d must be constant along the profile (ū,z). In this case we may therefore invoke Galilean invariance once more and choose a suitable coordinate system where this is satisfied.
Introducing the n + r vector
for y < 0, we can rewrite (31)-(32) in the form
A straightforward computation shows that the (n + r) × (n + r)-matrix A is given by,
where
As noted above the coefficients in (27) and (28) converge exponentially to their values at −∞. We can thus apply the Gap Lemma to relate growing and decaying modes of (33) to growing and decaying modes for the variable coefficient equations (27)- (28) .
For y < 0 we consider the eigenvalues of A, i.e. the eigenvalues of A(ξ, λ) together with the eigenvalues of − v 1 − −1 (λ + K). As we have made the assumption v 1 − < 0, and since K is positive definite, while Re λ > 0, it follows that the r eigenvalues of − v 1 − −1 (λ + K) have positive real parts. Finally, since we consider an n-shock, the unstable subspace of A(ξ, λ) has dimension n − 1. Here, the assumption (19) implies that A(ξ, λ) has no center subspace for Re λ > 0 andξ ∈ R d , and the dimension of the unstable subspace is a consequence of the Lax n-shock assumption. Thus, the unstable subspace of A has dimension n + r − 1.
Similar considerations show that there is only the trivial mode (zero) decaying for y > 0.
Moreover, the fact that A has no center subspace implies that there is an analytic choice of basis for the unstable subspace. That is, the total projection onto the unstable subspace of A(ξ, λ) varies analytically with respect to (ξ, λ). This follows from [19] , since the only way the projection could fail to be analytic would be to have an eigenvalue splitting across the imaginary axis, thus contradicting nonexistence of a center subspace. Now taking advantage of the exponential decay, we apply the gap lemma to conclude existence of unstable modes (û − j (ξ, λ, y),ẑ − j (ξ, λ, y)), j = 1, . . . n+ r − 1, spanning the unstable manifold of (27)- (28) , and such that
varies analytically in (ξ, λ). See [14] .
The Reactive Lopatinski Determinant and Stability Condition
The necessary condition for stability stated above may now be rephrased as follows: there should be no (û,ẑ) in the linear span of the (û − j ,ẑ − j ) whose value (û * − ,ẑ * − ) at y = 0 − is connected through the Rankine-Hugoniot conditions to (û * + ,ẑ * + ) = (0, 0). That is, there should be no (û,ẑ) in the linear span of the (û − j ,ẑ − j ) for y < 0 and such that
where we have used vξ(ū) ≡ 0 and (û * + ,ẑ * + ) = (0, 0) in (29)-(30). Solving (37) forû * − and substituting into (38), we find that
Thus, to have stability, no linear combination of (A 1 (ū)û − j , v 1 (ū)ẑ − j ) tr , j = 1, . . . , n + r − 1 should have a value at y = 0 − which is a multiple of the vector (λ[ū] * +i[fξ(ū)] * , λ[z] * +Z) tr . We thus make the following definitions.
Definition 1. (Reactive Lopatinski determinant)
For Re λ > 0,ξ ∈ R d−1 the reactive Lopatinski determinant for a ZND profile with n-shock structure is defined by
whereû * − j =û j (ξ, λ) y=0 − , etc. and Z is defined by (40).
As an immediate consequence of the discussion in the previous subsection, D is jointly analytic inξ and λ. We will make essential use of this fact in obtaining necessary conditions for stability.
With the reactive Lopatinski determinant now defined, we can make precise an appropriate notion of stability.
Definition 2. (Stability)
Given a planar ZND profile (ū,z) for the abstract combustion model (12)- (13) , let D(ξ, λ) be the corresponding reactive Lopatinski determinant.
• We say that the profile is unstable if D(ξ, λ) = 0 for some point (ξ, λ) ∈ R × {Re λ > 0}; otherwise it is called stable.
• If D(ξ, λ) allows a continuous extension to the boundary R d−1 × iR we say that the profile is uniformly stable provided D has no roots in the set
, the profile is called weakly stable.
We point out that the stability notion employed here is rather coarse (linearized, spectral stability) and allows for time algebraically growing modes and/or nonlinear instability. On the other hand the definition makes it possible to state explicit criteria for stability. We note that D(ξ, λ) itself is not amenable to analytic evaluation due to the presence of the termsû * − j ,ẑ * − j . These must be determined through integration of the n+r−1 variable coefficient equations (27)-(28) from −∞ to 0. This is different from non-reactive, gas-dynamical Lopatinski determinant which is explicitly computable for all (ξ, λ) ∈ R d−1 × {Reλ > 0}, see [27] . On the other hand, in the next section, we show that in the low frequency limit, we obtain a computable quantity which gives information about the zeros of D, and hence stability.
Low frequency expansion
To obtain an explicit necessary condition for multi-D stability for reactive flow, we follow the exposition in [27] , [29] and compute the leading order term in the low frequency expansion of D(ξ, λ). 
where we have defined the reduced reactive Lopatinski determinant
We have two goals: (i) an explicit expression for the reduced Lopatinski determinant, and (ii) an analytic extension of D(σ;ξ, λ) to σ-values in (−η, +∞) for some η > 0. This latter extension will allow us to obtain a sufficient condition for instability from the reduced Lopatinski determinant. 
Proof. Consider the eigenvalue equations (27)-(28) at σ = 0 and for y < 0,
According to the gap lemma, we obtain the desired analytic extension for the unstable manifold of (42)-(43) provided that the projection onto the unstable subspace of A(σξ, σλ) extends analytically across σ = 0. Clearly A(0, 0) has an n-fold zero eigenvalue, with eigenvectors b j 0 , (b 1 , . . . , b n any basis for R n ) as well as eigenvalues and eigenvectors given by
We need to analyze how the former n-fold zero eigenvalue with its eigenvectors bifurcate for σ near 0. We thus substitute the expansion
into the limiting ODEs (33) at −∞. We find
As noted previously this latter matrix has n − 1 dimensional stable subspace spanned by eigenvectors r j , j = r + 1, . . . , n + r − 1. So, as we cross σ = 0, A will have r eigenvalues −k j /v 1 − with positive real parts, as well as n − 1 eigenvalues c j (σ;ξ, λ) splitting from 0. These n − 1 eigenvalues all split in such a way as to have positive real part for σ = 0 since A has no center subspace. Standard perturbation theory guarantees that the total projection corresponding to these eigenvalues varies analytically. See [14] and [19] In order to calculate the reduced Lopatinski determinant, we need to to connect the values at y = −∞ when σ = 0 to the values at y = 0 − . We observe that equations (42)-(43) combine to give, for each j = 1, . . . , n+r−1,
Integrating this equation from y = −∞ to y = 0 − , and using the information from Lemma 4.1 together with the fact thatz − = 0, we get that
where the vectors r j are as in Lemma 4.1. For notational convenience we make the following simplifications (in this subsection only),
Next let N be the n × n-matrix corresponding to the linear map
and set
Thus (44) takes the form
. . , r r j , j = r + 1, . . . , n + r − 1, and we have
We thus have the following proposition.
Proposition 4.2. (Low frequency expansion)
Assuming that the matrix A 1 + N is invertible we have that the Lopatinski determinant D : R d−1 × {Re λ > 0} → C has the low frequency expansion
whereD
and
with the vectors r r+1 , . . . , r n+r−1 given by Lemma 4.1, and δ given by (46) . We emphasize that all quantities in (48)-(49) are evaluated immediately behind the shock at 0 − . ⊳ Remark 4.1: We note that this result agrees with the corresponding result in the nonreactive case where the dimension r is zero and Q = 0. In that case we have N = 0 and δ = α = λ[ū] * + i[fξ(ū)] * , so that
This is the Lopatinski determinant for gas dynamics, see [7] , [21] , [16] . ⊲
Corresponding to the definition of stability we make the following definition of low frequency stability. As our main interest is the reactive Euler equations, for which the reduced Lopatinski determinant does allow a continuous extension to R d−1 × {Re λ ≥ 0}, we will assume that this is the case.
Definition 3. (Low frequency stability)
Consider a planar ZND profile for (12)- (13) and its reduced Lopatinski de-
• strongly low frequency unstable ifD has a zero (ξ, λ) with Re λ > 0;
• weakly low frequency stable ifD has some zero (ξ, λ) with Re λ = 0, but no root with Re λ > 0;
• uniformly low frequency stable ifD has no zero (ξ, λ) with Re λ ≥ 0.
We see from (48)-(49) that if the matrix A 1 + N is not invertible we cannot give a necessary condition for long wave stability based on our analysis. In that case higher order terms must be taken into account. We also observe thatD(ξ, λ) vanishes whenever det [ẑ 1 | . . . |ẑ r ] = 0. However, for onestep reactive flows (r = 1) it is easy to see that this quantity is nonzero for any nontrivial perturbation provided that the nonsonicity condition holds along the whole profile.
Stability vs. low frequency stability
Before we treat in detail the case of the reactive Euler equations we consider the conection between the two types of stability defined above in Definitions 2 and 3. The presentation will closely follow that of [27] and [29] . However, we will consider a certain conditon (Condition (C) below) which simplifies the arguments slightly. As this condition is fulfilled in the case of the reactive Euler equations we present the argument in some detail.
We will say that the reduced Lopatinski determinantD satisfies condition (C) if the following hold:
(C) wheneverD has a zero (ξ 0 , λ 0 ), then the map λ →D(ξ 0 , λ) does not vanish identically for λ ∈ C.
Now assume condition (C) is satisfied and thatD has a zero (ξ 0 , λ 0 ) ∈ R d−1 × {Re λ > 0}. From the definition of the reduced Lopatinski determinant and Lemma 4.1 it follows that the map
is analytic on a neighborhood of (ξ 0 , λ 0 , 0), and that Fξ ,0 (λ 0 ) = 0. Since condition (C) is satisfied, and since Fξ 0 ,0 (·) is analytic, it follows that λ 0 is an isolated zero of Fξ ,0 (·) =D(ξ, ·). By uniform continuity of F with respect to (ξ, λ, σ) it follows that
for all z on a small enough circle S about λ 0 . Rouché's theorem then shows that Fξ ,σ has exactly one root inside S. We denote this root byλ(ξ, σ) and it is clear from the argument thatλ is a continuous map. We have thus proved the following result. We point out that condition (C) is implied by the stronger condition of onedimensional stability, namelyD(0, 1) = 0. This follows by degree-one homogeneity ofD: if D(ξ 0 , ·) ≡ 0 for someξ 0 , then in particularD(λ −1ξ 0 , 1) = 0 for all λ ∈ R + , whenceD(0, 1) = 0. We note that there are profiles that are one-dimensionally stable but multi-D unstable. See [4] .
Low frequency stability for two-dimensional physical ZND detonations
We proceed to evaluate the reduced reactive Lopatinski determinantD(ξ, λ) in the case of the reactive Euler equations (10)-(11) for one-step reactive flow in two space dimensions.
Considering (48)-(49), we observe that det A 1 − = 0 since we are considering a strong detonation. Provided the matrix A 1 + N is invertible we thus have thatD(ξ, λ) vanishes if and only if det[r 1 | · · · | r n+r−1 | δ] vanishes. Note that even though we can explicitly calculate the eigenvectors r 1 , . . . , r n+r−1 in this case, it is more convenient to writē
where ℓ is a left eigenvector of λ + iAξ − A 1 − −1 (evaluated at 0 − ) corresponding to the unique unstable eigenvalue β, Re β > 0. We will first consider the inner product in (50) and then consider the coefficient γ.
The argument for the correct choice of left eigenvector ℓ in (50) is the same as in the non-reactive case. We here give a brief argument referring to [16] for details. We first observe that ℓ is a left eigenvector of (λ+iAξ)(A 1 ) −1 with eigenvalue β if and only if ℓ is a left eigenvector of A (iβ,ξ) with eigenvalue iλ. Here A ξ := d j=1 ξ j A j for ξ ∈ R d , and Aξ := A (0,ξ) forξ ∈ R d−1 . The eigenvalues of A ξ are given as u · ξ ± c √ ξ · ξ of multiplicity 1 and u · ξ of multiplicity d. Also, u · ξ + c √ ξ · ξ corresponds to the eigenvector ℓ − d+2 while u · ξ − c √ ξ · ξ corresponds to the eigenvector ℓ − 1 . Considering the caseξ = 0 rules out the d-fold eigenvalue. Furthermore, the complex square root used in computing iλ = u 1 ξ 1 ± c −β 2 must give λ as a continuous function of β as β varies in the right complex half plane. This implies that the complex square root used should have its branch cut along the positive real axis (equivalently, it should have positive imaginary part for all arguments). Using this branch in the caseξ = 0 and the fact that c > |u|, shows that the correct choice of eigenvector to use in the computation ofD(ξ, λ) is ℓ = ℓ − d+2 . The number and location of the zeros (ξ, λ) of the inner product in (50) in {Re λ ≥ 0} can be computed by a winding number argument as in [7] , [21] , [16] . We will then consider the invertibility of A 1 + N to obtain a complete characterization of low frequency stability for physical two-dimensional ZND profiles.
To simplify notation we let u 1 = u, and we drop the bar notation to indicate evaluation along the unperturbed profile, as well as the * to indicate evaluation across a jump at y = 0. On the other hand we will keep * ± or * ± to stress evaluation at y = 0 ± . Finally, we make the convention that whenever a quantity is unmarked (+ or −) it is to be evaluated at 0 − , i.e. immediately behind the shock.
Referring to the notation in Sections 2 and 3 we now have r = 1, d = 2, n = 4, ξ = (ξ 1 , ξ 2 ),ξ = ξ 2 , (u, 0) tr is the velocity along the unperturbed profile, K = k > 0, and
where q > 0, and the double use of u should cause no confusion. Now, the left eigenvectors were computed explicitly in [16] and we have
Recall that P denotes the pressure as a function of ρ and e. Here Γ is the Gruneisen coefficient which may be expressed as
It is important to also specify the relation between λ and β, and in doing so one has to decide which branch of the complex square root and what sign to use. An argument similar to the one in [16] shows that we have |ξ| = ξ 2 2 − β 2 , where the square root has its branch cut along the positive real axis, and λ and β are related through
where d = u 2 − c 2 and where the last square root has its branch cut along the negative real axis. We introduce the following standard quantities M := |u| c (the Mach number evaluated behind the shock, i.e. at −) µ = compression ratio :
where unmarked quantities are evaluated at y = 0 − . We note that in our situation (Lax 4-shock) we have µ > 1 and M < 1, i.e. the flow is subsonic behind the shock, see [25] .
We finally need the Rankine-Hugoniot conditions (15)- (16) , which, for a stationary reactive gas-dynamical 4-shock along the x 1 -axis with vanishing transversal velocity, takes the form,
Without loss of generality we can normalize ρ + = 1 so that z * − = µ by the Rankine-Hugoniot condition for equation (11) . It follows that
where we have made the choice [a] := a + − a − . We observe that since the transversal velocity is 0 and since Q tr = (0, 0, 0, q) we have
The Rankine-Hugoniot conditions yield the identities
Using these and taking the inner product of ℓ and δ then gives
where κ := 2 − (µ − 1)ΓM 2 .
Next, defining
, where the complex square root has positive real part, and noting that
Recalling (50) we get that the reduced reactive Lopatinski determinant for a stationary detonation along the x 1 -axis with vanishing transversal velocity is given asD
Here γ is given by (49), and, under the assumption γ = 0, the question of zeros ofD(ξ, λ) reduces to zeros of the analytic expression
The number and location of these zeros in the closed right half-plane {Re ω ≥ 0} were computed in [7] , [16] by a winding number argument. The analysis in [7] , [16] is for the nonreactive case and was performed for a shock of the first family. However, the expressions to be analyzed are the same except that the coefficient κ ′ appearing here is slightly changed due to the presence of the reactive term. We can thus apply the results of the former analysis in the present situation and we have the following. The inner product (55) has It remains to consider the coefficient γ. For the reactive Euler equations we see that the matrix N takes the form
where w tr = (−u/ρ, 1/ρ, 0, 0). Due to the simple structure of N , and using the fact that A 1 has eigenvalues u (double) and u ± c, we get
where all quantities are evaluated at y = 0 − . We will make the generic assumption that 1 − M 2 + (qµΓ)/ρc 2 = 0, so that the matrix A 1 + N is invertible. We note that general thermodynamics places no restriction on the sign of the Gruneisen coefficient Γ. However, in most situations it is positive [22] , so that det(A 1 + N ) = 0. As commented above this implies thatẑ * − = 0 (for any nontrivial perturbationẑ(y)), so that γ = uẑ * − 1 + qµΓ ρc 2 (1−M 2 ) = 0.
(58)
It is easy to see directly from the expression (57) that condition (C) is satisfied in the case of the reactive Euler equations. We thus have from Proposition 4.3 that low frequency instability implies instability (according to Definitions 2 and 3) for physical detonation waves.
We have proved the following result. where all quantities are evaluated immediately behind the shock. Furthermore, low frequency instability implies instability for the reactive Euler equations. Figure 2 shows the various regimes of long wave stability in terms of the quantity A. 
with the same constant Γ (Gruneisen coefficient) throughout the mixture. In this case the Rankine-Hugoniot conditions give that 1 Γ + 1 1 − P + P = M 2 (µ − 1).
As the pressure is positive it follows that (Γ + 1)M 2 (µ − 1) < 1 so that
This shows that a ZND detonation front in an ideal gas is always uniformly low frequency stable.
Concluding remarks
First, comparing with the conditions given in [7] , [21] , [16] , we see that the criteria for linearized stability of a purely gas-dynamical shock is recovered by setting q = 0. Next we observe the crucial role played by the sign of the Gruneisen coefficient Γ. In particular, we note that if Γ > 0, then increasing the heat release q has a stabilizing effect. Indeed, our low frequency calculations show that in this case, an increase in q corresponds to a decrease in A, see Figure 2 . Thus reaction may stabilize an unstable, inert shock. On the other hand, for Γ < 0, increases in q have the opposite effect. Of course, we note that the range of q values for which a strong detonation exists is constrained by the left and right hand states of the Neumann shock. In the phase plane the effect of increasing q is to push the Hugoniot locus for the final (burnt) end state (τ − = 1/ρ − , p − ) upward. Thus there is an upper limit q CJ , corresponding to a Chapman-Jouget detonation, for which there is an intersection with the Rayleigh line.
As mentioned above, the original low frequency study of the Evans function in [29] was performed for a system of viscous conservation laws. The corresponding case of reacting, viscous planar detonation waves will be treated in a forthcoming paper [17] . In particular, it will include the low frequency stability calculations for the reacting Navier-Stokes equations, and a discussion contrasting the differences due to the inclusion of dissipative effects.
