This paper considers Closest Moment (CM) estimation with a general distance function, and avoids the assumption of nonsingular quadratic local behavior. The results of Manski (1983) , Newey (1988) , Pötscher and Prucha (1997), and de Jong and Han (2002) are obtained as special cases. Consistency and a root-n rate of convergence are obtained under mild conditions on the distance function and on the moment conditions. Asymptotic normality is obtained as a special case when the distance function displays nonsingular quadratic behavior.
Introduction
WHEN ECONOMIC INFORMATION is given in the form of moment restriction, the Generalized Method of Moments (GMM) formulated by Hansen (1982) is a convenient way to directly exploit the moment conditions and estimate parameters. When the number of moment restrictions is equal to the number of parameters to be estimated, the method estimates the parameters by equating the empirical moments to zero. But when there are more moment conditions than there are parameters, it is generally impossible to set the empirical moments to zero, and we want to minimize a distance 1 between the moment vector and zero. The usual GMM estimator minimizes a quadratic distance measure.
There are only a few papers dealing with the asymptotic distribution of CM estimators using a distance measure other than a quadratic one. This may be partly because the quadratic distance function is "natural" as a distance measure, partly because GMM has well developed asymptotics, and partly because the optimal GMM estimator attains the semiparametric efficiency bound, as is shown in Chamberlain (1987) . Nevertheless, the question of what happens if other distance measures are used still has its own source of interest. Manski (1983) gave a direct treatment of the use of general distance functions and called the estimation technique Closest Moment (CM) estimation. He assumed the existence and nonsingularity of a second derivative matrix for distance functions and derived asymptotic normality of the CM estimators. Based upon these results, Newey (1988) showed that under the same assumptions on the distance function, the CM estimator is asymptotically equivalent to the GMM estimator using the second derivative matrix (evaluated at 0) as weight. Andrews (1994) established root-n consistency and asymptotic normality with greater generality for what he called "MINPIN" estimators, and Andrews' results can be applied to CM estimation, but Andrews also assumes local twice differentiability and nonsingularity of the Hessian for the distance function like Manski and Newey; see condition (h) of "Assumption N" of Andrews (1994) . Pötscher and Prucha (1997) 's derivation of asymptotic normality for GMM estimators also relies on the nonsingularity of the Hessian matrix of the the distance function; see condition (c) of Assumption 11.7 of Pötscher and Prucha (1997) .
Though the regularity condition of a nonsingular local quadratic behavior for distance functions leads to asymptotically normal estimators, it is in fact quite restrictive, and nontrivially limits the class of applicable distance functions. For example, as is mentioned in de Jong and Han (2002) , among the class of L p distances, only the usual quadratic distance (p = 2) satisfies the regularity conditions, and interesting cases such as p = 1 and p = ∞ cannot be analyzed by the above method. The same thing is true for more complex, interesting distance functions such as
Recently, de Jong and Han (2002) took a different approach towards the asymptotics of a special case of CM estimation. They analyzed the asymptotics of CM estimators using general L p distances (which they named "L p -GMM" estimators) and obtained a root-n rate of convergence, but asymptotic non-normality for p = 2. Their analysis does not give an explicit form for the asymptotic distribution, but presents it in an abstract form using the "argmin" functional on a Gaussian process.
In this paper, we will stretch the arguments in de Jong and Han (2002) to its outer limit. For a far more general class of distance functions, root-n consistency for CM estimators will be established, and their asymptotic distributions will be expressed as the argmin functional on a Gaussian stochastic process. The results in this paper will encompass both the traditional asymptotics found in Manski (1983) , Newey (1988) and Pötscher and Prucha (1997) and de Jong and Han (2002) 's new L p -GMM asymptotics as special cases.
In what follows, section 2 presents the main result of this paper with some examples, section 3 proves the main theorem, and the last section contains concluding remarks.
Main Theorem
Let y 1 , y 2 , . . . be a sequence of observable random vectors in R m . Let g(y i , θ) be the set of q moment restrictions with parameters θ ∈ Θ ⊂ R p satisfying θ) . The CM estimatorθ is assumed to minimize the criterion func-
2) where δ is a nonnegative real function on R q . When the existence (measurability) ofθ is at risk, we can change the above definition so thatθ almost minimizes the criterion function in the sense thatθ satisfies
A set of sufficient conditions for the existence ofθ satisfying (2.2) can be found in Lemma 2 of Jennrich (1969, p. 637) , which requires the compactness of the parameter space, the measurability of the criterion function for each θ, and the continuity of the function in θ for each sample path. In this paper, we will assume that (2.2) is satisfied to make the exposition simpler and clearer, but extending the results to allow (2.3) would require only minor modification of the whole statements. Now, as the first step, we make the following assumptions on the q × 1 moment function g. 
for θ in a neighborhood of θ 0 ;
, and when y i is stationary, it is equal to Eg(y i , θ). The uniform convergence in probability is equivalent to pointwise convergence in probability and stochastic equicontinuity ofḡ(θ). Sufficient conditions can be found in Davidson (2000) . Similar remarks apply to condition (C4). A sufficient condition for (C5) is that the function g(y, θ) is twice continuously differentiable with respect to θ on Θ, and that Θ is convex under (C1). Condition (C6) can be regarded as the result of a central limit theorem.
The above conditions are standard, but the differentiability ofḡ(·) restricts unnecessarily the applicability of our main theorem. For example, the moment conditions involved with the "median" function do not usually satisfy them. We could circumvent this restrictedness by rewriting (C4) and (C5) in terms of stochastic differentiability (see Pollard, 1985) . However, we will not pursue that issue here, in order to keep us focused solely on distance functions.
The following conditions are assumed to hold for the distance function δ.
Assumption 2.2 (distance function).
(D1) δ(·) is continuous; 
for all x 1 and x 2 , for some M < ∞.
Conditions (D1) and (D2) are essential for the consistency ofθ. The symmetry condition (D3) is reasonable because we do not want to get different estimates by changing g to −g. Condition (D4) is also satisfied for a wide class of functions. If δ happens to be a norm, conditions (D2), (D3) and (D4) are automatically satisfied.
As will be explained later in our main theorem, we will first establish consistency for CM estimators. When an estimator is consistent, it will asymptotically be concentrated on an arbitrarily small neighborhood of the true parameter, and thusḡ(θ) is asymptotically close to 0, due to the uniform convergence ofḡ. So the local behavior of δ around 0 naturally plays a key role in determining asymptotic distribution of the estimator. The key quantity in our analysis is the sequence of localized distance functions d n corresponding to δ as
The d n (.) function can be interpreted as a means to "zoom in" on δ(.) at the origin. The factor n −1/2 (or the speed at which we zoom in) is related to the root-n rate of convergence for θ. The 1 appearing in the denominator of (2.5) is the vector of ones, and is chosen only for normalization.
The next set of assumptions puts restrictions on the behavior of the localized distance functions d n (.). For a (r × 1) vector x = (x 1 , . . . , x r ), let |x| = max j |x j |.
Assumption 2.3 (localized distance).
achieves its minimum at a unique point of t ∈ R p for each z ∈ R q and for any q × p matrix B with full column rank.
Condition (E1) imposes that the local behavior of δ(.) is such that the model is well identified in infinitesimal neighborhoods of 0. Condition (E2) combined with (2.5) is key to bridge the gap between the central limit theorem for n 1/2ḡ
(θ 0 ) and the limit distribution of the estimator. If δ(.) is a norm, this condition is automatically satisfied. (E2) looks very plausible for most functions, but we can construct a simple counterexample such as δ(
2 )] with δ(0) = 0. Condition (E3) is, as is mentioned in de Jong and Han (2002) , far from being innocent. For more on this point, the reader is referred to de Jong and Han (2002) .
Below are some examples that should enhance understanding.
Example 2.4. Suppose the distance function is 6) implying that the econometrician wants to minimize the absolute value of the first sample moment plus the square of the second sample moment (when there is a single parameter to estimate). Then the corresponding localized distance is
This d n is bounded uniformly over n from below by
which satisfies (E1). And d n (x) converges uniformly on any compact subset of R 2 to
which satisfies (E3).
Finally, note that any strictly monotonic, continuous transformation of δ(.) does not affect the minimization, and therefore the above assumption in fact means that there exists a strictly monotonic, continuous transformation of δ(.) such that the transformed function satisfies the specified conditions. Our main theorem is the following. Following convention, let D = D(θ 0 ). D W ζ, which has the distribution of GMM estimator (after centering and rescaling) using W as weighting matrix. This is the case of Manski (1983) , Newey (1988) , and Pötscher and Prucha (1997).
Theorem 2.5. Under Assumptions 2.1, 2.2 and 2.3, the estimatorθ converges in probability to
Examples 2.7. Below are two examples taken from de Jong and Han (2002) .
(i) The asymptotics of de Jong and Han (2002) for L p -GMM (p ∈ [1, ∞)) can be obtained with no further analysis, since for the L p distance, we have d = δ and all the conditions described in de Jong and Han (2002) are derived or assumed.
(ii) Consider the L ∞ -GMM estimator corresponding to δ(x) = x ∞ = max 1≤j≤q |x j |.
and we have the asymptotic distribution
Examples 2.8. Some more examples for other complicated distance functions are following.
The asymptotic distribution is different from both the L 1 -GMM limit distribution and the L ∞ -GMM limit distribution.
(ii) Let δ(x) = x 1 + x 2 2 . We have d(x) = x 1 , and therefore the asymptotic distribution is the same as that of the L 1 -GMM estimator. Note that the limiting distribution is different from
Therefore, the asymptotic distribution for the estimator with this distance function is the same as that of the L 1 -GMM estimator.
(iv) Consider δ(x) = |x 1 | + x 2 2 , as in Example 2.4. We have d(x) = |x 1 |, and the estimator has the same asymptotic distribution as that of the method of moments estimator using the first moment condition only, and therefore, it is asymptotically normally distributed. Now, let us consider the matter of weighting. In the context of usual GMM, a weighted GMM estimator can be regarded as an unweighted GMM estimator that uses the transformed moment conditions EAg(y i , θ 0 ) = 0, where A is a (q × q) matrix such that A A is equal to the weight. Extending this way of thinking to general CM estimation, we can define a "weighted" CM estimator as the minimizer of δ [Aḡ(θ) ], where A is a (q × q) matrix. Then, since EAg(y i , θ) = 0 is also a set of correct moment conditions, and since all the conditions in Assumption 2.1 are satisfied for Ag (., .) , the results of Theorem 2.5 hold, but Ω and D should be replaced with with AΩA and AD, respectively. When a consistent estimate A n of A is used in place of A, and therefore whenθ minimizes δ[A nḡ (θ)], the conditions of Assumption 2.1 are still satisfied for A nḡ (θ) and A nD (θ). (Of course, the limiting quantities should change correpondingly.) Hence, using A n instead of A does not affect the results.
Theorem 3.1. Under conditions (C1), (C2), (C3), (D1), and (D2),θ
Proof. See Theorems 9.3.1 and 9.3.2 of Davidson (2000) .
To prove the convergence in distribution asserted in Theorem 2.5, we will apply a continuous mapping theorem to the argmin functional. But as is well known, the argmin function is not continuous in general, and more restrictions should be imposed to the limit criterion function to make the argmin function continuous. (For more information, see Van der Vaart, 1996 , Section 3.2.) A set of conditions that is useful in our case is found in Theorem 2.7 of Kim and Pollard (1990) . More specifically, the theorem states that if (i) a sequence of random processes C n (t) on R p converges in distribution (in the sense of the weak convergence of probability measures) on every compact set to a stochastic process C(t) in a separable subset of locally bounded functions such that, for almost all sample path, (a) C(·) is continuous, (b) C(·) achieves its minimum at a unique point in R p , and (c) C(t) → ∞ as |t| → ∞; and (ii) the minimizerst n of C n (t) are O p (1), thent n converges in distribution to the minimizer of C(t). (Note that the theorem as such is more complicated to handle possible non-measurability of the argmin estimators.)
To apply this result, define the stochastic processes h n on R p as (θ − θ 0 ), Theorem 3.3 will first establish root-n rate of convergence fort n . The next two lemmas will show the convergence in distribution of h n to the stochastic process h,
on any compact, and Lemma 3.6 will establish weak convergence of d n (h n (.)). And finally all the facts and results are assembled to prove our main theorem. To begin with, next theorem establishes thatt n = n 
Proof. We need to prove that for every ε > 0 and η > 0, there exists a finite number n 0 such that if n > n 0 then P {|d n (x n ) − d(x n )| > ε} < η. To prove it, first choose M and n 1 such that P {|x n | > M } < η if n > n 1 . Then M and n 1 are finite because x n = O p (1). Next, for that M , choose n 2 such that sup |x|≤M |d n (x) − d(x)| < 1 2 ε if n > n 2 . Then n 2 is also finite because of the first supposition of the lemma. Let n 0 = max{n 1 , n 2 }. Then for n > n 0 ,
which gives the conclusion.
The above two lemmas mean that the sequence of stochastic processes h n converges in distribution (in the sense of the weak convergence of probability measures) to the stochastic process h on any compact subset K of R p . This result is conveyed to the sequence d n [h n (t)] in the next lemma.
Lemma 3.6. Under the assumptions of Lemmas 3.4 and 3.5, and under assumption (E2) , the stochastic processes C n defined by
(3.10)
converges in distribution on every compact set K to the stochastic process C defined by
Proof. By Lemmas 3.4 and 3.5, we have the weak convergence of h n to h on K. The functions d n (·) are continuous on R q , and uniformly convergent on every compact set to the mapping d(·). Now apply Theorem 1.10 (a generalized version of the continuous mapping theorem) of Prohorov (1956, p. 166) or Theorem 3.27 of Kallenberg (1997, p. 54) .
Proof of Theorem 2.5. First note that C n (t) is minimized byt n = n 1/2 (θ − θ 0 ), which is O p (1) by Theorem 3.3. By Lemma 3.6, C n converges in distribution to C on every compact K. Clearly, C(t) lives in a separable set of functions such that every sample path t → C(t) is locally bounded and continuous and diverges to ∞ if |t| → ∞ because of condition (E1) and the fact that D has full column rank. And finally every sample path t → C(t) achieves its minimum at a unique point by (E3). Now we can apply Theorem 2.7 of Kim and Pollard (1990) .
Conclusion
In this paper, we derived an abstract expression for the limit distribution of estimators which minimize an arbitrary distance function between population moments and sample moments, without the restriction of a nonsingular second derivative of the distance function evaluated at 0. Manski (1983) , Newey (1988) and Pötscher and Prucha (1997) 's traditional asymptotics of root-n consistency and asymptotic normality, as well as de Jong and Han (2002) 's asymptotics are produced as special cases. Chamberlain (1987) 's efficiency result for optimal GMM estimators can again be verified following the same logic as in de Jong and Han (2002) .
