In this paper, we present a fast and accurate numerical scheme for the solution of fifth-order boundary-value problems. We apply the reproducing kernel Hilbert space method (RKHSM) for solving this problem. The analytical results of the equations have been obtained in terms of convergent series with easily computable components.
Introduction
In this work we consider the numerical approximation for the fifth-order boundaryvalue problems of the form the reader is referred to [1] [2] [3] .
This type of boundary-value problems arise in the mathematical modelling of viscoelastic flows and other branches of mathematical, physical and engineering sciences [4, 5] and references therein. Theorems which list the conditions for the existence and uniqueness of solutions of such problems are thoroughly discussed in a book by Agarwal [6] . Khan [7] investigated the fifth-order boundary-value problems by using finite difference methods.
Wazwaz [8] applied Adomian decomposition method for solution of such type of boundaryvalue problems. The use of spline function in the context of fifth-order boundary-value problems was studied by Fyfe [9] , who used the quintic polynomial spline functions to develop consistency relations connecting the values of solution with fifth-order derivatives at the respective nodes. Polynomial sextic spline functions were used [10] to develop the smooth approximations to the solution of problems (1.1) and (1.2). Caglar et al. [11] have used sixth-degree B-spline functions to develop first-order accurate method for the solution two-point special fifth-order boundary-value problems. Noor and Mohyud-Din [12, 13] applied variational iteration and homotopy perturbation methods for solving the problems (1.1) and (1.2), respectively. Khan [14] have used the non-polynomial sextic spline functions for the solution fifth-order boundary-value problems. El-Gamel [15] employed the sinc-Galerkin method to solve the problems (1.1) and (1.2). Lamnii et al. [16] developed and analyzed two sextic spline collocation methods for the problem. Siddiqi et al. [17, 18] used the non-polynomial sextic spline method for special fifth-order problems (1.1) and (1.2). Wang et al. [19] attempted to obtain upper and lower approximate solutions of such problems by applying the sixth-degree B-spline residual correction method.
In this paper, the RKHSM [20, 21] will be used to investigate the fifth-order boundaryvalue problems. In recent years, a lot of attetion has been devoted to the study of RKHSM to investigate various scientific models. The RKHSM which accurately computes the series solution is of great interest to applied sciences. The method provides the solution in a rapidly convergent series with components that can be elegantly computed. The efficiency of the method was used by many authors to investigate several scientific applications. Geng and Cui [22] applied the RKHSM to handle the second-order boundary value problems. Yao and Cui [23] and Wang et al. [24] investigated a class of singular boundary value problems by this method and the obtained results were good. Zhou et al. [25] used the RKHSM effectively to solve second-order boundary value problems. In [26] , the method was used to solve nonlinear infinite-delay-differential equations. Wang and Chao [27] , Li and Cui [28] , Zhou and Cui [29] independently employed the RKHSM to variable-coefficient partial differential equations. Geng and Cui [30] , Du and Cui [31] investigated the approximate solution of the forced Duffing equation with integral boundary conditions by combining the homotopy perturbation method and the RKHSM. Lv and
Cui [32] presented a new algorithm to solve linear fifth-order boundary value problems.
In [33, 34] , authors developed a new existence proof of solutions for nonlinear boundary value problems. Cui and Du [35] obtained the representation of the exact solution for the nonlinear Volterra-Fredholm integral equations by using the reproducing kernel Hilbert space method. Wu and Li [36] applied iterative reproducing kernel method to obtain the analytical approximate solution of a nonlinear oscillator with discontinuties. Recently, the method was apllied the fractional partial differential equations and multi-point boundary value problems [34] [35] [36] [37] . For more details about RKHSM and the modified forms and its effectiveness, see and the references therein.
The paper is organized as follows. Section 2 is devoted to several reproducing kernel spaces and a linear operator is introduced. Solution represantation in W 6 2 [a, b] has been presented in Section 3. It provides the main results, the exact and approximate solution of (1.1) and an iterative method are developed for the kind of problems in the reproducing kernel space. We have proved that the approximate solution converges to the exact solution uniformly. Some numerical experiments are illustrated in Section 4. There are some conclusions in the last section.
Preliminaries

Reproducing Kernel Spaces
In this section, we define some useful reproducing kernel spaces. 
The last condition is called "the reproducing property": the value of the function ϕ at the point t is reproduced by the inner product of ϕ with K (., t) Definition 2.2.
The sixth derivative of u(x) exists almost everywhere since u (5) (x) is absolutely continuous.
The inner product and the norm in W 6 2 [0, 1] are defined respectively by
and 
The inner product and the norm in W 1 2 [0, 1] are defined respectively by
and
The space W 1 2 [0, 1] is a reproducing kernel space and its reproducing kernel function T x (y) is given by 
Through several integrations by parts for (2.3) we have
Note that property of the reproducing kernel
y (0) = 0,
y (x) = δ(x − y),
y (x) = 0, therefore
we have and
From (2.5)-(2.8), the unknown coefficients c i (y) ve d i (y) (i = 1, 2, ..., 12) can be obtained.
Thus for x ≤ y, R y (x) is given by, 
Model problem (1.1) changes the following problem:
(3.1)
3.1. The Linear boundedness of operator L.
, where M k (k = 0, 1, ..., 5) are positive constants.
Proof: For any x ∈ [a, b] it holds that
from the continuity of R x (x), there exists a constant
By (2.1) one gets
For any x, y ∈ [a, b], there exists M k (k = 1, 2, ..., 5), such that
we have
Combining (3.2) and (3.3), it follows that
Proof: (i) By the definition of the operator it is clear that L is a linear operator.
By lemma (3.1) and
Furthermore one gets
Therefore L is a boundend operator. So we obtain the result as required.
The normal orthogonal function system of
, where L * is conjugate operator of L and T x (y) is given by (2.2). Furthermore, for simplicity let
Now several lemmas are given.
is the dense set in [a, b], therefore (Lu)(x) = 0. It follows that u(x) = 0 from the existence of L −1 .
Lemma 3.3. The following formula holds
where the subscript η of operator Lη indicates that the operator L applies to function of η.
Proof:
This completes the proof.
where β ik are orthogonal cofficients.
In the following, we will give the represantation of the exact solution of Eq. 
where
Proof: From the (3.7) and uniqeness of solution of (1.1) (see [32] ), we have
Now the approximate solution u n (x) can be obtained by truncating the n− term of the exact solution u(x), 
Numerical Results
In this section, four numerical examples are provided to show the accuracy of the present method. All computations are performed by Maple 13. The RKHSM does not require discretization of the variables, i.e., time and space, it is not effected by computation round off errors and one is not faced with necessity of large computer memory and time.
The accuracy of the RKHSM for the fifth-order boundary value problems is controllable and absolute errors are small with present choice of x (see Table 1 -4) . The numerical results we obtained justify the advantage of this methodology.
Example 4.1. ( [8, 11, 12] ). We first consider the linear boundary value problem
The exact solution of (4.1) is The exact solution of (4.3) is
The exact solution of (4.5) is y (x) = ln(x + 1).
If we homogenize the boundary conditions of (4.5), then the following (4.6) is obtained The exact solution of (4.7) is
If we homogenize the boundary conditions of (4.7), then the following (4.8) is obtained A comparison with decomposition method by Wazwaz [8] , sixth B-spline method by Caglar et al. [11] , variational iteration and homotopy perturbation methods by Noor and MohyidDin [12, 13] and sinc-galerkin method by Gamel [15] are made and it was seen that the present method yields good results (see Tables 1-4 ).
Conclusion
In this paper, we introduce an algorithm for solving the fifth-order problem with boundary conditions. For illustration purposes, chose four examples which were selected to show the computational accuracy. It may be concluded that, the RKHSM is very powerful and efficient in finding exact solution for a wide class of boundary value problems. The method gives more realistic series solutions that converge very rapidly in physical problems. The approximate solution obtained by the present method is uniformly convergent.
Clearly, the series solution methodology can be applied to much more complicated nonlinear differential equations and boundary value problems as well. However, if the problem becomes nonlinear, then the RKHSM does not require discretization or perturbation and it does not make closure approximation. Results of numerical examples
show that the present method is an accurate and reliable analytical method for the fifth order problem with boundary conditions.
