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Abstract
This is an account of the theory of JSJ decompositions of finitely generated groups,
as developed in the last twenty years or so.
We give a simple general definition of JSJ decompositions (or rather of their Bass-
Serre trees), as maximal universally elliptic trees. In general, there is no preferred JSJ
decomposition, and the right object to consider is the whole set of JSJ decompositions,
which forms a contractible space: the JSJ deformation space (analogous to Outer
Space).
We prove that JSJ decompositions exist for any finitely presented group, without
any assumption on edge groups. When edge groups are slender, we describe flexi-
ble vertices of JSJ decompositions as quadratically hanging extensions of 2-orbifold
groups.
Similar results hold in the presence of acylindricity, in particular for splittings
of torsion-free CSA groups over abelian groups, and splittings of relatively hyperbolic
groups over virtually cyclic or parabolic subgroups. Using trees of cylinders, we obtain
canonical JSJ trees (which are invariant under automorphisms).
We introduce a variant in which the property of being universally elliptic is replaced
by the more restrictive and rigid property of being universally compatible. This yields
a canonical compatibility JSJ tree, not just a deformation space. We show that it
exists for any finitely presented group.
We give many examples, and we work throughout with relative decompositions
(restricting to trees where certain subgroups are elliptic).
Introduction
JSJ decompositions first appeared in 3-dimensional topology with the theory of the char-
acteristic submanifold by Jaco-Shalen and Johannson [JS79, Joh79] (the terminology JSJ
was popularized by Sela). We start with a quick review (restricting to manifolds without
boundary).
From 3-manifolds to groups
Let M be a closed orientable 3-manifold. Given a finite collection of disjoint embedded
2-spheres, one may cut M open along them, and glue balls to the boundary of the pieces
to make them boundaryless. This expressesM as a connected sum of closed manifoldsMi.
The prime decomposition theorem (Kneser-Milnor) asserts that one may choose the spheres
so that each Mi is either irreducible (Mi 6= S3, and every embedded 2-sphere bounds a
ball) or homeomorphic to S2 × S1; moreover, up to a permutation, the summands Mi are
uniquely determined up to homeomorphism.
On the group level, one obtains a decomposition of G = pi1(M) as a free product
G = G1 ∗ · · · ∗Gp ∗ Fq, with Gi the fundamental group of an irreducible Mi and Fq a free
group of rank q coming from the S2 × S1 summands. This decomposition is a Grushko
decomposition of G, in the following sense: each Gi is freely indecomposable (it cannot be
written as a non-trivial free product), non-trivial, and not isomorphic to Z (non-triviality of
Gi is guaranteed by the Poincaré conjecture, proved by Perelman). Any finitely generated
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group has a Grushko decomposition, with q well-defined and the Gi’s well-defined up to
conjugacy (and a permutation).
The prime decomposition implies that one should focus on irreducible manifolds. Since
all spheres bound balls, one now considers embedded tori. In order to avoid trivialities (such
as a torus bounding a tubular neighborhood of a curve), tori should be incompressible: the
embedding T 2 →M induces an injection on fundamental groups.
The theory of the characteristic submanifold now says that, given an irreducible M ,
there exists a finite family T of disjoint non-parallel incompressible tori such that each
component Nj of the manifold (with boundary) obtained by cutting M along T is either
atoroidal (every incompressible torus is boundary parallel) or a Seifert fibered space, i.e.
a 3-manifold having a singular fibration by circles over a 2-dimensional surface Σ (better
viewed as a 2-dimensional orbifold).1 Moreover, any incompressible torus may be isotoped
to be disjoint from T .
With groups in mind, let us point out an important feature of this decomposition. If
two incompressible tori cannot be made disjoint by an isotopy, they may be isotoped to be
contained in a Seifert piece. Conversely, in a Seifert fibered space, preimages of intersecting
simple curves on Σ are intersecting tori.
We thus see that the presence of intersecting tori inM forces some surface Σ to appear.
One of the remarkable facts about JSJ theory for groups is that a similar phenomenon
occurs. For instance, if a finitely generated one-ended group admits two splittings over
Z that “intersect” each other in an essential way,2 then it must contain the fundamental
group of a compact surface, attached to the rest of the group along the boundary (see
Theorem 4 below and Section 6, in particular Proposition 6.25).
We also point out that the family T mentioned above is unique up to isotopy. On the
other hand, a family of spheres defining the prime decomposition is usually not unique.
Similarly, the Grushko decompositions of a group usually form a large outer space [CV86,
GL07b], whereas one may often construct canonical splittings of one-ended groups, which
are in particular invariant under automorphisms (see Theorems 6 and 8 below).
These topological ideas were carried over to group theory by Kropholler [Kro90] for
some Poincaré duality groups of dimension at least 3, and by Sela for torsion-free hy-
perbolic groups [Sel97b]. Constructions of JSJ decompositions were given in more general
settings by many authors (Rips-Sela [RS97], Bowditch [Bow98], Dunwoody-Sageev [DS99],
Fujiwara-Papasoglu [FP06], Dunwoody-Swenson [DS00], Scott-Swarup [SS03], Papasoglu-
Swenson [PS09]. . . ). This has had a vast influence and range of applications, from the iso-
morphism problem and the structure of the group of automorphisms of hyperbolic groups,
to diophantine geometry over groups, and many others.
In this group-theoretical context, one has a finitely generated group G and a class
of subgroups A (such as cyclic groups, abelian groups, ...), and one tries to understand
splittings (i.e. graph of groups decompositions) of G over groups in A. The family of tori
T of the 3-manifold is replaced by a splitting of G over groups in A. The authors construct
a splitting enjoying a long list of properties, rather specific to each case.
Our first goal is to give a simple general definition of JSJ decompositions stated by
means of a universal maximality property, together with general existence and unique-
ness statements in terms of deformation spaces (see below). The JSJ decompositions
constructed in [RS97, Bow98, DS99, FP06] are JSJ decompositions in our sense (see Sub-
section 2.6).
The regular neighbourhood of [SS03] is of a different nature. In [DS00, SS03], one looks
1Thurston’s geometrization conjecture, whose proof was completed by Perelman, asserts that each Nj
has a geometric structure. In particular, every atoroidal Nj with infinite fundamental group is hyperbolic
(its interior admits a complete metric with finite volume and constant curvature −1).
2 More precisely: the edge groups of each splitting should be hyperbolic in the Bass-Serre tree of the
other splitting.
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at almost invariant sets rather than splittings, in closer analogy to a 3-manifold situation
where one wants to understand all immersed tori, not just the embedded ones. One obtains
a canonical splitting of G rather than just a canonical deformation space. See Parts IV
and V for canonical splittings, and [GL10] for the relation between [SS03] and usual JSJ
decompositions.
Definition of JSJ decompositions
To motivate the definition, let us first consider free decompositions of a group G, i.e.
decompositions of G as the fundamental group of a graph of groups with trivial edge
groups, or equivalently actions of G on a simplicial tree T with trivial edge stabilizers.
Let G = G1 ∗ · · · ∗ Gp ∗ Fq be a Grushko decomposition, as defined above (Gi is non-
trivial, not Z, freely indecomposable). One may view G as the fundamental group of one
of the graphs of groups pictured on Figure 1. The corresponding Bass-Serre trees have
trivial edge stabilizers, and the vertex stabilizers are precisely the conjugates of the Gi’s;
we call a tree with these properties a Grushko tree (if G is freely indecomposable, Grushko
trees are points).
t1
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p = 5, q = 6
Figure 1: Graph of groups decompositions corresponding to two Grushko trees.
Since the Gi’s are freely indecomposable, Grushko trees T0 have the following maxi-
mality property: if T is any tree on which G acts with trivial edge stabilizers, Gi fixes a
point in T , and therefore T0 dominates T in the sense that there is a G-equivariant map
T0 → T . In other words, among free decompositions of G, a Grushko tree T0 is as far as
possible from the trivial tree (a point): its vertex stabilizers are as small as possible (they
are conjugates of the Gi’s). This maximality property does not determine T0 uniquely, as
it is shared by all Grushko trees; we will come back to this key fact later, when discussing
uniqueness.
When more general decompositions are allowed, for instance when one considers split-
tings over Z, there may not exist a tree with the same maximality property. The funda-
mental example is the following. Consider an orientable closed surface Σ, and two simple
closed curves c1, c2 in Σ with non-zero intersection number. Let Ti be the Bass-Serre tree
of the associated splitting of G = pi1(Σ) over Z ' pi1(ci). Since c1 and c2 have positive
intersection number, pi1(c1) is hyperbolic in T2 (it does not fix a point) and vice-versa.
Using the fact that pi1(Σ) is freely indecomposable, it is an easy exercise to check that
there is no splitting of pi1(Σ) which dominates both T1 and T2. In this case there is no
hope of having a splitting over cyclic groups similar to T0 above.
To overcome this difficulty, one restricts to universally elliptic splittings, defined as
follows.
We consider trees with an action of a finitely generated group G, and we require that
edge stabilizers be in A (a given family of subgroups of G, closed under conjugating and
taking subgroups); we call such a tree an A-tree. By Bass-Serre theory, this corresponds
to splittings of G over groups in A. Unless otherwise indicated, all trees are assumed to
be A-trees.
Definition. An A-tree is universally elliptic if its edge stabilizers are elliptic in every
A-tree.
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Recall that H is elliptic in T if it fixes a point in T (in terms of graphs of groups, H is
contained in a conjugate of a vertex group). Free decompositions are universally elliptic,
but the trees T1, T2 introduced above are not.
Definition. A JSJ decomposition (or JSJ tree) of G over A is an A-tree T such that:
• T is universally elliptic;
• T dominates any other universally elliptic tree T ′.
We call the quotient graph of groups Γ = T/G a JSJ splitting, or a JSJ decomposition.
Recall that T dominates T ′ if there is an equivariant map T → T ′; equivalently, any
group which is elliptic in T is also elliptic in T ′. The second condition in the definition is a
maximality condition expressing that vertex stabilizers of T are as small as possible (they
are elliptic in every universally elliptic tree).
If A consists of all subgroups with a given property (being cyclic, abelian, slender, ...),
we refer to, say, cyclic trees, cyclic JSJ decompositions when working over A.
When A only contains the trivial group, JSJ trees are the same as Grushko trees. If
G = pi1(Σ) as above, and A is the family of cyclic subgroups, the JSJ decomposition is
trivial (the point is the only JSJ tree).
Existence.
JSJ trees do not always exist: the finitely generated inaccessible group D constructed by
Dunwoody [Dun93] has no JSJ tree over finite groups, and D × Z is a one-ended group
with no JSJ decomposition over virtually cyclic subgroups. On the other hand, it follows
rather easily from Dunwoody’s accessibility [Dun85] that a finitely presented group has
JSJ decompositions over any class A of subgroups (we emphasize that no assumption on
A, such as smallness, is needed).
Theorem 1 (Theorem 2.16). Let A be an arbitrary family of subgroups of G, stable under
taking subgroups and under conjugation. If G is finitely presented, it has a JSJ decompo-
sition over A. In fact, there exists a JSJ tree whose edge and vertex stabilizers are finitely
generated.
In Part IV we shall present a different way of constructing JSJ decompositions, based on
Sela’s acylindrical accessibility, which applies in some more general situations (the existence
of such JSJ decompositions for limit groups is mentioned and used in [Sel01], and we give a
complete proof). We will give more details later in this introduction, but we mention two
typical results here. A group is CSA if maximal abelian subgroups are malnormal, small
if it has no free non-abelian subgroup (see Subsection 1.5.2 for variations).
Theorem 2 (Theorem 9.5). Let G be a torsion-free finitely generated CSA group. There
is a JSJ decomposition of G over abelian subgroups.
Theorem 3 (Theorem 9.18). Let G be hyperbolic relative to a finite family of finitely
generated small subgroups. If A is either the family of all virtually cyclic subgroups of G,
or the family of all small subgroups, there is a JSJ decomposition of G over A.
Uniqueness.
JSJ trees are not unique. . . Returning to the example of free decompositions, one
obtains trees with the same maximality property as T0 by precomposing the action of G on
T0 with any automorphism of G. One may also change the topology of the quotient graph
T0/G (see Figure 1). The canonical object is not a single tree, but the set of all Grushko
trees (trees with trivial edge stabilizers, and non-trivial vertex stabilizers conjugate to the
Gi’s), a deformation space.
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Definition (Deformation space [For02]). The deformation space D of a tree T is the set
of trees T ′ such that T dominates T ′ and T ′ dominates T . Equivalently, two trees are in
the same deformation space if and only if they have the same elliptic subgroups.
More generally, given a family of subgroups A˜ ⊂ A, one considers deformation spaces
over A˜ by restricting to trees in D with edge stabilizers in A˜.
For instance, Culler-Vogtmann’s outer space (the set of free actions of Fn on trees) is
a deformation space. Just like outer space, any deformation space may be viewed as a
complex in a natural way, and it is contractible (see [Cla05, GL07a]).
If T is a JSJ tree, another tree T ′ is a JSJ tree if and only if T ′ is universally elliptic, T
dominates T ′, and T ′ dominates T . In other words, T ′ should belong to the deformation
space of T over Aell, where Aell is the family of universally elliptic groups in A.
Definition. If non-empty, the set of all JSJ trees is a deformation space over Aell called
the JSJ deformation space (of G over A). We denote it by DJSJ .
The canonical object is therefore not a particular JSJ decomposition, but the JSJ
deformation space. For instance, the JSJ deformation space of Fn over any A is outer
space (see Subsection 3.1).
It is a general fact that two trees belong to the same deformation space if and only if
one can pass from one to the other by applying a finite sequence of moves of certain types,
see [For02, GL07a, For06, CF09] and Remark 2.13 (this may be viewed as a connectedness
statement, but as mentioned above deformation spaces are actually contractible). The
statements about uniqueness of the JSJ decomposition up to certain moves which appear
in [RS97, DS99, FP06], as well as the non-uniqueness results of [For03], are special cases
of this general fact.
Another general fact is the following: two trees belonging to the same deformation
space over A have the same vertex stabilizers, provided one restricts to groups not in A. It
thus makes sense to study vertex stabilizers of JSJ trees. We do so in Part III (see below).
If A is invariant under the group of automorphisms of G (in particular if A is defined
by restricting the isomorphism type), then so is the deformation space DJSJ . As in the
case of outer space, precomposing actions on trees with automorphisms of G yields an
action of Aut(G) on DJSJ , a contractible complex. This action factors through an action
of Out(G), thus providing information about Out(G) [CV86, MM96, GL07b, Cla09].
We stress once again that, in general, the canonical object associated to G and A is
the deformation space consisting of all JSJ trees, and it may be quite large.
. . . but sometimes there is a canonical JSJ tree. In some nice situations one can
construct a canonical JSJ tree T in DJSJ .
By canonical, we essentially mean “defined in a natural, uniform way”. In particular,
given any isomorphism α : G → G′ sending A to A′, canonicity implies that there is a
unique α-equivariant isomorphism Hα : T → T ′ between the canonical JSJ trees. Applying
this with G′ = G (assuming that A is invariant under automorphisms), one gets an action
of Aut(G) on T . The canonical tree T is a fixed point for the action of Out(G) on the JSJ
deformation space.
The existence of such a canonical splitting gives precise information about Out(G), see
[Sel97b, Lev05a, GL11] for applications. A particularly nice example, due to Bowditch
[Bow98], is the construction of a canonical JSJ decomposition of a one-ended hyperbolic
group over virtually cyclic subgroups, from the structure of local cut points in the Gromov
boundary.
This is not a consequence of the sole fact that G is one-ended, and that one considers
splittings over virtually cyclic groups: the cyclic splittings of G = Fn × Z are in one-to-
one correspondence with the free splittings of Fn, and the JSJ deformation space of G is
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the outer space of Fn. Generalized Baumslag-Solitar groups are other striking examples
where a strong non-uniqueness occurs, with surprising algebraic consequences like the
fact (due to Collins-Levin [CL83]) that the group Out(BS(2, 4)) of outer automorphisms
of the Baumslag-Solitar group BS(2, 4) = 〈a, t | ta2t−1 = a4〉 is not finitely generated
[For06, Cla09].
A method to produce a canonical tree from a deformation space will be given in Part
IV, using a construction called the tree of cylinders [GL11]. In particular, it yields canon-
ical JSJ decompositions of one-ended CSA groups and relatively hyperbolic groups (see
Theorems 6 and 8 below). The compatibility JSJ decomposition introduced below also
yields a canonical tree.
Description: Quadratically hanging vertex groups.
As mentioned above, Grushko trees have a strong maximality property: their vertex sta-
bilizers are elliptic in any free splitting of G. This does not hold any longer when one
considers JSJ decompositions over infinite groups, in particular cyclic groups: a vertex
stabilizer Gv of a JSJ tree may fail to be elliptic in some splitting (over the chosen family
A).
If this happens, we say that the vertex stabilizer Gv (or the corresponding vertex v, or
the vertex group of the quotient graph of groups) is flexible. The other stabilizers (which
are elliptic in every splitting over A) are called rigid. In particular, all vertices of Grushko
trees are rigid (because their stabilizers are freely indecomposable). On the other hand, in
the example of G = pi1(Σ), the unique vertex stabilizer Gv = G is flexible.
Because all JSJ decompositions lie in the same deformation space over Aell, they have
the same flexible vertex stabilizers (and the same rigid vertex stabilizers not in A).
The essential feature of JSJ theory is the description of flexible vertices, in particular
the fact that flexible vertex stabilizers are often “surface-like” ([RS97, DS99, FP06]; see
below, and Theorem 6.2, for more precise statements). In other words, the example of
trees T1, T2 given above using intersecting curves on a surface is often the only source of
flexible vertices.
This is formalized through the notion of quadratically hanging (QH) groups, a termi-
nology due to Rips and Sela [RS97].
For cyclic splittings of a torsion-free group, a vertex group Gv is QH if it may be viewed
as the fundamental group of a (possibly non-orientable) compact surface with boundary
Σ, in such a way that any incident edge group is trivial or contained (up to conjugacy) in a
boundary subgroup, i.e. the fundamental group B = pi1(C) of a boundary component C of
Σ. The terminology “quadratically hanging” describes the way in which pi1(Σ) is attached
to the rest of the group, since boundary subgroups are generated by elements which are
quadratic words in a suitable basis of the free group pi1(Σ).
In a more general setting, one extends this notion as follows: Gv is an extension
1 → F → Gv → pi1(Σ) → 1, where Σ is a compact hyperbolic 2-orbifold (usually with
boundary), and F is an arbitrary group called the fiber. The condition on the attachment
is that the image of any incident edge group in pi1(Σ) is finite or contained in a boundary
subgroup (see Section 5 for details).
Recall that a group is slender if all its subgroups are finitely generated.
Theorem 4 ([FP06], see Corollary 6.3). Let A be the class of all slender subgroups of a
finitely presented group G. Let Gv be a flexible vertex group of a JSJ decomposition of G
over A. Then Gv is either slender or QH with slender fiber.
One may replace A by a subfamily, provided that it satisfies a suitable stability con-
dition. In particular, A may be the family of cyclic subgroups, virtually cyclic subgroups,
polycyclic subgroups. Failure of this stability condition explains why the result does not
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apply to JSJ decompositions over abelian groups in general (see Subsection 5.5). On the
other hand, non-abelian flexible vertex groups in Theorem 2 are QH with trivial fiber, and
in Theorem 3 non-small flexible vertex groups are QH with finite fiber.
Theorem 4 says that flexible subgroups of the JSJ decomposition are QH, but one can
say more: they are maximal in the following sense.
Proposition 5 (see Corollary 5.30). Let G be one-ended, and let A be the class of all
virtually cyclic groups. Let Q be a QH vertex stabilizer with finite fiber in an arbitrary
A-tree.
Then Q is contained in a QH vertex stabilizer of any cyclic JSJ decomposition of G.
This does not hold without the one-endedness assumption: non-abelian free groups
contain many non-trivial QH subgroups.
Our proof of Theorem 4 is based on the approach by Fujiwara and Papasoglu using
products of trees [FP06], but with several simplifications. In particular, we do not have to
construct a group enclosing more than two splittings.
The characteristic property of slender groups is that, whenever they act on a tree with
no fixed point, there is an invariant line. Using these lines, one may construct subsurfaces
in the product of two trees and this explains (at least philosophically) the appearance of
surfaces, hence of QH vertex groups, in Theorem 4. This is the content of Proposition
6.25.
This approach does not work if edge groups are not slender (unless there is acylindricity,
as in Theorem 8 below), and the following problem is open.
Problem. Describe flexible vertices of JSJ decompositions of a finitely presented group
over small subgroups.
Relative decompositions
For many applications, it is important not to consider all A-trees, but only those in which
subgroups of G belonging to a given family H are elliptic (i.e. every H ∈ H fixes a point in
the tree). We say that such a tree is relative to H, and we call it an (A,H)-tree. Working
in a relative setting is important for applications (see e.g. [Sel01, Section 9], [Pau04, Per11],
and Theorems 6 and 8 below), and also needed in our proofs. In the proof of Theorem 4
describing flexible vertex groups Gv of slender JSJ decompostions, for instance, we do not
work with splittings of G, but rather with splittings of Gv relative to incident edge groups.
Definitions extend naturally to relative trees: a tree is universally elliptic if its edge
groups are elliptic in every (A,H)-tree, and a JSJ decomposition of G over A relative to
H is an (A,H)-tree which is universally elliptic and maximal for domination.
The theorems stated above remain true, but H must be a finite family of finitely
generated subroups in Theorems 1 and 4, and one must take H into account when defining
QH vertices (see Definition 5.13).
In this text we consistently work in a relative setting, so the reader does not have to
take it as an act of faith that arguments also work for relative trees. For simplicity, though,
we limit ourselves to the non-relative case in this introduction (except in Theorems 6 and
8 where obtaining canonical trees definitely requires working in a relative setting).
Acylindricity
We have explained how Dunwoody’s accessibility may be used to construct the JSJ defor-
mation space, which contains no preferred tree in general. In Part IV we use a different
approach, based on the trees of cylinders of [GL11] and on Sela’s acylindrical accessibility
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[Sel97a], which yields more precise results when applicable. Unlike Dunwoody’s accessibil-
ity, acylindrical accessibility only requires finite generation of G (see Subsection 1.6).
Let G be a one-ended group, and T any tree with (necessarily infinite) virtually cyclic
edge stabilizers. Say that two edges of T are equivalent if their stabilizers are commen-
surable (i.e. have infinite intersection). One easily checks that equivalence classes are
connected subsets of T , which we call cylinders. Two distinct cylinders intersect in at most
one point. Dual to this partition of T into subtrees is another tree Tc called the tree of
cylinders (it is sometimes necessary to use a collapsed tree of cylinders, see Definition 7.2,
but we neglect this here).
This construction works with other equivalence relations among infinite edge stabilizers.
Here are two examples: G is a relatively hyperbolic group, and the equivalence relation
is co-elementarity among infinite elementary subgroups (A ∼ B if and only if 〈A,B〉 is
elementary, i.e. virtually cyclic or parabolic), or G is a torsion-free CSA group and the
relation is commutation among non-trivial abelian subgroups.
Z
Z
ZZ
Z
Z
Z
Z Z2
b b
bb
Figure 2: A JSJ splitting of a toral relatively hyperbolic group and its tree of cylinders.
Here is an example (which already appears in [GL11]). Let T be the Bass-Serre tree of
the graph of groups Γ pictured on the left of Figure 2 (all punctured tori have the same
boundary subgroup, equal to the edge groups of Γ). The fundamental group of Γ is a
torsion-free one-ended group G (which is toral relatively hyperbolic and CSA), and T is a
cyclic JSJ decomposition of G. In this case all previous equivalence relations on the set of
edge stabilizers of T (commensurability, co-elementarity, commutation) reduce to equality,
and the quotient graph of groups of the tree of cylinders Tc is pictured on the right of
Figure 2; there is a new vertex group, isomorphic to Z2.
There are three main benefits in passing from the JSJ tree T to Tc. First, two trees
in the same deformation space always have the same tree of cylinders. In particular, the
tree Tc is invariant under all automorphisms of G (whereas T is only invariant up to
deformation). Second, Tc is acylindrical: all segments of length 3 have trivial stabilizer
(whereas T contains lines with infinite cyclic pointwise stabilizer). Third, trees of cylinders
enjoy nice compatibility properties, which will be important later. There is a small price
to pay in order to replace T by the better tree Tc, namely changing the deformation space
by creating a new vertex group Z2.
This example is typical of the method we use in Part IV to prove Theorems 2 and 3.
Using trees of cylinders, we show that one may associate to any tree T an acylindrical
tree T ∗ in such a way that groups elliptic in T are also elliptic in T ∗, and groups elliptic
in T ∗ but not in T are small (T ∗ is smally dominated by T in the sense of Definition
7.10). Applying acylindrical accessibility to trees T ∗ is one of the key ingredients in our
construction of JSJ decompositions, but the proof involves much more than a bound on
the complexity of acylindrical splittings.
In the example, the tree T is a cyclic JSJ tree, but the preferred tree Tc is in a slightly
different deformation space; it is a JSJ tree relative to the Z2 subgroup. In general, we
show:
Theorem 6 (Theorem 9.5). Let G be a torsion-free finitely generated one-ended CSA
group. There is a canonical JSJ tree over abelian subgroups relative to all non-cyclic abelian
subgroups. Its non-abelian flexible vertex stabilizers are QH with trivial fiber.
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The CSA property (maximal abelian subgroups are malnormal) holds for any torsion-
free hyperbolic group Γ, and any Γ-limit group. If Γ is a hyperbolic group with torsion, Γ
and all Γ-limit groups have the weaker property of being K-CSA (for some integer K), as
defined in Subsection 9.2. Theorem 6 generalizes to this setting (see Theorem 9.14) and
implies the following result:
Theorem 7. Let Γ be a hyperbolic group, and let G be a one-ended Γ-limit group. Then
G has a canonical JSJ tree over virtually abelian subgroups relative to all virtually abelian
subgroups which are not virtually cyclic. Its flexible vertex stabilizers are virtually abelian
or QH with finite fiber.
We have a similar statement for relatively hyperbolic groups.
Theorem 8 (Theorem 9.18). Let G be one-ended and hyperbolic relative to a finite family of
finitely generated small subgroups. If A is either the family of all virtually cyclic subgroups
of G, or the family of all small subgroups, there is a canonical JSJ tree over A relative to
all parabolic subgroups. Its flexible vertex stabilizers are small or QH with finite fiber.
The trees produced by these theorems are defined in a uniform, natural way, and are
canonical (as discussed above). In particular, they are invariant under automorphims.
When G is a one-ended hyperbolic group, the canonical JSJ tree (non-relative in this case)
coincides with the tree constructed by Bowditch [Bow98] using the topology of ∂G.
Compatibility JSJ
A refinement Tˆ of a tree T is a tree obtained by blowing up vertices of T (beware that
in [FP06] a refinement of T is what we call a tree dominating T ; on the other hand, their
elementary unfoldings are refinements in our sense). There is a map p from Tˆ to T , so
Tˆ dominates T , but this map is very special: it maps any segment [x, y] of Tˆ onto the
segment [p(x), p(y)] of T (in particular, it does not fold). We call such a map a collapse
map, as it is obtained by collapsing certain edges to points.
If a tree T1 is universally elliptic, then given any tree T2 there is a refinement Tˆ1 of T1
which dominates T2: there is an equivariant map f : Tˆ1 → T2 (see Proposition 2.2). If T2
has finitely generated edge stabilizers, one may obtain T2 from Tˆ1 by a finite sequence of
folds and collapses [BF91]. In this sense, one can read T2 from T1. In particular, one may
read any tree T2 from any JSJ tree T1.
In general, the map f : Tˆ1 → T2 is not a collapse map (there are folds). We say that
T1 and T2 are compatible if there exists a refinement Tˆ1 with a collapse map f : Tˆ1 → T2.
In other words, T1, T2 are compatible when they have a common refinement. This implies
that edge stabilizers of each tree are elliptic in the other, but is much more restrictive.
For instance, if Σ is a compact surface with boundary, free splittings of pi1(Σ) dual
to properly embedded arcs are always elliptic with respect to each other (edge groups are
trivial), but they are compatible only if the arcs are disjoint (up to isotopy). On the other
hand, splittings of a hyperbolic surface group associated to two simple closed geodesics
γ, γ′ are compatible if and only if γ and γ′ are disjoint or equal; in this specific case,
compatibility is equivalent to the trees being elliptic with respect to each other.
In Part V we introduce another type of JSJ decomposition, which encodes compatibility
of splittings rather than ellipticity. The new feature is that, except in degenerate cases, it
will lead to a canonical tree Tco (not just a deformation space). As above, we fix a family
A and all trees are assumed to be A-trees.
We say that a tree T (or the corresponding graph of groups Γ) is universally compatible
if it is compatible with every tree. One may then obtain any tree from T by refining and
collapsing, and view any one-edge splitting of G as coming from an edge of Γ or from a
splitting of a vertex group of Γ.
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Definition. The compatibility JSJ deformation space Dco is the maximal deformation
space (for domination) containing a universally compatible tree (such a maximal deforma-
tion space, if it exists, is unique).
In other words, Dco contains a universally compatible tree T , and T dominates all
universally compatible trees.
Theorem 9 (Theorem 10.3). Let G be finitely presented, and let A be any conjugacy-
invariant class of subgroups of G, stable under taking subgroups. Then the compatibility
JSJ deformation space Dco of G over A exists.
Although existence of the usual JSJ deformation space is a fairly direct consequence of
accessibility, proving existence of the compatibility JSJ deformation space is more delicate.
Among other things, we use a limiting argument, and we need to know that a limit of
universally compatible trees is universally compatible. This is best expressed in terms of
R-trees (see the appendix).
As mentioned above, the deformation space Dco contains a canonical element Tco,
except in degenerate cases. Recall that a tree T is irreducible if G acts on T with no fixed
point, no fixed end, and no invariant line; we say that a deformation space D is irreducible
if some (equivalently, every) T ∈ D is irreducible.
Theorem 10 (Corollary 10.8). If Dco exists and is irreducible, it contains a canonical tree
Tco, the compatibility JSJ tree. In particular, if A is invariant under automorphisms of
G, so is Tco.
This is because a deformation space D containing an irreducible universally compatible
tree has a preferred element.
We develop an analogy with arithmetic, viewing a refinement of T as a multiple of T ,
and one-edge splittings as primes. We define the greatest common divisor (gcd) of two
trees, the least common multiple (lcm) of a family of pairwise compatible trees, and Tco is
the lcm of the reduced universally compatible trees contained in Dco (see Subsection 1.4.2
for the definition of “reduced”).
This tree Tco is similar to the canonical tree TSS constructed by Scott and Swarup
[SS03], which has the property of being compatible with almost-invariant sets (Scott and
Swarup use the word enclosing, which generalizes compatibility). In general, Tco dominates
TSS , but it may be non-trivial when TSS is trivial (this happens for instance for the
Baumslag-Solitar group BS(m,n) when none of m,n divides the other). See [GL10] for
the relation between TSS and JSJ decompositions.
Being invariant under automorphisms sometimes forces Tco to be trivial (a point).
This happens for instance when G is free. On the other hand, we give simple examples
with Tco non-trivial: certain virtually free groups, generalized Baumslag-Solitar groups,
Poincaré duality groups... Trees of cylinders also provide many examples. In particular,
the canonical trees of Theorems 6 and 8 are very closely related to Tco.
Contents of the paper
For the reader’s convenience we now describe the detailed contents of each section. This
includes a few results not directly related to JSJ decompositions, which are of independent
interest: relative finite presentation (4.2.2), small orbifolds (5.1.3), orbifolds with finite
mapping class group (5.1.4),K-CSA groups (9.2), compatibility and length functions (A.3),
arithmetic of trees (A.5).
This is meant as a description, so statements may be imprecise or incomplete.
• In the preliminary section (Section 1), we collect basic facts about groups acting on
trees, and we define (A,H)-trees (trees with edge stabilizers in A relative to H), collapse
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maps and refinements, compatibility, domination, deformation spaces. We discuss slen-
derness and smallness of subgroups, one-endedness, and we recall the main accessibility
results. We also define and discuss relative finite generation and presentation (relative
finite presentation of vertex groups is studied in Subsection 4.2.2).
• Section 2 starts with a very useful fact: if all edge stabilizers of T1 are elliptic in T2,
there is a refinement of T1 which dominates T2. After defining universal ellipticity, we define
JSJ trees and the JSJ deformation space by a maximality property, as explained above.
We prove the existence of JSJ decompositions under a finite presentability assumption,
first in the non-relative case and then in general. This relies on a version of Dunwoody’s
accessibility due to Fujiwara-Papasoglu [FP06] which we state and prove. We also explain
why the JSJ decompositions constructed by Rips-Sela [RS97], Dunwoody-Sageev [DS99],
Fujiwara-Papasoglu [FP06] are JSJ decompositions in our sense.
• Section 3 is devoted to simple examples. We first consider Grushko decompositions
(over the trivial group) and Stallings-Dunwoody decompositions (over finite groups), ex-
plaining how to interpret them as JSJ decompositions. We also consider small groups, and
locally finite trees (such as those associated to cyclic splittings of generalized Baumslag-
Solitar groups). All these examples of JSJ decompositions only have rigid vertices. At the
end of the section we work out an example where the JSJ decomposition has QH flexible
vertices.
• Section 4 contains various useful technical results. Given a vertex of a graph of
groups or of a tree, we define the incident edge groups and we point out that any splitting
of the vertex group which is relative to the incident edge groups extends to a splitting of
G. Given a universally elliptic splitting of G, one may obtain a JSJ decomposition of G
from relative JSJ decompositions of vertex groups. In particular, one may usually restrict
to one-ended groups when studying JSJ decompositions.
• Section 5 is devoted to QH groups. We first study 2-dimensional hyperbolic orbifolds
Σ, in particular the relation between splittings of pi1(Σ) and simple closed geodesics on Σ.
We classify orbifolds Σ with no essential simple closed geodesic (their groups do not split
over a cyclic subgroup relative to the fundamental groups of boundary components, so they
do not appear in QH vertices of JSJ decompositions); when Σ is a surface, only the pair
of pants (thrice-punctured sphere) occurs, but the classification is more complicated for
singular, possibly non-orientable, orbifolds. We also classify orbifolds with finite mapping
class group.
We then define QH subgroups, and study their basic properties (universal ellipticity
of the fiber, used boundary components, existence of simple geodesics, universally elliptic
subgroups). In particular, we show that, if Q is a QH vertex group in a JSJ decomposition
over slender groups, and G acts on a tree with slender edge stabilizers, then either Q fixes
a point or its action on its minimal subtree is dual to a family of simple closed geodesics
of Σ. We also prove a more general version of Proposition 5 showing that, under suitable
assumptions, any QH vertex stabilizer Q of any tree is elliptic in JSJ trees.
Using a filling construction, we give examples of possible peripheral structures of QH
vertex groups, and we show that flexible vertex groups of JSJ decompositions over abelian
subgroups do not have to be QH (the filling construction was introduced in Section 4, in
order to provide an alternative construction of relative splittings).
• In Section 6 we study flexible vertices of JSJ decompositions over slender groups;
in particular, we prove Theorem 4. For completeness we also describe slender flexible
subgroups. We allow edge stabilizers which are only “slender in trees”: whenever G acts on
a tree, they fix a point or leave a line invariant. This is useful when working in a relative
setting, as groups in H are automatically slender in trees.
To prove Theorem 4, we follow the approach by Fujiwara-Papasoglu [FP06], with sim-
plifications. In particular, the a priori knowledge that JSJ decompositions exist allows us
to reduce to totally flexible groups. Following [FP06], we define the core, and the enclosing
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group of two splittings (which we call their regular neighborhood). We then construct a
filling pair of splittings, and we show that their regular neighborhood is the required QH
group. For technical reasons we replace Fujiwara-Papasoglu’s notion of minimal splittings
by the slightly stronger notion of minuscule splittings.
In Theorem 4 the family A does not have to be the family of all slender subgroups of G.
The theorem holds ifA is a family of slender groups satisfying one of two stability conditions
(SC) and (SCZ); the familly of cyclic (resp. virtually cyclic) subgroups satisfies (SCZ)
(resp. (SC)). These conditions ensure that the regular neighborhood of two splittings with
edge groups in A also has edge groups in A.
• Section 7 is devoted to the tree of cylinders. Given an admissible equivalence relation
on the set A∞ of infinite groups in A, one may associate a tree of cylinders Tc to any
tree T with stabilizers in A∞. This tree only depends on the deformation space of T . We
give conditions ensuring that Tc is acylindrical and smally dominated by T (this means in
particular that groups elliptic in Tc but not in T are small). We also study the compatibility
properties of Tc.
• In Section 8 we show that JSJ decompositions exist, and non-small flexible vertex
groups are QH with finite fiber, under the assumption that one may associate to any tree
T an acylindrical tree T ∗ smally dominated by T . We first construct a relative tree as in
Theorems 6 and 8, and we refine it in order to get the required JSJ tree.
• This is applied in Section 9, with T ∗ the tree of cylinders, and used to prove Theorems
6 and 8. We study torsion-free CSA groups, relatively groups, as well as cyclic splittings
of commutative transitive groups. We introduce K-CSA groups, for K an integer, which
are better suited than CSA groups to study groups with torsion, and we prove Theorem
7. We also discuss a slightly different type of JSJ decompositions of one-ended hyperbolic
groups, where edge groups are required to be maximal virtually cyclic subgroups with
infinite center.
• In Section 10 we define universal compatibility and we show Theorem 9 (existence of
the compatibility JSJ deformation space Dco). We then construct the compatibility JSJ
tree Tco and we give examples. In particular, we use the compatibility properties of the
tree of cylinders to identify Dco for abelian splittings of CSA groups, elementary splittings
of relatively hyperbolic groups, and cyclic splittings of commutative transitive groups.
• In the appendix we view trees as metric rather than combinatorial objects, and we
actually consider R-trees. We first give simple proofs of two standard results: a tree is
determined by its length function ([AB87], [CM87]), the axes topology agrees with the
equivariant Gromov-Hausdorff topology [Pau89]. We then study compatibility (which is
defined for R-trees using collapse maps): we prove that two R-trees are compatible if and
only if the sum of their length functions is a length function (i.e. it comes from some R-
tree). In particular, compatibility is a closed property in the space of trees (this is used in
the proof of Theorem 9).
Using the core introduced by the first author [Gui05], we then show that a finite family
of pairwise compatible R-trees has a common refinement. Going back to simplicial trees,
we develop an analogy with basic arithmetics: we define the prime factors of a tree T (the
one-edge splittings corresponding to edges of the quotient graph T/G), we show that trees
are square-free, and we define gcd’s and lcm’s.
We conclude by some remarks about combining JSJ theory and Rips theory to describe
small actions on R-trees. This gives another, more general, approach to the main result of
[Gui00b].
What is new
JSJ theory was developed by several people, but to the best of our knowledge the following
is original material:
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• The definition of JSJ decompositions as a deformation space satisfying a maximality
property.
• The systematic study of relative JSJ decompositions.
• Most of Section 4.
• The classification of small orbifolds and orbifolds with finite mapping class group in
Section 5.
• The stability conditions (SC) and (SCZ) (but compare [DS99]), and the description
of slender flexible groups.
• Everything from Subsection 7.3 on, with the exception of A.1 and A.2. In particular
the detailed proof of existence of the JSJ decomposition under acylindricity assumptions
(compare [Sel99, Sel01]), the compatibility JSJ tree, the arithmetic of trees.
• The K-CSA property (but see also [RW10]).
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Part I
Preliminaries
1 Preliminaries
In this paper, G will always be a finitely generated group. Sometimes finite presentation
will be needed, for instance to prove existence of JSJ decompositions in full generality.
1.1 Basic notions and notations
Two subgroups H,H ′ of a group G are commensurable if H ∩H ′ has finite index in H and
in H ′. The commensurator of H (in G) is the set of elements g ∈ G such that gHg−1 is
commensurable to H.
We denote by Fn the free group on n generators.
A group H is virtually cyclic if it has a cyclic subgroup of finite index: H is finite or has
a finite index subgroup isomorphic to Z (infinite virtually cyclic groups are characterized
as being two-ended). There are two types of infinite virtually cyclic groups: those with
infinite center map onto Z with finite kernel K, those with finite center map onto the
infinite dihedral group D∞ = (Z/2) ∗ (Z/2) with finite kernel K (see [SW79]). The kernel
K is the unique maximal finite normal subgroup of H. In Subsection 7.2 we shall say that
H is C-virtually cyclic for some constant C ≥ 1 if K has cardinality at most C.
A group G is relatively hyperbolic with respect to a family of finitely generated sub-
groups P = {P1, . . . , Pn} if it acts properly by isometries on a proper Gromov hyperbolic
space with an invariant collection of disjoint horoballs, the action is cocompact on the com-
plement of these horoballs, and the stabilizers of the horoballs are exactly the conjugates
of the Pi’s [Bow12, Far98, Osi06, Hru10]. A subgroup is called parabolic if it is conjugate
to a subgroup of some Pi, elementary if it is parabolic or virtually cyclic. Non-elementary
subgroups contain free subgroups acting by hyperbolic isometries.
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A group is CSA (for conjugately separated abelian) if its maximal abelian subgroups
are malnormal. For example, torsion-free hyperbolic groups are CSA. See Subsection 9.2
for a generalisation in presence of torsion.
1.2 Trees
We consider actions of G on simplicial trees T . We identify two trees if there is an equiv-
ariant isomorphism between them. In the appendix we will view trees as metric spaces
and work with R-trees, but in most of the paper trees are considered as combinatorial
objects. Still, it is useful to think of a tree as a geometric object, for instance to define the
arc between any two points, or the midpoint of an edge. See [Ser77, SW79, DD89, Sha91,
Sha87, Chi01] for basic facts about trees.
Given two points a, b ∈ T , there is a unique segment [a, b] joining them; it is degenerate
if a = b. Non-degenerate segments are also called arcs (they are homeomorphic to [0, 1]).
If A,B are disjoint simplicial subtrees, the bridge between them is the unique segment
I = [a, b] such that A ∩ I = {a} and B ∩ I = {b}.
We always assume that G acts without inversion (if e = vw is an edge, no element of G
interchanges v and w), and often that T has no redundant vertex : if a vertex has valence
2, it is the unique fixed point of some element of G. We denote by V (T ) and E(T ) the
set of vertices and (non-oriented) edges of T respectively, by Gv or Ge the stabilizer of a
vertex v or an edge e, by Gx the stabilizer of an arbitrary point x ∈ T .
By Bass-Serre theory, the action of G on T can be viewed as a splitting of G as a
marked graph of groups, i.e. an isomorphism between G and the fundamental group of a
graph of groups Γ. A one-edge splitting (when Γ has one edge) is an amalgam G = A ∗C B
or an HNN-extension G = A∗C . We also denote by Gv or Ge the groups carried by vertices
and edges of Γ.
The action G y T is trivial if G fixes a point (hence a vertex since we assume that
there is no inversion), minimal if there is no proper G-invariant subtree.
Unless otherwise indicated, all trees are endowed with a minimal action of G without
inversion (we allow the trivial case when T is a point). Finite generation of G implies that
the quotient graph Γ = T/G is finite. Note, however, that the restriction of the action to
a subgroup of G does not have to be minimal.
An element g or a subgroup H of G is elliptic in T if it fixes a point. This is equivalent
to g or H being contained in a conjugate of a vertex group of Γ. We denote by Fix g or
FixH its fixed point set in T . If H is elliptic, any H-invariant subtree meets FixH. If
H1 ⊂ H2 ⊂ G with H1 of finite index in H2, then H1 is elliptic if and only if H2 is.
Finite groups, and groups with Kazhdan’s property (T), have Serre’s property (FA):
there is a fixed point in every tree on which they act.
If H is finitely generated, it is elliptic if and only if all its elements are. This follows
from Serre’s lemma [Ser77, 6.5, corollaire 2]: if g1, . . . , gn, as well as all products gigj , are
elliptic, then 〈g1, . . . , gn〉 is an elliptic subgroup.
An element g which is not elliptic is hyperbolic, it has a unique axis A(g) on which it
acts by translation. We also denote by A(g) the characteristic set of g: its fixed point set
if it is elliptic, its axis if it is hyperbolic.
Translation lengths and length functions will only be used in Subsections 8.1 and 10.1,
we discuss them in the appendix (for R-trees).
We will need to consider the restriction of the action of G to subgroups. Let therefore
H be an arbitrary group (possibly infinitely generated) acting on a tree T . We only assume
that the action is not trivial (there is no global fixed point).
If H contains no hyperbolic element, it is not finitely generated by Serre’s lemma, and
it fixes a unique end of T : there is a ray ρ such that each finitely generated subgroup of H
fixes a subray of ρ (an end of T is an equivalence class of rays, with ρ, ρ′ equivalent if their
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intersection is a ray). In this case there are H-invariant subtrees, but no minimal one.
Assume now that H contains a hyperbolic element (we sometimes say that H acts hy-
perbolically, or is hyperbolic); by Serre’s lemma, this always holds if H is finitely generated
and acts non-trivially. Then there is a unique minimal H-invariant subtree µT (H), namely
the union of axes of hyperbolic elements of H.
The tree T (with the action of H) is irreducible if there exist two hyperbolic elements
g, h ∈ H whose axes are disjoint or intersect in a finite segment. Suitable powers of g and
h then generate a non-abelian free group F2 ⊂ H acting freely on T . It follows that T is
irreducible if and only if there exist two hyperbolic elements g, h whose commutator [g, h]
is hyperbolic.
If T is not irreducible, then H preserves a line of T or fixes a unique end (recall that by
assumption there is no global fixed point, and note that there is an invariant line if there
are two fixed ends).
There are two types of non-trivial actions on a line. If orientation is preserved, the
action is by translations and both ends of the line are invariant. All points and edges
have the same stabilizer. If not, there are reflections. The action is said to be dihedral,
it factors through an action of the infinite dihedral group D∞ = Z/2 ∗ Z/2. There is no
invariant end. All edges have the same stabilizer, but vertex stabilizers may contain the
edge stabilizer with index 2.
If H fixes an end of T , there is an associated homomorphism χ : H → Z measuring
how much an element h pushes towards the end. More precisely, for h ∈ H, one defines
χ(h) as the difference between the number of edges in ρ\ (ρ∩hρ) and the number of edges
in hρ \ (ρ ∩ hρ), with ρ any ray going to the end.
The map χ is non-trivial if and only if H contains a hyperbolic element. In this case
the quotient graph of groups Γ is homeomorphic to a circle, and one may orient the circle
so that the inclusion Ge → Gv is onto whenever e = vw is a positively oriented edge.
When Γ is a single edge, it defines an ascending HNN extension and χ is (up to sign) the
exponent sum of the stable letter.
To sum up:
Proposition 1.1. If H acts on a tree, one of the following holds:
(1) there is a global fixed point;
(2) there are hyperbolic elements h ∈ H, and T contains a unique minimal H-invariant
subtree µT (H);
(3) H is infinitely generated and fixes a unique end.
Proposition 1.2. If H acts minimally on a tree T (i.e. there is no proper H-invariant
subtree), there are five possibilities:
(1) T is a point (trivial action);
(2) T is a line, and H acts by translations; the action factors through Z;
(3) T is a line, and some h ∈ H reverses orientation (dihedral action); the action factors
through D∞ = Z/2 ∗ Z/2;
(4) there is a unique invariant end, but no global fixed point; the quotient graph of groups
is homeomorphic to a circle;
(5) T is irreducible (this implies F2 ⊂ H).
In all cases except (1), some h ∈ H is hyperbolic.
In particular:
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Corollary 1.3. If H acts on T , and T is not irreducible, then there is a fixed point, or a
unique fixed end, or a unique invariant line.
Proof. Existence follows from the propositions. We prove the uniqueness statements. If
there are two invariant ends, the line joining them is invariant. We show that there is a
fixed point if there exist two invariant lines `1, `2.
If `1 and `2 are disjoint, the midpoint of the bridge between them is fixed. If their
intersection is a segment of finite length, its midpoint is fixed. If the intersection is a ray,
its origin is a fixed point.
1.3 (A,H)-trees, one-endedness
Besides G, we usually also fix a (nonempty) family A of subgroups of G which is stable
under conjugation and under taking subgroups. AnA-tree is a tree T whose edge stabilizers
belong to A. We often say that T , or the corresponding splitting of G, is over A, or over
groups in A. We say cyclic tree (abelian tree, slender tree, . . . ) when A is the family of
cyclic (abelian, . . . ) subgroups.
We also fix an arbitrary set H of subgroups of G, and we restrict to A-trees T such that
each H ∈ H is elliptic in T (in terms of graphs of groups, H is contained in a conjugate
of a vertex group; if H is not finitely generated, this is stronger than requiring that every
h ∈ H be elliptic). We call such a tree an (A,H)-tree, or a tree over A relative to H. The
set of (A,H)-trees does not change if we replace a group of H by a conjugate, or if we
enlarge H by making it invariant under conjugation.
If G acts non-trivially on an (A,H)-tree, we say that G splits over A (or over a group
of A) relative to H.
The group G is freely indecomposable relative to H if it does not split over the trivial
group relative to H. Equivalently (unless G = Z and H is trivial), one cannot write
G = G1 ∗G2 with G1, G2 non-trivial, and every group in H contained in a conjugate of G1
or G2.
One says that G is one-ended relative to H if G does not split over a finite group relative
to H (when H is empty, this is equivalent to G being finite or one-ended by a theorem of
Stallings, see e.g. [SW79]).
1.4 Maps between trees, compatibility, deformation spaces
1.4.1 Morphisms, collapse maps, refinements, compatibility
Maps between trees will always be G-equivariant, send vertices to vertices and edges to
edge paths (maybe a point). By minimality of the actions, they are always surjective; each
edge of T ′ is contained in the image of an edge of T . Any edge stabilizer Ge′ of T ′ contains
an edge stabilizer Ge of T . Also note that any edge or vertex stabilizer of T is contained
in a vertex stabilizer of T ′.
We mention two particular classes of maps.
A map f : T → T ′ between two trees is a morphism if and only if one may subdivide
T so that f maps each edge onto an edge; equivalently, no edge of T is collapsed to a
point. Folds are examples of morphisms (see [Sta83, BF91]). If f is a morphism, any edge
stabilizer of T is contained in an edge stabilizer of T ′.
A collapse map f : T → T ′ is a map obtained by collapsing certain edges to points,
followed by an isomorphism (by equivariance, the set of collapsed edges is G-invariant).
Equivalently, f preserves alignment : the image of any arc [a, b] is a point or the arc
[f(a), f(b)]. Another characterization is that the preimage of every subtree is a subtree.
In terms of graphs of groups, one obtains T ′/G by collapsing edges in T/G. If T ′ is
irreducible, so is T . If T is irreducible, one easily checks that T ′ is trivial (a point) or
irreducible (compare Lemma A.21).
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A tree T ′ is a collapse of T if there is a collapse map T → T ′; conversely, we say that
T refines T ′. In terms of graphs of groups, one passes from Γ = T/G to Γ′ = T ′/G by
collapsing edges; for each vertex v of Γ′, the vertex group Gv is the fundamental group of
the graph of groups Γv occurring as the preimage of v in Γ.
Conversely, suppose that v is a vertex of a splitting Γ′, and Γv is a splitting of Gv in
which incident edge groups are elliptic. One may then refine Γ′ at v using Γv, so as to
obtain a splitting Γ whose edges are those of Γ′ together with those of Γv (see Lemma
4.12). Note that Γ is not uniquely defined because there is flexibility in the way edges of
Γ′ are attached to vertices of Γv; this is discussed in [GL16, Section 4.2].
Two trees T1, T2 are compatible if they have a common refinement : there exists a tree
Tˆ with collapse maps gi : Tˆ → Ti. There is such a Tˆ with the additional property that no
edge of Tˆ gets collapsed in both T1 and T2 (this is discussed in Subsection A.5).
1.4.2 Domination, deformation spaces [For02, GL07a]
A tree T1 dominates a tree T2 if there is an equivariant map f : T1 → T2 from T1 to T2.
We call f a domination map. Equivalently, T1 dominates T2 if every vertex stabilizer of T1
fixes a point in T2: every subgroup which is elliptic in T1 is also elliptic in T2. In particular,
every refinement of T1 dominates T1. Beware that domination is defined by considering
ellipticity of subgroups, not just of elements (this may make a difference if vertex stabilizers
are not finitely generated).
Deformation spaces are defined by saying that two trees belong to the same deformation
space D if they have the same elliptic subgroups (i.e. each one dominates the other). When
we restrict to A-trees, we say that D is a deformation space over A. If a tree in D is
irreducible, so are all others, and we say that D is irreducible.
For instance, all trees with a free action of Fn belong to the same deformation space
D = CVn, Culler-Vogtmann’s outer space [CV86]. Note, however, that only finitely many
trees are compatible with a given T ∈ CVn.
We have defined deformation spaces as combinatorial objects, but (just like outer space)
they may be viewed as geometric objects (see e.g. [GL07a]). We will not use this point of
view.
A deformation space D dominates a space D′ if trees in D dominate those of D′. Every
deformation space dominates the deformation space of the trivial tree, which is called the
trivial deformation space. It is the only deformation space in which G is elliptic.
A tree T is reduced [For02] if no proper collapse of T lies in the same deformation
space as T (this is different from being reduced in the sense of [BF91]). Observing that the
inclusion from Gv into Gu ∗Ge Gv is onto if and only if the inclusion Ge → Gu is, one sees
that T is reduced if and only if, whenever e = uv is an edge with Ge = Gu, then u and v
belong to the same orbit (i.e. e projects to a loop in Γ = T/G). Another characterization
is that, for any edge uv such that 〈Gu, Gv〉 is elliptic, there exists a hyperbolic element
g ∈ G sending u to v (in particular the edge maps to a loop in Γ).
If T is not reduced, one obtains a reduced tree T ′ in the same deformation space by
collapsing certain orbits of edges (T ′ is not uniquely defined in general).
1.5 Slenderness, smallness
1.5.1 Slenderness
A group H is slender if H and all its subgroups are finitely generated. Examples of slender
groups include finitely generated virtually abelian groups, finitely generated virtually nilpo-
tent groups, and virtually polycyclic groups. A slender group cannot contain a non-abelian
free group.
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Slender groups have the characteristic property that, whenever they act on a tree, they
fix a point or there is an invariant line.
Lemma 1.4 ([DS99], Lemma 1.1). Let H be a slender group acting on a tree T . If H does
not fix a point, there is a unique H-invariant line ` ⊂ T .
Since H is finitely generated, there is a minimal subtree µT (H), and with the termi-
nology of Proposition 1.2, only cases (1), (2), (3) are possible for µT (H).
Proof. The action of H cannot be irreducible since H does not contain F2. If there is no
fixed point and no invariant line, there is a fixed end, and the associated χ : H → Z is
non-trivial because H is finitely generated. Each element of kerχ fixes a ray going to the
fixed end. Being finitely generated, kerχ is elliptic by Serre’s lemma. Its fixed point set is
a subtree T0, which is H-invariant because kerχ is normal in H. The action of H on T0
factors through an action of the cyclic group H/ kerχ, so T0 contains an H-invariant line.
Uniqueness follows from Corollary 1.3.
It is convenient to use this lemma to define a weaker notion for subgroups of G. We
say that a subgroup H ⊂ G (possibly infinitely generated) is slender in (A,H)-trees if,
whenever G acts on an (A,H)-tree T , there is a point fixed by H or an H-invariant line.
In particular, any slender group, any group contained in a group of H, any group with
property (FA), is slender in (A,H)-trees.
The following lemma will be used in Subsection 6.8.
Lemma 1.5. Let A C A′ be subgroups of G, with A′/A slender and A slender in (A,H)-
trees. Then A′ is slender in (A,H)-trees.
Proof. Let T be an (A,H)-tree. If A is elliptic, its fixed point set is an A′-invariant subtree
because A is normal in A′. The action of A′/A on this subtree fixes a point or leaves a line
invariant, so the same is true for A′. If A is not elliptic, it preserves a unique line, which
is A′-invariant since A C A′.
1.5.2 Smallness
One defines an abstract group as being small if it does not contain F2. Such a group cannot
act irreducibly on a tree. As above, we use trees to give a weaker definition for subgroups
of G. In particular, we want groups of H to be small.
Given a tree T on which G acts, we say (following [BF91] and [GL07a]) that a subgroup
H < G is small in T if its action on T is not irreducible. As mentioned above, H then
fixes a point, or an end, or leaves a line invariant (see Corollary 1.3). We say that H is
small in (A,H)-trees if it is small in every (A,H)-tree on which G acts. Every subgroup
not containing F2, and every group contained in a group of H, is small in (A,H)-trees.
Moreover, H is small in (A,H)-trees if and only if all its finitely generated subgroups are.
1.6 Accessibility
Constructions of JSJ decompositions are based on accessibility theorems stating that, given
suitable G and A, there is an a priori bound for the number of orbits of edges of A-trees,
under the assumption that there is no redundant vertex (if v has valence 2, it is the unique
fixed point of some g ∈ G). This holds in particular:
(1) if G is finitely generated and all groups in A are finite with bounded order [Lin83];
(2) if G is finitely presented and all groups in A are finite [Dun85];
(3) if G is finitely presented, all groups in A are small, and the trees are reduced in the
sense of [BF91];
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(4) if G is finitely generated and the trees are k-acylindrical for some k [Sel97a];
(5) if G is finitely generated and the trees are (k,C)-acylindrical [Wei12] ([Del99] for
finitely presented groups).
A tree is k-acylindrical (resp. (k,C)-acylindrical) if the pointwise stabilizer of any
segment of length > k is trivial (resp. has order ≤ C).
In this paper, we use a version of Dunwoody’s accessibility given in [FP06] (see Propo-
sition 2.17). In Section 8 we use acylindrical accessibility.
1.7 Relative finite generation and presentation
As mentioned above, we always assume that G is finitely generated, or finitely presented.
However, these properties are not always inherited by vertex groups. We therefore con-
sider relative finite generation (or presentation), which behave better in that respect (see
Subsection 4.2.2).
Let G be a group with a finite family of subgroups H = {H1, . . . ,Hp}.
Definition 1.6. One says that G is finitely generated relative to H if there exists a finite
set Ω ⊂ G such that G is generated by Ω ∪ H1 · · · ∪ Hp. Such a subset Ω is a relative
generating set.
Clearly, if G is finitely generated, then it is finitely generated relative to any H. If the
Hi’s are finitely generated, relative finite generation is equivalent to finite generation.
By adding the conjugators to Ω, one sees that relative finite generation does not change
if one replaces the subgroups Hi by conjugate subgroups.
As in Subsection 1.2, we have:
Proposition 1.7. Suppose that G is finitely generated relative to H, and acts on a tree T
relative to H. If there is no global fixed point, then G contains hyperbolic elements, there is
a unique minimal invariant subtree µT (G), and the quotient µT (G)/G is a finite graph.
Recall that T is relative to H if every Hi is elliptic in T .
We now consider relative finite presentation (see [Osi06]). Note that, if Ω is a relative
finite generating set, then the natural morphism F(Ω)∗H1∗· · ·∗Hp → G is an epimorphism
(with F(Ω) the free group on Ω).
Definition 1.8. One says that G is finitely presented relative to H if there exists a finite
relative generating set Ω ⊂ G, such that the kernel of the epimorphism F(Ω)∗H1∗· · ·∗Hp 
G is normally generated by a finite subset R ⊂ F(Ω) ∗H1 ∗ · · · ∗Hp.
In particular, any group which is hyperbolic with respect to a finite family H is finitely
presented relative to H [Osi06].
One easily checks that relative finite presentation does not depend on the choice of Ω,
and is not affected if one replaces the subgroups Hi by conjugate subgroups. If G is finitely
presented, then it is finitely presented relative to any finite collection of finitely generated
subgroups. Note, however, that the free group F2 is not finitely presented relative to an
infinitely generated free subgroup H1 (only finitely many generators of H1 may appear in
R). Conversely, if G is finitely presented relative to any finite collection of finitely presented
subgroups, then G is finitely presented.
The following lemma will be used in Subsection 4.2.2.
Lemma 1.9. Suppose that G is finitely presented relative to {H1, . . . ,Hp}, and Hp ⊂ Hi
for some i < p. Then G is finitely presented relative to {H1, . . . ,Hp−1}.
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Proof. We show that Hp is finitely generated. The lemma then follows by applying Tietze
transformations.
Let x1, . . . , xq be the set of elements of Hp which appear as a letter in one of the relators
of R (expressed as elements of F(Ω)∗H1∗· · ·∗Hp). Each xj is equal to an element yj ∈ Hi.
We define a new finite set of relators by replacing each xj by yj and adding the relations
xj = yj . This new presentation expresses G as the amalgam of 〈Ω, H1, . . . ,Hp−1〉 with Hp
over a finitely generated group H. The inclusion Hp ⊂ Hi now implies Hp = H.
Suppose that a finitely generated group G splits as a finite graph of groups. It is
well-known (see for instance [Coh89], Lemma 8.32 p. 218) that vertex groups are finitely
generated if one assumes that edge groups are finitely generated, but this is false in general
without this assumption. However, vertex groups are always finitely generated relative to
the incident edge groups, and there is a similar statement for relative finite presentation
(see Subsection 4.2.2).
Part II
The JSJ deformation space
We start this part by introducing standard refinements: if edge stabilizers of T1 are elliptic
in T2, there is a tree Tˆ1 which refines T1 and dominates T2. We then define the JSJ
deformation space, and we show that it exists under some finite presentability assumption.
We give examples in cases when there is no flexible vertex (flexible vertices are the subject
of Part III). We conclude this part by collecting a few useful facts. In particular, given
a tree T , we discuss finite presentation of vertex stabilizers, and we relate their splittings
relative to incident edge groups to splittings of G. We also explain why one may usually
restrict to one-ended groups when studying JSJ decompositions.
We fix a finitely generated group G, a family A of subgroups of G (closed under
conjugating and taking subgroups), and another family H. All trees will be minimal
(A,H)-trees (see Subsection 1.3). Whenever we construct a new tree (for instance in
Propositions 2.2 and 2.17) we check that it is a minimal (A,H)-tree.
2 Definition and existence
2.1 Standard refinements
Let T1, T2 be trees.
Definition 2.1 (Ellipticity of trees). T1 is elliptic with respect to T2 if every edge stabilizer
of T1 fixes a point in T2.
Note that T1 is elliptic with respect to T2 whenever there is a refinement Tˆ1 of T1 that
dominates T2 (see Subsection 1.4 for the difference between refinement and domination):
edge stabilizers of T1 are elliptic in Tˆ1, hence in T2. We show a converse statement.
Proposition 2.2. If T1 is elliptic with respect to T2, there is a tree Tˆ1 with maps p : Tˆ1 →
T1 and f : Tˆ1 → T2 such that:
(1) p is a collapse map;
(2) for each v ∈ T1, the restriction of f to the subtree Yv = p−1(v) is injective.
In particular:
(i) Tˆ1 is a refinement of T1 that dominates T2;
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(ii) the stabilizer of any edge of Tˆ1 fixes an edge in T1 or in T2;
(iii) every edge stabilizer of T2 contains an edge stabilizer of Tˆ1;
(iv) a subgroup of G is elliptic in Tˆ1 if and only if it is elliptic in both T1 and T2.
Assertions (ii) and (iv) guarantee that Tˆ1 is an (A,H)-tree since T1 and T2 are.
Remark 2.3. If edge stabilizers of T2 are finitely generated, then T2 can be obtained from
Tˆ1 by a finite number of collapses and folds [BF91].
Proof. We construct Tˆ1 as follows.
For each vertex v ∈ V (T1), with stabilizer Gv, choose any Gv-invariant subtree Y˜v of
T2 (for instance, Y˜v can be a minimal Gv-invariant subtree, or the whole of T2). For each
edge e = vw ∈ E(T1), choose vertices pv ∈ Y˜v and pw ∈ Y˜w fixed by Ge; this is possible
because Ge is elliptic in T2 by assumption, so has a fixed point in any Gv-invariant subtree.
We make these choices G-equivariantly.
We can now define a tree T˜1 by blowing up each vertex v of T1 into Y˜v, and attaching
edges of T1 using the points pv. Formally, we consider the disjoint union (
⊔
v∈V (T1) Y˜v) ∪
(
⊔
e∈E(T1) e), and for each edge e = vw of T1 we identify v with pv ∈ Y˜v and w with
pw ∈ Y˜w. We define p˜ : T˜1 → T1 by sending Yv to v, and sending e ∈ E(T1) to itself. We
also define a map f˜ : T˜1 → T2 as equal to the inclusion Y˜v ↪→ T2 on Y˜v, and sending the
edge e = vw to the segment [pv, pw] ⊂ T2.
In general, T˜1 may fail to be minimal, so we define Tˆ1 ⊂ T˜1 as the unique minimal
G-invariant subtree µT˜1(G) (the action of G on Tˆ1 is non-trivial unless T1 and T2 are both
points). We then define p and f as the restrictions of p˜ and f˜ to Tˆ1. These maps clearly
satisfy the first two requirements.
Let us check that the other properties follow. Assertion (i) is clear.
If e is an edge of Tˆ1 that is not collapsed by p, then Ge fixes an edge of T1. Otherwise,
f maps e injectively to a non-degenerate segment of T2, so Ge fixes an edge in T2, and
Assertion (ii) holds.
Assertion (iii) is true for any surjective map f between trees.
To prove the non-trivial direction of Assertion (iv), assume that H is elliptic in T1 and
T2. Then H ⊂ Gv for some v ∈ T1, so H preserves the subtree Yv ⊂ Tˆ1. Since f is injective
in restriction to Yv, it is enough to prove that H fixes a point in f(Yv). This holds because
H is elliptic in T2.
Remark 2.4. One may think of this construction in terms of graphs of groups, as follows.
Starting from the graph of group Γ1 = T1/G, one replaces each vertex v ∈ Γ1 by the graph
of groups Λv dual to the action of Gv on its minimal subtree in T2, and one attaches each
edge e of Γ1 incident to v onto a vertex of Λv whose group contains a conjugate of Ge.
Since any vertex group Gv of Γ1 is finitely generated relative to its incident edge groups
(see Lemma 4.7), and these edge groups are elliptic in T2, there is a minimal Gv-invariant
subtree in T2 by Lemma 1.7. Thus, one may require that Gv act minimally on the preimage
Yv ⊂ Tˆ1.
Definition 2.5 (Standard refinement). Any tree Tˆ1 as in Proposition 2.2 will be called a
standard refinement of T1 dominating T2.
In general, there is no uniqueness of standard refinements. However, by Assertion (iv)
of Proposition 2.2, all standard refinements belong to the same deformation space, which
is the lowest deformation space dominating the deformation spaces containing T1 and T2
respectively. If T1 dominates T2 (resp. T2 dominates T1), then Tˆ1 is in the same deformation
space as T1 (resp. T2). Moreover, there is some symmetry: if T2 also happens to be elliptic
with respect to T1, then any standard refinement Tˆ2 of T2 dominating T1 is in the same
deformation space as Tˆ1.
23
Lemma 2.6.
(1) If T1 refines T2 and does not belong to the same deformation space, some g ∈ G is
hyperbolic in T1 and elliptic in T2.
(2) If T1 is elliptic with respect to T2, and every g ∈ G which is elliptic in T1 is also
elliptic in T2, then T1 dominates T2.
(3) If T1 is elliptic with respect to T2, but T2 is not elliptic with respect to T1, then G
splits over a group which has infinite index in an edge stabilizer of T2.
Recall that all trees are assumed to be (A,H)-trees; the splitting obtained in (3) is
relative to H.
Proof. One needs only prove the first assertion when T2 is obtained from T1 by collapsing
the orbit of an edge e = uv. If u and v are in the same orbit, or if Ge 6= Gu and Ge 6= Gv,
then some hyperbolic element of T1 becomes elliptic in T2. Otherwise, T1 and T2 are in
the same deformation space (see Subsection 1.4.2).
For the second assertion, assume that T1 does not dominate T2, and let Tˆ1 be a standard
refinement of T1 dominating T2. It does not belong to the same deformation space as
T1. Since it is a refinement of T1, we have just seen that some g ∈ G is elliptic in T1
and hyperbolic in Tˆ1. By assumption g is elliptic in T2, contradicting Assertion (iv) of
Proposition 2.2.
For (3) (which is Remark 2.3 of [FP06]), let Tˆ1 be as in Proposition 2.2. Let Ge be
an edge stabilizer of T2 which is not elliptic in T1. It contains an edge stabilizer J of Tˆ1.
Since J is elliptic in T1 and Ge is not, the index of J in Ge is infinite.
2.2 Universal ellipticity
Definition 2.7 (Universally elliptic). A subgroup H ⊂ G is universally elliptic if it is
elliptic in every (A,H)-tree. A tree T is universally elliptic if its edge stabilizers are
universally elliptic, i.e. if T is elliptic with respect to every (A,H)-tree.
When we need to be specific, we say universally elliptic over A relative to H, or (A,H)-
universally elliptic. Otherwise we just say universally elliptic, recalling that all trees are
assumed to be (A,H)-trees.
Groups with Serre’s property (FA), in particular finite groups, are universally elliptic.
If H is universally elliptic and H ′ contains H with finite index, then H ′ is universally
elliptic.
Lemma 2.8. Consider two trees T1, T2.
(1) If T1 is universally elliptic, then some refinement of T1 dominates T2.
(2) If T1 and T2 are universally elliptic, any standard refinement Tˆ1 of T1 dominating T2
is universally elliptic. In particular, there is a universally elliptic tree Tˆ1 dominating
both T1 and T2.
(3) If T1 and T2 are universally elliptic and have the same elliptic elements, they belong
to the same deformation space.
Proof. The first two assertions follow directly from Assertions (i) and (ii) of Proposition
2.2. The last one follows from the second assertion of Lemma 2.6.
The following lemma will be used in Subsection 10.1.
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Lemma 2.9. Let (Ti)i∈I be any family of trees. There exists a countable subset J ⊂ I
such that, if T is elliptic with respect to every Ti (i ∈ I), and T dominates every Tj for
j ∈ J , then T dominates Ti for all i ∈ I.
Proof. Since G is countable, we can find a countable J such that, if an element g ∈ G is
hyperbolic in some Ti, then it is hyperbolic in some Tj with j ∈ J . If T dominates every
Tj for j ∈ J , any g which is elliptic in T is elliptic in every Ti. By (2) of Lemma 2.6, the
tree T dominates every Ti.
For many purposes, it is enough to consider one-edge splittings, i.e. trees with only one
orbit of edges.
Lemma 2.10. Let S be a tree.
(1) S is universally elliptic if and only if it is elliptic with respect to every one-edge
splitting.
(2) S dominates every universally elliptic tree if and only if it dominates every universally
elliptic one-edge splitting.
Proof. For the non-trivial direction, one proves that S is elliptic with respect to T (resp.
dominates T ) by induction on the number of orbits of edges of T , using the following
lemma.
Lemma 2.11. Let T be a tree, and H a subgroup of G. Let E1unionsqE2 be a partition of E(T )
into two G-invariant sets. Let T1, T2 be the trees obtained from T by collapsing E1 and E2
respectively.
(1) If a subgroup H is elliptic in T1 and T2, then H is elliptic in T .
(2) If a tree T ′ dominates T1 and T2, then it dominates T .
Proof. Let x1 ∈ T1 be a vertex fixed by H. Let Y ⊂ T be its preimage under the collapse
map T → T1. It is a subtree. Now Y is H-invariant and embeds into T2. Since H is elliptic
in T2, it fixes a point in Y , so is elliptic in T . One shows (2) by applying (1) to the vertex
stabilizers of T ′.
2.3 The JSJ deformation space
Having fixed A, we define Aell ⊂ A as the set of groups in A which are universally elliptic
(over A relative to H); Aell is stable under conjugating and taking subgroups. A tree is
universally elliptic if and only if it is an Aell-tree.
Definition 2.12 (JSJ deformation space). If there exists a deformation space DJSJ of
(Aell,H)-trees which is maximal for domination, it is unique by the second assertion of
Lemma 2.8. It is called the JSJ deformation space of G over A relative to H.
Trees in DJSJ are called JSJ trees (of G over A relative to H). They are precisely
those trees T which are universally elliptic, and which dominate every universally elliptic
tree. We also say that trees T ∈ DJSJ , and the associated graphs of groups Γ = T/G, are
JSJ decompositions.
We will show that the JSJ deformation space exists if G is finitely presented (Theorems
2.16 and 2.20), or in the presence of acylindricity (see Section 8). See Subsection 3.3 for
an example where there is no JSJ deformation space.
In general there are many JSJ trees, but they all belong to the same deformation space
and therefore have a lot in common (see Section 4 of [GL07a]). In particular [GL07a,
Corollary 4.4], they have the same vertex stabilizers, except possibly for vertex stabilizers
in Aell.
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Remark 2.13. There are results saying that two trees belong to the same deformation space
D if and only if one can pass from one to the other by a finite sequence of moves of a certain
type ([For02], see also [CF09]); in particular, if D is non-ascending as defined in [GL07a,
Section 7], for instance when all groups in A are finite, any two reduced trees in D may be
joined by a finite sequence of slide moves. These results may be interpreted as saying that
a JSJ tree is unique up to certain moves. This is the content of the uniqueness statements
of [Sel97b, DS99, For03, FP06].
Definition 2.14 (Rigid and flexible vertices). Let H = Gv be a vertex stabilizer of a JSJ
tree T (or a vertex group of the graph of groups Γ = T/G). We say that H is rigid if it is
universally elliptic, flexible if it is not. We also say that the vertex v is rigid (flexible). If
H is flexible, we say that it is a flexible subgroup of G (over A relative to H).
The definition of flexible subgroups of G does not depend on the choice of the JSJ tree
T . The heart of JSJ theory is to understand flexible groups. They will be discussed in
Part III.
We record the following simple facts for future reference.
Lemma 2.15. Let T be a JSJ tree, and S any tree.
• There is a tree Tˆ which refines T and dominates S.
• If S is universally elliptic, it may be refined to a JSJ tree.
Proof. Since T is elliptic with respect to S, one can construct a standard refinement Tˆ of
T dominating S (Proposition 2.2). It satisfies the first assertion.
For the second assertion, since S is elliptic with respect to T , we can consider a standard
refinement Sˆ of S dominating T . It is universally elliptic by the second assertion of Lemma
2.8, and dominates T , so it is a JSJ tree.
There sometimes exists a universally compatible JSJ tree (see Sections 9 and 11). In
this case, one may require that Tˆ also be a refinement of S.
2.4 Existence of the JSJ deformation space: the non-relative case
We prove the existence of JSJ decompositions, first assuming H = ∅.
Theorem 2.16. If G is finitely presented, then the JSJ deformation space DJSJ of G over
A exists. It contains a tree whose edge and vertex stabilizers are finitely generated.
There is no hypothesis, such as smallness or finite generation, on the elements of A.
Recall that, G being finitely generated, finite generation of edge stabilizers implies finite
generation of vertex stabilizers.
The existence of DJSJ will be deduced from the following version of Dunwoody’s ac-
cessibility, whose proof will be given in the next subsection.
Proposition 2.17 (Dunwoody’s accessibility). Let G be finitely presented. Assume that
T1 ← · · · ← Tk ← Tk+1 ← . . . is a sequence of refinements of trees. There exists a tree S
such that:
(1) for k large enough, there is a morphism S → Tk (in particular, S dominates Tk);
(2) each edge and vertex stabilizer of S is finitely generated.
Note that the maps Tk+1 → Tk are required to be collapse maps.
Recall (Subsection 1.4) that f : S → Tk is a morphism if S may be subdivided so that
f maps edges to edges (a collapse map is not a morphism). In particular, edge stabilizers
of S fix an edge in Tk, so S is an A-tree since every Tk is. It is universally elliptic if every
Tk is.
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Remark 2.18. Unfortunately, it is not true that the deformation space of Tk must stabilize
as k increases, even if all edge stabilizers are cyclic. For example (as on pp. 449-450 of
[BF91]), let A be a group with a sequence of nested infinite cyclic groups A % C1 % C2 %
. . . , let G = A ∗ B with B non-trivial, and let Tk be the Bass-Serre tree of the iterated
amalgam
G = A ∗C1 C1 ∗C2 C2 ∗C3 · · · ∗Ck−1 Ck−1 ∗Ck 〈Ck, B〉.
These trees refine each other, but are not in the same deformation space since 〈Ck, B〉 is
not elliptic in Tk+1. They are dominated by the tree S dual to the free decomposition
G = A ∗B, in accordance with the proposition.
Applying Proposition 2.17 to a constant sequence yields the following standard result:
Corollary 2.19. If G is finitely presented, and T is a tree, there exists a morphism f :
S → T where S is a tree with finitely generated edge and vertex stabilizers.
If T is a universally elliptic A-tree, so is S.
Proposition 2.17 is basically Proposition 5.12 of [FP06]. We omit its proof, and refer
to the more general Proposition 2.24.
Proof of Theorem 2.16. Let U be the set of universally elliptic trees with finitely generated
edge and vertex stabilizers, up to equivariant isomorphism. It is non-empty since it contains
the trivial tree. An element of U is described by a finite graph of groups with finitely
generated edge and vertex groups. Since G only has countably many finitely generated
subgroups, and there are countably many homomorphisms from a given finitely generated
group to another, the set U is countable.
By Corollary 2.19, every universally elliptic tree is dominated by one in U , so it suffices
to produce a universally elliptic tree dominating every U ∈ U . Choose an enumeration
U = {U1, U2, . . . , Uk, . . . }. We define inductively a universally elliptic tree Tk which refines
Tk−1 and dominates U1, . . . , Uk (it may have infinitely generated edge or vertex stabiliz-
ers). We start with T1 = U1. Given Tk−1 which dominates U1, . . . , Uk−1, we let Tk be a
standard refinement of Tk−1 which dominates Uk (it exists by Proposition 2.2 because Tk−1
is universally elliptic). Then Tk is universally elliptic by the second assertion of Lemma
2.8, and it dominates U1, . . . , Uk−1 because Tk−1 does.
Apply Proposition 2.17 to the sequence Tk. The tree S is universally elliptic and it
dominates every Tk, hence every Uk. It follows that S is a JSJ tree over A.
2.5 Existence: the relative case
In this section, we prove the existence of a relative JSJ deformation space under a relative
finite presentation assumption.
Theorem 2.20. Assume that G is finitely presented relative to H = {H1, . . . ,Hp}. Then
the JSJ deformation space DJSJ of G over A relative to H exists. It contains a tree with
finitely generated edge stabilizers.
Recalling that a finitely presented group is finitely presented relative to any finite
collection of finitely generated subgroups, we get:
Corollary 2.21. Let G be finitely presented. Let H = {H1, . . . ,Hp} be a finite family of
finitely generated subgroups. Then the JSJ deformation space DJSJ of G over A relative
to H exists. It contains a tree with finitely generated edge (hence vertex) stabilizers.
Remark 2.22. We will give a different approach to existence in Subsection 4.4, by comparing
the relative JSJ decomposition of G to a non-relative JSJ decomposition of a larger group
Gˆ.
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Remark 2.23. The corollary does not apply when groups in H are infinitely generated. See
Section 8 for existence results with H arbitrary.
The theorem is proved as in the non-relative case (Theorem 2.16), with U the set
of (A,H)-trees with finitely generated edge stabilizers. It is countable because vertex
stabilizers are relatively finitely generated by [Gui08, Lemmas 1.11, 1.12] (this is explained
in Remark 4.8). Proposition 2.17 is replaced by the following result.
Proposition 2.24 (Relative Dunwoody’s accessibility). Let G be finitely presented relative
to H = {H1, . . . ,Hp}. Assume that T1 ← · · · ← Tk ← Tk+1 ← . . . is a sequence of
refinements of (A,H)-trees. There exists an (A,H)-tree S such that:
(1) for k large enough, there is a morphism S → Tk;
(2) each edge stabilizer of S is finitely generated.
As above, applying the proposition to a constant sequence, we get:
Corollary 2.25. If G is finitely presented relative to H, and T is an (A,H)-tree, there
exists a morphism f : S → T where S is an (A,H)-tree with finitely generated edge
stabilizers.
Before proving the proposition, we recall that G is finitely presented relative to its
subgroups H1, . . . ,Hp if there exists a finite subset Ω ⊂ G such that the natural morphism
F(Ω) ∗H1 ∗ · · · ∗Hp → G is onto, and its kernel is normally generated by a finite subset R.
Here is an equivalent definition: G is finitely presented relative to H if and only if
it is the fundamental group of a connected 2-complex X (which may be assumed to be
simplicial) containing disjoint connected subcomplexes Y1, . . . , Yp (possibly infinite) with
the following properties: X \ (Y1 ∪ · · · ∪ Yp) contains only finitely many open cells, pi1(Yi)
embeds into pi1(X), and its image is conjugate to Hi.
The fact that G is relatively finitely presented if such a space X exists follows from Van
Kampen’s theorem. Conversely, if G is finitely presented relative to H, one can construct
X as follows. Let (Yi, ui) be a pointed 2-complex with pi1(Yi, ui) ' Hi. Starting from
the disjoint union of the Yi’s, add p edges joining the ui’s to an additional vertex u, and
#Ω additional edges joining u to itself. We get a complex whose fundamental group is
isomorphic to the free product F(Ω)∗H1 ∗ · · · ∗Hp. Represent each element of R by a loop
in this space, and glue a disc along this loop to obtain the desired space X.
Proof of Proposition 2.24. Let pi : X˜ → X be the universal cover of a simplicial 2-complex
X as above, with G acting on X˜ by deck transformations. For i ∈ {1, . . . , p}, consider a
connected component Y˜i of pi−1(Yi) whose stabilizer is Hi. Also fix lifts v1, . . . , vq ∈ X˜ of
all the vertices in X \ Y1 ∪ · · · ∪ Yp.
We denote by pk : Tk+1 → Tk the collapse map. Note that the preimage of the midpoint
of an edge ek of Tk is a single point, namely the midpoint of the edge of Tk+1 mapping
onto ek.
We shall now construct equivariant maps fk : X˜ → Tk such that fk maps each Y˜i to a
vertex fixed by Hi, sends each vj to a vertex, and sends each edge of X˜ either to a point
or injectively onto a segment in Tk. We further require that pk(fk+1(x)) = fk(x) if x is a
vertex of X˜ or if fk(x) is the midpoint of an edge of Tk.
We construct fk inductively. We start with T0 a point, and f0, p0 the constant maps.
We then assume that fk : X˜ → Tk has been constructed, and we construct fk+1.
To define fk+1 on Y˜i, note that fk(Y˜i) is a vertex of Tk fixed by Hi. Since pk preserves
alignment, p−1k (fk(Y˜i)) is an Hi-invariant subtree. Since Hi is elliptic in Tk+1, it fixes some
vertex in this subtree, and we map Y˜i to such a vertex. We then define fk+1(vj) as any
vertex in p−1k (fk(vj)), and we extend by equivariance.
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Now consider an edge e of X not contained in any Yi, and a lift e˜ ⊂ X˜. The map fk+1
is already defined on the endpoints of e˜, we explain how to define it on e˜.
The restriction of pk to the segment of Tk+1 joining the images of the endpoints of e˜
is a collapse map. In particular, the preimage of the midpoint of an edge ek of Tk is the
midpoint of the edge of Tk+1 mapping onto ek. Recalling that fk is constant or injective
on e˜, this allows us to define fk+1 on e˜, as a map which is either constant or injective,
and satisfies pk(fk+1(x)) = fk(x) if fk(x) is the midpoint of an edge of Tk. Doing this
equivariantly, we have now defined fk+1 on the 1-skeleton of X˜.
We then extend fk+1 in a standard way to every triangle abc not contained in a pi−1(Yi);
in particular, if fk+1 is not constant on abc, preimages of midpoints of edges of Tk+1 are
straight arcs joining two distinct sides. This completes the construction of the maps fk.
We now define τ˜k ⊂ X˜ as the preimage (under fk) of the midpoints of all edges of Tk.
This is a pattern in the sense of Dunwoody [Dun85]. It does not intersect any Y˜i, and the
maps fk were constructed so that τ˜k ⊂ τ˜k+1. We denote by τk = pi(τ˜k) the projection in
X. It is a finite graph because it is contained in the complement of Y1 ∪ · · · ∪ Yp.
Let Sk be the tree dual to the pattern τ˜k in X˜. We claim that it is an (A,H)-tree
with finitely generated edge stabilizers. By construction, fk induces a map ϕk : Sk → Tk
sending edge to edge, so edge stabilizers of Sk are in A. They are finitely generated because
they are generated by fundamental groups of components of τk. Every Hi is elliptic in Sk
because Y˜i does not intersect τ˜k. This proves the claim.
Let X ′ ⊂ X be the closure of the complement of Y1∪· · ·∪Yp. By construction, this is a
finite complex. By [Dun85, Theorem 2.2], there is a bound on the number of non-parallel
tracks in X ′. This implies that there exists k0 such that, for all k ≥ k0, for every connected
component σ of τk \ τk0 , there exists a connected component σ′ of τk0 such that σ ∪ σ′
bounds a product region containing no vertex of X ′. It follows that, for k ≥ k0, one can
obtain Sk from Sk0 by subdividing edges. We then take S = Sk0 .
2.6 Relation with other constructions
Several authors have constructed JSJ splittings of finitely presented groups in various
settings. We explain here (in the non-relative case) why those splittings are JSJ splittings
in the sense of Definition 2.12 (results in the literature are often stated only for one-edge
splittings, but this is not a restriction by Lemma 2.10).
In [RS97], Rips and Sela consider cyclic splittings of a one-ended group G (so A consists
of all cyclic subgroups of G, including the trivial group). Theorem 7.1 in [RS97] says that
their JSJ splitting is universally elliptic (this is statement (iv)) and maximal (statement
(iii)). The uniqueness up to deformation is statement (v).
In the work of Dunwoody-Sageev [DS99], the authors consider splittings of a group G
over slender subgroups in a class ZK such that G does not split over finite extensions of
infinite index subgroups of ZK (there are restrictions on the class ZK, but one can typically
take ZK = V PCn, see [DS99] for details). In our notation, A is the set of subgroups of
elements of ZK. Universal ellipticity of the splitting they construct follows from statement
(3) in the Main Theorem of [DS99], and from the fact that any edge group is contained
in a white vertex group. Maximality follows from the fact that white vertex groups are
universally elliptic (statement (3)) and that black vertex groups either are in ZK (in which
case they are universally elliptic by the non-splitting assumption made on G), or are K-
by-orbifold groups and hence are necessarily elliptic in any JSJ tree (see Proposition 5.27
below).
In [FP06], Fujiwara and Papasoglu consider all splittings of a group over the class A of
its slender subgroups. Statement (2) in [FP06, Theorem 5.13] says that the JSJ splitting
they obtain is elliptic with respect to any splitting which is minimal (in their sense). By
Proposition 3.7 in [FP06], any splitting is dominated by a minimal splitting, so universal
29
ellipticity holds. Statement (1) of Theorem 5.15 in [FP06] implies maximality.
As mentioned in the introduction, the regular neighbourhood of Scott-Swarup [SS03]
is closer to the decompositions constructed in Parts IV and V.
3 Examples of JSJ decompositions
Recall that we have fixed A and H, and we only consider (A,H)-trees. Unless otherwise
indicated, G is only assumed to be finitely generated.
At the end of this section we shall give two examples of JSJ decompositions having
flexible vertices, but most examples here will have all vertices rigid. The fact that they are
indeed JSJ decompositions will be a consequence of the following simple fact.
Lemma 3.1. Any tree T with universally elliptic vertex stabilizers is a JSJ tree.
Proof. By assumption, T dominates every tree. In particular, T is universally elliptic and
dominates every universally elliptic tree, so it is a JSJ tree.
We also note:
Lemma 3.2. Assume that all groups in A are universally elliptic. If T is a JSJ tree, then
its vertex stabilizers are universally elliptic.
This applies in particular to splittings over finite groups.
Proof. If a vertex stabilizer Gv of T is flexible, consider T ′ such that Gv is not elliptic in
T . Since T is a JSJ decomposition, it is universally elliptic, so one can consider a standard
refinement Tˆ of T dominating T ′. By our assumption on A, the tree Tˆ is universally
elliptic, so by definition of the JSJ deformation space T dominates Tˆ . This implies that
Gv is elliptic in Tˆ , hence in T ′, a contradiction.
3.1 Free groups
Let G = Fn be a finitely generated free group, let A be arbitrary, and H = ∅. Then the
JSJ deformation space of Fn over A is the space of free actions (unprojectivized Culler-
Vogtmann’s outer space [CV86]).
More generally, if G is virtually free and A contains all finite subgroups, then DJSJ is
the space of trees with finite vertex stabilizers.
3.2 Free splittings: the Grushko deformation space
Let A consist only of the trivial subgroup of G, and H = ∅. Thus A-trees are trees with
trivial edge stabilizers, also called free splittings. Then the JSJ deformation space exists,
it is the outer space introduced in [GL07b] (see [CV86] when G = Fn, and [MM96] when
no free factor of G is Z). We call it the Grushko deformation space. It consists of trees T
such that edge stabilizers are trivial, and vertex stabilizers are freely indecomposable and
different from Z (one often considers Z as freely decomposable since it splits as an HNN
extension over the trivial group).
Denoting by G = G1 ∗ · · · ∗Gp ∗ Fq a decomposition of G given by Grushko’s theorem
(with Gi non-trivial and freely indecomposable, Gi 6= Z, and Fq free), the quotient graph
of groups T/G is homotopy equivalent to a wedge of q circles; it has one vertex with group
Gi for each i, and all other vertex groups are trivial (see Figure 1 in the introduction).
If H 6= ∅, the JSJ deformation space is the Grushko deformation space relative to H.
Edge stabilizers of JSJ trees are trivial, groups in H fix a point, and vertex stabilizers are
freely indecomposable relative to their subgroups which are conjugate to a group in H.
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3.3 Splittings over finite groups: the Stallings-Dunwoody deformation
space
If A is the set of finite subgroups of G, and H = ∅, we call the JSJ deformation space the
Stallings-Dunwoody deformation space. It is the set of trees whose edge groups are finite
and whose vertex groups have 0 or 1 end (one deduces from Stallings’s theorem that a tree
is maximal for domination if and only if its vertex stabilizers have at most one end).
The JSJ deformation space exists if G is finitely presented by Dunwoody’s original
accessibility result [Dun85]. If G is only finitely generated, it exists if and only if G
is accessible. In particular, the inaccessible group constructed in [Dun93] has no JSJ
decomposition over finite groups.
Remark 3.3. Even if G is inaccessible, there is a JSJ deformation space over A if A is a
family of finite subgroups of bounded order. The reason is that Proposition 2.17 remains
true, because Tk+1 is just a subdivision of Tk for k large by Linnell’s accessibility [Lin83].
If H 6= ∅, the JSJ deformation space is the Stallings-Dunwoody deformation space
relative to H. Edge stabilizers are finite, groups in H fix a point, and vertex stabilizers are
one-ended relative to their subgroups which are conjugate to a group in H (one-endedness
is in the sense of Subsection 1.3: they do not split over finite subgroups relative to their
subgroups which are conjugate to a group in H).
As above, the relative JSJ space exists if G is finitely generated and A consists of finite
groups with bounded order (and H is arbitrary). If A contains finite groups of arbitrary
large order, the JSJ space exists if relative accessibility holds.
3.4 Splittings of small groups
Recall that G is small in (A,H)-trees if G has no irreducible action on a tree: there always
is a fixed point, or a fixed end, or an invariant line (see Corollary 1.3 and Subsection 1.5.2).
This is in particular the case if G is small, i.e. contains no non-abelian free group. If G
acts with a fixed end or an invariant line, then every vertex stabilizer has a subgroup of
index at most 2 fixing an edge (the index is 2 if G acts dihedrally on a line).
Lemma 3.4. If G is small in (A,H)-trees, and T is a non-trivial universally elliptic tree,
then T dominates every tree.
Proof. Since the action of G on T is non-trivial but is not irreducible, every vertex stabilizer
contains an edge stabilizer with index at most 2. It follows that every vertex stabilizer is
universally elliptic, so T dominates every tree.
Corollary 3.5. If G is small in (A,H)-trees, there is at most one non-trivial deformation
space containing a universally elliptic tree.
In this situation, the JSJ deformation space always exists: if there is a deformation
space as in the corollary, it is the JSJ space; otherwise, the JSJ space is trivial.
Consider for instance (non-relative) cyclic splittings of solvable Baumslag-Solitar groups
BS(1, n) = 〈a, t | tat−1 = an〉. If n = 1 (so G ' Z2), there are infinitely many deformation
spaces (corresponding to epimorphisms G → Z) and there is no non-trivial universally
elliptic tree. If n = −1 (Klein bottle group), there are exactly two non-trivial deformation
spaces: one contains the Bass-Serre tree of the HNN extension 〈a, t | tat−1 = a−1〉, the
other contains the tree associated to the amalgam 〈t〉 ∗t2=v2 〈v〉, with v = ta. None of
these trees is universally elliptic (t and v are hyperbolic in the HNN extension, and a is
hyperbolic in the amalgam).
Thus for n = ±1 (when G is Z2 or the Klein bottle group) the cyclic JSJ deformation
space of BS(1, n) is the trivial one, and G is flexible (see Subsection 6.9 for generalizations
of these examples). If n 6= ±1, the JSJ space is non-trivial, as we shall now see.
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3.5 Generalized Baumslag-Solitar groups
Let G be a generalized Baumslag-Solitar group, i.e. a finitely generated group which acts
on a tree T with all vertex and edge stabilizers infinite cyclic. Let A be the set of cyclic
subgroups of G (including the trivial subgroup), and H = ∅. Unless G is isomorphic to
Z, Z2, or the Klein bottle group, the deformation space of T is the JSJ deformation space
[For03].
Here is a short proof (the arguments are contained in [For03]). We show that every
vertex stabilizer H of T is universally elliptic. The commensurator of H is G because
the intersection of any pair of vertex stabilizers has finite index in both of them. If H
acts hyperbolically in a tree T ′, its commensurator G preserves its axis, so T ′ is a line.
Edge stabilizers being cyclic, vertex stabilizers are virtually cyclic, hence cyclic since G is
torsion-free. This implies that G is Z, Z2, or a Klein bottle group.
3.6 Locally finite trees
We generalize the previous example to locally finite trees with small edge stabilizers.
We suppose that G acts irreducibly on a locally finite tree T with small edge stabilizers
(local finiteness is equivalent to edge stabilizers having finite index in neighboring vertex
stabilizers; in particular, vertex stabilizers are small). In [GL07a, Lemma 8.5], we proved
that all such trees T belong to the same deformation space. This happens to be the JSJ
deformation space.
Proposition 3.6. Suppose that all groups of A are small in (A,H)-trees. Then any locally
finite irreducible tree T belongs to the JSJ deformation space.
Proof. We show that every vertex stabilizer H of T is universally elliptic. Since T is locally
finite, H contains an edge stabilizer with finite index, so is small (for simplicity we do not
write “small in (A,H)-trees” in this proof). By way of contradiction, assume that H is not
elliptic in some tree T ′. Being small, H fixes a unique end of T ′ or preserves a unique line
(see Corollary 1.3). Any finite index subgroup of H preserves the same unique end or line.
As in the previous subsection, local finiteness implies that G commensurates H, so G
preserves the H-invariant end or line of T ′ (in particular, T ′ is not irreducible). We now
define a small normal subgroup G′ ⊂ G. If G does not act dihedrally on a line, there is
a fixed end and we let G′ = [G,G] be the commutator subgroup. It is small because any
finitely generated subgroup pointwise fixes a ray of T ′, so is contained in an edge stabilizer
Ge ∈ A. If G acts dihedrally, we let G′ be the kernel of the action, so that G/G′ is an
infinite dihedral group.
Consider the action of the normal subgroup G′ on T . If it is elliptic, its fixed point set
is G-invariant, so by minimality the action of G factors through the action of an abelian
or dihedral group; this contradicts the irreducibility of T . Otherwise G′ preserves a unique
end or line; this end or line is G-invariant because G′ is normal, again contradicting the
irreducibility of T .
3.7 RAAGs
Let ∆ be a finite graph. The associated right-angled Artin group A∆ (RAAG, also called
graph group, or partially commutative group) is the group presented as follows: there is
one generator av per vertex, and a relation avaw = awav if there is an edge between v and
w. See [Cha07] for an introduction.
The decomposition of ∆ into connected components induces a decomposition of A∆
as a free product of freely indecomposable RAAGs (which may be infinite cyclic), so to
study JSJ decompositions of A∆ one may assume that ∆ is connected (see Corollary 4.16
below). M. Clay [Cla14] determines the (non-relative) cyclic JSJ decomposition of A∆;
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he gives a characterization of RAAGs with non-trivial cyclic JSJ decomposition, and he
shows that there is no flexible vertex. See [GH15] for abelian splittings of RAAGs relative
to the generators.
3.8 Parabolic splittings
Assume that G is hyperbolic relative to a family of finitely generated subgroups H =
{H1, . . . ,Hp}. Recall that a subgroup of G is parabolic if it is contained in a conjugate of
an Hi. We let A be the family of parabolic subgroups.
JSJ trees over parabolic subgroups, relative to H (equivalently, to A), exist by Theorem
2.20 because G is finitely presented relative to H [Osi06]. Parabolic subgroups are univer-
sally elliptic (all splittings are relative to H!), so JSJ trees do not have flexible vertices by
Lemma 3.2. See [Bow01], where such a JSJ decomposition is related to the cut points of
the boundary of G.
See Subsection 9.3 for the case when virtually cyclic groups are added to A.
3.9 Non-rigid examples
Unlike the previous subsections, we now consider examples with flexible vertices. This may
be viewed as an introduction to Part III. We consider cyclic splittings with H = ∅.
Suppose that G is the fundamental group of a closed orientable hyperbolic surface
Σ. Any simple closed geodesic γ on Σ defines a dual cyclic splitting (an amalgam or an
HNN-extension, depending on whether γ separates or not). A non-trivial element g ∈ G,
represented by an immersed closed geodesic δ, is elliptic in the splitting dual to γ if and
only if δ ∩ γ = ∅ or δ = γ. Since any δ meets transversely some simple γ, this shows that
1 is the only universally elliptic element of G, so the JSJ decomposition of G is trivial and
its vertex is flexible. Similar considerations apply to splittings of fundamental groups of
compact hyperbolic surfaces with boundary which are relative to the fundamental groups
of boundary components (the pair of pants is special because it contains no essential simple
geodesic, see Subsection 5.1).
The content of Section 6 is that this example is somehow a universal example.
〈a2, b2〉
〈a3, b3〉
〈a1, b1〉 〈c〉
[a1,b1]=c
c=[a
3 ,b
3 ]
c=
[a2
,b2
]
Figure 3: Three punctured tori attached along their boundaries, and the corresponding
JSJ decomposition.
Now suppose that G is the fundamental group of the space pictured on Figure 3 (con-
sisting of three punctured tori attached along their boundaries). A presentation of G is
〈a1, b1, a2, b2, a3, b3 | [a1, b1] = [a2, b2] = [a3, b3]〉.
It is the fundamental group of a graph of groups Γ with one central vertex v and three
terminal vertices vi. All edges, as well as v, carry the same cyclic group C = 〈c〉. We claim
that Γ is a JSJ decomposition of G, with 3 flexible vertices vi.
Let us first show that Γ is universally elliptic, i.e. that C is universally elliptic. Using
Lemma 2.10, we consider a one-edge cyclic splitting Λ of G in which C is not elliptic,
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and we argue towards a contradiction. The group G12 generated by Gv1 and Gv2 is the
fundamental group of a closed surface (of genus 2), in particular it is one-ended. It follows
that the edge group 〈a〉 of Λ is non-trivial and has non-trivial intersection with some
conjugate of G12, so some ak lies in a conjugate of G12.
We now consider the action of ak on the Bass-Serre tree T of Γ. If ak fixes an edge in
T , then 〈ak〉 has finite index in some conjugate of C, so C is elliptic in Λ, a contradiction.
Denote by A(ak) the characteristic set of ak in T , i.e. its unique fixed point or its axis.
Then A(ak) is contained in the minimal subtree of a conjugate of G12, so contains no lift
of the vertex v3. Permuting indices shows that all vertices in A(ak) are lifts of v, so A(ak)
is a single point (a lift of v). This implies that 〈ak〉 has finite index in some conjugate of
C, which is again a contradiction.
To prove maximality, consider a universally elliptic tree S dominating T . If the domi-
nation is strict (i.e. S and T are in different deformation spaces), some Gvi is non-elliptic
in S. Being universally elliptic, C is elliptic in S, so by a standard fact (see Proposition
5.4) the action of Gvi on its minimal subtree in S is dual to an essential simple closed curve
γi ⊂ Σi (there is only one curve because Σi is a punctured torus). Considering the splitting
of G dual to a curve γ ⊂ Σi intersecting γi non-trivially shows that S is not universally
elliptic, a contradiction.
4 A few useful facts
In this section, we first describe the behavior of the JSJ deformation space when we change
the class A of allowed edge groups. We then introduce the incidence structure inherited
by a vertex group of a graph of groups, and we relate JSJ decompositions of G to JSJ
decompositions of vertex groups relative to their incidence structure. We also discuss
relative finite presentation of vertex groups. Finally, we give an alternative construction
of relative JSJ decompositions, obtained by embedding G into a larger group.
4.1 Changing edge groups
We fix two families of subgroups A and B, with A ⊂ B, and we compare JSJ splittings
over A and over B (universal ellipticity, and all JSJ decompositions, are relative to some
fixed family H). For example:
• A consists of the finitely generated abelian subgroups of G, and B consists of the slen-
der subgroups. This will be useful to describe the abelian JSJ decomposition in Subsection
5.5.
• groups in B are locally slender (their finitely generated subgroups are slender), and
A is the family of slender subgroups.
• G is relatively hyperbolic, A is the family of parabolic subgroups, and B is the family
of elementary subgroups (subgroups which are parabolic or virtually cyclic).
• A consists of the trivial group, or the finite subgroups of G (see Corollary 4.16).
There are now two notions of universal ellipticity, so we shall distinguish between A-
universal ellipticity (being elliptic in all (A,H)-trees) and B-universal ellipticity (being
elliptic in all (B,H)-trees).
Of course, B-universal ellipticity implies A-universal ellipticity.
Recall that two trees are compatible if they have a common refinement.
Proposition 4.1. Assume A ⊂ B. Let TB be a JSJ tree over B.
(1) If there is a JSJ tree over A, there is one which is compatible with TB. It may be
obtained by refining TB, and then collapsing all edges whose stabilizer is not in A.
(2) If every A-universally elliptic A-tree is B-universally elliptic, the tree T¯B obtained
from TB by collapsing all edges whose stabilizer is not in A is a JSJ tree over A.
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Note that (2) applies if A consists of finite groups (more generally, of groups with
Serre’s property (FA)).
Proof. Let TA be a JSJ tree over A. Since B ⊃ A, the tree TB is elliptic with respect to
TA. Let TˆB be a standard refinement of TB dominating TA. Consider an edge e of TˆB
whose stabilizer is not in A. Then Ge fixes a unique point of TA, so any equivariant map
from TˆB to TA is constant on e. It follows that the tree obtained from TˆB by collapsing all
edges whose stabilizer is not in A dominates T2. Being A-universally elliptic by Assertion
(ii) of Lemma 2.2, it is a JSJ tree over A.
For (2), first note that T¯B is an A-universally elliptic A-tree. If T ′ is another one, it is
B-universally elliptic, hence dominated by TB. As above, any map from TB to T ′ factors
through T¯B, so T¯B is a JSJ tree over A.
Proposition 4.2. Let A ⊂ B. Assume that every finitely generated group in B belongs to
A. If G is finitely presented relative to H, then any JSJ tree over A (relative to H) is a
JSJ tree over B (relative to H).
Proof. By Corollary 2.25, for every B-tree T (as always, relative to H), there is a morphism
S → T with S a tree with finitely generated edge stabilizers. Edge stabilizers of S fix an
edge in T , so S is an A-tree. The proposition easily follows.
This applies in particular if B is the family of all groups which are locally in A (their
finitely generated subgroups are in A). For instance, B may be the family of all locally
cyclic (resp. locally abelian, resp. locally slender) subgroups, and A the family of cyclic
(resp. finitely generated abelian, resp. slender) subgroups.
4.2 Incidence structures of vertex groups
Given a vertex stabilizer Gv of a tree, it is useful to consider splittings of Gv relative to
incident edge stabilizers, as they extend to splittings of G (Lemma 4.12). In this subsection
we give definitions and we show that Gv is finitely presented relative to incident edge groups
if G is finitely presented and edge stabilizers are finitely generated (Proposition 4.9).
4.2.1 Definitions
Let T be a tree (minimal, relative to H, with edge stabilizers in A). Let v be a vertex,
with stabilizer Gv.
Definition 4.3 (Incident edge groups Incv). Given a vertex v of a tree T , there are finitely
many Gv-orbits of edges with origin v. We choose representatives ei and we define Incv
(or IncGv) as the family of stabilizers Gei . We call Incv the set of incident edge groups.
It is a finite family of subgroups of Gv, each well-defined up to conjugacy.
Alternatively, one can define Incv from the quotient graph of groups Γ = T/G as the
image in Gv of the groups carried by all oriented edges with origin v. The peripheral struc-
ture, defined in [GL07a] and studied in Subsection 5.4, is a more sophisticated invariant
derived from Incv; unlike Incv, it does not change when we replace T by another tree in
the same deformation space.
Definition 4.4 (Restriction H|Gv). Given v, consider the family of conjugates of groups
in H that fix v and no other vertex of T . We define the restriction H|Gv by choosing a
representative for each Gv-conjugacy class in this family.
Definition 4.5 (IncHv ). We define Inc
H
v = Incv ∪ H|Gv . We will sometimes write Inc|Q
and IncH|Q rather than Incv and Inc
H
v , with Q = Gv.
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We also view H|Gv and IncHv as families of subgroups of Gv, each well-defined up to
conjugacy.
Remark 4.6. We emphasize that H|Gv only contains groups having v as their unique fixed
point. Two such groups are conjugate in Gv if they are conjugate in G. In particular, the
number ofGv-conjugacy classes of groups inH|Gv is bounded by the number ofG-conjugacy
classes of groups in H.
Also note that any subgroup of Gv which is conjugate to a group of H is contained
(up to conjugacy in Gv) in a group belonging to IncHv , so is elliptic in any splitting of Gv
relative to IncHv .
4.2.2 Finiteness properties
Assume that G is the fundamental group of a finite graph of groups. It is well-known that,
if G and all edge groups are finitely generated (resp. finitely presented), then so are all
vertex groups.
The goal of this subsection is to extend these results to relative finite generation (resp.
finite presentation), as defined in Subsection 1.7. This is not needed if all groups in A are
assumed to be finitely presented.
Lemma 4.7 ([Gui08, Lemmas 1.11, 1.12]). If a finitely generated group G acts on a tree
T , then every vertex stabilizer Gv is finitely generated relative to the incident edge groups.
More generally, if G is finitely generated relative to H, and T is a tree relative to H,
then Gv is finitely generated relative to IncHv .
Remark 4.8. If H = {H1, . . . ,Hp}, then the family H|Gv consists of at most p groups, each
conjugate to some Hi. It follows that the set of vertex stabilizers of (A,H)-trees with
finitely generated edge stabilizers is countable. This was used in the proof of Theorem
2.20.
There is a similar statement for relative finite presentation.
Proposition 4.9. If G is finitely presented, and T is a tree with finitely generated edge
stabilizers, then every vertex stabilizer Gv is finitely presented relative to the incident edge
groups.
More generally, if G is finitely presented relative to H, and T is a tree relative to H
with finitely generated edge stabilizers, then Gv is finitely presented relative to IncHv .
We will use the following fact.
Lemma 4.10. Let X be a cellular complex, and let U ⊂ X be a compact connected sub-
complex. Let G = pi1(X), and let H < G be the image of pi1(U) in G.
Then H is finitely presented relative to the image of the fundamental groups of the
connected components of the topological boundary ∂U .
More generally, if U is not compact but there exist finitely many connected disjoint
subcomplexes Z1, . . . , Zr ⊂ U , disjoint from ∂U , such that U \ (Z1 ∪ · · · ∪ Zr) has compact
closure, then H is finitely presented relative to the images of the fundamental groups of
Z1, . . . , Zr and of the connected components of ∂U .
Proof. Denote by B1, . . . , Br the connected components of ∂U . In the special case when
each map pi1(Bi)→ pi1(X) is injective, a standard argument shows that the map pi1(U)→
pi1(X) is also injective, so H ' pi1(U) is finitely presented, and finitely presented relative to
its finitely generated subgroups pi1(Bi). One reduces to the special case by gluing (possibly
infinitely many) discs to the Bi’s. The proof of the second assertion is similar.
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Proof of Proposition 4.9. Assume that G is finitely presented relative to {H1, . . . ,Hp}. As
in the proof of Proposition 2.24, we consider a 2-complex X and disjoint subcomplexes
Y1, . . . , Yp with X \ (Y1, . . . , Yp) compact and pi1(Yi) ' Hi. We let pi : X˜ → X be the
universal cover, and Y˜i a connected component of pi−1(Yi) whose stabilizer is Hi. Let
f : X˜ → T be an equivariant map which sends vertex to vertex, sends each Y˜i to a vertex
fixed by Hi, is constant or injective on each edge, and is standard on each triangle.
Consider the pattern τ˜ ⊂ X˜ obtained as the preimage of all midpoints of edges of T ,
and its projection τ ⊂ X. Let W ⊂ X be the closure of the complement of a regular
neighborhood of τ .
Let S be the tree dual to τ˜ . First suppose that S = T . Applying Lemma 4.10 to the
component U of W corresponding to v shows that Gv is finitely presented relative to the
family H′v consisting of Incv and those Hi’s for which Yi is contained in U . If H 6= ∅ this
may not be quite the required family IncHv : we have to remove Hi if it fixes an edge of T
(see Subsection 4.2.1). But such an Hi is contained (up to conjugacy in Gv) in a group
belonging to IncHv , and we can use Lemma 1.9.
Now suppose S 6= T , and recall that edge stabilizers of T are finitely generated. When
H = ∅ we may use [LP97, Theorem 0.6], saying that T is geometric, to construct X˜ and
f such that S = T . In general, we may write the induced map g : S → T as a finite
composition of folds (see the proposition on page 455 of [BF91]). It therefore suffices to
show that, given a factorization g = h◦ρ with ρ a fold, we may change X˜ to a new complex
X˜1, with f1 : X˜1 → T , so that the associated map g1 equals h.
Let e, e′ be adjacent edges of S which are folded by ρ. They are dual to components
of τ˜ adjacent to a component Z of X˜ \ τ˜ . Let ab and a′b′ be edges of X˜ mapping to e and
e′ in S respectively, with a and a′ in Z (subdivide X if needed). Let γ be an edge path
joining a to a′ in Z. Note that γ is mapped to a single vertex in S, and that b, b′ have the
same image in T .
Now glue a square [0, 1] × [0, 1] to X˜, with vertical edges glued to e, e′ and the edge
[0, 1] × {0} glued to γ (the edge [0, 1] × {1} is free). The map f : X˜ → T extends to
the square, with all vertical arcs {t} × [0, 1] mapped to the edge f(e) = f(e′). Doing this
gluing G-equivariantly yields the desired X˜1.
4.3 JSJ decompositions of vertex groups
Given an (A,H)-tree T , we compare splittings of G and relative splittings of vertex stabi-
lizers Gv.
Recall that IncHv is the family of incident edge stabilizers together with H|Gv (see
Subsection 4.2.1), and thatGv is finitely generated relative to IncHv . In particular, whenever
Gv acts on an (A,H)-tree S relative to Incv with no global fixed point, there is a unique
minimal Gv-invariant subtree µS(Gv) ⊂ S by Proposition 1.7. We view µS(Gv) as a tree
with an action of Gv; if Gv is elliptic in S, we let µS(Gv) be any fixed point.
Definition 4.11 (Av). We denote by Av the family consisting of subgroups of Gv belonging
to A. All splittings of Gv will be over groups in Av.
Lemma 4.12. Let Gv be a vertex stabilizer of an (A,H)-tree T . Any splitting of Gv
relative to IncHv extends (non-uniquely) to a splitting of G relative to H.
More precisely, given an (Av, IncHv )-tree Sv, there exist an (A,H)-tree Tˆ and a collapse
map p : Tˆ → T such that p−1(v) is Gv-equivariantly isomorphic to Sv.
We say that Tˆ is obtained by refining T at v using Sv. More generally, one may choose
a splitting for each orbit of vertices of T , and refine T using them. Any refinement of T
may be obtained by this construction (possibly with non-minimal trees Sv).
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Proof. We construct Tˆ as in the proof of Proposition 2.2 , with Yv = Sv. It is relative
to H because any group in H which is conjugate to a subgroup of Gv is conjugate to a
subgroup of a group belonging to IncHv . Non-uniqueness comes from the fact that there
may be several ways of attaching edges of T to Sv (see [GL16, Section 4.2]).
Lemma 4.13. Let Gv be a vertex stabilizer of a universally elliptic tree T .
• The groups in IncHv are elliptic in every (A,H)-tree S.
• A subgroup H < Gv is (A,H)-universally elliptic (as a subgroup of G) if and only if
it is (Av, IncHv )-universally elliptic (as a subgroup of Gv).
The second assertion says that H is elliptic in every (A,H)-tree on which G acts if
and only if it is elliptic in every (Av, Incv ∪H|Gv)-tree on which Gv acts. If this holds, we
simply say that H is universally elliptic.
Proof. The first assertion is clear: S is relative to H|Gv , and also to Incv because T is
universally elliptic.
Suppose that H is (Av, IncHv )-universally elliptic, as a subgroup of Gv. Let S be any
(A,H)-tree. It is relative to IncHv by the first assertion. Since Gv is finitely generated
relative to IncHv , it has a minimal subtree Sv ⊂ S by Proposition 1.7. The action of Gv on
Sv is an (Av, IncHv )-tree, so by assumption H fixes a point in Sv, hence in S.
We have proved the “if” direction in the second assertion, and the converse follows from
Lemma 4.12.
Corollary 4.14. Let Gv be a vertex stabilizer of a JSJ tree TJ .
(1) Gv does not split over a universally elliptic subgroup relative to IncHv .
(2) Gv is flexible if it splits relative to IncHv , rigid otherwise.
Proof. If there is a splitting as in (1), we may use it to refine TJ to a universally elliptic
tree (see Lemma 4.12). This tree must be in the same deformation space as TJ , so the
splitting of Gv must be trivial. (2) follows from Lemma 4.13 applied with H = Gv.
Proposition 4.15. Let T be a universally elliptic (A,H)-tree.
(1) Assume that every vertex stabilizer Gv of T has a JSJ tree Tv relative to IncHv . One
can then refine T using these decompositions so as to obtain a JSJ tree of G relative
to H.
(2) Conversely, if TJ is a JSJ tree of G relative to H, and Gv is a vertex stabilizer of T ,
one obtains a JSJ tree for Gv relative to IncHv by considering the action of Gv on its
minimal subtree Tv = µTJ (Gv) in TJ (with Tv a point if Gv is elliptic).
Proof. To prove (1), let Tˆ be the tree obtained by refining T using the Tv’s as in Lemma
4.12. It is relative to H, and universally elliptic by Lemma 4.13 since its edge stabilizers are
edge stabilizers of T or of some Tv. To show maximality, we consider another universally
elliptic (A,H)-tree T ′, and we show that any vertex stabilizer H of Tˆ is elliptic in T ′. It is
a vertex stabilizer of some Tv, with v a vertex of T . If Gv is not elliptic in T ′, its minimal
subtree Yv is a universally elliptic (Av, IncHv )-tree. Since Tv is a JSJ tree, it dominates Yv
so H is elliptic in T ′. This proves (1).
Now let TJ and Tv ⊂ TJ be as in (2). By Lemma 4.13 Tv is relative to IncHv , and it is
(Hv, IncHv )-universally elliptic because its edge stabilizers are contained in edge stabilizers
of TJ . To prove maximality of Tv, consider another tree Sv with an action of Gv which is
relative to IncHv and universally elliptic. Use it to refine T to a tree Tˆ as in Lemma 4.12.
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As above, Tˆ is relative to H, and universally elliptic by Lemma 4.13. Being a JSJ tree,
TJ dominates Tˆ . Vertex stabilizers of Tv are elliptic in TJ , hence in Tˆ , hence in Sv, so Tv
dominates Sv. This proves (2).
The following corollary says that one may usually restrict to one-ended groups when
studying JSJ decompositions.
Corollary 4.16. Suppose that A contains all finite subgroups of G.
If H = ∅, refining a Grushko decomposition of G using JSJ decompositions of free
factors yields a JSJ decomposition of G.
Similarly, refining a Stallings-Dunwoody decomposition of G using JSJ decompositions
of the vertex groups Gv yields a JSJ decomposition of G.
If H 6= ∅, one must use relative Grushko or Stallings-Dunwoody decompositions, and
JSJ decompositions of vertex groups Gv relative to H|Gv .
Every flexible subgroup of G is a flexible subgroup of some Gv.
As mentioned in Subsection 3.3, Stallings-Dunwoody decompositions only exist under
some accessibility assumption.
Proof. This follows from the proposition, applied with T in the Grushko or Stallings-
Dunwoody deformation space: finite groups are universally elliptic, and every splitting
of Gv is relative to Incv. The assertion about flexible subgroups follows from Corollary
4.14.
4.4 Relative JSJ decompositions through fillings
Fix a finitely presented group G and a family A. In Subsection 2.5 we have shown the
existence of the JSJ deformation space of G relative to a finite set H = {H1, . . . ,Hp} of
finitely generated subgroups. We now give an alternative construction, using (absolute) JSJ
decompositions of another group Gˆ obtained by a filling construction. This construction
will be used in Subsections 5.4 and 5.5 to provide examples of flexible groups.
G
H1
H2
Hp
H1 ×R1
H2 ×R2
Hp ×Rp
...
Figure 4: The group Gˆ obtained by the filling construction.
The filling construction. Let G and H be as above. For i ∈ {1, . . . , p}, we let Ri
be a non-trivial finitely presented group with property (FA), and we define a group Gˆ by
amalgamating G with Ki = Hi×Ri over Hi for i = 1, . . . , p (see Figure 4); in other words,
Gˆ = ((G ∗H1 K1) ∗ . . . ) ∗Hp Kp. It is finitely presented. We denote by T the Bass-Serre
tree of this amalgam, and by v the vertex of T with stabilizer G. The stabilizer of an edge
with origin v is conjugate to one of the Hi’s in G.
Fix a family B of subgroups of Gˆ such that Bv = A and Ri /∈ B, for instance the
family of subgroups of Gˆ having a conjugate in A (note that two subgroups of G which
are conjugate in Gˆ are also conjugate in G because Hi is central in Ki, so this family B
induces A).
A subgroup of G is (A,H)-universally elliptic if it is elliptic in all splittings of G over
A relative to H. A subgroup of Gˆ is B-universally elliptic if it is elliptic in all splittings of
Gˆ with edge groups in B (splittings of Gˆ are non-relative).
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Lemma 4.17. Hi × Ri is B-universally elliptic. A subgroup J ⊂ G is (A,H)-universally
elliptic if and only if J (viewed as a subgroup of Gˆ) is B-universally elliptic.
Proof. Consider any B-tree. The group Ri fixes a point by property (FA), which is unique
since Ri /∈ B. This point is also fixed by Hi since Hi commutes with Ri. This proves the
first assertion. Since T is B-universally elliptic, and H is the family of incident edge groups
at v, the second assertion follows from Lemma 4.13.
Being finitely presented, Gˆ has a JSJ decomposition TJ over B by Theorem 2.16. We
let TG = µTJ (G) be the minimal G-invariant subtree (a point if G is elliptic in TJ).
Proposition 4.18. The tree TG is a JSJ tree of G over A relative to H.
Proof. The tree TG has edge stabilizers in Bv = A, is relative to H and (A,H)-universally
elliptic by Lemma 4.17. We have to show that it dominates any universally elliptic (A,H)-
tree SG. Use SG to refine T at v into a tree Tˆ , as in Lemma 4.12. The tree Tˆ has two
types of edges, those coming from T and those in the Gˆ-orbit of SG.
Define a new tree T ′ by collapsing all edges of Tˆ coming from T , and note that a
subgroup of G is elliptic in T ′ if and only if it is elliptic in SG. Indeed, a subgroup H of
Gˆ is elliptic in Tˆ if and only if it is elliptic in both T ′ and T ; for H < G (hence elliptic in
T ), being elliptic in T ′ is equivalent to being elliptic in Tˆ , i.e. in SG.
The tree T ′ is a B-tree, and it is universally elliptic by Lemma 4.17, so it is dominated
by TJ . Vertex stabilizers of TG are then elliptic in T ′, hence in SG, so TG dominates
SG.
Part III
Flexible vertices
Flexible vertex groups of JSJ decompositions are most important, as understanding their
splittings conditions the understanding of the splittings of G. The key result is that, in
many cases, flexible vertex groups are “surface-like”.
For instance, first consider cyclic splittings of a torsion-free group G. We will see that,
if Gv is a flexible vertex group of a JSJ decomposition Γ = T/G, then Gv may be viewed as
pi1(Σ), with Σ a compact (possibly non-orientable) surface. Moreover, incident edge groups
are trivial or contained (up to conjugacy) in a boundary subgroup, i.e. the fundamental
group B = pi1(C) of a boundary component C of Σ. Boundary subgroups being generated
by elements which are quadratic words in a suitable basis of the free group pi1(Σ), Rips
and Sela called the subgroup Gv quadratically hanging (QH).
If Σ is not too simple, there are infinitely many isotopy classes of essential two-sided
simple closed curves. Each such curve defines a cyclic splitting of pi1(Σ) relative to incident
edge groups, which extends to a cyclic splitting of G by Lemma 4.12. Two curves which
cannot be made disjoint by an isotopy define two splittings with are not elliptic with
respect to each other, and this makes Gv flexible (see Corollary 4.14). It turns out that
this construction is basically the only source of flexible vertices.
If G is allowed to have torsion, or if non-cyclic edge groups are allowed, the definition
of “surface-like” must be adapted. First, Σ may be a 2-dimensional orbifold rather than a
surface. Second, Gv is not always equal to pi1(Σ); it only maps onto pi1(Σ), with a possibly
non-trivial kernel F (called the fiber).
Various authors have called such groups Gv hanging surface groups, hanging Fuchsian
groups, hanging K-by-orbifold groups, V PC-by-Fuchsian type vertex groups... We choose
to extend Rips and Sela’s initial terminology of QH groups, to emphasize the way in which
Gv is attached to the rest of the group G (in Rips-Sela [RS97], F is trivial and Σ has no
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mirror, see Theorem 6.6; on the other hand, we insist that a QH group be based on a
hyperbolic orbifold, not on a Euclidean one).
In Section 5 we formalize the definition of QH vertices, and prove general properties of
such vertices. In Section 6 we show that, indeed, flexible vertices of the JSJ deformation
space over nice classes of slender subgroups are QH.
As before, we fix a family A closed under conjugating and passing to subgroups, and
another family H. All trees are assumed to be (A,H)-trees.
5 Quadratically hanging vertices
In this section, after preliminaries about 2-orbifold groups, we give a definition of QH
subgroups. We study their basic properties, in particular we relate their splittings to
families of simple geodesics on the underlying orbifold Σ.
We then show that, under natural hypotheses, any QH subgroup has to be elliptic in
the JSJ deformation space.
In Subsection 5.4 we give examples of possible incident edge groups for QH vertex
groups of a JSJ decomposition. This will be relevant in Section 6, where we show that
flexible subgroups of the slender JSJ decomposition are QH. We also show that flexible
subgroups of abelian JSJ decompositions do not have to be QH.
5.1 2-orbifolds and their splittings
5.1.1 Hyperbolic 2-orbifolds
Most compact 2-dimensional orbifolds Σ, including all those that will concern us, are
Euclidean or hyperbolic (we refer to [Sco83] and [Thu80, Ch. 13] for basic facts about
orbifolds). Euclidean orbifolds whose fundamental group is not virtually cyclic have empty
boundary, so they can only arise from flexible vertices in a trivial way. For instance, in
the case of cyclic splittings of torsion-free groups, Z2 = pi1(T 2) and the Klein bottle group
may appear as flexible vertex groups (see Subsections 3.4 and 6.9), but only as free factors
(all incident edge groups must be trivial).
We therefore restrict to hyperbolic orbifolds: Σ is a compact 2-dimensional orbifold,
equipped with a hyperbolic metric with totally geodesic boundary. It is the quotient of
a convex subset Σ˜ ⊂ H2 by a proper discontinuous group of isometries GΣ ⊂ Isom(H2)
(isometries may reverse orientation); we denote by p : Σ˜ → Σ the quotient map. By
definition, the (orbifold) fundamental group of Σ is pi1(Σ) = GΣ. We may also view Σ as
the quotient of a compact orientable hyperbolic surface Σ0 with geodesic boundary by a
finite group of isometries Λ. A point of Σ is singular if its preimages in Σ˜ (or in Σ0) have
non-trivial stabilizer.
If we forget the orbifold structure, Σ is homeomorphic to a surface Σtop (a disc in Figure
5). The boundary of Σtop comes from the boundary ∂Σ˜, and from mirrors corresponding
to reflections in GΣ (see below). We define the boundary ∂Σ of Σ as the image of ∂Σ˜ in
Σ (thus excluding mirrors). Equivalently, it is the image of ∂Σ0. Each component C of
∂Σ is either a component of ∂Σtop (a circle) or an arc contained in ∂Σtop. The (orbifold)
fundamental group of C is Z or an infinite dihedral group D∞ accordingly. A boundary
subgroup is a subgroup B ⊂ pi1(Σ) which is conjugate to the fundamental group of a
component C of ∂Σ. Equivalently, it is the setwise stabilizer of a connected component of
∂Σ˜.
The closure of the complement of ∂Σ in ∂Σtop is a union of mirrors: a mirror is the
image of a component of the fixed point set of an orientation-reversing element of pi1(Σ)
in Σ˜. Equivalently, a mirror is the image of a component of the fixed point set of an
orientation-reversing element of Λ in Σ0. Each mirror is itself a circle or an arc contained
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{1}
Figure 5: An orbifold with 4 mirrors (in bold), 2 boundary components, and 2 corner
reflectors carrying D4. Its fundamental group is the Coxeter group generated by reflections
over 4 sides of a right-angled hexagon in H2.
in ∂Σtop. Mirrors may be adjacent in ∂Σtop, whereas boundary components of Σ are
disjoint.
Singular points not contained in mirrors are conical points; the stabilizer of their preim-
ages in H2 is a finite cyclic group consisting of orientation-preserving maps (rotations).
Points belonging to two mirrors are corner reflectors; the associated stabilizer is a finite
dihedral group D2r of order 2r.
As in the case of surfaces, hyperbolic orbifolds may be characterized in terms of their
Euler characteristic (see [Thu80, Sco83]).
Definition 5.1 (Euler characteristic). The Euler characteristic χ(Σ) is defined as the
Euler characteristic of the underlying topological surface Σtop, minus contributions coming
from the singularities: a conical point of order q (with isotropy group Z/qZ) contributes
1− 1q , a corner reflector with isotropy group the dihedral group D2r of order 2r contributes
1
2(1− 1r ), and a point adjacent to a mirror and a component of ∂Σ contributes 14 .
Proposition 5.2. A compact 2-dimensional orbifold Σ is hyperbolic if and only if χ(Σ) <
0.
5.1.2 Curves and splittings
We now generalize the fact that any essential 2-sided simple closed curve on a surface Σ
defines a cyclic splitting of pi1(Σ).
Let Σ be a hyperbolic 2-orbifold as above. A closed geodesic γ ⊂ Σ is the image in Σ
of a bi-infinite geodesic γ˜ ⊂ Σ˜ whose image in Σ is compact. It is simple if hγ˜ and γ˜ are
equal or disjoint for all h ∈ pi1(Σ). If γ˜ 6⊂ ∂Σ˜, we say that γ is an essential simple closed
geodesic in Σ (possibly one-sided). For brevity we often just call γ a geodesic.
If γ is an essential simple closed geodesic, then p−1(γ), the orbit of γ˜ under pi1(Σ), is
a family of disjoint geodesics. There is a simplicial tree Tγ dual to this family: vertices of
Tγ are components of Σ˜ \ p−1(γ), edges are components of p−1(γ). The group pi1(Σ) acts
non-trivially on Tγ , but there are inversions if γ is one-sided; in this case we subdivide
edges so as to get an action without inversions (this may viewed as replacing γ by the
boundary of a regular neighborhood, a connected 2-sided simple 1-suborbifold bounding a
Möbius band).
We have thus associated to γ a one-edge splitting of pi1(Σ), which is clearly relative to
the boundary subgroups. We call it the splitting dual to the essential simple closed geodesic
γ (or the splitting determined by γ). Its edge group (well-defined up to conjugacy) is the
subgroup Hγ ⊂ GΣ consisting of elements which preserve γ˜ and each of the half-spaces
bounded by γ˜. It is isomorphic to Z or D∞ (the infinite dihedral group).
42
More generally, there is a splitting dual to any family L of disjoint essential simple
closed geodesics γi. For simplicity, we sometimes just say that the splitting is dual to a
family of geodesics.
Recall that a group is small if it does not contain F2. The next result says that this
construction yields all small splittings of pi1(Σ) relative to the boundary subgroups (note
that all small subgroups of pi1(Σ) are virtually cyclic).
Remark 5.3. Also note that any subgroup of pi1(Σ) that preserves a line or an end in such
a splitting is virtually cyclic.
Proposition 5.4. Let Σ be a compact hyperbolic 2-orbifold. Assume that pi1(Σ) acts on
a tree T non-trivially, without inversions, minimally, with small edge stabilizers, and with
all boundary subgroups elliptic.
Then T is equivariantly isomorphic to the Bass-Serre tree of the splitting dual to a
family L of disjoint essential simple closed geodesics of Σ.
If edge stabilizers are not assumed to be small, T is still dominated by a tree dual to a
family of geodesics.
Remark 5.5. In this statement, we assume that T has no redundant vertex, and we do
not allow multiple parallel simple closed curves (because we consider geodesics). If T is
allowed to have redundant vertices, then it is only isomorphic to a subdivision of the tree
dual to a family of geodesics.
Proof. When Σ is an orientable surface, this follows from Theorem III.2.6 of [MS84]. If Σ
is a 2-orbifold, we consider a covering surface Σ0 as above. The action of pi1(Σ0) on T is
dual to a family of closed geodesics on Σ0. This family is Λ-invariant and projects to the
required family on Σ. The action of pi1(Σ) on T is dual to this family.
The second statement follows from standard arguments (see the proof of [MS84, The-
orem III.2.6]).
Corollary 5.6. pi1(Σ) has a non-trivial splitting relative to the boundary subgroups if and
only if Σ contains an essential simple closed geodesic.
Orbifolds with no essential simple closed geodesic are classified in the next subsection.
Proposition 5.4 implies in particular that pi1(Σ) is one-ended relative to its boundary
subgroups. This does not remain true if we set one boundary component aside.
Lemma 5.7. Let C be a boundary component of a compact hyperbolic 2-orbifold Σ. There
exists a non-trivial splitting of pi1(Σ) over {1} or Z/2Z relative to the fundamental groups
Bk of all boundary components distinct from C.
Proof. Any arc γ properly embedded in Σtop and with endpoints on C defines a free splitting
of pi1(Σ) relative to the groups Bk. In most cases one can choose γ so that this splitting
is non-trivial. We study the exceptional cases: Σtop is a disc or an annulus, and Σ has no
conical point.
If Σtop is a disc, its boundary circle consists of components of ∂Σ and mirrors. Since Σ
is hyperbolic, there must be a mirror M not adjacent to C (otherwise ∂Σtop would consist
of C and one or two mirrors, or two boundary components and two mirrors, and χ(Σ)
would not be negative). An arc γ with one endpoint on C and the other on M defines a
splitting over Z/2Z, which is non-trivial because M is not adjacent to C.
If Σtop is an annulus, there are two cases. If C is an arc, one can find an arc γ from
C to C as in the general case. If C is a circle in ∂Σtop, the other circle contains a mirror
M (otherwise Σ would be a regular annulus) and an arc γ from C to M yields a splitting
over Z/2Z.
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Remark 5.8. If the splitting constructed is over K = Z/2Z, then Σ contains a mirror and
K is contained in an infinite dihedral subgroup (generated by K and a conjugate).
Definition 5.9 (Filling geodesics). Let Σ be a compact hyperbolic 2-orbifold, and let C be a
non-empty collection of (non-disjoint) essential simple closed geodesics in Σ. We say that
C fills Σ if the following equivalent conditions hold:
(1) For every essential simple closed geodesic α in Σ, there exists γ ∈ C that intersects
α non-trivially (with γ 6= α).
(2) For every element g ∈ pi1(Σ) of infinite order that is not conjugate into a boundary
subgroup, there exists γ ∈ C such that g acts hyperbolically in the splitting of pi1(Σ)
dual to γ.
(3) The full preimage C˜ of C in the universal covering Σ˜ is connected.
The equivalence between these conditions is well known. We include a proof for com-
pleteness.
Proof. (2)⇒ (1) is clear, using a g representing α.
To prove (1)⇒ (3), consider a connected component C0 of C˜, and its convex hull A in
Σ˜ ⊂ H2. If C˜ is not connected, then A 6= Σ˜; indeed, A is contained in a half space bounded
by a geodesic in C˜ \ C0. Let α be a connected component of the boundary of A in Σ˜, a
bi-infinite geodesic. We note that α cuts no geodesic of C˜. Indeed, if γ ∈ C˜ cuts α, then
γ /∈ C0, so all elements of C0 are disjoint from γ, and A is contained in a half-space bounded
by γ, contradicting α ⊂ A¯. Now α projects to a simple closed geodesic in Σ (if gα did
intersect α transversely, then A would be contained in the intersection of the half spaces
bounded by α and gα, a contradiction). Assumption (1) ensures that α is a boundary
component of Σ˜. This implies that A = Σ˜, and that C˜ is connected.
To prove (3)⇒ (2), consider g ∈ pi1(Σ) of infinite order, and let A(g) be its axis in Σ˜.
If (2) does not hold, it intersects no geodesic in C˜. By connectedness, C˜ is contained in
one of the half-spaces bounded by A(g). It follows that the convex hull A of C˜ is properly
contained in Σ˜. Since A is pi1(Σ)-invariant, this is a contradiction.
Corollary 5.10. If Σ contains at least one essential simple closed geodesic, then the set
of simple closed geodesics fills Σ.
Using the first definition of filling, this follows immediately from the following lemma.
Lemma 5.11 (Lemma 5.3 of [Gui00b]). If γ0 is any essential simple closed geodesic, there
exists another essential simple closed geodesic γ1 intersecting γ0 non-trivially.
5.1.3 Small orbifolds
It is well-known that the pair of pants is the only compact hyperbolic surface containing no
essential simple closed geodesic. In this subsection we classify hyperbolic 2-orbifolds which
do not contain an essential geodesic. Their fundamental groups do not split relative to the
boundary subgroups (Corollary 5.6), and they do not appear in flexible vertex groups of
JSJ decompositions (see Subsection 5.2).
As above, we work with compact orbifolds with geodesic boundary, but we could equally
well consider orbifolds with cusps.
Proposition 5.12. A compact hyperbolic 2-orbifold with geodesic boundary contains no
simple closed essential geodesic if and only if it belongs to the following list (see Figure 6):
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Figure 6: Orbifolds with no splittings (mirrors in bold, labels = isotropy size).
(1) a sphere with 3 conical points, a disc with 2 conical points, an annulus with 1 conical
point, a pair of pants (Σ has no mirror);
(2) a disk whose boundary circle is the union of a single mirror with a single boundary
segment, with exactly one conical point;
(3) an annulus with one mirror and no conical point;
(4) a disk whose boundary circle is the union of three mirrors, together with at most 3
boundary segments (no conical point).
Orbifolds Σ in this list are hyperbolic if and only if χ(Σ) < 0 (see Proposition 5.2).
Proof. Let Σ be an orbifold with no closed geodesic, and let Σ∗top be the underlying topo-
logical surface with the conical points removed. It has to be orientable, since otherwise it
contains an embedded Möbius band, whose core yields an essential simple closed geodesic.
Similarly, Σ∗top has to be planar, with at most 3 boundary components or punctures.
If Σ has no mirror, we must be in case (1): the total number of conical points and
boundary components must be three because χ(Σ) is negative.
We therefore assume that Σ has a mirror m. Recall that each component c of ∂Σ
is contained in a component b of ∂Σ∗top (a circle). If c 6= b, then c is a segment whose
endpoints belong to (possibly equal) mirrors contained in b.
The classification when there are mirrors relies on the inequality χ(Σ) < 0 and the
following basic observation. Consider a properly embedded arc joining m to a mirror n
(possibly equal to m). Since it cannot be isotopic to an essential simple closed geodesic,
it may be isotoped (in the complement of the conical points, with its endpoints remaining
on m and n respectively) to a boundary segment of Σ or to an arc contained in m.
This implies that the connected component b of ∂Σtop containing m is the only con-
nected component of ∂Σtop containing a mirror, and b cannot contain more than 3 mirrors.
Considering arcs joining m to m, it also implies that Σ∗top is a disc or an annulus (not a
pair of pants).
If Σ∗top is an annulus, the only possibility is that b = m∪ s with s a boundary segment
of Σ. This corresponds to cases (2) and (3), depending on whether Σ has a conical point
(necessarily of order > 2) or a second boundary component.
The only remaining possibility is that Σtop is a disc with boundary b, and there is
no conical point. Any pair of mirrors in b have to be adjacent, or joined by a boundary
segment of Σ. It follows that b contains at most 3 mirrors, and at most as many boundary
segments. There must be 3 mirrors in order for χ(Σ) to be negative.
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5.1.4 Orbifold with finite mapping class group
Suppose that Σ is a compact hyperbolic surface. Unless it is a pair of pants, it contains
a simple closed geodesic γ. If γ is 2-sided, it defines a splitting of pi1(Σ) over a maximal
cyclic subgroup Hγ , and the Dehn twist around γ defines an infinite order element of the
mapping class group. If γ is one-sided, the dual splitting is over an index 2 subgroup of
pi1(γ), corresponding to the boundary curve γˆ of a regular neighborhood; the Dehn twist
around γˆ is homotopically trivial.
The pair of pants and the twice-punctured projective plane contain no 2-sided geodesic
and have finite mapping class group. All other hyperbolic surfaces contain a 2-sided
geodesic and have infinite mapping class group (note that the once-punctured Klein bottle
contains a unique 2-sided geodesic; like the closed non-orientable surface of genus 3, it has
no pseudo-Anosov mapping class).
In this subsection we generalize this discussion to orbifolds.
There are more examples of simple closed geodesics which do not yield non-trivial
twists. If γ is a mirror which is a full circle in ∂Σtop, its fundamental group is isomorphic
to Z⊕Z/2Z; it defines a splitting of pi1(Σ) over the index 2 subgroup isomorphic to Z, but
the associated Dehn twist is once again trivial. If γ is a geodesic arc whose endpoints belong
to mirrors, its fundamental group is the dihedral group D∞ and there is no associated Dehn
twist (because D∞ has trivial center). If γ is a mirror joining two corner reflectors carrying
D4, it yields a splitting over D∞ but no twist.
We refer to [GL15b] (especially Theorem 7.14) for a general discussion of the relations
between splittings and automorphisms (see also [DG11] or [Lev05a], and the discussion
in Subsection 9.5). Here we limit ourselves to classifying orbifold groups which do not
split over a maximal cyclic subgroup relative to the boundary subgroups; equivalently, we
classify orbifolds Σ such that the interior of Σ∗top contains no 2-sided geodesic. These are
the orbifolds whose mapping class group is finite.
Let Σ be such an orbifold. We first note that Σ must be planar with at most 3 conical
points or boundary components, or be a Möbius band with one conical point, or a Möbius
band with one open disc removed, or a projective plane with 2 conical points.
Now say that a component b of ∂Σtop is simple if b contains no mirror (it is a component
of ∂Σ) or b is a single mirror; we say that b is a circular boundary component or a circular
mirror accordingly. Note that a simple boundary component does not contribute to χ(Σ)
(see Definition 5.1). In particular, if Σ is planar and all boundary components of Σtop are
simple, the total number of boundary components and conical points is 3.
If b is a non-simple boundary component, consider a simple closed curve parallel to it
inside Σtop. Since it is not isotopic to a geodesic, it must be parallel to a simple boundary
component b′ 6= b, or bound a Möbius band containing no conical point, or bound a disc
containing at most one conical point.
One can now check that Σ must be in the following list. We write, e.g., (S2, 3) to mean
that the surface obtained from Σtop by removing the boundary and the conical points is a
sphere minus 3 points.
• (S2, 3): a sphere with a choice of 3 conical points, circular boundary components, or
circular mirrors;
• (S2, 2): an annulus one of whose boundary component is non-simple, and the other
is either a conical point or a circular boundary component or a circular mirror;
• (S2, 1): a disc whose boundary is non-simple, with no conical point;
• (P 2, 2): a projective plane with a choice of 2 conical points, circular boundary com-
ponents, or circular mirrors;
• (P 2, 1): a Möbius band whose boundary is non-simple (no conical point).
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5.2 Definition and properties of quadratically hanging subgroups
As usual, we fix G, A, and H. Let Q be a subgroup of G.
Definition 5.13 (QH subgroup, fiber, extended boundary subgroup). We say that Q is a
QH subgroup (over A, relative to H) if:
(1) Q = Gv is the stabilizer of a vertex v of an (A,H)-tree T ;
(2) Q is an extension 1→ F → Q→ pi1(Σ)→ 1, with Σ a compact hyperbolic 2-orbifold;
we call F the fiber, and Σ the underlying orbifold;
(3) each incident edge stabilizer, and each intersection Q ∩ gHg−1 for H ∈ H, is an
extended boundary subgroup: by definition, this means that its image in pi1(Σ) is
finite or contained in a boundary subgroup B of pi1(Σ).
Condition (3) may be rephrased as saying that all groups in IncHv (see Definition 4.5)
are extended boundary subgroups.
In full generality, the isomorphism type of Q does not necessarily determine F and Σ;
when we refer to a QH subgroup, we always consider F and Σ as part of the structure. If
F is small, however, it may be characterized as the largest normal subgroup of Q which
is small; in particular, any automorphism of Q leaves F invariant. The group Q does not
have to be finitely generated if F is not, but it is finitely generated relative to IncHv by
Lemma 4.7, so Proposition 1.7 (guaranteeing the existence of a minimal subtree) applies
to actions of Q relative to IncHv .
A vertex v as above, as well as its image in Γ = T/G, is called a QH vertex. It is the
only point of T fixed by Q because extended boundary subgroups are proper subgroups
of Q. Also note that the preimage in Q of the finite group carried by a conical point or a
corner reflector of Σ is an extended boundary subgroup.
Any incident edge stabilizer Ge is contained in an extension of F by a virtually cyclic
subgroup of pi1(Σ). But, even if G is one-ended, Ge may meet F trivially, or have trivial
image in pi1(Σ) (see Subsection 5.4). In particular, in full generality, F does not have to
belong to A, or be universally elliptic if T is a JSJ tree.
Definition 5.14 (Dual splitting of G, group Qγ). A splitting of pi1(Σ) dual to a family
of geodesics L as in Subsection 5.1.2 induces a splitting of Q relative to F . By the third
condition of Definition 5.13, this splitting is also relative to IncH|Q (see Definition 4.5), so
extends to a splitting of G relative to H by Lemma 4.12. We say that this splitting of G is
dual to L (or determined by L). The edge group associated to γ ∈ L is denoted Qγ.
The edge groups Qγ are extensions of the fiber F by Z or D∞, and in general they do
not have to be in A. For many natural classes of groups A, though, such extensions are
still in A (this is the content of the stability conditions of Subsection 6.1).
Conversely, we have seen (Proposition 5.4) that small splittings of an orbifold group
relative to the boundary subgroups are dual to families of geodesics. We will prove a similar
statement (Lemma 5.18) for splittings of QH groups relative to incident edge stabilizers
and groups in H|Q (i.e. to IncH|Q), but one has to make additional assumptions.
First, the fiber has to be elliptic in the splitting; this is not automatic in full generality,
but this holds as long as F and groups in A are slender, see Lemma 5.23 below. Next, we
need to ensure that boundary subgroups are elliptic; this motivates the following definition.
Definition 5.15 (Used boundary component). A boundary component C of Σ is used if
the group B = pi1(C) (isomorphic to Z or D∞) contains with finite index the image of an
incident edge stabilizer or of a subgroup of Q conjugate (in G) to a group in H.
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Equivalently, C is used if there exists some subgroup H ∈ IncHv whose image in pi1(Σ)
is infinite and contained in pi1(C) up to conjugacy.
Using Lemma 5.7, we get:
Lemma 5.16. Let Q = Gv be a QH vertex group of a tree T , with fiber F . If some
boundary component is not used, then G splits relative to H over a group F ′ containing F
with index at most 2. Moreover, T can be refined at v using this splitting.
Remark 5.17. F ′ = F whenever the underlying orbifold has no mirror. In general, F ′ does
not have to be in A.
Proof. Let C be a boundary component of Σ. Lemma 5.7 yields a non-trivial splitting of
Q over a group F ′ containing F with index ≤ 2 (with F ′ = F if there is no mirror). If
C is not used, this splitting is relative to IncH|Q. By Lemma 4.12, one may use it to refine
T at v. One obtains a splitting of G relative to H, which may be collapsed to a one-edge
splitting over F ′.
Proposition 5.4 implies:
Lemma 5.18. Let Q be a QH vertex group, with fiber F .
(1) Any non-trivial (minimal) splitting of Q relative to F factors through a splitting of
pi1(Σ) = Q/F .
(2) If the splitting is also relative to IncH|Q, and every boundary component of Σ is used,
then the splitting of pi1(Σ) is dominated by a splitting dual to a family of geodesics.
In particular, Σ contains an essential simple closed geodesic.
(3) If, moreover, the splitting of Q has small edge groups, the splitting of pi1(Σ) is dual
to a family of geodesics.
Remark 5.19. The induced splitting of pi1(Σ) is relative to the boundary subgroups if (2)
holds, but not necessarily if only (1) holds.
Proof. Let S be the Bass-Serre tree of the splitting of Q. The group F acts as the identity
on S: its fixed point set is nonempty, and Q-invariant because F is normal in Q. We
deduce that the action of Q on S factors through an action of pi1(Σ).
Under the assumptions of (2), this action is relative to all boundary subgroups because
all boundary components of Σ are used (by an incident edge stabilizer or a conjugate of a
group in H). We apply Proposition 5.4.
Flexible QH vertex groups Gv of JSJ decompositions have non-trivial splittings relative
to IncHv (see Corollary 4.14). As in Corollary 5.6 we wish to deduce that Σ contains an
essential simple closed geodesic, so as to rule out the small orbifolds of Proposition 5.12.
Proposition 5.20. Let Q = Gv be a QH vertex stabilizer of a JSJ tree over A relative to
H. Assume that F , and any subgroup of Gv containing F with index 2, belongs to A. Also
assume that F is universally elliptic. Then:
(1) every boundary component of Σ is used;
(2) if Q is flexible, then Σ contains an essential simple closed geodesic;
(3) let T be an (A,H)-tree such that Q acts on T with small edge stabilizers; if Q is not
elliptic in T , then the action of Q on its minimal subtree is dual, up to subdivision,
to a family of essential simple closed geodesics of Σ.
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Proof. If some boundary component of Σ is not used, Lemma 5.16 yields a refinement of
the JSJ tree. The new edge stabilizers contain F with index at most 2, so belong to A and
are universally elliptic. This contradicts the maximality of the JSJ tree.
If Q = Gv is flexible, it acts non-trivially on an (A,H)-tree. This tree is also relative
to F because F is universally elliptic. This yields a splitting of Gv relative to F , which is
relative to H|Gv and to incident edge stabilizers because they are universally elliptic. Since
every boundary component is used, we obtain a geodesic by Lemma 5.18.
Applying the previous argument to T as in (3) shows that the splitting of Q is dual to
a family of geodesics by the third assertion of Lemma 5.18.
The first part of the following proposition shows that, conversely, the existence of an
essential geodesic implies flexibility.
Proposition 5.21. Let Q be a QH vertex group. Assume that Σ contains an essential
simple closed geodesic, and that, for all essential simple closed geodesics γ, the group Qγ
(see Definition 5.14) belongs to A.
(1) Any universally elliptic element (resp. subgroup) of Q is contained in an extended
boundary subgroup. In particular, Q is not universally elliptic.
(2) If J < Q is small in (A,H)-trees, its image in pi1(Σ) is virtually cyclic.
Remark 5.22. This holds under the weaker assumption that the set of essential simple
closed geodesics γ such that Qγ ∈ A fills Σ (in the sense of Definition 5.9).
Proof. Any subgroup of Q contained in the union of all extended boundary subgroups is
contained in a single extended boundary subgroup, so to prove (1) it suffices to show that,
if an element g does not lie in an extended boundary subgroup, then g is not universally
elliptic.
The image of g in pi1(Σ) has infinite order, so acts non-trivially in a splitting of pi1(Σ)
dual to a geodesic γ (see Definition 5.9). The splitting of G dual to γ is relative to H, and
the edge group Qγ is assumed to be in A, so g is not universally elliptic.
If J as in (2) has infinite image in pi1(Σ), it acts non-trivially in a splitting of G dual
to γ as above. The action preserves a line or an end by smallness of J , so the image of J
in pi1(Σ) is virtually cyclic by Remark 5.3.
Proposition 5.20 requires F to be universally elliptic. We show that this is automatic
for splittings over slender groups.
Lemma 5.23. Let Q be a QH vertex group. If F and all groups in A are slender, then F
is universally elliptic.
Proof. Suppose that F is slender but not universally elliptic. It acts non-trivially on some
tree, and there is a unique F -invariant line `. This line is Q-invariant because F is normal
in Q. It follows that Q is an extension of a group in A by its image in Isom(`), a virtually
cyclic group. If groups in A are slender, we deduce that Q is slender, a contradiction
because Q maps onto pi1(Σ) with Σ hyperbolic.
Corollary 5.24. Let Q be a QH vertex group Gv of a JSJ tree T . Assume that all groups
in A are slender, and that every extension of the fiber F by a virtually cyclic group belongs
to A. Then:
(1) F is universally elliptic; it is the largest slender normal subgroup of Q;
(2) all boundary components of the underlying orbifold Σ are used;
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(3) if G acts on a tree S, and Q does not fix a point, then the action of Q on its minimal
subtree is dual to a family of essential simple closed geodesics of Σ;
(4) Q is flexible if and only if Σ contains an essential simple closed geodesic;
(5) if Q is flexible, than any universally elliptic subgroup of Q is an extended boundary
subgroup.
This follows from results proved above.
5.3 Quadratically hanging subgroups are elliptic in the JSJ
The goal of this subsection is to prove that, under suitable hypotheses, any QH vertex
group is elliptic in the JSJ deformation space (if we do not assume existence of the JSJ
deformation space, we obtain ellipticity in every universally elliptic tree).
We start with the following fact:
Lemma 5.25. If G splits over a group K ∈ A, but does not split over any infinite index
subgroup of K, then K is elliptic in the JSJ deformation space.
Proof. Apply Assertion 3 of Lemma 2.6 with T1 a JSJ tree and T2 a one-edge splitting
over K.
Remark 5.26. If K is not universally elliptic, it fixes a unique point in any JSJ tree. Also
note that being elliptic or universally elliptic is a commensurability invariant, so the same
conclusions hold for groups commensurable with K.
In [Sel97b, RS97, DS99] it is proved that, if Q is a QH vertex group in some splitting
(in the class considered), then Q is elliptic in the JSJ deformation space.
This is not true in general, even if A is the class of cyclic groups: Fn contains many
QH subgroups, none of them elliptic in the JSJ deformation space (which consists of free
actions, see Subsection 3.1). This happens because G = Fn splits over groups in A having
infinite index in each other, something which is prohibited by the hypotheses of the papers
mentioned above (in [FP06], G is allowed to split over a subgroup of infinite index in a
group in A, but Q has to be the enclosing group of minimal splittings, see [FP06, Definition
4.5 and Theorem 5.13(3)]).
A different counterexample will be given in Example 5.39 of Subsection 5.5, with A
the family of abelian groups. In that example the QH subgroup Q only has one abelian
splitting, which is universally elliptic, so Q is not elliptic in the JSJ space.
These examples explain the hypotheses in the following result.
Theorem 5.27. Let Q be a QH vertex group. Assume that, if Jˆ ⊂ Q is the preimage of
a virtually cyclic subgroup J ⊂ pi1(Σ), then Jˆ belongs to A and G does not split over a
subgroup of infinite index of Jˆ . If one of the following conditions holds, then Q is elliptic
in the JSJ deformation space:
(1) Σ contains an essential simple closed geodesic γ;
(2) H = ∅, and the boundary of Σ is nonempty;
(3) the fiber F is elliptic in the JSJ deformation space;
(4) all groups in A are slender.
Note that Jˆ contains F , so F ∈ A.
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Proof. Fix a JSJ tree TJ . We start by proving ellipticity of Q in TJ assuming the existence
of an essential simple closed geodesic γ.
Given a lift γ˜ ⊂ Σ˜, we have denoted by Hγ the subgroup of pi1(Σ) consisting of elements
which preserve γ˜ and each of the half-spaces bounded by γ˜, and by Qγ the preimage of Hγ
in Q. We now write Qγ˜ rather than Qγ because we want it to be well-defined, not just up
to conjugacy.
The group Qγ˜ belongs to A, and G splits over Qγ˜ . By Proposition 5.21, Qγ˜ is not
universally elliptic. By Lemma 5.25 and Remark 5.26, Qγ˜ fixes a unique point cγ˜ in TJ .
Lemma 5.28. Let γ˜, γ˜′ ⊂ Σ˜ \ ∂Σ˜ be lifts of simple geodesics. If γ˜ and γ˜′ intersect, then
cγ˜ = cγ˜′ .
Proof. We can assume γ˜ 6= γ˜′. Let T ′ be the Bass-Serre tree of the splitting ofG determined
by γ˜′. It contains a unique edge e′ with stabilizer Qγ˜′ . Since γ˜ and γ˜′ intersect, the group
Qγ˜ acts hyperbolically on T ′, and its minimal subtree M (a line) contains e′. Let T1 be a
refinement of TJ which dominates T ′, as in Lemma 2.2, and let M1 ⊂ T1 be the minimal
subtree of Qγ˜ .
The image of M1 in TJ consists of the single point cγ˜ (because T1 is a refinement of
TJ), and its image by any equivariant map f : T1 → T ′ contains M . Let e1 be an edge of
M1 such that f(e1) contains e′. The stabilizer Ge1 of e1 is contained in Qγ˜′ , so Ge1 fixes
cγ˜′ . Since G does not split over infinite index subgroups of Qγ˜′ , the index of Ge1 in Qγ˜′ is
finite. The group Qγ˜′ is not universally elliptic (it acts non-trivially in the splitting dual to
γ), so cγ˜′ is the unique fixed point of Ge1 in TJ by Remark 5.26. But Ge1 fixes cγ˜ because
e1 is mapped to cγ˜ in TJ , so cγ˜ = cγ˜′ .
We can now conclude. Since the set of all essential simple geodesics of Σ fills Σ (Corol-
lary 5.10), the union of their lifts is a connected subset of Σ˜ (Definition 5.9). In particular,
given any pair γ˜, γ˜′ of such lifts, there exists a finite sequence γ˜ = γ˜0, γ˜1, . . . , γ˜p = γ˜′ where
γ˜i intersects γ˜i+1. Lemma 5.28 implies that cγ˜ = cγ˜′ , so cγ˜ does not depend on γ˜. It is
fixed by Q, so Q is elliptic.
We have proved the theorem in case (1) (when Σ contains a geodesic). We reduce cases
(2) and (3) to this one, using Lemma 5.18 to find a geodesic (case (4) reduces to (3) by
Lemma 5.23).
We first show that every boundary component of Σ is used (see Definition 5.15). If not,
Lemma 5.16 yields a splitting of G over a group F ′ containing F with index 1 or 2. By
Remark 5.8, the group F ′ is contained in the preimage Jˆ of a 2-ended subgroup J ⊂ pi1(Σ),
and this contradicts the assumptions of the theorem since F ′ has infinite index in Jˆ .
If H = ∅ and ∂Σ 6= ∅, every boundary component C is used by an incident edge
stabilizer Ge whose image in pi1(Σ) is contained in B = pi1(C) with finite index. Let
Bˆ ⊂ Q be the preimage of B. Folding yields a non-trivial splitting of G over Bˆ (if for
instance G = R ∗Ge Q, then G = (R ∗Ge Bˆ) ∗Bˆ Q). Since Bˆ ∈ A, Lemma 5.25 implies that
Bˆ is elliptic in the JSJ deformation space; in particular, F is elliptic. If Q is not elliptic,
Lemma 5.18 implies that Σ contains a geodesic.
Now suppose that F is elliptic in the JSJ space, but Q is not. The action of Q on
any JSJ tree then factors through pi1(Σ) by Assertion (1) of Lemma 5.18. Every boundary
subgroup B = pi1(C) is elliptic: this follows from the previous argument if C is used by
an incident edge stabilizer, and holds if C is used by a group in H because splittings are
relative to H. Proposition 5.4 yields a geodesic.
Remark 5.29. Under the assumptions of Theorem 5.27, assume moreover that all groups
in A are slender, and that G does not split over a subgroup of Q whose image in pi1(Σ) is
finite. Then Q fixes a unique point vJ ∈ TJ , so Q ⊂ GvJ . We claim that, if GvJ (hence
also Q) is universally elliptic, then vJ is a QH vertex of TJ . This is used in [GL10] (proof
of Theorem 4.2).
51
Let T be a tree in which Q is a QH vertex group Gw. Note that Q = GvJ because GvJ
is elliptic in T . We have to show that, if e is an edge of TJ containing v, then Ge is an
extended boundary subgroup of Q. Let Tˆ be a refinement of TJ which dominates T . Let
wˆ be the unique point of Tˆ fixed by Q, and let f : Tˆ → T be an equivariant map. Let eˆ
be the lift of e to Tˆ .
If f(eˆ) 6= {w}, then Ge fixes an edge of T adjacent to w, so is an extended boundary
subgroup of Q. Otherwise, consider a segment xwˆ, with f(x) 6= w, which contains eˆ.
Choose such a segment of minimal length, and let ε = xy 6= eˆ be its initial edge (so
f(y) = w). We have Gε ⊂ Gy ⊂ Gw = Q, and Gε fixes an edge of T adjacent to w.
Since G does not split over groups mapping to finite groups in pi1(Σ), the image of Gε in
pi1(Σ) is a finite index subgroup of a boundary subgroup B ⊂ pi1(Σ). But we also have
Gε ⊂ Gw = Gwˆ, so that Gε ⊂ Geˆ = Ge. Being slender and containing a finite index
subgroup of B, the image of Ge in pi1(Σ) has to be contained in B.
Corollary 5.30. Let A = V PC≤n be the class of all virtually polycyclic groups of Hirsch
length ≤ n. Assume that G does not split over a group in V PC≤n−1. Let Q be a QH vertex
group with fiber in V PC≤n−1, in some splitting of G over V PC≤n.
If T is any JSJ tree of G over A, then Q is contained in a QH vertex stabilizer of T .
Proposition 5 of the introduction is the case n = 1.
Proof. The group Q fixes a point v in T by Theorem 5.27. If Gv is universally elliptic,
we apply Remark 5.29. If not, v is flexible and we will prove in Theorem 6.2 that Gv is
QH.
5.4 Peripheral structure of quadratically hanging vertices
Suppose that Q is a QH vertex group of a JSJ decomposition. The incident edge groups
are extended boundary subgroups (see Definition 5.13). However, the collection of incident
edge groups (the family Incv of Definition 4.3) may change when the JSJ tree T varies in
the JSJ deformation space (though the collection of extended boundary subgroups usually
does not change, see Assertion (6) of Theorem 6.2).
In Section 4 of [GL07a] we introduced a collection M0 of subgroups of Q, which is
related to the incident edge groups, but which does not depend on the tree in the JSJ
deformation space. We called this collection the peripheral structure of Q.
The goal of this subsection is to show that the peripheral structure contains more
information than the collection of all extended subgroups, and may be fairly arbitrary.
In the examples, A is the class of slender groups, and no slender group is conjugate to
a proper subgroup of itself. In this context, the peripheral structureM0 of a non-slender
vertex stabilizer Gv of a tree T may be determined as follows. We first collapse edges so
as to make T reduced (see Subsection 1.4.2). The image of v has the same stabilizer, and
we still denote it by v. ThenM0 is the set of conjugacy classes of incident edge stabilizers
Ge ⊂ Gv that are not properly contained in another incident edge stabilizer of Gv (see
[GL07a] for details).
We have seen (Proposition 5.20) thatM0 often uses every boundary component of Σ.
Apart from that, the peripheral structure of Q may be fairly arbitrary. We shall now give
examples. In particular, Example 5.34 will show the following proposition:
Proposition 5.31. If Q is a QH vertex group of a slender JSJ decomposition of a one-
ended group, it is possible for an incident edge group to meet F trivially, or to have trivial
image in pi1(Σ).
We work with H = ∅ and A the family of slender subgroups.
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H2
H3
Hp
H2 ×R2
H3 ×R3
Hp ×Rp
...
H1 ×R1
H1
Figure 7: An example of a QH group in a JSJ decomposition.
To give examples, we use the filling construction described in Subsection 4.4, see Figure
7. We start with an extension 1 → F → Q → pi1(Σ) → 1, with F slender and Σ a
compact orientable surface (with genus ≥ 1, or with at least 4 boundary components). Let
H1, . . . ,Hp be a finite family of infinite extended boundary subgroups of Q as defined in
Definition 5.13 (note that they are slender). We impose that, for each boundary subgroup
B of pi1(Σ), there is an i such that Hi maps onto a finite index subgroup of B (i.e. every
boundary component is used by some Hi in the sense of Definition 5.15). Let Ri be a non-
slender finitely presented group with Serre’s property (FA) (it has no non-trivial action on
a tree), for instance SL(3,Z). As in Subsection 4.4, we define a finitely presented group Gˆ
by amalgamating Q with Ki = Hi ×Ri over Hi for each i.
Lemma 5.32. The Bass-Serre tree T of the amalgam defining Gˆ is a slender JSJ tree, Q
is a flexible QH subgroup, and Gˆ is one-ended. If no Hi is conjugate in Q to a subgroup of
Hj for i 6= j, the peripheral structureM0 consists of the conjugacy classes of the Hi’s.
Proof. Let T ′ be any tree. Each Ri fixes a unique point because it is not slender, and this
point is also fixed by Hi. In particular, Hi×Ri, Hi and T are universally elliptic. To prove
that T is a JSJ tree, it suffices to see that Q is elliptic in any universally elliptic tree T ′.
By Lemma 5.23, F is universally elliptic. If Q is not elliptic in T ′, then by Lemma
5.18 the action of Q on its minimal subtree TQ ⊂ T ′ factors through a nontrivial action of
pi1(Σ) with slender (hence cyclic) edge stabilizers. Since every Hi, hence every boundary
subgroup of pi1(Σ), is elliptic, this action is dual to a system of disjoint geodesics on Σ
by Proposition 5.4. By Proposition 5.21, no edge stabilizer of TQ is universally elliptic,
contradicting universal ellipticity of T ′.
This shows that T is a JSJ tree, and Q is flexible because Σ was chosen to contain
intersecting simple closed curves (see Corollary 5.24).
By Proposition 4.1, one obtains a JSJ tree of Gˆ over finite groups by collapsing all
edges of T with infinite stabilizer. Since each Hi is infinite, this JSJ tree is trivial, so Gˆ is
one-ended.
The assertion aboutM0 follows from the definition ofM0 given in [GL07a].
Example 5.33. Let Σ be a punctured torus, with fundamental group 〈a, b〉. Write u = [a, b].
Let Q = F × 〈a, b〉, with F finite and non-trivial. Let H1 = 〈F, u2〉 and H2 = 〈u〉. The
peripheral structure of Q in the JSJ tree T consists of two elements, though Σ only has one
boundary component. There is a JSJ tree T ′ such that incident edge groups are conjugate
to 〈F, u〉 (the quotient T ′/G is a tripod), but it does not display the peripheral structure
of Q.
Example 5.34. Let Σ, a, b, u be as above. Again write Q = F × 〈a, b〉, but now F = 〈t〉 is
infinite cyclic. Let H1 = 〈u〉 and H2 = 〈t〉. Then H1 meets F trivially, while H2 maps
trivially to pi1(Σ).
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Example 5.35. Assume that the orbifold Σ has a conical point x carrying a finite cyclic
group Fx and that the fiber F is infinite. Then one can attach an edge to x: one chooses
any infinite subgroup Hx of the preimage of Fx in Q, and one constructs an amalgam
Q ∗Hx (Hx × Rx). Similar constructions are possible with x a corner reflector, a point on
a mirror, or even a point with trivial isotropy.
5.5 Flexible vertices of abelian JSJ decompositions
We shall see in Section 6 that, if A is the family of cyclic subgroups, or virtually cyclic
subgroups, or slender subgroups, then non-slender flexible vertex groups Q of JSJ decom-
positions over A are QH with slender fiber (we say that Q is slender-by-orbifold). Things
are more complicated when A is the family of abelian subgroups (or equivalently of finitely
generated abelian subgroups, see Proposition 4.2).
The basic reason is the following: if a groupQ is an extension 1→ F → Q→ pi1(Σ)→ 1
with F a finitely generated abelian group and Σ a surface, a splitting of pi1(Σ) dual to a
simple closed curve induces a splitting of Q over a subgroup which is slender (indeed
polycyclic) but not necessarily abelian.
Using the terminology of Definition 6.23, the regular neighbourhood of two abelian
splittings is not necessarily an abelian splitting.
In fact, we shall now construct examples showing:
Proposition 5.36. (1) Flexible subgroups of abelian JSJ trees are not always slender-
by-orbifold groups.
(2) One cannot always obtain an abelian JSJ tree by collapsing edges of a slender JSJ
tree.
By Proposition 4.1, one can obtain an abelian JSJ tree by refining and collapsing a
slender JSJ tree. The point here is that collapsing alone is not always sufficient. It may
be shown that collapsing suffices when G is torsion-free, finitely presented, and CSA (see
Proposition 8.12 of [GL09]).
We use the same construction as in the previous subsection, but now pi1(Σ) will act
non-trivially on the fiber F .
Example 5.37. In this example F ' Z. Let Σ be obtained by gluing a once-punctured torus
to one of the boundary components of a pair of pants. Let M be a circle bundle over Σ
which is trivial over the punctured torus but non-trivial over the two boundary components
of Σ. Let Q = pi1(M), and let H1, H2 be the fundamental groups of the components of
∂M (homeomorphic to Klein bottles). Note that H1, H2 are non-abelian. Construct Gˆ by
amalgamation with Hi × Ri as above. We claim that the abelian JSJ decomposition of Gˆ
is trivial, and Gˆ is flexible (but not slender-by-orbifold).
We argue as in the proof of Lemma 5.32. We know that H1 ×R1 and H2 ×R2 (hence
also F ) are universally elliptic. If T is any tree with abelian edge stabilizers, the action
of Q on its minimal subtree factors through pi1(Σ), and the action of pi1(Σ) is dual to a
system of simple closed curves. But not all simple closed curves give rise to an abelian
splitting of Q: they have to be “positive”, in the sense that the bundle is trivial over them.
To prove that none of these splittings is universally elliptic, hence that the abelian JSJ
space of Gˆ is trivial and Gˆ is flexible, it suffices to see that any positive curve intersects
(in an essential way) some other positive curve. This is true for the curve δ separating the
pair of pants from the punctured torus (one easily constructs a positive curve meeting δ
in 4 points). It is also true for curves meeting δ. Curves disjoint from δ are contained in
the punctured torus, and the result is true for them.
Every map from SL(3,Z) to a 2-orbifold group has finite image, so Gˆ is not isomorphic
to a slender-by-orbifold group if we choose Ri = SL(3,Z).
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Remark 5.38. If one performs the construction adding a third group H3 = F , then Gˆ
becomes a flexible vertex group in a group whose JSJ decomposition is non-trivial.
Example 5.39. Now F = Z2. Let Σ be a surface of genus ≥ 2 with two boundary com-
ponents C1, C2. Let γ be a simple closed curve separating C1 from C2. Let Σ′ be the
space obtained from Σ by collapsing γ to a point. Map pi1(Σ) to SL(2,Z) ⊂ Aut(Z2) by
projecting to pi1(Σ′) and embedding the free group pi1(Σ′) into SL(2,Z). Let Q be the
associated semi-direct product Z2 o pi1(Σ), and Hi = Z2 o pi1(Ci). Construct Gˆ as before.
Abelian splittings of Gˆ now come from simple closed curves on Σ belonging to the
kernel of ρ : pi1(Σ) → SL(2,Z). But it is easy to see that γ is the only such curve. It
follows that the one-edge splitting dual to γ is an abelian JSJ decomposition of Gˆ. It has
two rigid vertex groups. It cannot be obtained by collapsing a slender JSJ splitting.
6 JSJ decompositions over slender groups
The main result of this section is the description of JSJ decompositions over slender groups.
Recall (Subsection 1.5) that a subgroup A ⊂ G is slender if A and all its subgroups are
finitely generated. Whenever G acts on a tree, A fixes a point or leaves a line invariant.
Our approach essentially follows Fujiwara and Paposoglu [FP06], but with simplifica-
tions. In particular, we do not have to “deal with a third splitting” (see below for further
discussion).
6.1 Statement of results
Let G be a finitely generated group, A a family of subgroups stable under conjugation and
taking subgroups, and H a finite set of finitely generated subgroups of G such that G is
finitely presented relative to H.
The goal of this section is to show that non-slender flexible vertex groups Q of JSJ
decompositions over A relative to H are QH (see Subsection 5.2). We need two assump-
tions on A. First, groups in A should be slender (or at least slender in (A,H)-trees, see
Subsection 6.8). The second is a stability condition involving a subfamily F ⊂ A (we will
show that fibers of QH flexible vertex groups belong to F).
Definition 6.1 (Stability Condition (SC)). We say that A satisfies the stability condition
(SC), with fibers in a family of subgroups F , if the following hold for every short exact
sequence
1→ F → A→ K → 1
with A < G:
(1) if A ∈ A, and K is isomorphic to Z or D∞, then F ∈ F ;
(2) if F ∈ F and K is isomorphic to a quotient of Z or D∞, then A ∈ A.
The group Z acts on the line in an orientation-preserving way. The infinite dihedral
group D∞ also acts on the line, but orientation is not preserved. In (2), the group K may
be finite (cyclic or dihedral) or infinite (isomorphic to Z or D∞).
If Q is a QH subgroup with fiber F , recall that any simple geodesic γ on Σ defines
a splitting of G over a group Qγ which is an extension of F by Z or D∞. If there is a
geodesic γ0 such that Qγ0 ∈ A, the stability condition ensures first that F ∈ F , and then
that Qγ ∈ A for every γ (compare the assumptions of Proposition 5.21, Corollary 5.24 and
Theorem 5.27). Failure of the stability condition explains why Theorem 6.2 below does
not apply to abelian JSJ splittings (see Subsection 5.5).
On the other hand, one easily checks that the stability condition holds in the following
cases:
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• A={slender} (i.e. A consists of all slender subgroups of G), with F = A;
• A={virtually cyclic}, with F={finite};
• A={virtually polycyclic}, with F = A;
• A = {V PC≤n}, the virtually polycyclic subgroups of Hirsch length at most n, with
F={VPC≤n−1};
• G is a torsion-free CSA group, A={finitely generated abelian}, with F = A (recall
that a group is CSA if all maximal abelian subgroups are malnormal).
See Definition 6.4 for a different condition, which applies to A={cyclic}. Also recall that,
since G is relatively finitely presented, a JSJ decomposition over A is also one over groups
locally in A (Proposition 4.2).
Theorem 6.2. Suppose that all groups in A are slender, and A satisfies the stability
condition (SC), with fibers in a family F . Let H be a finite family of finitely generated
subgroups. Let G be finitely presented (or only finitely presented relative to H).
If Q is a non-slender flexible vertex group of a JSJ decomposition of G over A relative
to H, then:
(1) Q is QH with fiber in F (it maps onto pi1(Σ), where Σ is a compact hyperbolic 2-
orbifold, with kernel F ∈ F ; the image of an incident edge group in pi1(Σ) is finite
or contained in a boundary subgroup);
(2) if G acts on a tree and Q does not fix a point, the action of Q on its minimal subtree
is dual to a family of geodesics of Σ;
(3) F and extended boundary subgroups are universally elliptic;
(4) every boundary component of Σ is used;
(5) Σ contains an essential closed geodesic;
(6) every universally elliptic subgroup of Q is an extended boundary subgroup.
Once (1) is known, Assertions (2)-(6) are direct consequences of the results of Subsection
5.2. See Subsection 5.1.3 for the list of orbifolds containing no essential closed geodesic,
and Subsection 6.9 for a description of slender flexible vertex groups.
Corollary 6.3. Let A be the class of all slender subgroups of G. Let H be a finite family of
finitely generated subgroups. Let G be finitely presented (or only finitely presented relative
to H).
Then every flexible vertex of any JSJ decomposition over A relative to H is either
slender or QH with slender fiber.
In view of the examples given above, one has a similar description of JSJ decompositions
over virtually cyclic groups (non-slender flexible groups are QH with finite fiber), over
V PC≤n-groups (non-slender flexible groups are QH with V PC≤n−1 fiber), etc.
The result by Fujiwara-Papasoglu [FP06] is the case when H = ∅ and A is the class of
all slender groups. Dunwoody-Sageev [DS99] consider (a generalisation of) the case when
H = ∅ and A = {V PC≤n}; if G does not split over a V PC≤n−1-subgroup, flexible vertex
groups are QH with V PCn−1 fiber.
If groups in A are only assumed to be slender in (A,H)-trees, the conclusions of the
theorem apply to groups Q which are not slender in (A,H)-trees (see Subsection 6.8).
The class of all (finite or infinite) cyclic groups does not satisfy the stability condi-
tion (SC) if G contains dihedral subgroups. To recover Rips and Sela’s description of
JSJ decompositions over cyclic groups, we introduce a modified stability condition (SCZ)
preventing groups in A from acting dihedrally on a line.
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Definition 6.4 (Stability Condition (SCZ)). We say that A satisfies the stability condition
(SCZ), with fibers in F , if the following hold:
(1) no group of A maps onto D∞; given a short exact sequence 1 → F → A → Z → 1
with A ∈ A, we have F ∈ F ;
(2) given a short exact sequence 1 → F → A → K → 1 with F ∈ F and K isomorphic
to a quotient of Z, we have A ∈ A.
This condition is satisfied by the classes consisting of
• all cyclic subgroups, with F = {1},
• all subgroups which are finite or cyclic, with F = {1},
• all virtually cyclic subgroups which do not map onto D∞ (i.e. are finite or have
infinite center), with F ={finite},
and any class satisfying (SC) and consisting of groups which do not map onto D∞.
Theorem 6.5. Theorem 6.2 holds if A satisfies the stability condition (SCZ) rather than
(SC). In this case the underlying orbifold Σ has no mirror (all singular points are conical
points).
In particular:
Theorem 6.6 ([RS97]). Let G be finitely presented relative to a finite family H of finitely
generated subgroups. Let A be the class of all finite or cyclic subgroups of G.
If Q is a flexible vertex group of a JSJ decomposition of G over A relative to H, and
Q is not virtually Z2, then Q is QH with trivial fiber. Moreover, the underlying orbifold Σ
has no mirror, every boundary component of Σ is used, and Σ contains an essential simple
closed geodesic.
Indeed, it follows from (RN1) of Proposition 6.25, or from Proposition 6.38, that slender
flexible groups are virtually Z2.
In the next subsection we shall reduce Theorems 6.2 and 6.5 to Theorem 6.8, which
will be proved in Subsections 6.3 through 6.7.
In Subsections 6.3 through 6.5, and 6.7, we only assume that G is finitely generated (not
finitely presented), and H may be arbitrary (we use finite presentability only in Lemma
6.12 and Subsection 6.6). This will be useful in Subsection 8.1, where finite presentability
will not be assumed. In particular, we will see (Theorem 8.6) that Theorem 6.6 is true if
G is only finitely generated and H is an arbitrary family of subgroups.
6.2 Reduction to totally flexible groups
Unlike Fujiwara-Papasoglu, we know in advance that JSJ decompositions exist, and we
only need to show that flexible vertex groups Gv are QH. This allows us to forget G and
concentrate on Gv, but we have to remember the incident edge groups and we therefore
consider splittings of Gv that are relative to IncHv (see Definition 4.3): since incident edge
groups are universally elliptic, these are exactly the splittings that extend to splittings
of G relative to H (see Lemma 4.12). Even if we are interested only in non-relative JSJ
decompositions of G (H = ∅), it is important here that we work in a relative context. In
Subsection 8.1.2 we will even have to allow groups in H to be infinitely generated.
The fact that Gv is a flexible vertex of a JSJ decomposition says that Gv splits relative
to IncHv , but not over a universally elliptic subgroup (Corollary 4.14). This motivates the
following general definition.
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Definition 6.7 (Totally flexible). G is totally flexible (over A relative to H) if it admits
a non-trivial splitting, but none over a universally elliptic subgroup. Equivalently, the JSJ
decomposition of G is trivial, and G is flexible.
The example to have in mind is the fundamental group of a compact hyperbolic surface
other than a pair of pants, with A the class of cyclic groups and H consisting of the
fundamental groups of the boundary components.
We shall deduce Theorems 6.2 and 6.5 from the following result, which says that totally
flexible groups are QH.
Theorem 6.8. Let G be finitely presented relative to a finite family H of finitely generated
subgroups. Let A be a class of slender groups satisfying the stability condition (SC) or
(SCZ) with fibers in F (see Definitions 6.1 and 6.4).
Assume that G is totally flexible over A relative to H, and not slender. Then G is QH
with fiber in F , and Σ has no mirror in the SCZ case.
Since there are no incident edge groups, being QH means that G is an extension of a
group F ∈ F by the fundamental group of a hyperbolic orbifold Σ, and the image of each
group H ∈ H in pi1(Σ) is either finite or contained in a boundary subgroup. By Corollary
5.24, every component of ∂Σ is used by a group of H (if H = ∅, then Σ is a closed orbifold).
This theorem implies Theorems 6.2 and 6.5: we apply it to Gv, with A = Av (the
family of subgroups of Gv belonging to A) and H = IncHv (Definition 4.3). Note that IncHv
is a finite family of finitely generated subgroups by Theorem 2.20 and Remark 4.6, that
Gv is finitely presented relative to IncHv by Proposition 4.9, and that Av satisfies (SC) or
(SCZ) with fibers in Fv.
There are three main steps in the proof of Theorem 6.8.
• Given two trees T1, T2 such than no edge stabilizer of one tree is elliptic in the other,
we follow Fujiwara-Papasoglu’s construction of a core C ⊂ T1 × T2. This core happens to
be a surface away from its vertices. More precisely, if one removes from C its cut vertices
and the vertices whose link is homeomorphic to a line, one gets a surface whose connected
components are simply connected. The decomposition of C dual to its cut points yields
a tree R having QH vertices coming from the surface components. Borrowing Scott and
Swarup’s terminology [SS03], we call this tree R the regular neighborhood of T1 and T2 (see
Example 6.24 for an explanation of this name). The stability condition is used to ensure
that edge stabilizers of R are in A.
• Given a totally flexible G, we construct two splittings U and V of G which “fill” G,
and we show that their regular neighborhood is the trivial splitting of G. We deduce that
G itself is QH, as required (in the case of cyclic splittings of a torsion-free group, G is
the fundamental group of a compact surface and one should think of U and V as dual to
transverse pair of pants decompositions, see Example 6.29).
• The previous steps require that splittings of Q be minuscule. This is a condition
which controls the way in which Q may split over subgroups A,A′ with A′ ⊂ A, and we
check that it is satisfied.
Our first step is the same as [FP06]. But total flexibility allows us to avoid the more
complicated part of their paper where, given a QH vertex group of a tree (obtained for
instance as the regular neighborhood of two splittings), one has to make it larger to enclose
a third splitting.
In the second step, the first splitting U is obtained by a maximality argument which
requires finite presentability.
Fujiwara and Papasoglu work with a minimality condition for splittings that allows the
construction of regular neighborhoods. This condition is not sufficient for our purpose,
and we replace it by a stronger condition (minuscule).
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6.3 Fujiwara-Papasoglu’s core
As mentioned earlier, we letH be arbitrary and we only assume that G is finitely generated.
Groups in A are slender, and one of the stability conditions (SC) or (SCZ) is satisfied.
6.3.1 Minuscule splittings
Definition 6.9 (Minuscule). Given A,A′ ∈ A, we say that A′  A if A′ ⊂ A and there
exists a tree S such that A′ is elliptic in S but A is not. We also write A A′.
We say that A ∈ A is minuscule if, whenever a subgroup A′  A fixes an edge e of a
tree, A′ has infinite index in the stabilizer Ge. Equivalently, A is minuscule if and only if
no A′  A is commensurable with an edge stabilizer.
A tree is minuscule if its edge stabilizers are minuscule. We say that all trees (or all
splittings) are minuscule if all (A,H)-trees are minuscule.
If A′  A, then A′ has infinite index in A. If A′ ⊂ A  B ⊂ B′, then A′  B′. In
particular, the relation  is transitive.
Being minuscule is a commensurability invariant. It is often used in the following way:
if an edge stabilizer Ge of a tree T is elliptic in another tree S, then any minuscule A
containing Ge is also elliptic in S.
Remark 6.10. If G does not split (relative to H) over a subgroup commensurable with a
subgroup of infinite index of a group in A, then every A ∈ A is minuscule (because, if
A is not minuscule, some Ge has a finite index subgroup A′ contained in A with infinite
index). This holds for instance under the assumptions of [DS99], in particular for splittings
of one-ended groups over virtually cyclic subgroups. The reader interested only in this case
may therefore ignore Subsection 6.7, where we prove that all splittings of a totally flexible
group are minuscule.
The following lemma says that ellipticity is a symmetric relation among minuscule trees
(in the terminology of [FP06], minuscule one-edge splittings are minimal).
Lemma 6.11. If T1 is elliptic with respect to T2, and T2 is minuscule, then T2 is elliptic
with respect to T1.
Proof. Let Tˆ1 be a standard refinement of T1 dominating T2 (Definition 2.5). Let e2 be an
edge of T2, and e an edge of Tˆ1 with Ge ⊂ Ge2 . The group Ge is elliptic in T1, and since
Ge2 is minuscule Ge2 itself is elliptic in T1. This argument applies to any edge of T2, so T2
is elliptic with respect to T1.
Lemma 6.12. Assume that H is a finite family of finitely generated subgroups, G is finitely
presented relative to H, and all trees are minuscule. There exists a tree T which is maximal
for domination: if T ′ dominates T , then T dominates T ′ (so T and T ′ are in the same
deformation space).
Finite presentation is necessary as evidenced by Dunwoody’s inaccessible group [Dun93],
with H = ∅ and A the family of finite subgroups.
Example 6.13. If we consider cyclic splittings of the fundamental group of a closed ori-
entable surface Σ, then T is maximal if and only if it is dual to a pair of pants decomposition
of Σ.
Proof. Let T be the set of all trees with finitely generated edge and vertex stabilizers, up
to equivariant isomorphism. By Dunwoody’s accessibility (Corollary 2.25) every tree is
dominated by a tree in T , so it suffices to find a maximal element in T .
As pointed out in the proof of Theorem 2.16, the set T is countable, so it suffices
to show that, given any sequence Tk such that Tk+1 dominates Tk, there exists a tree T
dominating every Tk.
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We produce inductively a tree Sk in the same deformation space as Tk which refines
Sk−1. Start with S0 = T0, and assume that Sk−1 is already defined. Since Tk dominates
Tk−1, hence Sk−1, it is elliptic with respect to Sk−1. All trees being assumed to be minus-
cule, Sk−1 is elliptic with respect to Tk by Lemma 6.11. We may therefore define Sk as a
standard refinement of Sk−1 dominating Tk. It belongs to the same deformation space as
Tk by Assertion (iv) of Proposition 2.2.
By Dunwoody’s accessibility (Proposition 2.24), there exists a tree T ∈ T dominating
every Sk, hence every Tk.
6.3.2 Definition of the core
Let T1 and T2 be trees. Recall that T1 is elliptic with respect to T2 if every edge stabilizer
of T1 is elliptic in T2 (Definition 2.1). If T1 has several orbits of edges, it may happen that
certain edge stabilizers are elliptic in T2 and others are not (being slender, they act on T2
hyperbolically, leaving a line invariant). This motivates the following definition.
Definition 6.14 (Fully hyperbolic). T1 is fully hyperbolic with respect to T2 if every edge
stabilizer of T1 acts hyperbolically on T2.
This implies that edge stabilizers of T1 are infinite, and no vertex stabilizer of T1 is
elliptic in T2 (except if T1 and T2 are both trivial).
Example 6.15. Suppose that G is a surface group and T1, T2 are dual to families of disjoint
geodesics L1, L2 as in Subsection 5.1. Then T1 is elliptic with respect to T2 if each curve
in L1 is either contained in L2 or disjoint from L2. It is fully hyperbolic with respect to
T2 if each curve in L1 meets L2 and every intersection is transverse.
Let T1 be fully hyperbolic with respect to T2. We consider the product T1 × T2. We
view it as a complex made of squares e1 × e2, with the diagonal action of G. An edge of
the form e1 × {v2} is horizontal, and an edge {v1} × e2 is vertical.
Following [FP06], we define the asymmetric core C(T1, T2) as follows. For each edge e
and each vertex v of T1, let µT2(Ge) and µT2(Gv) be the minimal subtrees of Ge and Gv
respectively in T2 (with µT2(Ge) a line since Ge is slender).
Definition 6.16 (Asymmetric cores C(T1, T2), Cˇ(T1, T2)). Let T1 be fully hyperbolic with
respect to T2. The asymmetric core C(T1, T2) ⊂ T1 × T2 is
C(T1, T2) =
 ⋃
v∈V (T1)
{v} × µT2(Gv)
 ∪
 ⋃
e∈E(T1)
e× µT2(Ge)
 .
If we also assume that T2 is fully hyperbolic with respect to T1, we denote by Cˇ(T1, T2) ⊂
T1 × T2 the opposite construction:
Cˇ(T1, T2) =
 ⋃
v∈V (T2)
µT1(Gv)× {v}
 ∪
 ⋃
e∈E(T2)
µT1(Ge)× e
 .
When no confusion is possible, we use the notations C, Cˇ instead of C(T1, T2), Cˇ(T1, T2).
Note that C consists of all (x, y) ∈ T1 × T2 such that y belongs to the minimal subtree of
Gx.
Every µT2(Gv), µT2(Ge) being a non-empty subtree, with µT2(Ge) ⊂ µT2(Gv) if v is an
endpoint of e, a standard argument shows that C(T1, T2) is simply connected.
The groupG acts diagonally on T1×T2, and C isG-invariant. SinceGe acts cocompactly
on the line µT2(Ge) for e ∈ E(T1), there are finitely many G-orbits of squares in C.
Remark 6.17. If H ⊂ G is elliptic in T1 and T2, it fixes a vertex in C (because H fixes some
v1 ∈ T1, and being elliptic in T2 it fixes a point in the Gv1-invariant subtree µT2(Gv1) ⊂ T2).
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6.3.3 Symmetry of the core
The goal of this subsection is to prove that the asymmetric core of minuscule splittings is
actually symmetric: Cˇ = C. Before doing so, we note the following basic consequence of
symmetry.
Lemma 6.18. Let T1, T2 be fully hyperbolic with respect to each other. Assume that Cˇ = C.
Then C is a pseudo-surface: if V (C) is its set of vertices, then C \V (C) is a surface (which
does not have to be connected or simply connected).
Proof. By construction, C ∩ (e˚1 × T2) = e˚1 × µT2(Ge1) ' e˚1 × R if e1 is an edge of T1 and
e˚1 denotes the open edge. It follows that all horizontal edges of C are contained in exactly
two squares. The symmetric argument shows that all vertical edges of Cˇ are contained in
exactly two squares of Cˇ. Since Cˇ = C, all open edges of C are contained in exactly two
squares, so C \ V (C) is a surface.
Proposition 6.19. Let T1, T2 be two minuscule trees that are fully hyperbolic with respect
to each other. Then Cˇ = C.
In other words, the relation “y belongs to the minimal subtree of Gx” is symmetric.
The remainder of this subsection is devoted to the proof of the proposition. We always
assume that T1 and T2 are fully hyperbolic with respect to each other, but they are only
assumed to be minuscule when indicated.
We denote by C(2) ⊂ C the union of all closed squares e1 × e2 of T1 × T2 which are
contained in C, or equivalently such that e2 ⊂ µT2(Ge1). It contains all horizontal edges
e× {v2} of C, but only contains those vertical edges {v} × e2 which bound a square in C.
Any open edge {v} × e˚2 which does not bound a square in C disconnects C.
We define Cˇ(2) analogously.
Remark. The minimality condition of [FP06] is weaker than requiring trees to be minuscule,
and they only conclude Cˇ(2) = C(2).
If y is a point of T2, define Yy = C ∩ (T1 × {y}) and Y (2)y = C(2) ∩ (T1 × {y}). They
are invariant under Gy (we do not claim that they are connected). If y is not a vertex,
Yy \Y (2)y is a union of isolated vertices, so any connected component of Y (2)y is a connected
component of Yy.
Lemma 6.20. Let m be the midpoint of an edge e2 of T2. If Ym is not connected, then
T2 is not minuscule. Moreover, if Y
(2)
m is not connected, then some edge stabilizer of T1 is
hyperbolic in a one-edge splitting over a group A Ge2.
The “moreover” will only be needed in Subsection 6.7.2.
Proof. Assuming that Ym is not connected, let Z be a connected component that does not
contain µT1(Ge2) × {m} (there exists one since µT1(Ge2) × {m} is connected; we do not
claim µT1(Ge2) × {m} ⊂ C). If Y (2)m is disconnected, we choose Z ⊂ Y (2)m . Let GZ ⊂ Ge2
be the global stabilizer of Z.
We first show that GZ is elliptic in T1, so in particular, GZ  Ge2 . If GZ contains an
element h which is hyperbolic in T1, the projection of Z in T1 contains the axis µT1(h).
Since Ge2 is slender, µT1(h) = µT1(Ge2), contradicting our choice of Z.
To prove that T2 is not minuscule, it is therefore enough to construct a (minimal) tree S
in which GZ is an edge stabilizer. Consider Z˜ = G.Z ⊂ C, and note that Z is a connected
component of Z˜. Since C is simply connected, each connected component of Z˜ separates C
(Z is a track in C). Let S be the tree dual to Z˜: its vertices are the connected components
of C \ Z˜, and its edges are the connected components of Z˜.
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By construction, S is a one-edge splitting, GZ is the stabilizer of the edge corresponding
to Z, so in particular S is an A-tree. Since any H ∈ H fixes a vertex in C (see Remark
6.17), S is an (A,H)-tree.
There remains to check that S is non-trivial (hence minimal). Let {v1} × {m} be a
vertex of Z. By definition of C, the point m belongs to µT2(Gv1), so there is g ∈ Gv1
whose axis in T2 contains m. The line {v1} × µT2(g) ⊂ C naturally defines an embedded
g-invariant line in S, on which g acts as a non-trivial translation. This proves that g is
hyperbolic in S, so S is non-trivial. It follows that T2 is not minuscule.
Under the stronger assumption that Y (2)m is disconnected, there is an edge e1 × {m} in
Z, and we can choose the element g in Ge1 . The tree S provides the required splitting,
with edge group GZ  Ge2 .
Lemma 6.21. If Ym is connected whenever m is the midpoint of an edge of T2, then Yy
is connected for every y ∈ T2.
Proof. Clearly Yy is homeomorphic to some Ym if y belongs to the interior of an edge, so
assume that y is a vertex of T2. We sketch the argument, which is standard. Consider
a, b ∈ Yy, and join them by a piecewise linear path γ in C. The projection of γ to T2 is a loop
based at y. If this projection is not {y}, then γ has a subpath γ0 whose endpoints project
to y and whose initial and terminal segments project to the same edge e2 = yv. Using
connectedness of Ym, for m the midpoint of e2, we may replace γ0 by a path contained in
Yy. Iterating yields a path joining a and b in Yy.
Lemma 6.22. Assume that T1, T2 are fully hyperbolic with respect to each other, and that
T2 is minuscule. Then Cˇ ⊂ C.
Proof. Lemmas 6.20 and 6.21 imply that Yy is connected for every y ∈ T2. Being connected
and Gy-invariant, Yy contains µT1(Gy)× {y}, so C contains Cˇ.
Proposition 6.19 follows immediately from Lemma 6.22 by symmetry.
6.4 The regular neighborhood
In this subsection we assume that T1, T2 are non-trivial, fully hyperbolic with respect to
each other, and that Cˇ = C. We use the core to construct a tree R, which we call the
regular neighborhood of T1 and T2. Its main properties are summarized in Proposition
6.25.
We have seen (Lemma 6.18) that C is a surface away from its vertices. It follows
that the link of any vertex v ∈ C is a one-dimensional manifold, i.e. a disjoint union of
lines and circles. Since C is simply connected, the vertices whose link is disconnected are
precisely the cut points of C. We define the regular neighborhood R as the tree dual to
the decomposition of C by its cut points.
Definition 6.23 (Regular neighborhood). The regular neighborhood R = RN(T1, T2) =
RN(T2, T1) is the bipartite tree with vertex set V unionsq S, where V is the set of cut vertices x
of C, and S is the set of connected components Z of C \V. There is an edge between x and
Z in R if and only if v is in the closure Z¯ of Z.
V may be empty, but S is always non-empty (unless T1, T2 are trivial).
Example 6.24. The basic example is the following. As in Example 6.15, let T1, T2 be cyclic
splittings of the fundamental group of a closed orientable surface Σ dual to families of
geodesics L1,L2. Then R is dual to the family L defined as follows (more precisely, R
is a subdivision of the tree dual to L): consider the boundary of a regular neighborhood
of L1 ∪ L2, disregard homotopically trivial curves, and isotope each non-trivial one to a
geodesic. Orbits of vertices in S correspond to components of Σ \ L meeting L1 ∪L2. The
other components correspond to orbits of vertices in V.
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Proposition 6.25. Suppose that all groups in A are slender, and A satisfies (SC) or
(SCZ). Let T1, T2 be non-trivial trees that are fully hyperbolic with respect to each other,
with Cˇ = C.
The bipartite tree R is a minimal (A,H)-tree satisfying the following properties:
(RN1) If v ∈ S, then Gv acts hyperbolically in T1 and T2. It is an extension 1→ F → Gv →
O → 1, where the fiber F is in F , is contained in every incident edge stabilizer, and
fixes an edge in T1 and in T2. There are two possibilities.
If Gv is not slender, it is QH with fiber F . The underlying orbifold Σ is hyperbolic,
with fundamental group O, and contains an essential simple closed geodesic. There
is no mirror if (SCZ) holds. Extended boundary subgroups of Gv are elliptic in T1
and T2.
If Gv is slender, then O is virtually Z2 (it is the fundamental group of a Euclidean
orbifold Σ without boundary). Incident edge stabilizers are finite extensions of F .
(RN2) The stabilizer of a vertex v ∈ V is elliptic in T1 and T2; in particular, R is elliptic
with respect to T1 and T2. Conversely, any group H ⊂ G elliptic in T1 and T2 is
elliptic in R; more precisely, H fixes a vertex v ∈ V, or H fixes a vertex v ∈ S and
the image of H in O is finite or contained in a boundary subgroup.
(RN3) For i = 1, 2, one passes from R to Ti by refining R at vertices v ∈ S using families
of essential simple closed geodesics in the underlying orbifolds, and then collapsing
all original edges of R. In particular, R is compatible with Ti. Any edge stabilizer of
Ti fixes some v ∈ S, and no other vertex of R; it contains the associated fiber.
The tree R may be trivial (in Example 6.24, this happens precisely when L1 and L2
fill Σ). In this case, G itself is slender or QH with fiber in F .
Proof. The action of G on C induces an action of G on R. It is not obvious that R is
minimal or has edge stabilizers in A. Note, however, that R is relative to H. In fact, any
subgroup H which is elliptic in T1 and T2 is elliptic in R, because H fixes a vertex of C by
Remark 6.17.
The stabilizer of a vertex v ∈ V fixes a point in C, so is elliptic in T1 and T2. In
particular, edge stabilizers of R are elliptic in T1 and T2; in other words, R is elliptic with
respect to T1 and T2.
The heart of the proof is to show that Gv is QH or slender for v ∈ S (RN1). Along
the way we will show that R is an A-tree and complete the proof of (RN2). We will then
prove (RN3) and minimality of the action of G on R.
If v ∈ S, the group Gv acts on Z¯, the closure of the connected component Z of C \ V
associated to v. Thus Z¯ may be viewed as one of the pieces one obtains when cutting C
open at its cut points. Stabilizers of edges of R incident to v fix a vertex in Z¯. The group
Gv contains an edge stabilizer of T1 (resp. T2), so acts hyperbolically in T2 (resp. T1).
Recall that Z¯ is made of squares. Since G acts on T1 and T2 without inversions, any
g ∈ Gv leaving a square S invariant is the identity on S, hence on adjacent squares (because
Z¯ is a pseudo-surface), and therefore on the whole of Z¯. We let F be the pointwise stabilizer
of Z¯, so that O = Gv/F acts on Z¯.
We have pointed out in Subsection 6.3.2 that G acts on C with finitely many orbits
of squares, so the same is true for the action of Gv (and O) on Z¯. The action of O on
Z¯ is proper in the complement of vertices, and free in the complement of the 1-skeleton
(an element may swap two adjacent squares). We consider this action near a vertex x.
Since we now view x as a vertex of Z¯ rather than one of C, its link Lx is connected. The
stabilizer Ox of x for the action of O acts on Lx with trivial edge stabilizers.
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If Lx is a circle (so Z¯ is a surface near x), Ox is a finite group (cyclic or dihedral) and
the action is proper near x. If Lx is a line, the stabilizer Ox acts on it by translations or
dihedrally, and the image of x in Z¯/O must be viewed as a puncture. Since we want a
compact orbifold with boundary, we remove an Ox-invariant open neighborhood of x from
Z¯.
After doing this Gv-equivariantly near all vertices of Z¯ whose link is a line, we get
an effective proper action of O on a simply connected surface, with quotient a compact
orbifold Σ. The fundamental group of Σ is isomorphic to O.
If H is a subgroup of Gv which is elliptic in T1 and T2 (in particular if H ∈ H), it fixes
a vertex x ∈ Z¯, so its image in pi1(Σ) is finite (if the link of x is a circle) or contained in a
boundary subgroup of pi1(Σ) (if the link is a line). Conversely, any subgroup of Gv whose
image in pi1(Σ) is finite or contained in a boundary subgroup of pi1(Σ) is elliptic in T1 and
T2. This completes the proof of (RN2).
Before concluding that Gv is slender or QH, we use (SC) or (SCZ) to prove that edge
stabilizers of R are in A.
We first show F ∈ F . Given any square e1 × e2 ⊂ Z¯, the group F is the stabilizer of
e2 for the action of Ge1 on the line µT2(Ge1); in particular, F fixes an edge in T2 (and in
T1). Moreover, F is the kernel of an epimorphism from Ge1 to Z or D∞. The stability
condition implies F ∈ F . If (SCZ) holds, Ge1 acts on µT2(Ge1) by translations, and Ge2
acts on µT1(Ge2) by translations. This is true for all squares e1 × e2 ⊂ Z¯, so the orbifold
Z¯/O contains no mirror.
Any incident edge stabilizer of v in R is the stabilizer Gx of a vertex x ∈ Z¯ for the
action of Gv on Z¯ (as pointed out earlier, it is elliptic in T1 and T2). It contains F , and
Ox = Gx/F acts on the link of x with trivial edge stabilizers, so is cyclic or dihedral (finite
or infinite). The stability condition (SC) implies Gx ∈ A. If (SCZ) holds, Ox is cyclic
because there is no mirror and we also get Gx ∈ A. The tree R being bipartite, it is an
A-tree.
Given v ∈ S, we would have proved that Gv is a QH subgroup (in the sense of Definition
5.13) if we knew that the orbifold Σ is hyperbolic. Assume otherwise. Since Σ is the
quotient of a simply connected surface by the infinite group O = pi1(Σ), it is Euclidean.
Its fundamental group is not virtually cyclic because it contains the image of Ge1 and Ge2
for any square e1 × e2 in Z¯. This implies that Σ is a quotient of the torus. In particular,
Σ has empty boundary, and incident edge stabilizers of v in R are finite extensions of F .
We also deduce that pi1(Σ) contains Z2 with finite index, so Gv is slender because it is an
extension of F by pi1(Σ).
To sum up: for v ∈ S, the group Gv is slender (if Σ is Euclidean) or QH (if Σ is
hyperbolic).
We now prove (RN3) for i = 1 (the proof for i = 2 is the same). In the process we
will show that all orbifolds Σ contain an essential geodesic, thus completing the proof of
(RN1), and that the action of G on R is minimal.
LetM1 ⊂ C be the preimage of all midpoints of edges of T1 under the first projection
p1 : C → T1. It is a G-invariant collection of disjoint properly embedded lines containing
no vertex. One may view T1 as the tree dual to M1, with vertices the components of
C \M1 and edges the components ofM1: the projection p1 induces a map from the dual
tree to T1, which is an isomorphism because point preimages of p1 are connected.
It immediately follows that any edge stabilizer Ge1 of T1 fixes a vertex v ∈ S (associated
to the component of C\V containing the preimage by p1 of the midpoint of e1) and contains
the associated fiber; in particular, T1 is elliptic with respect to R. Since Ge1 is hyperbolic
in T2 and edge stabilizers of R are elliptic, v is the only vertex of R fixed by Ge1 . This
shows that, for any v ∈ S, there exists a subgroup of G (an edge stabilizer of T1) having
v as its unique fixed point. Minimality of R easily follows from this observation, since no
vertex in V is terminal.
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We define Tˆ1 refining both T1 and R as the tree dual to the decomposition of C given
by its cut points andM1. Its vertices are the elements of V together with the components
of C \ (V ∪M1), its edges are those of R and components ofM1. One obtains T1 from Tˆ1
by collapsing edges coming from edges of R, and Tˆ1 from T1 by refining at vertices v ∈ S.
There remains to show that the refinement at v is dual to a family of geodesics on the
associated orbifold Σ.
Recall that v is associated to a component Z of C \ V. Consider a component `1 of
M1 contained in Z. Its stabilizer (an edge stabilizer Ge1 of T1) acts cocompactly on `1, so
the image of `1 in the orbifold Σ associated to v is a simple 1-suborbifold (simple closed
curve if there is no mirror). This suborbifold is not homotopically trivial, so is isotopic
to a geodesic; it is not boundary parallel because Ge1 is hyperbolic in T2 but extended
boundary subgroups of Gv are elliptic. Components ofM1 contained in Z thus yield the
required non-empty family of disjoint essential simple closed geodesics in Σ.
Remark 6.26. Note that a given orbifold Σ is filled by the images ofM1 (defined above)
and M2 (defined similarly using T2). The proof also shows that the number of orbits of
vertices in S is bounded by the number of orbits of edges of T1. If T1 and T2 are one-edge
decompositions, then R only has one orbit of vertices in S, and T1, T2 are dual to single
geodesics.
Proposition 6.27. Under the assumptions of Proposition 6.25, suppose furthermore that
T1 is minuscule and G is not slender. If v ∈ S, then Gv is not slender; it is QH, and every
boundary component of the underlying orbifold is used (see Definition 5.15).
Proof. Recall that F fixes an edge ei in Ti. Since T1 is fully hyperbolic with respect to T2,
we have F  Ge1 . If Gv is slender but G is not, then R 6= {v}, so there exists an edge in
R incident to v. Its stabilizer is a finite extension of F , so Ge1 cannot be minuscule. This
contradiction implies that Gv is QH.
By Lemma 5.16, if some boundary component is unused, G splits over a group contain-
ing F with index ≤ 2 (hence in A by the stability condition), again a contradiction.
6.5 Constructing a filling pair of splittings
In this subsection, as well as the next one, we assume that all trees are minuscule. This
guarantees symmetry of the core (Proposition 6.19), so any two trees fully hyperbolic with
respect to each other have a regular neighborhood. It also implies that ellipticity is a
symmetric relation among trees (Lemma 6.11).
The goal of this subsection is the following result showing the existence of a pair of
splittings U , V that fill G.
Proposition 6.28. Assume that G is totally flexible and all trees are minuscule. Given
a tree U , there exists a tree V such that U and V are fully hyperbolic with respect to each
other.
In the next subsection we will apply this proposition to a maximal U (given by Lemma
6.12).
Example 6.29. In the surface case (Examples 6.13 and 6.15), if U is dual to a family L
decomposing Σ into pairs of pants, then V is dual to a family meeting (transversely) every
curve in L.
More generally, suppose that G is the fundamental group of a compact hyperbolic 2-
orbifold Σ, and H is the set of boundary subgroups, with A consisting of all virtually
cyclic subgroups. Then U is dual to a family of geodesics L by Proposition 5.4, and the
proposition claims that there exists a family L′ such that every geodesic in L meets L′
and every geodesic in L′ meets L (but no geodesic belongs to both L and L′). To prove
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this, consider a maximal family L′ such that each geodesic in L′ meets L (transversely).
Applying Lemma 5.11 to the orbifold obtained by cutting Σ along L′ shows that every
geodesic in L meets L′.
Proof. The difficulty is to find V with U fully hyperbolic with respect to V . Once this
is done, we redefine V by collapsing all edges which do not belong to the axis of an edge
stabilizer of U . This makes U hyperbolic with respect to each one-edge splitting underlying
V . By Lemma 6.11, each one-edge splitting underlying V is hyperbolic with respect to U
and therefore V is fully hyperbolic with respect to U .
We argue by induction on the number n of orbits of edges of U . For n = 1, the existence
of V is just the fact that, G being totally flexible, U is not universally elliptic.
G1 Gn−1 Gn︸ ︷︷ ︸
hyp. in W
︸ ︷︷ ︸
ell. in W
hyp. in T
U W
q
+WE WH︸ ︷︷ ︸
ell. in T
︸ ︷︷ ︸
hyp. in T
T
︸ ︷︷ ︸
hyp. in WH
ell. in WE
R = RN(WH , T )
Q
Figure 8: The first players in the proof of Proposition 6.28.
Denote by G1, . . . , Gn representatives of the edge stabilizers of U (see Figure 8, where
we represent the quotient graphs of groups). By induction, there is a tree W in which
G1, . . . , Gn−1 are hyperbolic. We can assume that Gn is elliptic in W . By the case n = 1
there exists T in which Gn is hyperbolic, and we can assume that T has a single orbit
of edges. If W is elliptic with respect to T , we take for V a standard refinement of W
dominating T .
Otherwise, let WE ,WH be obtained from W by collapsing edges, keeping only those
edges whose stabilizer is elliptic or hyperbolic in T respectively (WE may be trivial, but
WH is not). Note that WH is fully hyperbolic with respect to T . By symmetry of the
ellipticity relation among minuscule trees, T is (fully) hyperbolic with respect to WH . On
the other hand, WE and T are elliptic with respect to each other, and so are WE and WH
(they are both collapses of W ).
Let R = RN(WH , T ) be the regular neighborhood. Recall that the set of vertices of
R is bipartite, with V the set of cut points of C = C(WH , T ) ⊂ WH × T , and S the set
of connected components of C \ V. Since T has a single orbit of edges, there is a single
orbit of vertices in S. We fix q ∈ S, and denote by Q its stabilizer. It is a QH vertex by
Proposition 6.27.
Lemma 6.30. The QH vertex group Q is elliptic in WE.
WE︸ ︷︷ ︸
ell. in T,WH , R, RˆT
T
︸ ︷︷ ︸
hyp. in WH
R = RN(WH , T )
Ge′
RˆT
WˆE eˆ′⊂Axis(Ge)
ε⊂Axis(Ge)
e′⊂Axis(Ge)
ce,ce′∈
Figure 9: Proof that Q is elliptic in WE ( represents a collapse map).
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Proof. In spirit, the proof is somewhat analogous to that of Theorem 5.27.
Let e be an edge of WH , and e′ an edge of T . Since WH is elliptic with respect to WE ,
the stabilizer Ge fixes a point ce ∈ WE . This point is unique because otherwise Ge would
fix an edge of WE . But WE is elliptic with respect to T , so Ge would be elliptic in T ,
contradicting the fact that WH is fully hyperbolic with respect to T . Similarly, Ge′ fixes a
unique point ce′ ∈WE .
As above, consider the core C = C(WH , T ) ⊂ WH × T . We claim that ce = ce′ if the
square e × e′ is contained in C. Assuming this, we associate to any square e × e′ ⊂ C the
point ce = ce′ ∈ WE . Since adjacent squares are mapped to the same point, all squares
in a given connected component of C \ V are mapped to the same point. Since Q is the
stabilizer of such a component, it fixes a point in WE , as required.
To conclude the proof, we have to prove our claim that ce = ce′ if e× e′ ⊂ C. Let RˆT
be a common refinement of R and T as in (RN3) (see Figure 9). By definition of the core,
e′ lies in the axis (=minimal subtree) of Ge in T . Since RˆT collapses to T , the edge eˆ′ of
RˆT projecting to e′ lies in the axis of Ge in RˆT . Note that Geˆ′ = Ge′ .
Since WE is elliptic with respect to WH and T , it is elliptic with respect to R by
(RN2), hence also with respect to RˆT . Let therefore WˆE be a standard refinement of WE
dominating RˆT as in Proposition 2.2.
Let M ⊂ WˆE be the axis of Ge. Since RˆT does not have to be a collapse of WˆE , we
cannot claim that M maps to the axis of Ge in RˆT , but we can find an edge ε ⊂M whose
image in RˆT contains eˆ′, so that Gε ⊂ Geˆ′ = Ge′ . Since Ge fixes ce and only this point in
WE , the image of M under the collapse map WˆE →WE is {ce}. In particular, Gε fixes ce.
Since Gε ⊂ Ge′ fixes ce′ , it is enough to prove that Gε fixes no edge in WE . If it does, then
Gε is elliptic in WH (because WE is elliptic with respect to WH), but Ge′ is not (because
T is hyperbolic with respect to WH), so Gε  Ge′ . This contradicts the fact that T is
minuscule and proves the claim.
G1 Gn−1 Gn︸ ︷︷ ︸
hyp. in W
︸ ︷︷ ︸
hyp. in T
U
W =WE +WH
R = RN(WH , T )
Q
UE︸ ︷︷ ︸
ell. in Rˆ
WE
Rˆ
Q
V dual to L′
L ⋔ L′
Figure 10: End of the proof of Proposition 6.28.
Using the lemma, we can construct a standard refinement Rˆ of R dominating WE (see
Figure 10) without refining at vertices in the orbit of q. In particular, q is still a QH vertex
of Rˆ. The tree V will be obtained by refining Rˆ at q. Recall that we want every edge
stabilizer Gi of U to be hyperbolic in V . Since this will be automatic if Gi is hyperbolic
in Rˆ, we consider the tree UE obtained by collapsing edges of U , keeping only those edges
whose stabilizer is elliptic in Rˆ.
If UE is trivial, we simply take V = Rˆ, so we assume the contrary. We claim that
Q cannot be elliptic in UE , nor in any collapse U¯E which is not a point. Otherwise, the
edge stabilizers of T and WH , which are conjugate to subgroups of Q by (RN3), would be
elliptic in U¯E , so U¯E would be elliptic with respect to T and WH . This is a contradiction
because every Gi is hyperbolic in T or W , hence in T or WH because it is elliptic in WE
(which is dominated by Rˆ).
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We now consider the action of Q on its minimal subtree µUE (Q). Note that µUE (Q)
meets every G-orbit of edges (otherwise Q would be elliptic in some U¯E), so every Gi which
is elliptic in Rˆ contains (up to conjugacy) an edge stabilizer of the action of Q on µUE (Q).
It follows from previous results that the action of Q on µUE (Q) is (up to subdivision)
dual to a family L of geodesics on the underlying orbifold Σ. To see this, view Q as a QH
vertex stabilizer of R or Rˆ. Every boundary component of Σ is used (Proposition 6.27),
the fiber is universally elliptic (Lemma 5.23), and incident edge groups are elliptic in UE
because UE and Rˆ are elliptic with respect to each other. The existence of L then follows
from Lemma 5.18.
Now let L′ be a family of geodesics transverse to L as in Example 6.29. Define V by
refining Rˆ at q using the splitting of Q dual to L′, and observe that every edge stabilizer
Gi of U is hyperbolic in V , as required. This is clear if Gi is hyperbolic in Rˆ. Otherwise,
it contains (up to conjugacy) an edge stabilizer J ⊂ Q of µUE (Q), and J is hyperbolic in
V because every curve in L meets L′.
6.6 Flexible groups are QH when trees are minuscule
We can now prove Theorem 6.8 under the assumption that all trees are minuscule. We
will prove in the next subsection that this assumption is always fulfilled.
Proof of Theorem 6.8, assuming that all trees are minuscule. Using finite presentability (which
is assumed in Theorem 6.8), we fix a maximal splitting U as in Lemma 6.12. Proposition
6.28 yields V such that U and V are fully hyperbolic with respect to each other. We may
therefore consider the regular neighborhood R of U and V . We claim that R is trivial (a
point). This implies that G is QH, as required.
Assume that R is non-trivial. Let Rˆ be a common refinement of R and U (it exists by
Proposition 6.25(RN3)). Since R is elliptic with respect to V , while U is fully hyperbolic
with respect to V , each edge of Rˆ must be collapsed in R or in U (possibly in both). Being
non-trivial, R contains an edge ε, and we let εˆ be the edge of Rˆ that is mapped to ε. Define
U ′ by collapsing all edges of Rˆ which are not collapsed in U , except those in the orbit of ε.
Since U ′ collapses to U , maximality of U (Lemma 6.12) implies that U and U ′ belong
to the same deformation space. Thus εˆ (viewed as an edge of U ′) has an endpoint v ∈ U ′
with Gv = Gεˆ, and its other endpoint is in a different orbit. Since the action of G on U ′
is minimal, there is an edge e of U ′ with origin v which does not belong to the orbit of εˆ.
This edge has the same stabilizer as an edge of U , so Ge is hyperbolic with respect to V .
This is a contradiction since Ge ⊂ Gv = Gεˆ = Gε, and Gε is elliptic in V because R is
elliptic with respect to V by (RN2).
6.7 All splittings of a totally flexible group are minuscule
In this subsection, we complete the proof of Theorems 6.2 and 6.5 by showing that all
splittings of G are minuscule if G is totally flexible (Proposition 6.35). As mentioned in
Remark 6.10, this is sometimes not needed.
In a few words, the proof goes as follows. Given an edge stabilizer Ge of a tree T , we
first find a minuscule tree T1 with an edge stabilizer Ge1 commensurable with a subgroup
of Ge. The goal is to show that Ge and Ge1 are in fact commensurable. This is proved
by showing that Ge1 and Ge are slender subgroups of a QH vertex group, both containing
the fiber. So ultimately, the argument relies on the fact that two nested infinite slender
subgroups of a hyperbolic orbifold group are commensurable. To embed Ge1 and Ge into
a QH group, we use a tree T2 in which Ge1 is hyperbolic and we construct the core. Since
we do not know that T2 is minuscule, we have to choose it carefully, to ensure that the
core is symmetric (hence a surface).
68
6.7.1 Complexity of edge groups
Recall that A consists of slender groups; in particular, they are finitely generated.
Lemma 6.31. Let A0 ∈ A. There is a bound, depending only on A0, for the length n of
a chain A0  A1  A2 · · ·  An. In particular, there is no infinite descending chain.
Proof. Since Ai−1  Ai, we can find a tree Ti in which Ai is elliptic, and Ai−1 is not.
Let B0 be the intersection of all subgroups of index 2 of A0. For each i, the action of A0
on Ti has an invariant line, and B0 acts on this line as a translation, given by a non-zero
homomorphism ϕi : B0 → Z. Letting Bi = Ai ∩ B0, we have ϕi(Bj) = 0 if and only if
j ≥ i. This implies that the ϕi’s are linearly independent, and the lemma follows since B0
is finitely generated.
Using this lemma, we can associate a complexity c(A0) to any A0 ∈ A: it is the maximal
length n of a chain A0  A1  · · ·  An where A1, . . . , An are commensurable with edge
stabilizers of trees T1, . . . , Tn. Thus A0 is minuscule if and only if c(A0) = 0. Note that
c(B) ≤ c(A) if B ⊂ A, and c(B) = c(A) if A,B are commensurable.
Lemma 6.32. Given an edge stabilizer Ge of a tree T , there exists a tree T ′ with an edge
stabilizer Ge′ such that Ge′ is minuscule and Ge′ ∩Ge has finite index in Ge′.
Proof. The result is trivial if c(Ge) = 0, with T ′ = T . If c(Ge) > 0, we argue by induction.
By definition of the complexity, there exists A Ge with A commensurable with an edge
stabilizer Ge1 . We have c(Ge1) = c(A) < c(Ge), so by the induction hypothesis there exists
a minuscule edge stabilizer Ge′ such that Ge′ ∩ Ge1 has finite index in Ge′ . Since A and
Ge1 are commensurable, and A ⊂ Ge, the index of Ge′ ∩Ge in Ge′ is finite.
6.7.2 Symmetry of the core
Recall (Proposition 6.19) that the core of minuscule trees is symmetric.
In order to prove that all trees are minuscule, we need to establish some weaker sym-
metry statements. We use the same notations as in Subsection 6.3.
Lemma 6.33. Let T1, T2 be fully hyperbolic with respect to each other. If Cˇ ⊂ C and
C(2) ⊂ Cˇ(2), then Cˇ = C.
Proof. Note that Cˇ ⊂ C implies Cˇ(2) ⊂ C(2), so we have Cˇ(2) = C(2). Assuming Cˇ 6= C, we
get C(2) = Cˇ(2) ⊆ Cˇ  C. As pointed out in Subsection 6.3.3, C \ C(2) is a union of open
vertical edges and each such edge disconnects C. Our assumption Cˇ 6= C says that C \ Cˇ
contains such an edge ε˚ = {v} × e˚2.
The set of edges e of µT2(Gv) such that {v} × e bounds a square in C is a non-empty
Gv-invariant set which does not contain e2. By minimality of the action of Gv on µT2(Gv),
this set intersects both components of µT2(Gv) \ e˚2. In particular, there exist a, b ∈ C(2)
that are not in the same connected component of C \ ε˚. But a and b may be joined by a
path in Cˇ, a contradiction since Cˇ ⊂ C \ ε˚.
Lemma 6.34. Let T1 be a minuscule one-edge splitting. Assume that T1 is not universally
elliptic. Among all one-edge splittings T such that T1 is not elliptic with respect to T ,
consider T2 whose edge stabilizers have minimal complexity.
Then C(T1, T2) = Cˇ(T1, T2).
Note that T1 and T2 are fully hyperbolic with respect to each other by Lemma 6.11, so
C(T1, T2) and Cˇ(T1, T2) are defined.
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Proof. Letm be the midpoint of an edge e2 of T2. Since edge stabilizers of T2 have minimal
complexity, the second assertion of Lemma 6.20 shows that Y (2)m = C(2) ∩ (T1 × {m}) is
connected. In particular, Y (2)m contains µT1(Ge2) × {m}, and C(2) therefore contains all
squares e1 × e2 with e1 ⊂ µT1(Ge2). This shows Cˇ(2) ⊂ C(2).
On the other hand, T1 being minuscule, Lemma 6.22 implies C ⊂ Cˇ. We conclude by
Lemma 6.33.
6.7.3 All splittings are minuscule
Proposition 6.35. If G is totally flexible and not slender, then every tree T is minuscule.
Proof. We may assume that T is a one-edge splitting. Denoting by Ge an edge stabilizer,
Lemma 6.32 yields a minuscule one-edge tree T1 with an edge stabilizer Ge1 such that
Ge1 ∩ Ge has finite index in Ge1 . Since G is totally flexible, T1 is not universally elliptic,
so we can choose T2 as in Lemma 6.34. The core of T1 and T2 being symmetric, we can
consider the regular neigbourhood decomposition R = RN(T1, T2).
By (RN3), we know that Ge1 fixes a unique vertex v of R, and v ∈ S. Its finite index
subgroup Ge1 ∩ Ge also has v as its unique fixed point (it is hyperbolic in T2, while edge
stabilizers of R are elliptic by (RN2)).
First assume that Gv is not slender, so that it is QH with fiber F . Consider any slender
group A containing Ge1 ∩Ge, for instance Ge. We claim that Ge1 ∩Ge has finite index in
A. First, A is elliptic in R: otherwise Ge1 ∩Ge acts on the axis of A, and (being elliptic)
has a subgroup of index ≤ 2 fixing the axis, a contradiction since Ge1 ∩ Ge fixes only v.
We deduce A ⊂ Gv. Since Gv is QH, its slender subgroups are contained in extensions
of F by virtually cyclic groups. As Ge1 contains F with infinite index, and Ge1 ∩ Ge has
finite index in Ge1 , the index of Ge1 ∩Ge in A is finite, so A is commensurable with Ge1 .
Applied to A = Ge, this argument shows that Ge is minuscule.
If Gv is slender, there has to be at least one edge incident to v since we assume that
G is not slender. By (RN1), the stabilizer of this edge is commensurable with F . On the
other hand, F is contained in Ge1 ; it is elliptic in T2, but Ge1 is not, so F  Ge1 . This
shows that Ge1 is not minuscule, a contradiction.
6.8 Slenderness in trees
We have proved that non-slender flexible vertex groups of JSJ decompositions are QH
when A satisfies a stability condition and consists of slender groups. We now consider
edge groups which are only slender in trees.
Recall that A is slender in (A,H)-trees if, whenever G acts on a tree, A fixes a point
or leaves a line invariant.
We now have the following generalization of Theorems 6.2 and 6.5:
Theorem 6.36. Let G be finitely presented relative to a finite family H of finitely generated
subgroups. Suppose that all groups in A are slender in (A,H)-trees, and A satisfies (SC)
or (SCZ), with fibers in a family F .
If Q is a flexible vertex group of a JSJ decomposition of G over A relative to H, and
Q is not slender in (A,H)-trees, then (as in Theorems 6.2 and 6.5) Q is QH with fiber in
F (and the orbifold has no mirror in the (SCZ) case).
This applies whenever groups in A are assumed to be slender or contained in a group
of H (up to conjugacy), for instance to splittings of relatively hyperbolic groups over
elementary subgroups relative to parabolic subgroups.
Theorem 6.36 is proved as in the slender case, with just a few changes which we now
describe.
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The arguments in Subsections 6.3 through 6.5 extend directly, replacing “slender” by
“slender in (A,H)-trees” and using Lemma 1.5. The proof of Proposition 6.28 uses Lemma
5.23, which we replace by the following statement:
Lemma 6.37. Let Q be a QH vertex group. If F and all groups in A are slender in
(A,H)-trees, but Q is not, then F is universally elliptic.
Proof. If F is not universally elliptic, then as in the proof of Lemma 5.23 Q is an extension
of a group in A by a virtually cyclic group, so is slender in (A,H)-trees by Lemma 1.5.
In Subsection 6.7, Lemma 6.31 requires A0 to be finitely generated, but the other groups
Ai may be arbitrary. Complexity may be infinite, but Lemmas 6.32 and 6.34 remain valid
because every tree is dominated by a tree with finitely generated stabilizers (see Corollary
2.25).
At the end of the proof of Proposition 6.35 we need to know that a subgroup A ⊂ Gv
which is slender in (A,H)-trees is contained in an extension of F by a virtually cyclic
group. More generally, suppose that Q is QH and the underlying orbifold Σ contains an
essential simple geodesic. We claim that, if A ⊂ Q is slender in (A,H)-trees, then its
image in pi1(Σ) is virtually cyclic.
To see this, assume that A is not an extended boundary subgroup. As in Proposition
5.21, we consider a splitting of Q dual to a geodesic γ, in which A is not elliptic. The
group A/(A∩F ) acts on a line with virtually cyclic edge stabilizers, so is virtually abelian,
hence virtually cyclic because it embeds into pi1(Σ). This proves the claim.
6.9 Slender flexible groups
In this subsection we consider a slender flexible vertex group Q of a JSJ tree. Whenever G
acts on a tree and Q does not fix a point, there is a unique Q-invariant line and the action
of Q on this line gives rise to a map ϕ : Q→ D∞ ' Isom(Z) whose image is isomorphic to
Z (if orientation is preserved) or to D∞.
A natural analogue of Theorem 6.2 would be the following statement:
(1) Q maps onto the fundamental group of a compact Euclidean 2-orbifold Σ, with fiber
in F ;
(2) incident edge groups have finite image in pi1(Σ) (note that Euclidean 2-orbifolds
whose fundamental group is not virtually cyclic have empty boundary);
(3) if G acts on a tree and Q does not fix a point, the action of Q on its invariant line
factors through pi1(Σ).
Unfortunately, Assertion (3) of this statement is not correct (consider splittings of Zn,
with n ≥ 3). We replace it by two assertions.
Proposition 6.38. Let G,H,A be as in Theorem 6.2 or Theorem 6.5. Let Q be a slender
flexible vertex group of a JSJ tree.
(1) Q is an extension 1 → F → Q → O → 1, with F ∈ F and O virtually Z2. Incident
edge groups are contained in finite extensions of F (they are finite if groups in A are
virtually cyclic).
(2) there is a map ψ : Q → (D∞)n, for some n ≥ 2, whose image has finite index;
incident edge groups have finite image; if G acts on a tree and Q does not fix a point,
the action of Q on its invariant line factors through ψ.
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In the first assertion, we do not claim that actions of Q factor through the fundamental
group of the 2-orbifold O (the fiber does not have to be universally elliptic). In the second
one, Q maps to an n-dimensional Euclidean orbifold, but we do not claim that the kernel
is in F .
The first assertion only requires the first half of the stability condition, the second one
requires no stability condition.
The proposition remains true if Q is only assumed to be slender in (A,H)-trees.
Example 6.39. The group Zn has infinitely many slender splittings, given by its morphisms
to Z. The Klein bottle group 〈a, t | tat−1 = a−1〉 = 〈t〉 ∗t2=v2 〈v〉 has exactly two split-
tings, corresponding to these two presentations (see Subsection 3.4). They correspond to
morphisms to D∞ and Z respectively.
In [Bee14], Beeker classified all flexible groups that occur in the abelian JSJ decom-
position of the fundamental group of a graph of free abelian groups. In particular, he
exhibits a twisted Klein bottle group K ′ = 〈b0, b1 | [b0, b21] = 1, [b20, b1] = 1〉 which splits as
an amalgam 〈b0, b21〉 ∗〈b20,b21〉 〈b20, b1〉 and also as an HNN extension (see Proposition 4.1 in
[Bee14]).
Proof. We sketch the proof of (1). Being flexible, Q admits two different splittings relative
to IncH|Q. They are given by epimorphisms ϕi : Q → Ki, with Ki equal to Z or D∞. The
image O of ϕ : Q→ K1 ×K2 is not virtually cyclic, so is virtually Z2. The kernel F is in
F because it is also the kernel of ϕ| kerϕ1 , with kerϕ1 ∈ A. If Ge is an incident edge group,
its image by ϕi has order at most 2 because Ge is universally elliptic, hence elliptic in the
corresponding splitting of Q.
For (2), we consider all non-trivial actions of Q on the line which are restrictions of
actions of G on trees. We view them as non-trivial homomorphisms ϕα : Q→ D∞ (there
may be infinitely many of them). Let J = ∩ kerϕα be the subgroup of Q consisting of
elements always acting as the identity, and let D = Q/J . We shall show that D embeds
with finite index in some (D∞)n.
The maps ϕα induce maps ϕ¯α : D → D∞, and ∩ ker ϕ¯α is trivial. Let D′ be the
subgroup of D consisting of elements always acting as translations. It is abelian, torsion-
free, has finite index (it contains the intersection of all subgroups of index 2), and contains
the commutator subgroup. Let n be its rank.
Each ϕ¯α induces pα : D′ → Z. The subgroup of Hom(D′,Z) generated by the pα’s has
finite index because ∩ ker pα is trivial, and we choose a finite family ϕ¯αi (1 ≤ i ≤ n) such
that the corresponding pαi ’s are a basis over Q. We show that the product map
Φ =
n∏
i=1
ϕ¯αi : D → (D∞)n
is injective and its image has finite index.
Let x ∈ D. If it has infinite order, there is a non-trivial xk in D′. This xk is mapped
non-trivially by some pα, hence by some pαi , hence by ϕ¯αi , hence by Φ, so x /∈ ker Φ. If x
has finite order and x 6= 1, the order is 2 and some ϕ¯α maps it to a nontrivial reflection.
We can find y ∈ D such that z = [x, y] is mapped by ϕ¯α to a non-trivial translation. The
element z is in D′, and as in the previous case z /∈ ker Φ. It follows that Φ is injective. Its
image has finite index because D and (D∞)n are both virtually Zn.
Composing Φ with the quotient map Q → D yields a map ψ : Q → (D∞)n whose
image has finite index. As in Assertion (1), incident edge groups are universally elliptic,
so their image by any ϕα has order at most 2. This implies that their image by ψ is finite.
The last claim is obvious from the way D was defined.
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Remark 6.40. Similar arguments show that a finitely generated group is residually D∞ if
and only if it is a finite index subgroup of a direct product whose factors are isomorphic
to D∞ or Z/2Z.
Part IV
Acylindricity
In the previous chapters we have studied the JSJ deformation space. Its existence was
guaranteed by Dunwoody’s accessibility, which requires finite presentability. In this chapter
we propose a construction based on the idea of acylindrical accessibility.
Sela [Sel97a] defined a tree to be k-acylindrical if fixed point sets of non-trivial elements
have diameter bounded by k. Since we allow G to have torsion, the following definition is
better adapted [Del99].
Definition (Acylindrical). A tree T is (k,C)-acylindrical if the pointwise stabilizer of
every arc of length ≥ k + 1 is finite, of cardinality ≤ C.
Example. Let Σ be a 2-orbifold as in Subsection 5.1. The splitting of pi1(Σ) dual to a
family L of geodesics is 2-acylindrical (1-acylindrical if all geodesics are 2-sided). If Σ is
the underlying orbifold of a QH vertex group Q, the splitting of Q dual to L is (2, C)-
acylindrical if and only if the fiber F is finite with order ≤ C.
Acylindrical accessibility bounds the number of orbits of edges in any (k,C)-acylindrical
tree, under the assumption that G is finitely generated [Sel97a, Del99, Wei12].
Since finite presentability is no longer required, this allows us for instance to construct
JSJ decompositions of hyperbolic groups relative to an infinite collection of infinitely gen-
erated subgroups, and JSJ decompositions of finitely generated torsion-free CSA groups.
In order for our approach to work, we must be able to produce a (k,C)-acylindrical
tree, for some uniform constants k and C, out of an arbitrary tree. We do so using the
tree of cylinders introduced in [GL11].
As an additional benefit, this construction (when available) produces a canonical tree
T out of a deformation space D. If D is invariant under automorphisms of G, so is T (see
[GL10, GL15b] for applications of this construction, [Bow98, SS03, KM05, PS09] for other
constructions of canonical decompositions, and [Lev05a, DG08, BKM07, DG11, DT13] for
other uses of such a canonical decomposition). A general construction of another invariant
tree, based on compatibility of splittings, will be given in Part V (compatibility JSJ tree).
The tree of cylinders is introduced in Section 7, and Section 8 describes our construction
of JSJ decompositions based on acylindricity. Applications are given in Section 9.
Unless indicated otherwise, we only assume that G is finitely generated, and H may be
arbitrary.
7 Trees of cylinders
In the previous chapters we have defined and studied the JSJ deformation space, consisting
of all JSJ trees. It is much better to be able to find a canonical tree. A key example is pro-
vided by one-ended hyperbolic groups: Bowditch [Bow98] constructs a virtually cyclic JSJ
tree using only the topology of the boundary ∂G; it is Out(G)-invariant by construction.
Unfortunately, it is not always possible to find an invariant JSJ tree. If for instance G is
free, the JSJ deformation space consists of all trees with a free action of G (see Subsection
3.1), but (see Subsection 11.1) it is easy to check that the only Out(G)-invariant tree is
the trivial one (a point).
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In this section we describe a construction, the (collapsed) tree of cylinders [GL11],
which, under certain conditions, associates a new, nicer tree to a given tree T . The first
feature of this new tree is that it depends only on the deformation space D of T . Its second
feature of interest to us here is that, under suitable assumptions, it is acylindrical with
uniform constants, and it lies in D or at least in a deformation space not too different from
D (the new tree is smally dominated by T in the sense of Definition 7.10). Its third feature
lies in its compatibility properties (in the sense of common refinements, see Subsection
1.4.1); this will be used in Chapter V to provide examples of compatibility JSJ trees.
The results of this section and the next (where JSJ decompositions are constructed) will
be summed up in Corollary 9.1, which gives conditions ensuring that there is a canonical
JSJ tree, and that its flexible vertices are QH with finite fiber.
7.1 Definition
We recall the definition and some basic properties of the tree of cylinders (see [GL11] for
details).
As usual, we fix A and H and we restrict to (A,H)-trees. We let A∞ be the family of
infinite groups in A. In applications we assume that G is one-ended relative to H, so all
trees have edge stabilizers in A∞. The family A∞ is not stable under taking subgroups,
but it is sandwich closed : if A,B ∈ A∞ and A < H < B, then H ∈ A∞.
Definition 7.1 (Admissible equivalence relation). An equivalence relation ∼ on A∞ is
admissible (relative to H) if the following axioms hold for any A,B ∈ A∞:
(1) If A ∼ B and g ∈ G, then gAg−1 ∼ gBg−1 (invariance under conjugation).
(2) If A ⊂ B, then A ∼ B (nesting implies equivalence).
(3) Let T be a tree (relative to H) with infinite edge stabilizers. If A ∼ B, and A, B fix
a, b ∈ T respectively, then for each edge e ⊂ [a, b] one has Ge ∼ A ∼ B.
The equivalence class of A ∈ A∞ will be denoted by [A]. We let G act on A∞/∼ by
conjugation, and the stabilizer of A will be denoted by G[A].
Here are a few examples. They will be studied in detail later (see Section 9).
(1) If G is a torsion free CSA group (for instance a limit group, or more generally a toral
relatively hyperbolic group), we can take for A∞ the set of infinite abelian subgroups,
and for ∼ the commutation relation: A ∼ B if 〈A,B〉 is abelian. The group G[A] is
the maximal abelian subgroup containing A.
(2) If G is a relatively hyperbolic group with small parabolic subgroups, we can take
for A∞ the set of infinite elementary subgroups (a subgroup is elementary if it is
virtually cyclic or parabolic; in this case, this is equivalent to being small). The
relation ∼ is co-elementarity: A ∼ B if and only if 〈A,B〉 is elementary. The group
G[A] is the maximal elementary subgroup containing A. We may also allow non-
small parabolic subgroups, provided that we include them in H (i.e. we only consider
splittings relative to the parabolic groups).
(3) A∞ is the set of infinite virtually cyclic subgroups, and ∼ is the commensurability
relation (A ∼ B if and only if A ∩ B has finite index in A and B). The group G[A]
is the commensurator of A.
Given an admissible equivalence relation ∼ on A∞, we now associate a tree of cylinders
Tc to any tree T with infinite edge stabilizers.
We declare two edges e, f to be equivalent if Ge ∼ Gf (these groups are assumed to
be in A, and they are in A∞ because they are infinite). The union of all edges in an
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equivalence class is a subtree by axiom (3). Such a subtree Y is called a cylinder of T ; two
distinct cylinders meet in at most one point. The equivalence class in A∞/∼ containing
the stabilizers of edges of Y will be denoted by [Y ].
Definition 7.2 (Tree of cylinders). Given a tree T with edge stabilizers in A∞, its tree of
cylinders Tc is the bipartite tree with vertex set V0(Tc) unionsq V1(Tc), where V0(Tc) is the set of
vertices v of T which belong to at least two cylinders, V1(Tc) is the set of cylinders Y of
T , and there is an edge ε = (v, Y ) between v and Y in Tc if and only if v ∈ Y in T .
Equivalently, one obtains Tc from T by replacing each cylinder Y by the cone over the
set of vertices v ∈ Y belonging to another cylinder.
The collapsed tree of cylinders T ∗c is the tree obtained from Tc by collapsing all edges
whose stabilizer does not belong to A (Warning: Tc is not always an A-tree).
It is clear from the equivalent definition that Tc is a tree, but its edge stabilizers do not
always belong to A; this is why we also consider T ∗c . The next lemma will say that T ∗c is
relative to H (i.e. it is an (A,H)-tree).
The trees Tc and T ∗c are minimal. We claim that they are always irreducible or trivial
(i.e. they consist of a single point). Indeed, if Tc or T ∗c is non-trivial and not irreducible,
then so is T because it is compatible with them (Lemma 7.14 below). This implies that
there is only one cylinder in T , so Tc and T ∗c are trivial, a contradiction.
The stabilizer of a vertex v ∈ V0(Tc) is the stabilizer of v, viewed as a vertex of T ; it
does not belong to A. The stabilizer GY of a vertex Y ∈ V1(Tc) is the stabilizer of the
equivalence class [Y ]. The stabilizer of an edge ε = (v, Y ) of Tc is Gε = Gv ∩ GY ; it is
elliptic in T , and infinite because it contains Ge if e ⊂ T is any edge of Y with origin v. If
Gε lies in A∞, it is a representative of [Y ].
Lemma 7.3.
(1) T dominates Tc and T ∗c , so T ∗c is an (A,H)-tree.
(2) If H < G is a vertex stabilizer of Tc which is not elliptic in T , it is the stabilizer of
the equivalence class [Y ] associated to some cylinder Y ⊂ T . If e is an edge of Y ,
the equivalence class of Ge is H-invariant (hGeh−1 ∼ Ge for h ∈ H).
(3) Tc and T ∗c only depend on the deformation space D containing T (we sometimes say
that Tc is the tree of cylinders of D).
(4) Suppose that the stabilizer of every equivalence class [A] belongs to A. Then edge
stabilizers of Tc belong to A, and therefore Tc = T ∗c .
(5) The tree T ∗c is equal to its collapsed tree of cylinders: (T ∗c )∗c = T ∗c .
Assertion (4) applies in particular to Examples (1) and (2) above (CSA groups, rela-
tively hyperbolic groups).
Proof. Consider a vertex v of T . If v belongs to two cylinders, it defines a vertex in V0(Tc),
and this vertex is fixed by Gv. If v belongs to a single cylinder Y , then Gv fixes the vertex
of V1(Tc) corresponding to Y . This shows that T dominates Tc, hence also its collapse T ∗c .
The second assertion follows from remarks made above: the stabilizer of a vertex in
V0(Tc) is a vertex stabilizer of T , the stabilizer of a vertex in V1(Tc) is the stabilizer of an
equivalence class [Y ]. Also note that (4) is clear since the stabilizer of an edge ε = (v, Y )
of Tc is contained in the stabilizer of [Y ]. Assertion (5) is Corollary 5.8 of [GL11].
[GL11] contains three proofs of the third assertion. We sketch one. A domination map
f : T → T ′ induces a map fc : Tc → T ′c mapping each edge onto a vertex or an edge. The
image of x ∈ V0(Tc) by fc is the unique point of T ′ fixed by Gx, viewed as a vertex of
V0(T
′
c); the image of Y ∈ V1(Tc) is either the unique cylinder whose edge stabilizers are
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equivalent to those of Y , viewed as a vertex of V1(T ′c), or the unique point of T ′ fixed by
stabilizers of edges of Y , viewed as a vertex of V0(T ′c). If T and T ′ belong to the same
deformation space, the map gc : T ′c → Tc induced by a map g : T ′ → T is the inverse of fc,
so T ′c = Tc.
Assertion (3) implies that trees of cylinders are canonical elements of their deformation
space. In particular:
Corollary 7.4. If T is a JSJ tree over A relative to H, then Tc and T ∗c are invariant
under any automorphism of G which preserves A and H.
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Figure 11: A tree and its tree of cylinders.
In the following examples, ∼ may be viewed at will as commutation, or co-elementarity,
or commensurability. Indeed, two edge stabilizers will be equivalent if and only if they are
equal.
Example 7.5. The Bass-Serre tree of the graph of groups Γ of Subsection 3.9 (three punc-
tured tori glued along their boundaries, see Figure 3 in the introduction) is equal to its
tree of cylinders (cylinders are tripods projecting bijectively onto Γ).
Example 7.6. Now let T be the Bass-Serre tree of the graph of groups pictured on the left
hand side of Figure 11 (reproducing Figure 2). There are four QH vertices vi, which are
fundamental groups of punctured tori Σi. There is an edge between vi and vi+1 (mod 4),
each carrying the same group Ge, equal to the boundary subgroup of Σi. Any cylinder Y
is a line, with vertices ui (i ∈ Z) which are lifts of vi (mod 4). The setwise stabilizer of Y ,
which we shall call P , is isomorphic to Z2, it acts on Y by translations with edge stabilizers
equal to Ge (up to conjugacy). The group G is hyperbolic relative to this subgroup P (it
is a toral relatively hyperbolic group).
In T ∗c (which is equal to Tc), each line Y is collapsed to a point u (a vertex of type
V1) and is replaced by edges joining that point to each of the ui’s. The stabilizer of u is
isomorphic to P , which is the centralizer (and the commensurator) of Ge. Unlike T , the
tree T ∗c is invariant under all automorphisms of G.
7.2 Acylindricity
Recall that T is (k,C)-acylindrical if the pointwise stabilizer of every arc of length ≥ k+ 1
has cardinality ≤ C (see the beginning of part IV).
Lemma 7.7. Assume that there exists C > 0 such that, if two groups of A∞ are in-
equivalent, then their intersection has order ≤ C. If T is any (A,H)-tree, then T ∗c is a
(2, C)-acylindrical (A,H)-tree.
This applies in particular in Examples (1) and (2) above (CSA groups, relatively hyper-
bolic groups); note that in a relatively hyperbolic group there is a bound C for the order
of finite non-parabolic subgroups (see Lemma 9.15). In Example 7.6, the tree T is not
acylindrical (cylinders are lines fixed by an infinite cyclic group) but T ∗c is 2-acylindrical.
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Proof. We have seen that T ∗c is an (A,H)-tree. Let I be a segment of length 3 in T ∗c . Its
edges are images of edges εi = (xi, Yi) of Tc. Let ei be an edge of Yi with origin xi. The
stabilizer Gεi of εi belongs to A and contains Gei , so Gεi belongs to A∞ and is equivalent
to Gei .
Since T ∗c is a collapse of Tc, we can find i, j with Yi 6= Yj . This implies Gei 6∼ Gej , so
Gεi 6∼ Gεj . The stabilizer of I fixes εi and εj , so has cardinality at most C.
Virtually cyclic groups play a particular role in this context. An infinite group H is
virtually cyclic if some finite index subgroup is infinite cyclic. Such a group maps onto Z
or D∞ (the infinite dihedral group Z/2 ∗ Z/2) with finite kernel.
Definition 7.8 (C-virtually cyclic). Given C ≥ 1, we say that H is C-virtually cyclic if
it maps onto Z or D∞ with kernel of order at most C. Equivalently, H acts non-trivially
on a simplicial line with edge stabilizers of order ≤ C.
An infinite virtually cyclic group is C-virtually cyclic if the order of its maximal finite
normal subgroup is ≤ C. On the other hand, finite subgroups of a C-virtually cyclic group
have cardinality bounded by 2C.
Recall (Subsection 1.5.2) that J < G is small in T (resp. in (A,H)-trees) if it fixes a
point, or an end, or leaves a line invariant in T (resp. in all (A,H)-trees on which G acts).
A group not containing F2, or contained in a group of H, is small in (A,H)-trees.
The following lemma is simple, but conceptually important. It says that subgroups
which are small but not virtually cyclic are elliptic in acylindrical trees.
Lemma 7.9. If a subgroup J ⊂ G is small in a (k,C)-acylindrical tree T , but J is not
elliptic in T , then J is C-virtually cyclic.
Proof. By smallness, J preserves a line or fixes an end. The result is clear if it acts on
a line, since edge stabilizers for this action have order ≤ C. If it fixes an end, the set
of elliptic elements of J is the kernel J0 of a homomorphism from J to Z. Every finitely
generated subgroup of J0 is elliptic. It fixes a ray, so has order ≤ C by acylindricity. Thus
J0 has order ≤ C.
7.3 Small domination
We have seen that T dominates Tc and T ∗c (Lemma 7.3), and that T ∗c is (2, C)-acylindrical
under the assumptions of Lemma 7.7. This domination may be strict: in particular, as
shown by Lemma 7.9, small groups which are not virtually cyclic tend to be elliptic in
Tc and T ∗c . For instance, in Example 7.6, the subgroup P = Z2 becomes elliptic in T ∗c .
This is unavoidable according to Lemma 7.9, but P (together with its subgroups and their
conjugates) is the only group that is elliptic in T ∗c and not in T .
We want the deformation space of T ∗c to be as close to that of T as possible, as in this
example, and this motivates the following definition; it applies to an arbitrary pair of trees
(T, T ∗).
Definition 7.10 (smally dominates). Let T, T ∗ be (A,H)-trees. We say that T smally
dominates T ∗ if:
(i) T dominates T ∗;
(ii) edge stabilizers of T ∗ are elliptic in T .
(iii) any group which is elliptic in T ∗ but not in T is small in (A,H)-trees.
More generally, let S be a family of subgroups closed under conjugation and taking
subgroups, with every J ∈ S small in (A,H)-trees. If T smally dominates T ∗, and every
group which is elliptic in T ∗ but not in T belongs to S, we say that T S-dominates T ∗.
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Remark 7.11. S-domination will be useful to describe flexible vertex stabilizers of JSJ trees
(as in the proof of Theorem 9.5).
Note that the first two conditions of the definition are always satisfied if T is a tree
and T ∗ is its collapsed tree of cylinders T ∗c . The following proposition basically says that
the third condition holds when the groups G[A] are small in (A,H)-trees. In this case we
can make every tree acylindrical without changing its deformation space more than forced
by Lemma 7.9.
Proposition 7.12. Let ∼ be an admissible equivalence relation on A∞, and let C be an
integer. Assume that:
(1) if two groups of A∞ are inequivalent, their intersection has order ≤ C;
(2) every stabilizer G[A] is small in (A,H)-trees;
(3) one of the following holds:
(a) every stabilizer G[A] belongs to A;
(b) if A ⊂ A′ has index 2, and A ∈ A, then A′ ∈ A;
(c) no group G[A] maps onto D∞.
If T is any (A,H)-tree with infinite edge stabilizers, then T ∗c is a (2, C)-acylindrical
(A,H)-tree smally dominated by T .
Assume furthermore that all subgroups which are small in (A,H)-trees but not virtually
cyclic are elliptic in T . Then T ∗c belongs to the same deformation space as T .
Proof. Acylindricity comes from Lemma 7.7, and conditions (i) and (ii) of small domination
are always satisfied by pairs (T, Tc) and (T, T ∗c ).
Vertex stabilizers of Tc are vertex stabilizers of T or equal to some G[A], so by Assump-
tion (2) subgroups elliptic in Tc satisfy condition (iii). In other words, T would smally
dominate Tc if Tc were an A-tree. To conclude that T ∗c is smally dominated by T , we show
that Tc and T ∗c belong to the same deformation space under Assumptions (2) and (3) (see
[GL11, Remark 5.11]).
Note that T ∗c = Tc when (3a) holds, so we may assume that (3b) or (3c) holds. Let
ε = (x, Y ) be an edge of Tc such that Gε /∈ A. It suffices to prove that Gε = GY (so
that collapsing the orbit of ε does not change the deformation space) and that Gε′ ∈ A for
every edge ε′ = (x′, Y ) with x′ 6= x (so no further collapse occurs in the star of the vertex
Y of Tc).
The group GY is small in (A,H)-trees by (2). We claim that it is elliptic in T . Assume
otherwise, and consider its subgroup Gε, which is elliptic in T . If GY fixes an end of T ,
then Gε fixes a ray, so Gε ∈ A, a contradiction. The remaining possibility (which is ruled
out if (3c) holds) is that GY acts dihedrally on a line. In this case some subgroup of Gε of
index at most 2 fixes an edge, so is in A, contradicting (3b).
We have proved that GY is elliptic in T , hence fixes a (unique) vertex v ∈ Y ⊂ T . We
claim x = v. If x 6= v, let e be the initial edge of the segment [x, v]. Then
Gε = Gx ∩GY ⊂ Gx ∩Gv ⊂ Ge,
contradicting Gε /∈ A. Thus x = v, so ε = (v, Y ) is the only edge of Tc incident to Y ∈
V1(Tc) with stabilizer not in A. Moreover, since GY fixes x, we have Gε = Gx∩GY = GY .
This proves that Tc and T ∗c lie in the same deformation space, and that T smally dominates
T ∗c .
For the furthermore, we need to show that every GY is elliptic in T . By Assumption
(2) it is small in (A,H)-trees, so the only case to consider is when GY is virtually cyclic. If
e is any edge of T contained in Y , its stabilizer Ge is infinite so is a finite index subgroup
of GY . It follows that GY is elliptic in T .
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Remark 7.13. Given S as in Definition 7.10, assume that every G[A] belongs to S. Then
T S-dominates T ∗c . If all groups of S which are not virtually cyclic are elliptic in T , then
T ∗c belongs to the same deformation space as T . The proof is exactly as above.
7.4 Compatibility
The tree of cylinders has strong compatibility properties, which will be useful to construct
the compatibility JSJ tree (see Theorem 11.4).
The following fact is a general property of the tree of cylinders. Recall that two trees
are compatible if they have a common refinement.
Lemma 7.14 ([GL11, Proposition 8.1]). Tc and T ∗c are compatible with any (A,H)-tree
dominated by T .
We will also need the following more technical statement.
Lemma 7.15. Let G be one-ended relative to H (see Subsection 1.3). Let ∼ be an ad-
missible equivalence relation on A∞ such that every stabilizer G[A] (in particular, every
group in A) is small in (A,H)-trees. Let C be an integer, and suppose that A contains all
C-virtually cyclic groups.
Let S, T be (A,H)-trees, with S refining T . Assume that each vertex stabilizer Gv of T
is small in S (possibly elliptic) or QH with finite fiber of cardinality ≤ C. Then S∗c refines
T ∗c .
The assumption on vertex stabilizers of T holds in particular if T is a JSJ decomposition
whose flexible vertices are small or QH with fiber of cardinality ≤ C.
When S dominates T , any map f : S → T sends cylinder to cylinder and induces a
cellular map f∗c from S∗c to T ∗c (it maps a vertex to a vertex, an edge to a vertex or an
edge, and is independent of f) [GL11, Lemma 5.6]. The point of the lemma is that f∗c is
a collapse map if f is.
Proof. One passes from S to T by successively collapsing orbits of edges, in an arbitrary
order. Starting from S, perform collapses which do not change the deformation space
as long as possible. Since trees in the same deformation space have the same tree of
cylinders, this allows us to assume that no proper collapse of S refining T belongs to the
same deformation space as S. This ensures that, for each vertex v of T , the action of Gv
on the preimage Sv of v in S is minimal (Sv may be a point).
Fix v, and consider the tree S′ obtained from S by collapsing all edges mapped to a
vertex of T not in the orbit of v. Thus Sv embeds in S′, and we view Sv as the minimal
subtree of Gv in both S or S′. We show that S′c∗ refines T ∗c , and vertex stabilizers of S′ are
small in S or QH with fiber of cardinality ≤ C. The lemma then follows by an inductive
argument, considering S and S′. We may assume that Sv is not a point (otherwise S′ = T ).
First suppose that Gv is small in S. This implies that Sv is a line or a subtree with a Gv-
fixed end, so all edges in Sv belong to the same cylinder of S′. In particular, Gv is elliptic
in the tree of cylinders of S′, hence in S′∗c . We thus have domination maps S′
f1−→ T f2−→ S′∗c .
As recalled above, by [GL11, Lemma 5.6], these maps induce (equivariant) cellular maps
S′∗c
f∗1c−−→ T ∗c
f∗2c−−→ (S′∗c )′∗c = S′∗c between collapsed trees of cylinders (see Lemma 7.3 for
the equality (S′∗c )′∗c = S′∗c ). The maps f∗1c and f∗2c cannot increase translation lengths,
so it follows from Theorem A.5 that they are isomorphisms (one may also show directly
that they are injective on any segment joing two vertices with stabilizer not in A). Thus
T ∗c = S′∗c . Vertex stabilizers of S′ are small in S or QH because they are vertex stabilizers
of T or contained in a conjugate of Gv.
The second case is when v is QH, with finite fiber F and underlying orbifold Σ. Consider
the action of Gv on Sv. By one-endedness, every component of ∂Σ is used (Lemma 5.16),
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so by Lemma 5.18 the action is dominated by an action dual to a family of geodesics L on
Σ. It is in fact equal to such an action because edge stabilizers are small in (A,H)-trees
by assumption, hence virtually cyclic by Assertion (2) of Proposition 5.21 (the assumption
that C-virtually cyclic groups are in A ensures that the groups Qγ are in A). In particular,
vertices in Sv are QH with fiber F .
We claim that any cylinder of S′ containing an edge of the preimage Sv of v is entirely
contained in Sv. This implies that S′c refines Tc by Remark 4.13 of [GL11], and therefore
S′∗c refines T ∗c , thus completing the proof.
Let e be an arbitrary edge in Sv. Given an edge f of S′ with Gf ∼ Ge, we have to
prove f ⊂ Sv. Suppose not. Cylinders being connected, we can assume that f has an
endpoint in Sv (so is not collapsed in T ). Since v is QH with finite fiber F , and Gf is
infinite by one-endedness, the image of Gf in the orbifold group pi1(Σ) = Gv/F is infinite,
and therefore contained with finite index in a boundary subgroup.
There is a geodesic γ ∈ L such that Ge contains the preimage Gγ of the fundamental
group of γ. Since Ge ∼ Gf , we have 〈Gγ , Gf 〉 ⊂ 〈Ge, Gf 〉 ⊂ G[Ge], so 〈Gγ , Gf 〉 is small in
(A,H)-trees. This contradicts the second assertion of Proposition 5.21 since 〈Gγ , Gf 〉 is
not virtually cyclic. This proves the claim, hence the lemma.
8 Constructing JSJ decompositions using acylindricity
Using acylindrical accessibility we show (Subsection 8.1) that one may construct the JSJ
deformation space of G over A relative to H, and describe its flexible subgroups, provided
that every deformation space contains an acylindrical tree (with uniform constants). In
Subsection 8.2 we prove the same results under the weaker assumption that every tree T
smally dominates an acylindrical tree T ∗. In Section 9 we will combine this with Proposi-
tion 7.12, which ensures the existence of such trees T ∗.
As already mentioned, acylindrical accessibility bounds the number of orbits of edges of
acylindrical trees. This does not prevent the existence of infinite sequences of refinements.
For example, consider G = A∗B with A,B torsion-free hyperbolic groups. Fix b ∈ B\{1},
and define Ck = 〈b2k〉 and Ak = 〈A,Ck〉. Let Tk be the Bass-Serre tree of the amalgam G =
Ak ∗CkB. It is 2-acylindrical and can be refined into the splitting G = Ak+1∗Ck+1Ck ∗CkB.
This refinement is not 2-acylindrical but it belongs to the same deformation space as the
2-acylindrical tree Tk+1. The trees Tk all lie in distinct deformation spaces. Although this
is true in this example, it is not obvious in general that G splits over the intersection of
the groups Ck (or some conjugates).
The proof in Subsection 8.1.1 therefore uses not only acylindrical accessibility but also
arguments from Sela’s proof [Sel97a], involving actions on R-trees obtained by taking limits
of splittings similar to the Tk’s considered above. We refer the reader to the appendix for
some basic facts about R-trees. In particular, we will use compactness of the space of
projectivized length functions [CM87], and Paulin’s theorem [Pau89] that the Gromov
topology and the axes topology agree on the space of irreducible R-trees (and even on the
space of semisimple trees, see Theorem A.8).
As usual, A is a family stable under conjugation and taking subgroups. The family H
may be arbitrary, and G is only assumed to be finitely generated (it would be enough to
assume that G is finitely generated relative to a finite collection of subgroups, and these
subgroups are in H).
8.1 Uniform acylindricity
Recall that a tree T is (k,C)-acylindrical if all segments of length ≥ k+1 have stabilizer of
cardinality ≤ C. If T ′ belongs to the same deformation space as T , it is (k′, C)-acylindrical
for some k′ (see [GL07a]), but in general there is no control on k′.
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The main assumption of this section is the following. We fix k and C, and we assume
that for each (A,H)-tree T there is a (k,C)-acylindrical tree T ∗ in the same deformation
space. Our goal is to deduce the existence of the JSJ deformation space. This section is
a first step towards Theorem 8.7, where we allow T ∗ not to lie in the same deformation
space as T .
For example, suppose that G is a one-ended torsion-free CSA group (for instance, a
toral relatively hyperbolic group), and A is the class of abelian subgroups. One can take
T ∗ := Tc = T ∗c to be the tree of cylinders as in the first example of Subsection 7.1, provided
that G contains no non-cyclic abelian subgroups, or more generally that these subgroups
are contained in a group of H (up to conjugacy): this guarantees that Tc lies in the same
deformation space as T (see Proposition 7.12). The general case (no assumption on abelian
subgroups) will be taken care of in Subsection 8.2.
Recall (Definition 7.8) that a group is C-virtually cyclic for some C > 0 if it maps to
Z or D∞ with kernel of cardinality ≤ C. Also recall that G is only assumed to be finitely
generated, and there is no restriction on H (it can be any collection of subgroups).
Theorem 8.1. Given A and H, suppose that there exist numbers C and k such that:
• A contains all C-virtually cyclic subgroups of G, and all subgroups of order ≤ 2C;
• for any (A,H)-tree T , there is an (A,H)-tree T ∗ in the same deformation space which
is (k,C)-acylindrical.
Then the JSJ deformation space of G over A relative to H exists.
Moreover, if all groups in A are small in (A,H)-trees, then the flexible vertices are QH
with fiber of cardinality at most C.
See Subsections 1.5, 2.3 and 5.2 for the definitions of small, flexible and QH.
Theorem 8.1 will be proved in Subsections 8.1.1 and 8.1.2. We start with a general
lemma.
Lemma 8.2. If a finitely generated group G does not split over subgroups of order ≤ C
relative to a family H, there exists a finite family H′ = {H1, . . . ,Hp}, with Hi a finitely
generated group contained in a group of H, such that G does not split over subgroups of
order ≤ C relative to H′.
A special case of this lemma is proved in [Per11].
Proof. All trees in this proof will have stabilizers in the family A(C) consisting of all
subgroups of order ≤ C. Note that over A(C) all trees are universally elliptic, so having
no splitting is equivalent to the JSJ deformation space being trivial.
LetH1, . . . ,Hn, . . . be an enumeration of all finitely generated subgroups ofG contained
in a group of H. We have pointed out in Subsection 3.3 that by Linnell’s accessibility G ad-
mits JSJ decompositions over A(C), so let Tn be a JSJ tree relative to Hn = {H1, . . . ,Hn}.
We show the lemma by proving that Tn is trivial for n large.
By Lemma 2.15 the tree Tn, which is relative to Hn−1, may be refined to a JSJ tree
relative to Hn−1. If we fix k, we may therefore find trees S1(k), . . . , Sk(k) such that Si(k)
is a JSJ tree relative to Hi and Si(k) refines Si+1(k). By Linnell’s accessibility theorem,
there is a uniform bound for the number of orbits of edges of S1(k) (assumed to have no
redundant vertices). As Ti and Si(k) are in the same deformation space, this number is an
upper bound for the number of i′s such that Ti and Ti+1 belong to different deformation
spaces, so for n large the trees Tn all belong to the same deformation space D (they have
the same elliptic subgroups).
Since every Hn is elliptic in D, so is every H ∈ H (otherwise H would fix a unique end,
and edge stabilizers would increase infinitely many times along a ray going to that end).
The non-splitting hypothesis made on G then implies that D is trivial.
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We also note:
Lemma 8.3. It suffices to prove Theorem 8.1 under the additional hypothesis that G does
not split over subgroups of order ≤ 2C relative to H (“one-endedness condition”).
Proof. Let A(2C) ⊂ A denote the family of subgroups of order ≤ 2C. As mentioned in
the previous proof, Linnell’s accessibility implies the existence of a JSJ tree over A(2C)
relative to H. We can now apply Proposition 4.15.
8.1.1 Existence of the JSJ deformation space
Because of Lemma 8.3, we assume from now on that G does not split over subgroups of
order ≤ 2C relative to H.
In this subsection we prove the first assertion of Theorem 8.1 (flexible vertices will be
studied in the next subsection). We have to construct a universally elliptic tree TJ which
dominates every universally elliptic tree (of course, all trees are (A,H)-trees and universal
ellipticity is defined with respect to (A,H)-trees). Countability of G allows us to choose a
sequence of universally elliptic trees Ui such that, if g ∈ G is elliptic in every Ui, then it is
elliptic in every universally elliptic tree. By Assertion (2) of Lemma 2.6, it suffices that TJ
dominates every Ui. Inductively replacing each Ui by its standard refinement dominating
Ui−1, as in the proof of Theorem 2.16, we may assume that Ui dominates Ui−1 for all i. In
particular, we are free to replace Ui by a subsequence when needed.
Let Ti be a (k,C)-acylindrical tree in the same deformation space as Ui, with distance
function denoted by di (we view Ti as a metric tree, with all edges of length 1). Let
`i : G → Z be the translation length function of Ti (see the appendix). The proof has
two main steps. First we assume that, for all g, the sequence `i(g) is bounded, and we
construct a universally elliptic (A,H)-tree TJ which dominates every Ui. Such a tree is
a JSJ tree. In the second step, we deduce a contradiction from the assumption that the
sequence `i is unbounded.
• If `i(g) is bounded for all g, we pass to a subsequence so that `i has a limit ` (possibly
0). Since the set of length functions of trees is closed [CM87, Theorem 4.5], ` is the length
function associated to the action of G on an R-tree T . It takes values in Z, so the tree T
is simplicial (possibly with edges of length 12 , see Example A.4). In general T is not an
A-tree, but we will show that it is relative to H.
We can assume that all trees Ti are non-trivial. By Lemma 7.9, Ti is irreducible except
if G is virtually cyclic, in which case the theorem is clear. If g ∈ G is hyperbolic in some
Ti0 , then `i(g) ≥ 1 for all i ≥ i0 (because Ti dominates Ti0), so g is hyperbolic in T . Since
every Ti is irreducible, there exist g, h ∈ G such that g, h, and [g, h] are hyperbolic in Ti
(for some i), hence in T , so T is also irreducible. By [Pau89], Ti converges to T in the
equivariant Gromov-Hausdorff topology (see Theorem A.6).
We will not claim anything about the edge stabilizers of T , but we study its vertex
stabilizers. We claim that a subgroup H ⊂ G is elliptic in T if and only if it is elliptic in
every Ti; in particular, every H ∈ H is elliptic in T , and T dominates every Ti.
The claim is true if H is finitely generated, since g ∈ G is elliptic in T if and only if it
is elliptic in every Ti. If H is infinitely generated, fix a finitely generated subgroup H ′ of
cardinality > C. If H is elliptic in T , it is elliptic in Ti because otherwise it fixes a unique
end and H ′ fixes an infinite ray of Ti, contradicting acylindricity of Ti. Conversely, if H is
elliptic in every Ti but not in T , the group H ′ fixes an infinite ray in T . By convergence in
the Gromov topology, H ′ fixes a segment of length k+ 1 in Ti for i large. This contradicts
acylindricity of Ti, thus proving the claim.
We now return to the trees Ui. They are dominated by T since the trees Ti are. Their
edge stabilizers are in Aell, the family of groups in A which are universally elliptic. Since
Aell is stable under taking subgroups, any equivariant map f : T → Ui factors through the
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tree TJ obtained from T by collapsing all edges with stabilizer not in Aell. The tree TJ is
a universally elliptic (A,H)-tree dominating every Ui, hence every universally elliptic tree.
It is a JSJ tree.
• We now suppose that `i(g) is unbounded for some g ∈ G, and we work towards
a contradiction. Since the set of projectivized non-zero length functions on a finitely
generated group is compact [CM87, Theorem 4.5], we may assume that `i/λi converges to
the length function ` of a non-trivial R-tree T∞, for some sequence λi → +∞. By Theorem
A.8, Ti/λi converges to T in the Gromov topology (all Ti’s are irreducible, and we take
T∞ to be a line if it is not irreducible).
Lemma 8.4.
(1) Any subgroup H < G of order > C which is elliptic in every Ti fixes a unique point
in T∞. In particular, elements of H are elliptic in T∞.
(2) Tripod stabilizers of T∞ have cardinality ≤ C.
(3) If I ⊂ T∞ is a non-degenerate arc, its stabilizer GI has order ≤ C or is C-virtually
cyclic.
(4) Let J ⊂ I ⊂ T∞ be two non-degenerate arcs. If GI is C-virtually cyclic, then
GI = GJ .
Proof. Recall that Ti+1 dominates Ti, so a subgroup acting non-trivially on Ti also acts
non-trivially on Tj for j > i.
To prove (1), we may assume that H is finitely generated. It is elliptic in T∞ because
all of its elements are. But it cannot fix an arc in T∞: otherwise, since Ti/λi converges to
T∞ in the Gromov topology, H would fix a long segment in Ti for i large, contradicting
acylindricity.
Using the Gromov topology, as in Example A.7, one sees that a finitely generated
subgroup fixing a tripod of T∞ fixes a long tripod of Ti for i large, so has cardinality at
most C by acylindricity. This proves (2).
To prove (3), consider a group H fixing a non-degenerate arc I = [a, b] in T∞. We write
|I| for the length of I. It suffices to show that H is small: depending on whether H is
elliptic in every Ti or not, Assertion (1) or Lemma 7.9 then gives the required conclusion.
If H contains a non-abelian free group, choose elements {h1, . . . , hn} generating a free
subgroup Fn ⊂ H of rank n  C, and choose ε > 0 with ε  |I|. For i large, there
exist approximations ai, bi of a, b in Ti at distance at least (|I| − ε)λi from each other, and
contained in the characteristic set (axis or fixed point set) of each hj . Additionally, the
translation length of every hj in Ti is at most ελi if i is large enough. Then all commutators
[hj1 , hj2 ] fix most of the segment [ai, bi], contradicting acylindricity of Ti if n(n−1)/2 > C.
We now prove (4). By Assertion (1), we know that GI acts non-trivially on Ti for i
large, so we can choose a hyperbolic element h ∈ GI . We suppose that some g ∈ GJ
does not fix an endpoint, say a, of I = [a, b], and we argue towards a contradiction. Let
ai, bi ∈ Ti be in the axis of h as above, with di(ai, gai) ≥ δλi for some δ > 0. For i large
the translation lengths of g and h in Ti are small compared to
|J |λi
C , and the elements
[g, h], [g, h2], . . . , [g, hC+1] all fix a common long arc in Ti. By acylindricity, there exist
j1 6= j2 such that [g, hj1 ] = [g, hj2 ], so g commutes with hj1−j2 . It follows that g preserves
the axis of h, and therefore moves ai by `i(g), a contradiction since `i(g)/λi goes to 0 as
i→∞.
Sela’s proof of acylindrical accessibility [Sel97a] now comes into play to describe the
structure of T∞. We use the generalization given by Theorem 5.1 of [Gui08], which allows
non-trivial tripod stabilizers. Lemma 8.4 shows that stabilizers of unstable arcs and tripods
have cardinality at most C, and we have assumed that G does not split over a subgroup of
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cardinality at most 2C relative to H, hence also relative to a finite family H′ by Lemma
8.2. It follows that T∞ is a graph of actions as in Theorem 5.1 of [Gui08]. In order to
reach the desired contradiction, we have to rule out several possibilities.
First consider a vertex action Gv y Yv of the decomposition of T∞ given by [Gui08].
If Yv is a line on which Gv acts with dense orbits through a finitely generated group, then,
by Assertion (3) of Lemma 8.4, Gv contains a finitely generated subgroup H mapping
onto Z2 with finite or virtually cyclic kernel, and acting non-trivially. The group H acts
non-trivially on Ti for i large, contradicting Lemma 7.9.
Now suppose that Gv y Yv has kernel Nv, and the action of Gv/Nv is dual to an
arational measured foliation on a 2-orbifold Σ (with conical singularities). Then Nv has
order ≤ C since it fixes a tripod. Consider a one-edge splitting S of G (relative to H)
dual to a simple closed curve on Σ. This splitting is over a C-virtually cyclic group Ge. In
particular, S is an (A,H)-tree. Since Ge is hyperbolic in T∞, it is also hyperbolic in Ti,
hence in Ui, for i large enough. On the other hand, being universally elliptic, Ui is elliptic
with respect to S. By Remark 2.3 of [FP06] (see Assertion (3) of Lemma 2.6), G splits
relative to H over an infinite index subgroup of Ge, i.e. over a group of order ≤ 2C (in fact
≤ C in this case), contradicting our assumptions.
By Theorem 5.1 of [Gui08], the only remaining possibility is that T∞ itself is a simplicial
tree, and all edge stabilizers are C-virtually cyclic. Then T∞ is an (A,H)-tree, and its edge
stabilizers are hyperbolic in Ti for i large. This leads to a contradiction as in the previous
case, and concludes the proof of the first assertion of Theorem 8.1.
8.1.2 Description of flexible vertices
Now that we know that the JSJ decomposition exists, we prove the second assertion of
Theorem 8.1: if all groups in A are small in (A,H)-trees, then the flexible vertices are QH
with fiber of cardinality at most C.
The arguments are similar to those used in Section 6, with one key difference: since we
do not assume finite presentability of G, we do not have Lemma 6.12 constructing a tree
which is maximal for domination using Dunwoody’s accessibility. We shall use acylindrical
accessibility instead.
As in Subsection 6.2 we may assume that G is totally flexible, i.e. that there exist non-
trivial (A,H)-trees, but none of them is universally elliptic. Indeed, to prove that a flexible
vertex Gv of the JSJ decomposition of G is QH, it is enough to study (Gv, IncHv ) instead
of (G,H). Note that we do not know in advance that JSJ trees have finitely generated
edge stabilizers, so we have to allow infinitely generated groups in IncHv (even if groups in
H are finitely generated).
The fact that G is totally flexible implies that any edge stabilizer A of any tree is
C-virtually cyclic: since A is small in (A,H)-trees, this follows from Lemma 7.9 applied
to the action of A on T ∗, where T is some (A,H)-tree in which A is not elliptic. We
may therefore replace A by the family consisting of all C-virtually cyclic subgroups and
all finite subgroups. It satisfies the stability condition (SC) of Definition 6.1, with F the
family of subgroups of order ≤ C, so we are free to use the results of Subsections 6.3 and
6.4, as well as Proposition 6.28 (splittings are clearly minuscule, so Subsection 6.7 is not
needed).
By acylindrical accessibility [Wei12], there is a bound on the number of orbits of edges
of a (k,C)-acylindrical tree. Among all (k,C)-acylindrical trees with no redundant vertex,
consider a tree U whose number of orbits of edges is maximal (this is a substitute for the
maximal tree provided by Lemma 6.12). Proposition 6.28 yields V such that U and V
are fully hyperbolic with respect to each other, and we let R = RN(U, V ) be their regular
neighborhood (Proposition 6.25).
Recall (Proposition 6.25 (RN1)) that the stabilizer Gv of a vertex v ∈ S is QH or
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slender. If slender, it maps onto a group that is virtually Z2. On the other hand, it must
be virtually cyclic by Lemma 7.9 because it acts hyperbolically on U . This contradiction
shows that Gv must be QH (with fiber of cardinality ≤ C) if v ∈ S. As in the proof of
Theorem 6.8, it thus suffices to show that R is a point.
By (RN3) one obtains U from R by refining R at vertices v ∈ S and collapsing all other
edges. We let S be a common refinement of R and U such that no edge of S is collapsed in
both R and U (it is the lcm S = R∨U of Subsection A.5). Let S∗ be a (k,C)-acylindrical
tree with no redundant vertex in the deformation space of S.
We now consider commensurability classes of edge stabilizers.
Since U is dual to geodesics in QH vertices of R by (RN3), and has no redundant vertex,
edges of U in different orbits have non-commensurable stabilizers. Every edge stabilizer
of U is also an edge stabilizer of S. Next observe that, for any edge e of S, there exists
an edge e′ of S∗ such that Ge and Ge′ are commensurable. Indeed, since S∗ dominates
S, there exists e′ with Ge′ ⊂ Ge. By one-endedness (Lemma 8.3), the cardinality of Ge′
is greater than 2C. Since Ge is C-virtually cyclic, this implies that Ge′ is infinite, hence
commensurable to Ge.
Given a tree T , denote by |T | the number of orbits of edges, and by c(T ) the number of
equivalence classes of orbits of edges, where two orbits are equivalent if they contain edges
with commensurable stabilizers. We have just proved |U | ≤ c(U) ≤ c(S) ≤ c(S∗) ≤ |S∗|.
The maximality property of U now implies that these inequalities are equalities, so
every edge stabilizer of S is commensurable to an edge stabilizer of U . If R is not a point,
let A be an edge stabilizer. It is elliptic in V by (RN2). On the other hand, A is an edge
stabilizer of S, so is commensurable to an edge stabilizer of U . This contradicts the full
hyperbolicity of U with respect to V , thus completing the proof of Theorem 8.1.
8.1.3 Splittings over virtually cyclic groups
Before generalizing Theorem 8.1 in the next subsection, we give an application of the
previous arguments. In Section 6 we proved that certain flexible groups are QH when H
is a finite family of finitely generated subgroups and G is finitely presented relative to H.
Acylindricity will allow us to remove these assumptions for splittings over virtually cyclic
groups. This is based on the following lemma. The stability conditions and total flexibility
are defined in Section 6.
Lemma 8.5. Assume that all groups in A are virtually cyclic, and A satisfies one of the
stability conditions (SC) or (SCZ). If G is totally flexible, then any tree T is (2, C)-
acylindrical for some C (depending on T ).
Proof. Since groups in A are virtually cyclic, we may assume (by making F smaller if
needed) that all groups in F are finite. Total flexibility implies that G is one-ended
relative to H, so all trees are minuscule (of course, this also follows from Proposition 6.35).
By Proposition 6.28, there exists a tree T ′ such that T and T ′ are fully hyperbolic with
respect to each other. Let R = RN(T, T ′) be their regular neighborhood. By (RN3), the
tree T is dual to families of geodesics in the orbifolds underlying the QH vertex groups of
R. It follows that T is (2, C)-acylindrical, for C the maximum order of the corresponding
fibers (see the example in the beginning of Part IV).
This lemma allows us to argue as in the previous subsection, provided that there is a
bound for the order of groups in F . In particular, we get the following strengthening of
Theorem 6.6:
Theorem 8.6. Let G be a finitely generated group, and let H be an arbitrary family of
subgroups. Let A be the class of all finite or cyclic subgroups of G. Assume that there
exists a JSJ tree T over A relative to H.
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If Q is a flexible vertex stabilizer of T , then Q is virtually Z2 or QH with trivial fiber.
Moreover, the underlying orbifold Σ has no mirror, every boundary component of Σ is used,
and Σ contains an essential simple closed geodesic.
Proof. The argument is the same as in Subsection 8.1.2. One first reduces to the case
when G is totally flexible. Since F = {1}, all trees are 2-acylindrical by Lemma 8.5, so
acylindrical accessibility applies.
8.2 Acylindricity up to small groups
In this section we generalize Theorem 8.1. Instead of requiring that every deformation
space contains a (k,C)-acylindrical tree, we require that every tree smally dominates some
(k,C)-acylindrical tree (Definition 7.10).
Recall that G is only assumed to be finitely generated, and there is no restriction on
H (it can be any collection of subgroups).
Theorem 8.7. Given A and H, suppose that there exist numbers C and k such that:
• A contains all C-virtually cyclic subgroups, and all subgroups of cardinal ≤ 2C;
• every (A,H)-tree T smally dominates some (k,C)-acylindrical (A,H)-tree T ∗.
Then the JSJ deformation space of G over A relative to H exists.
Assume further that all groups in A are small in (A,H)-trees. Then the flexible vertex
groups that are not small in (A,H)-trees are QH with fiber of cardinality at most C.
More generally, if S is as in Definition 7.10 and T always S-dominates T ∗, then flexible
vertex groups that do not belong to S are QH with fiber of cardinality at most C.
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Figure 12: JSJ decompositions of a CSA group; relative means relative to non-cyclic abelian
subgroups.
Example 8.8. This applies for instance if G is a toral relatively hyperbolic group (more
generally, a torsion-free CSA group), A is the family of abelian subgroups, and we take for
T ∗ the tree of cylinders Tc (equal to T ∗c ), with k = 1 and C = 2 (see Section 9 for more
examples).
In particular, let us return to Example 7.6, with H = ∅. Figure 12 shows (the quotient
graphs of groups of) three trees. The first one is an abelian JSJ tree T ; the next one is
its tree of cylinders Tc = T ∗c = T ∗, which is also the JSJ tree Tr relative to non-cyclic
abelian subgroups constructed in the proof of Theorem 8.7 (see Corollary 8.12); the last
one is the JSJ tree Ta constructed in the proof, obtained by refining Tr at vertices with
stabilizer Z2 (Lemma 8.14). It is another JSJ tree, in the same deformation space as T ,
and Tr = T ∗c = (Ta)
∗
c .
The rest of this section is devoted to the proof of Theorem 8.7. As above, we assume
(thanks to Lemma 8.3) that G does not split over groups of order ≤ 2C relative to H
(“one-endedness” assumption).
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We write S for the family of all subgroups of G which are small in (A,H)-trees, or for a
family as in Definition 7.10 if T S-dominates T ∗. We write Snvc for the groups in S which
are not C-virtually cyclic.
Lemma 8.9. Suppose that T S-dominates a (k,C)-acylindrical tree T ∗.
(1) If a vertex stabilizer Gv of T ∗ is not elliptic in T , it belongs to Snvc (in particular, it
is not C-virtually cyclic).
(2) Let H be a subgroup. It is elliptic in T ∗ if and only if it is elliptic in T or contained
in a group K ∈ Snvc. In particular, all (k,C)-acylindrical trees S-dominated by T
belong to the same deformation space.
(3) Assume that T ∗ is reduced. Then every edge stabilizer Ge of T ∗ has a subgroup of
index at most 2 fixing an edge in T . In particular, if T is universally elliptic, so is
T ∗.
Recall (see Subsection 1.4) that a tree S is reduced if no proper collapse of S lies in
the same deformation space as S. Equivalently, any edge e = uv with u, v in different
orbits satisfies Ge 6= Gu and Ge 6= Gv. Since one may obtain a reduced tree in the same
deformation space as S by collapsing edges, there is no loss of generality in assuming that
the smally dominated trees T ∗ are reduced.
Proof. Clearly Gv ∈ S because T S-dominates T ∗. Assume that it is C-virtually cyclic.
Stabilizers of edges incident to v have infinite index in Gv since they are elliptic in T and
Gv is not, so they have order ≤ 2C. This contradicts the “one-endedness” assumption (note
that T ∗ is not trivial because then G = Gv would be C-virtually cyclic, also contradicting
one-endedness).
The “if” direction of Assertion (2) follows from Lemma 7.9. Conversely, assume that
H is elliptic in T ∗ but not in T . If v is a vertex of T ∗ fixed by H, we have H ⊂ Gv and
Gv ∈ Snvc by Assertion (1).
For Assertion (3), let u and v be the endpoints of an edge e of T ∗. First suppose that
Gu is not elliptic in T . It is small in T , so it preserves a line or fixes an end. Since Ge
is elliptic in T , some subgroup of index at most 2 fixes an edge. If Gu fixes two distinct
points of T , then Ge fixes an edge. We may therefore assume that Gu and Gv each fix a
unique point in T .
If these fixed points are different, Ge = Gu∩Gv fixes an edge of T . Otherwise, 〈Gu, Gv〉
fixes a point x in T , and is therefore elliptic in T ∗. Since T ∗ is reduced, some g ∈ G acting
hyperbolically on T ∗ maps u to v and conjugates Gu to Gv (unless there is such a g,
collapsing the edge uv yields a tree in the same deformation space as T ∗). This element g
fixes x, so is elliptic in T ∗, a contradiction.
Corollary 8.10.
(1) T ∗ is an (A,H ∪ Snvc)-tree.
(2) If T1 dominates T2, then T ∗1 dominates T ∗2 .
(3) If T is an (A,H ∪ Snvc)-tree, then T ∗ lies in the same deformation space as T . In
particular, Theorem 8.1 applies to (A,H ∪ Snvc)-trees.
We also deduce:
Corollary 8.11.
• If a subgroup J is small in (A,H ∪ Snvc)-trees, it is also small in (A,H)-trees.
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• If J /∈ S is elliptic in every tree relative to H∪Snvc, it is elliptic in every tree which
is only relative to H.
Proof. If J is not small in an (A,H)-tree T , it does not belong to S, and is not elliptic in
T ∗ by Assertion (2) of Lemma 8.9. By Lemma 7.9, it is not small in the (A,H∪Snvc)-tree
T ∗.
If J /∈ S is not elliptic in some (A,H)-tree T , then by Lemma 8.9 it is not elliptic in
T ∗.
Thanks to the third assertion of Corollary 8.10, we may apply Theorem 8.1 to get:
Corollary 8.12. There exists a JSJ tree Tr over A relative to H ∪ Snvc.
We can assume that Tr is reduced. We think of Tr as relative, as it is relative to Snvc
(not just to H). In Example 8.8, Snvc is the class of all non-cyclic abelian subgroups and
Tr is a JSJ tree over abelian groups relative to all non-cyclic abelian subgroups.
Lemma 8.13. If Tr is reduced, then it is (A,H)-universally elliptic.
Proof. We let e be an edge of Tr such that Ge is not elliptic in some (A,H)-tree T , and we
argue towards a contradiction. We may assume that T only has one orbit of edges. The
first step is to show that Tr dominates T ∗.
Since T ∗ is relative to H ∪ Snvc, the group Ge fixes a vertex u ∈ T ∗ by (A,H ∪ Snvc)-
universal ellipticity of Tr. This u is unique because edge stabilizers of T ∗ are elliptic in T .
Also note that Gu ∈ Snvc by Assertion (1) of Lemma 8.9.
We may assume that T ∗ is not a point (if it is, then G ∈ Snvc and Tr itself is a point), so
Gu contains an edge stabilizer of T ∗, hence the stabilizer of some edge f ⊂ T since there is
an equivariant map T → T ∗. The group Gf is (trivially) (A,H ∪ Snvc)-universally elliptic
because Gf ⊂ Gu ∈ Snvc. Since T has a single orbit of edges, it is (A,H∪Snvc)-universally
elliptic (but it is not relative to H∪Snvc). On the other hand, T ∗ is an (A,H∪Snvc)-tree,
and it is (A,H ∪ Snvc)-universally elliptic by Assertion (3) of Lemma 8.9. By maximality
of the JSJ, Tr dominates T ∗.
Recall that u is the unique fixed point of Ge in T ∗. Denote by a, b the endpoints of e in
Tr. Since Tr dominates T ∗, the groups Ga and Gb fix u, so 〈Ga, Gb〉 ⊂ Gu ∈ Snvc is elliptic
in Tr. As in the proof of Lemma 8.9, some g ∈ G acting hyperbolically on Tr maps a to b
(because Tr is reduced). This g fixes u, so belongs to Gu ∈ Snvc, a contradiction since Tr
is relative to H ∪ Snvc.
We shall now construct a JSJ tree Ta relative to H by refining Tr (a reduced JSJ tree
relative to H ∪ Snvc) at vertices with small stabilizer. This JSJ tree Ta is thought of as
absolute as it is not relative to Snvc.
Lemma 8.14. There exists a JSJ tree Ta over A relative to H. It may be obtained by
refining Tr at vertices with stabilizer in S (in particular, the set of vertex stabilizers not
belonging to S is the same for Ta as for Tr). Moreover, T ∗a lies in the same deformation
space as Tr.
Proof. Let v be a vertex of Tr. We shall prove the existence of a JSJ tree Tv for Gv relative
to the family IncHv consisting of incident edge groups and subgroups conjugate to a group of
H (see Definition 4.5). By Proposition 4.15, which applies because Tr is (A,H)-universally
elliptic (Lemma 8.13), one then obtains a JSJ tree Ta for G relative to H by refining Tr
using the trees Tv.
If Gv is elliptic in every (A,H)-universally elliptic tree T , its JSJ is trivial (see Lemma
4.13) and no refinement is needed at v. Assume therefore that Gv is not elliptic in such a
T . Consider the (A,H ∪ Snvc)-tree T ∗. It is (A,H)-universally elliptic by Assertion (3) of
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Lemma 8.9, hence (A,H∪Snvc)-universally elliptic, so it is dominated by Tr. In particular,
Gv is elliptic in T ∗, so belongs to S.
Let Tv ⊂ T be the minimal Gv-invariant subtree (it exists by Proposition 1.7 and
Lemma 4.7, since the incident edge stabilizers of v in Tr are elliptic in T ). Being small
in (A,H)-trees, Gv has at most one non-trivial deformation space containing a universally
elliptic tree (Proposition 3.4). Applying this to splittings of Gv relative to IncHv , we deduce
that Tv is a JSJ tree ofGv relative to IncHv . This shows the first two assertions of the lemma.
We now show the “moreover”. Since T ∗a is an (A,H∪Snvc)-tree, which is (A,H∪Snvc)-
universally elliptic by the third assertion of Lemma 8.9, it is dominated by Tr. Conversely,
Ta dominates Tr and therefore T ∗a dominates T ∗r by Corollary 8.10(2), so T ∗a dominates Tr
since Tr and T ∗r lie in the same deformation space by Corollary 8.10(3).
Remark 8.15. By Corollary 8.11, the type of vertex stabilizers not in S (rigid or flexible)
is the same in Ta (relative to H) and Tr (relative to H ∪ Snvc).
We can now conclude the proof of Theorem 8.7. The JSJ deformation space relative to
H exists by Lemma 8.14. The description of flexible vertex groups follows from Theorem
8.1, since JSJ trees relative to H and H ∪ Snvc have the same vertex stabilizers not in S
by Lemma 8.14.
9 Applications
Recall that A∞ is the family of infinite groups in A. Combining Proposition 7.12 and
Theorem 8.7 yields:
Corollary 9.1. Let G be a finitely generated group. Given A and H, let ∼ be an admissible
equivalence on A∞. Let S be the family of groups contained in some G[A], with A ∈ A∞.
Assume that G is one-ended relative to H, and there exists an integer C such that:
(1) A contains all C-virtually cyclic subgroups, and all subgroups of cardinal ≤ 2C;
(2) if two groups of A∞ are inequivalent, their intersection has order ≤ C;
(3) every stabilizer G[A] is small in (A,H)-trees (hence so is every element of S);
(4) one of the following holds:
(a) every stabilizer G[A] belongs to A;
(b) if A ⊂ A′ has index 2, and A ∈ A, then A′ ∈ A;
(c) no group G[A] maps onto D∞.
Then:
(1) there is a JSJ tree Ta over A relative to H; its collapsed tree of cylinders (Ta)∗c is
a JSJ tree relative to H ∪ Snvc (with Snvc the family of groups in S which are not
C-virtually cyclic);
(2) Ta and (Ta)∗c have the same vertex stabilizers not in S; flexible vertex stabilizers that
do not belong to S are QH with fiber of cardinality at most C;
(3) (Ta)∗c is a canonical JSJ tree relative to H∪Snvc; in particular, it is invariant under
any automorphism of G preserving A and H;
(4) (Ta)∗c is compatible with every (A,H)-tree.
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Proof. By the one-endedness assumption, all (A,H)-trees T have edge stabilizers in A∞,
so the collapsed tree of cylinders T ∗c is defined. By Proposition 7.12 and Remark 7.13,
it is a (2, C)-acylindrical (A,H)-tree S-dominated by T , and Theorem 8.7 applies taking
T ∗ := T ∗c (groups in A are small in (A,H)-trees by Assumption (3)): there exists a JSJ
tree Ta, obtained as in Lemma 8.14, and its flexible vertex stabilizers are in S or QH with
fiber of cardinality at most C.
Lemma 8.14 states that (Ta)∗c belongs to the deformation space of Tr (a JSJ tree relative
to H∪Snvc), and Ta is obtained by refining Tr at vertices with stabilizer in S. This proves
the first two assertions of the corollary. The third one follows from Corollary 7.4.
For the fourth assertion, let T be any (A,H)-tree. Since Ta is universally elliptic, there
exists a refinement S of Ta dominating T by Proposition 2.2. By Lemma 7.14, S∗c and T
have a common refinement R. Since S∗c is a refinement of (Ta)∗c by Lemma 7.15, the tree
R is a common refinement of T and (Ta)∗c .
Remark 9.2. The result remains true if we enlarge S (keeping it invariant under conjugating
and taking subgroups), as long as all groups in S are small in (A,H)-trees.
Remark 9.3. By Corollary 4.16, the one-endedness assumption is usually not necessary for
the assertions about Ta, provided that the relative Stallings-Dunwoody space exists.
The first assumption of the corollary ensures that Propositions 5.20 and 5.21 apply to
flexible vertex stabilizers Gv of Ta and (Ta)∗c that do not belong to S. In particular:
Corollary 9.4. If Gv is a flexible vertex stabilizer not belonging to S, then:
(1) the underlying orbifold Σ contains an essential simple geodesic;
(2) every boundary component of Σ is used;
(3) every universally elliptic subgroup of Gv is contained in an extended boundary sub-
group;
(4) if T is an (A,H)-tree in which Gv does not fix a point, the action of Gv on its minimal
subtree µT (Gv) is dual to a family of geodesics of Σ.
Proof. This follows directly from Propositions 5.20 and 5.21, noting that edge stabilizers
for the action of Gv on µT (Gv) are virtually cyclic by the second assertion of Proposition
5.21.
In the following sections, we are going to describe examples where Corollaries 9.1 and
9.4 apply. We first treat the case of abelian splittings of CSA groups. To allow torsion,
we introduce K-CSA groups in Subsection 9.2, and describe their JSJ decomposition over
virtually abelian groups. We then consider elementary splittings of relatively hyperbolic
groups, and splittings over virtually cyclic subgroups under the assumption that these sub-
groups have small commensurators. We conclude by defining the Zmax-JSJ decomposition
of one-ended hyperbolic groups.
9.1 CSA groups
In our first application, G is a torsion-free CSA group, and we consider abelian or cyclic
splittings. Recall that G is CSA if the commutation relation is transitive on G \ {1},
and maximal abelian subgroups are malnormal. Toral relatively hyperbolic groups, in
particular limit groups and torsion-free hyperbolic groups, are CSA. See Example 8.8 and
Figure 12 for an illustration.
We let A be either the family of abelian subgroups of G, or the family of cyclic sub-
groups. If G is freely indecomposable relative to H, commutation is an admissible equiv-
alence relation on A∞ (see [GL11], or Lemma 9.13 below), and we can define trees of
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cylinders Tc. The groups G[A] are maximal abelian subgroups, so are small in all trees.
Over abelian groups (i.e. when A is the class of abelian subgroups), all edge stabilizers of
Tc belong to A since every G[A] is abelian, so T ∗c = Tc. Over cyclic groups, Tc may have
non-cyclic edge stabilizers, so we have to use T ∗c , obtained from Tc by collapsing edges with
non-cyclic stabilizers.
Theorem 9.5. Let G be a finitely generated torsion-free CSA group, and H any family of
subgroups. Assume that G is freely indecomposable relative to H.
(1) There is an abelian (resp. cyclic) JSJ tree Ta relative to H. Its collapsed tree of
cylinders (Ta)∗c (for commutation) is a JSJ tree relative to H and all non-cyclic
abelian subgroups.
(2) Ta and (Ta)∗c have the same non-abelian vertex stabilizers; non-abelian flexible vertex
stabilizers are QH (they are fundamental groups of compact surfaces).
(3) (Ta)∗c is invariant under all automorphisms of G preserving H. It is compatible with
every (A,H)-tree.
Proof. We apply Corollary 9.1, with A consisting of all abelian (resp. cyclic) subgroups,
S the family of abelian subgroups, and C = 1. Since G is torsion-free, QH vertex groups
have trivial fiber, and the underlying orbifold is a surface.
9.2 Γ-limit groups and K-CSA groups
The notion of CSA groups is not well-adapted to groups with torsion. This is why we shall
introduce K-CSA groups, where K is an integer. Every hyperbolic group Γ is K-CSA
for some K. Being K-CSA is a universal property; in particular, all Γ-limit groups are
K-CSA.
We say that a group is K-virtually abelian if it contains an abelian subgroup of index
≤ K (note that the infinite dihedral groupD∞ is 1-virtually cyclic, in the sense of Definition
7.8, but only 2-virtually abelian). As usual, a group is locally K-virtually abelian if its
finitely generated subgroups are K-virtually abelian.
Lemma 9.6. If a countable group J is locally K-virtually abelian, then J is K-virtually
abelian.
Proof. Let g1, . . . , gn, . . . be a numbering of the elements of J . Let An ⊂ 〈g1, . . . , gn〉 be
an abelian subgroup of index ≤ K. For a given k, there are only finitely many subgroups
of index ≤ K in 〈g1, . . . , gk〉, so there is a subsequence Ani(k) such that Ani(k) ∩ 〈g1, . . . gk〉
is independent of i. By a diagonal argument, one produces an abelian subgroup A of J
whose intersection with each 〈g1, . . . , gn〉 has index ≤ K, so A has index ≤ K in J .
Definition 9.7 (K-CSA). Say that G is K-CSA for some K > 0 if:
(1) Any finite subgroup has cardinality at most K (in particular, any element of order
> K has infinite order).
(2) Any element g ∈ G of infinite order is contained in a unique maximal virtually
abelian group M(g), and M(g) is K-virtually abelian.
(3) M(g) is its own normalizer.
A 1-CSA group is just a torsion-free CSA group. The Klein bottle group is 2-CSA but
not 1-CSA. Any hyperbolic group Γ is K-CSA for some K since finite subgroups of Γ have
bounded order, and there are only finitely many isomorphism classes of virtually cyclic
groups whose finite subgroups have bounded order (see Lemma 2.2 of [GL16] for a proof).
Corollary 9.10 will say that Γ-limit groups also are K-CSA.
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Lemma 9.8. Let G be a K-CSA group.
(1) If g, h ∈ G have infinite order, the following conditions are equivalent:
(a) g and h have non-trivial commuting powers;
(b) gK! and hK! commute;
(c) M(g) = M(h);
(d) 〈g, h〉 is virtually abelian.
(2) Any infinite virtually abelian subgroup H is contained in a unique maximal virtually
abelian group M(H). The group M(H) is K-virtually abelian and almost malnormal:
if M(H) ∩M(H)g is infinite, then g ∈M(H).
Proof. (c) ⇒ (b) ⇒ (a) in Assertion (1) is clear since gK! ∈ A if A ⊂ M(g) has index
≤ K. We prove (a) ⇒ (c). If gm commutes with hn, then gm normalizes M(hn), so
M(gm) = M(hn) and M(g) = M(gm) = M(hn) = M(h). Clearly (c) ⇒ (d) ⇒ (a). This
proves Assertion (1).
Being virtually abelian, H contains an element h0 of infinite order, and we define
M(H) = M(h0). By Assertion (1), M(H) does not depend on the choice of h0. To
prove that H ⊂ M(H), consider h ∈ H. Since hh0h−1 ∈ H has infinite order, we have
M(h0) = M(hh0h
−1) = hM(h0)h−1, so h ∈ M(h0) because M(h0) equals its normalizer.
A similar argument shows almost malnormality. There remains to prove uniqueness. If
A is any virtually abelian group containing H, then M(A) is defined and coincides with
M(h0), so A ⊂M(A) = M(h0) = M(H).
One easily checks that any subgroup of a K-CSA group is still K-CSA. This is in fact
a consequence of the following proposition saying that K-CSA is a universal property. We
refer to [CG05] for the topological space of marked groups, and its relation with universal
theory.
Proposition 9.9. For any fixed K > 0, the class of K-CSA groups is defined by a set of
(coefficient-free) universal sentences (K-CSA is a universal property). In particular, the
class of K-CSA groups is stable under taking subgroups, and closed in the space of marked
groups.
Proof. For any finite group F = {a1, . . . , an}, the fact that G does not contain a subgroup
isomorphic to F is equivalent to a universal sentence saying that for any n-tuple (x1, . . . , xn)
satisfying the multiplication table of F , not all xi’s are distinct. Thus, the first property
of K-CSA groups is defined by (infinitely many) universal sentences.
Now consider the second property. We claim that, given m and n, the fact that
〈g1, . . . , gn〉 is m-virtually abelian may be expressed by the disjunction VAm,n of finitely
many finite systems of equations in the elements g1, . . . , gn. To see this, let pi : Fn → G be
the homomorphism sending the i-th generator xi of the free group Fn = 〈x1, . . . xn〉 to gi.
If A ⊂ 〈g1, . . . , gn〉 has index ≤ m, so does pi−1(A) in Fn. Conversely, if B ⊂ Fn has index
≤ m, so does pi(B) in 〈g1, . . . , gn〉. To define VAm,n, we then enumerate the subgroups of
index ≤ m of Fn. For each subgroup, we choose a finite set of generators wi(x1, . . . , xn)
and we write the system of equations [wi(g1, . . . , gn), wj(g1, . . . , gn)] = 1. This proves the
claim.
By Lemma 9.6 (and Zorn’s lemma), any g is contained in a maximalK-virtually abelian
subgroup. The second property of Definition 9.7 can be restated as follows: any finitely
generated virtually abelian group is K-virtually abelian, and if 〈g, h〉 and 〈g, g1, . . . , gn〉
are K-virtually abelian, with g of order > K, then 〈g, h, g1, . . . , gn〉 is K-virtually abelian.
This is defined by a set of universal sentences constructed using the VAm,n’s.
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If the first two properties of the definition hold, the third one is expressed by saying
that, if g has order > K and 〈g, hgh−1〉 is K-virtually abelian, so is 〈g, h〉. This is a set of
universal sentences as well.
Recall that a Γ-limit group is defined as a limit of subgroups of Γ in the space of marked
groups. Proposition 9.9 implies that, if Γ is K-CSA, then any Γ-limit group is K-CSA. In
particular:
Corollary 9.10. Let Γ be a hyperbolic group. There exists K such that any Γ-limit group
is K-CSA.
Moreover, any subgroup of a Γ-limit group G contains a non-abelian free subgroup or
is K-virtually abelian.
Remark 9.11. We will not use the “moreover”. There are additional restrictions on the
virtually abelian subgroups. For instance, there exists N ≥ 1 such that, if hgh−1 = g−1
for some g of infinite order, then hg′Nh−1 = g′−N for all g′ of infinite order in M(g).
Proof. The first assertion is immediate from Proposition 9.9.
Now let H be an infinite subgroup of G not containing F2. By [Kou98, Proposition
3.2], there exists a number M such that, if x1, . . . , xM are distinct elements of Γ, some
element of the form xi or xixj has infinite order (i.e. order > K). This universal statement
also holds in G, so H contains an element g of infinite order. Recall that there exists a
number N such that, if x, y ∈ Γ, then xN and yN commute or generate F2 (see [Del96]).
The same statement holds in G since, for each non-trivial word w, the universal statement
[xN , yN ] 6= 1 ⇒ w(xN , yN ) 6= 1 holds in Γ hence in G. Thus, for all h ∈ H, the elements
gN and hgNh−1 commute. By Lemma 9.8, H normalizes M(g), so H ⊂ M(g) and H is
K-virtually abelian.
Let G be a K-CSA group. We now show how to define a tree of cylinders for virtually
abelian splittings of G (hence also for virtually cyclic splittings).
Definition 9.12 (Virtual commutation). Let A be the family of all virtually abelian sub-
groups of G, and A∞ the family of infinite subgroups in A. Given H,H ′ ∈ A∞, define
H ∼ H ′ if M(H) = M(H ′). This is an equivalence relation, which we call virtual com-
mutation.
Equivalently, H ∼ H ′ if and only if 〈H,H ′〉 is virtually abelian. The stabilizer G[H] of
the equivalence class of any H ∈ A∞ (for the action of G by conjugation) is the virtually
abelian group M(H).
Lemma 9.13. If G is one-ended relative to H, the equivalence relation ∼ on A∞ is ad-
missible (see Definition 7.1).
Proof. By one-endedness, all (A,H)-trees have edge stabilizers in A∞. The first two prop-
erties of admissibility are obvious. Consider A,B ∈ A∞ with A ∼ B, and an (A,H)-tree T
in which A fixes some a and B fixes some b. Since the group generated by two commuting
elliptic groups is elliptic, there are finite index subgroups A0 ⊂ A and B0 ⊂ B such that
〈A0, B0〉 fixes a point c ∈ T . Given any edge e in the segment [a, b], it is contained in [a, c]
or [c, b], so, say, A0 ⊂ Ge and Ge ∼ A0 ∼ A as required.
Theorem 9.14. Let G be a K-CSA group, and H any family of subgroups. Assume that
G is one-ended relative to H.
(1) There is a JSJ tree Ta relative to H over virtually abelian (resp. virtually cyclic)
subgroups. Its collapsed tree of cylinders (Ta)∗c (for virtual commutation) is a JSJ
tree relative to H and all virtually abelian subgroups which are not virtually cyclic.
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(2) Ta and (Ta)∗c have the same non-virtually abelian vertex stabilizers; flexible vertex
stabilizers which are not virtually abelian are QH with finite fiber.
(3) (Ta)∗c is invariant under all automorphisms of G preserving H. It is compatible with
every (A,H)-tree.
Proof. We apply Corollary 9.1, with A the family of all virtually abelian (resp. virtually
cyclic) subgroups, ∼ virtual commutation, S the family of virtually abelian subgroups, and
C = K.
9.3 Relatively hyperbolic groups
In this subsection we assume that G is hyperbolic relative to a family of finitely generated
subgroups P = {P1, . . . , Pp}. Recall that a subgroup is parabolic if it is conjugate to a
subgroup of some Pi, elementary if it is virtually cyclic (possibly finite) or parabolic. Any
infinite elementary subgroup is contained in a unique maximal elementary subgroup.
The following lemma is folklore.
Lemma 9.15. Let G be a relatively hyperbolic group.
(1) There exists C > 0 such that any elementary subgroup A < G of cardinality > C is
contained in unique maximal elementary subgroup E(A); moreover, E(A) is parabolic
if A is finite.
(2) If A < G is virtually cyclic but not parabolic, then it is finite of cardinality ≥ C or
C-virtually cyclic.
(3) If A,B < G are elementary subgroups such that A ∩ B has cardinality > C, then
E(A) = E(B).
Proof. The first assertion is contained in [GL15b, Lemma 3.1]. If A < G is virtually cyclic
but not C-virtually cyclic, its maximal finite normal subgroup F has cardinality > C. Thus
F is parabolic by (1), and so is A since E(A) = E(F ). This proves the second assertion.
The third assertion immediately follows from the first.
Definition 9.16 (Co-elementary). We say that two infinite elementary subgroups A,B
are co-elementary if 〈A,B〉 is elementary, or equivalently if E(A) = E(B). This is an
equivalence relation ∼ on the set of infinite elementary subgroups.
We let A be either the class of elementary subgroups, or the class of virtually cyclic
groups. In both cases, co-elementarity is an equivalence relation on A∞.
Lemma 9.17. Let A be the family of elementary subgroups (resp. of virtually cyclic sub-
groups), and let H be any family of subgroups. If every Pi is small in (A,H)-trees, the
co-elementarity equivalence relation on A∞ is admissible (relative to H).
Proof. We fix an (A,H)-tree T with infinite edge stabilizers. We assume that A ∼ B, and
that A,B fix a, b respectively in T . We must show Ge ∼ A for every edge e ⊂ [a, b]. This is
clear if 〈A,B〉 is not parabolic (hence is virtually cyclic), since then A∩B is infinite (it has
finite index in A and B) and contained in Ge, so A ∼ (A∩B) ∼ Ge. Assume therefore that
〈A,B〉 is contained in some Pi. By assumption Pi is small in T . We distinguish several
cases.
If Pi fixes a point c, the edge e is contained in [a, c] or [b, c], and Ge contains A or B
so is equivalent to A and B. The argument is the same if Pi fixes an end of T (with c at
infinity). The last case is when Pi acts dihedrally on a line L. Let a′, b′ be the projections
of a, b on L. They are fixed by A and B respectively. If e is contained in [a, a′] or [b, b′],
then Ge contains A or B, so we may assume e ⊂ [a′, b′]. Now a subgroup A′ ⊂ A of index
at most 2 fixes L pointwise, so A′ ⊂ Ge and Ge ∼ A′ ∼ A.
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The lemma allows us to define trees of cylinders. The stabilizer G[A] of the equivalence
class of any A ∈ A∞ (for the action of G by conjugation) is E(A), it is small in (A,H)-trees
if every Pi is. Note that Pi is small in (A,H)-trees if it does not contain F2, or is contained
in a group of H.
When A is the class of elementary subgroups, no collapsing is necessary: (Tc)∗ = Tc.
On the other hand, if A is the class of virtually cyclic subgroups, and some of the Pi’s are
not virtually cyclic, one may have G[A] /∈ A and (Tc)∗ may be a proper collapse of Tc.
Theorem 9.18. Let G be hyperbolic relative to a family of finitely generated subgroups
P = {P1, . . . , Pp}, with no Pi virtually cyclic. Let A be the class of all elementary subgroups
of G (resp. of all virtually cyclic subgroups). Let H be any family of subgroups.
If G is one-ended relative to H, and every Pi is small in (A,H)-trees, then:
(1) there is a JSJ tree Ta relative to H over elementary (resp. virtually cyclic) subgroups;
its collapsed tree of cylinders (Ta)∗c (for co-elementarity) is a JSJ tree relative to
H ∪ P.
(2) Ta and (Ta)∗c have the same non-elementary vertex stabilizers; flexible vertex stabi-
lizers which are not elementary are QH with finite fiber;
(3) (Ta)∗c is invariant under all automorphisms of G preserving P and H, and is com-
patible with every (A,H)-tree.
When G is hyperbolic and H = ∅, the tree (Ta)∗c = (Ta)c is the virtually cyclic JSJ tree
constructed by Bowditch [Bow98] using the topology of ∂G.
Removing virtually cyclic groups from P does not destroy relative hyperbolicity; the
assumption that no Pi is virtually cyclic makes statements simpler and causes no loss of
generality.
Proof. We apply Corollary 9.1, with C as in Lemma 9.15 and S the family of all elementary
subgroups (we use Remark 9.2 if we work over virtually cyclic groups and some Pi is a
torsion group). All groups in Snvc are parabolic, and every Pi is in Snvc. In particular,
a tree is relative to Snvc if and only if it is relative to P. Automorphisms preserving P
preserve the set of elementary subgroups, so Corollary 7.4 applies.
The assumption that parabolic groups Pi are small in (A,P)-trees is automatic as soon
as H contains P, since we consider splittings relative to H. We therefore get:
Corollary 9.19. Let G be hyperbolic relative to a finite family of finitely generated sub-
groups P = {P1, . . . , Pp}. Let A be the family of elementary subgroups of G. Let H be any
family of subgroups containing P.
If G is one-ended relative to H, there is a JSJ tree over A relative to H which is equal
to its tree of cylinders, invariant under automorphisms of G preserving H, and compatible
with every (A,H)-tree. Its non-elementary flexible vertex stabilizers are QH with finite
fiber.
In particular:
Corollary 9.20. Let G be hyperbolic relative to a finite family of finitely generated sub-
groups P = {P1, . . . , Pp}. Let A be the family of elementary subgroups of G.
If G is one-ended relative to P, there is a JSJ tree over A relative to P which is equal
to its tree of cylinders, invariant under automorphisms of G preserving P, and compatible
with every (A,P)-tree. Its non-elementary flexible vertex stabilizers are QH with finite
fiber.
Note that G is finitely presented relative to P, so existence of a JSJ tree also follows
from Theorem 2.20.
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9.4 Virtually cyclic splittings
In this subsection we consider splittings of G over virtually cyclic groups, assuming small-
ness of their commensurators.
Let A be the family of virtually cyclic (possibly finite) subgroups of G, and A∞ the
family of all infinite virtually cyclic subgroups. Recall that two subgroups A and B of G
are commensurable if A ∩ B has finite index in A and B. The commensurability relation
∼ is an admissible relation on A∞ (see [GL11]), so one can define a tree of cylinders.
The stabilizer G[A] of the equivalence class of a group A ∈ A∞ is its commensurator
Comm(A), consisting of elements g such that gAg−1 is commensurable with A.
Corollary 9.1 yields:
Theorem 9.21. Let A be the family of virtually cyclic subgroups, and let H be any set
of subgroups of G, with G one-ended relative to H. Let S be the set of subgroups of
commensurators of infinite virtually cyclic subgroups. Assume that there is a bound C for
the order of finite subgroups of G, and that all groups of S are small in (A,H)-trees. Then:
(1) There is a virtually cyclic JSJ tree Ta relative to H. Its collapsed tree of cylinders
(Ta)
∗
c (for commensurability) is a virtually cyclic JSJ tree relative to H and the groups
of S which are not virtually cyclic.
(2) Ta and (Ta)∗c have the same vertex stabilizers not in S; their flexible subgroups com-
mensurate some infinite virtually cyclic subgroup, or are QH with finite fiber.
(3) (Ta)∗c is invariant under all automorphisms of G preserving H. It is compatible with
every (A,H)-tree.
Remark 9.22. This applies if G is a torsion-free CSA group, or a K-CSA group, or any rela-
tively hyperbolic group whose finite subgroups have bounded order as long as all parabolic
subgroups are small in (A,H)-trees.
If G is K-CSA, the trees of cylinders of a given T for commutation and for commen-
surability belong to the same deformation space (this follows from Lemma 9.8).
We also have:
Theorem 9.23. Let G be torsion-free and commutative transitive. Let H be any family of
subgroups. If G is freely indecomposable relative to H, then:
(1) There is a cyclic JSJ tree Ta relative to H. Its collapsed tree of cylinders (Ta)∗c
(for commensurability) is a JSJ tree relative to H and all subgroups isomorphic to a
solvable Baumslag-Solitar group BS(1, s).
(2) Ta and (Ta)∗c have the same non-solvable vertex stabilizers. Their flexible subgroups
are QH (they are surface groups), unless G = Z2.
(3) (Ta)∗c is invariant under all automorphisms of G preserving H. It is compatible with
every (A,H)-tree.
Recall thatG is commutative transitive if commutation is a transitive relation onG\{1}.
Remark 9.24. We cannot apply Corollary 9.1 directly, because we cannot claim that G[A],
the commensurator of a cyclic subgroup A = 〈a〉, is a BS(1, s). Note however that G[A]
is metabelian: if g commensurates A, there is a relation g apg−1 = aq; mapping g to p/q
defines a map from G[A] to Q∗ whose kernel is the centralizer of A, an abelian group.
Proof. By Proposition 6.5 of [GL11], if T is any tree with cyclic edge stabilizers, a ver-
tex stabilizer of its collapsed tree of cylinders T ∗c which is not elliptic in T is a solvable
Baumslag-Solitar group BS(1, s) (with s 6= −1 because of commutative transitivity). In
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particular, T S-dominates T ∗c , with S consisting of all groups contained in a BS(1, s)
subgroup.
We may therefore apply Theorem 8.7, taking T ∗ := T ∗c , and argue as in the proof
of Corollary 9.1, using Lemmas 8.14 and Lemma 7.15 (which applies since G[A] cannot
contain F2). No group in S can be flexible, except if Gv = G ' Z2, so all flexible groups
are QH surface groups.
9.5 The Zmax-JSJ decomposition
In this section, G is a one-ended hyperbolic group. We consider splittings of G over
virtually cyclic subgroups (necessarily infinite), and for simplicity we assume H = ∅.
Theorem 9.18 yields a tree T = (Ta)∗c = (Ta)c, which is the tree of cylinders of any
JSJ tree. This tree is itself a JSJ tree, it is canonical (in particular, invariant under
automorphisms), and its flexible vertex stabilizers are QH with finite fiber. It is in fact the
tree constructed by Bowditch in [Bow98].
It has been noticed by several authors [Sel97b, DG08, DG11] that it is sometimes useful
to replace T by a slightly different tree whose edge stabilizers are maximal virtually cyclic
subgroups with infinite center.
To motivate this, recall that there is a strong connection between splittings and au-
tomorphisms. By Paulin’s theorem [Pau91] combined with Rips’s theory of actions on
R-trees [BF95], G splits over a virtually cyclic subgroup whenever Out(G) is infinite.
Conversely, suppose G = A ∗C B, with C virtually cyclic (there is a similar discussion
for HNN extensions). If c belongs to the center of C, it defines a Dehn twist τc: the
automorphism of G which is conjugation by c on A and the identity on B.
But this does not always imply that Out(G) is infinite (see [MNS99]). There are two
reasons for this. First, even though C is infinite by one-endedness, its center may be
finite, for instance if C is infinite dihedral (see Subsection 1.1). Second, if some power of
c centralizes A or B, then the image of τc in Out(G) has finite order.
We therefore consider the set Z of subgroups C < G that are virtually cyclic with
infinite center, and the family Zmax consisting of the maximal elements of Z (for inclusion).
It is now true that Out(G) is infinite if and only if G splits over a group C ∈ Zmax
([Sel97b, DG11, Car11, GL11]).
We say that a subgroup is a Z-subgroup or a Zmax-subgroup if it belongs to Z or
Zmax. For C ∈ Z, we denote by Cˆ the unique Zmax-subgroup of G containing C (it is the
pointwise stabilizer of the pair of points of ∂G fixed by C).
A tree is a Z-tree, or a Zmax-tree, if its edge stabilizers are in Z or Zmax.
Definition 9.25 (Zmax-JSJ tree). A Zmax-tree is a Zmax-JSJ tree if it is elliptic with
respect to every Zmax-tree, and maximal (for domination) for this property.
Beware that Z and Zmax are not stable under taking subgroups, so this does not fit in
our usual setting.
All Zmax-JSJ trees belong to the same deformation space, the Zmax-JSJ deformation
space. As in Subsection 2.3, this follows from Proposition 2.2, but we need to know that,
given Zmax-trees T1, T2, any standard refinement Tˆ1 of T1 dominating T2 is a Zmax-tree.
To see this, consider an edge e of Tˆ1. If its image in T1 is an edge, then Ge is an edge
stabilizer of T1 so is Zmax. If not, e is contained in the preimage Yv of a vertex v of T1.
The group Gˆe is elliptic in T1 (because it contains Ge with finite index). If it fixes some w,
the segment between v and w is fixed by Ge, hence by Gˆe because T1 is a Zmax-tree. We
deduce that Gˆe fixes v, and therefore leaves Yv invariant. The fact that Yv maps injectively
into the Zmax-tree T2 now implies that Gˆe fixes e, since it fixes every edge in the image of
e in T2.
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Remark 9.26. This argument is based on the following useful fact: if a subgroup H < G
fixes a vertex v in a Zmax-tree, and H contains a group C ∈ Z, then Cˆ fixes v.
In this section we shall construct and describe a canonical Zmax-JSJ tree. Because
of the relation between Zmax-splittings and infiniteness of Out(G) mentioned above, it is
algorithmically computable (for computability of the usual JSJ decomposition, see [Tou09]
and [Bar16]).
Lemma 9.27. Given any Z-tree T , one can construct a Zmax-tree TZmax with the following
properties:
(1) T dominates TZmax;
(2) every Zmax-tree S dominated by T is dominated by TZmax;
(3) every edge stabilizer of TZmax has finite index in some edge stabilizer of T .
Example 9.28. It may happen that TZmax is trivial even though T is not. This occurs for
instance for T corresponding to a splitting of the form A ∗a=ck 〈c〉.
Proof. Let T ′ be the quotient of T by the smallest equivalence relation such that, for all
edges e ⊂ T and all h ∈ Gˆe, we have h.e ∼ e. We shall give an alternative description
of T ′, which shows that it is a Zmax-tree satisfying all the required properties; however,
it may happen that T ′ is not minimal (it may even be trivial), so we define TZmax as the
minimal G-invariant subtree of T ′, and the lemma follows.
We construct T ′ by folding. We argue by induction on the number of G-orbits of edges
e with Ge 6= Gˆe. Let e be such an edge (if there is none, T ′ = T is a Zmax-tree). Since
[Gˆe : Ge] < ∞, the group Gˆe is elliptic in T . If one of the endpoints of e is fixed by Gˆe,
let T1 be the tree obtained by folding together all the edges in the Gˆf -orbit of Gf , for
every edge f in the G-orbit of e. If not, let e′ be the first edge in the shortest path joining
Fix Gˆe to e. Since this path is fixed by Ge, one has Ge ⊂ Ge′  Gˆe = Gˆe′ , and one can
fold the edges in the Gˆe′-orbit of e′. In both cases we obtain a tree T1 having fewer orbits
of edges with Ge 6= Gˆe, and any map T → S factors through T1. The lemma now follows
by induction.
Remark 9.29. A similar construction is used in Section 5 of [GL15a]: G is a toral relatively
hyperbolic group, T is a tree with abelian edge stabilizers, and it is replaced by a tree
whose edge stabilizers are abelian and stable under taking roots.
We denote by A the family consisting of all subgroups C ∈ Z and all their finite
subgroups (alternatively, one could include all finite subgroups of G). It is stable under
taking subgroups, and since G is one-ended A-trees have edge stabilizers in Z. Let T =
(Ta)
∗
c be the canonical JSJ tree over A provided by Theorem 9.18. Its flexible vertex
stabilizers are QH with finite fiber, and the underlying orbifold has no mirrors (see Theorem
6.5).
Let TZmax be the tree associated to T by Lemma 9.27. It is a Zmax-tree, which is elliptic
with respect to every Zmax-tree by Assertion (3) of the lemma. Unfortunately, it is not
always a Zmax-JSJ tree. We illustrate this on the Klein bottle group K (of course K is
not hyperbolic, see hyperbolic examples below).
As pointed out in Subsection 3.4, the cyclic JSJ decomposition of K is trivial, and K is
flexible because it has two cyclic splittings, corresponding to the presentations K = 〈a, t |
tat−1 = a−1〉 = 〈t〉 ∗t2=v2 〈v〉. Thus T and TZmax are trivial trees. Note, however, that the
amalgam is not over a Zmax-subgroup (the group generated by t2 is not a maximal cyclic
subgroup). It follows that the Bass-Serre tree of the HNN extension is elliptic with respect
to every Zmax-tree, and is a Zmax-JSJ tree.
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Geometrically, let Σ be a flat Klein bottle, or a compact hyperbolic surface, or more
generally a hyperbolic orbifold as in Theorem 6.5 (we allow cone points, but not mirrors).
An essential simple closed geodesic γ on Σ defines a splitting over a cyclic group, which is
in Zmax if and only if γ is 2-sided (see Subsection 5.1.4). The Zmax-JSJ tree is trivial if
and only if every essential 2-sided simple closed geodesic crosses (transversely) some other
2-sided geodesic.
This happens in almost all cases, but there are exceptions: the flat Klein bottle, the
Klein bottle with one conical point, and the Klein bottle with one open disc removed. On a
flat Klein bottle, all essential 2-sided simple closed geodesics are isotopic. In the other two
exceptional cases (which are hyperbolic), there is a unique essential 2-sided simple closed
geodesic.
We can now construct a canonical Zmax-JSJ tree TˆZmax . If no orbifold Σv underlying
a QH vertex v of the canonical JSJ tree T is an exceptional one, we let TˆZmax be the tree
obtained by applying Lemma 9.27 to T . Now suppose that there are vertices v with Σv a
Klein bottle with one conical point (in which case Gv = G because ∂Σ = ∅), or a Klein
bottle with one open disc removed. We then refine T at these vertices, using the splitting of
Σv dual to the unique essential 2-sided geodesic, and we apply the construction of Lemma
9.27 to the tree Tˆ thus obtained.
Proposition 9.30. Let G be a one-ended hyperbolic group. The tree TˆZmax constructed
above is a canonical Zmax-JSJ tree.
Proof. First suppose that T has no exceptional QH vertex. Then TˆZmax = TZmax , and by
Assertion (3) of Lemma 9.27 it is elliptic with respect to every Zmax-tree. It is canonical
because T is canonical and the definition of TZmax given in the first paragraph of the proof
of Lemma 9.27 does not involve choices. We only need to prove maximality: any vertex
stabilizer of TZmax is elliptic in every tree S which is elliptic with respect to every Zmax-tree.
Recall that T is a tree of cylinders, so is bipartite (see Subsection 7.1). If v ∈ V1(T ), its
stabilizer in TZmax is the same as in T (a maximal virtually cyclic subgroup). It is elliptic
in S because it contains an edge stabilizer of T with finite index.
If two edges of T are folded when passing from T to TZmax , they have commensurable
stabilizers, so belong to the same cylinder of T (which is the star of a vertex in V1). This
implies that, if v ∈ V0(T ), its stabilizer in TZmax is a multiple amalgam (i.e. a tree of
groups) Gˆv = Gv ∗B1 Bˆ1 · · · ∗Bk Bˆk, where B1, . . . , Bk are representatives of conjugacy
classes of incident edge stabilizers. The group Gv is clearly elliptic in S if it is rigid, and
also if it is QH with non-exceptional underlying orbifold because no Zmax-splitting of Gv
relative to its incident edge group is universally elliptic. It follows that Gˆv is elliptic by
Remark 9.26.
The argument when there are exceptional QH vertices is similar. Refining T replaces
the exceptional QH vertices by QH vertices whose underlying orbifold is a pair of pants or
an annulus with a conical point; their stabilizers do not split over a Zmax-subgroup relative
to the boundary subgroups.
Remark 9.31. The proof shows that flexible vertex groups of TˆZmax are QH with sockets
(also called sockets [Sel97b], or orbisockets [DG11]), i.e. QH groups with roots added to
the boundary subgroups. More precisely, they are of the form Gˆv = Gv ∗B1 Bˆ1 · · · ∗Bk Bˆk
with Gv a QH vertex group of T and B1, . . . , Bk representatives of the conjugacy classes of
boundary subgroups of Gv. The incident edge groups of Gˆv in TˆZmax are the Bˆi’s (some of
them may be missing when the tree T ′ defined in the proof of Lemma 9.27 is not minimal).
Remark 9.32. In applications to model theory, hyperbolic surfaces Σ which do not carry
a pseudo-Anosov diffeomorphism play a special role. There are four of them: the pair of
pants, the twice-punctured projective plane, the once-punctured Klein bottle, the closed
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non-orientable surface of genus 3. The first two have finite mapping class group, but the
other two do not and this causes problems (see the proof of Proposition 5.1 in [GLS17]).
When a once-punctured Klein bottle appears in a QH vertex, one may refine the split-
ting as explained above, using the unique essential 2-sided simple closed geodesic γ (this
creates a QH vertex based on a pair of pants). The Dehn twist Tγ around γ generates a
finite index subgroup of the mapping class group of Σ. It acts trivially on every vertex
group of the refined splitting.
Similarly, if Σ is a closed non-orientable surface of genus 3, there is a unique 1-sided
simple geodesic γ whose complement is orientable (see Proposition 2.1 of [GAnMB06]). It
is the core of a Möbius band whose complement is a once-punctured torus Σ′ (unlike Σ, it
carries a pseudo-Anosov diffeomorphism). The mapping class group of Σ leaves γ invariant
and preserves the cyclic splitting of pi1(Σ) given by decomposing Σ as the union of Σ′ and
a Möbius band. It is isomorphic to GL(2,Z), the mapping class group of Σ′,
These refinements give a canonical way of modifying the JSJ decomposition of a torsion-
free one-ended hyperbolic group (described in Subsection 9.1) so that all surfaces appearing
in QH vertices have a mapping class group which is finite or contains a pseudo-Anosov map.
Part V
Compatibility
As usual, we fix a family A of subgroups which is stable under conjugating and taking sub-
groups, and another family H, and we only consider (A,H)-trees. We work with simplicial
trees, but we often view them as metric trees (with every edge of length 1) in order to
apply the results from the appendix (for instance, the fact that compatibility passes to the
limit). We will freely use some concepts from the appendix, in particular the arithmetic
of trees (Subsection A.5).
In Section 2 we have defined a JSJ tree (of G over A relative to H) as a tree which
is universally elliptic and dominates every universally elliptic tree. Its deformation space
is the JSJ deformation space DJSJ . In the next section we define the compatibility JSJ
deformation space Dco and the compatibility JSJ tree Tco. The deformation space Dco
contains a universally compatible tree and dominates every universally compatible tree.
The tree Tco is a preferred universally compatible tree in Dco. In particular, it is invariant
under automorphisms of G preserving A and H. In Section 11 we give examples, provided
in particular by trees of cylinders (see Section 7).
10 The compatibility JSJ tree
Recall (Subsection 1.4.1) that two trees T1 and T2 are compatible if they have a common
refinement. In other words, there exists a tree T with collapse maps T → Ti.
Definition 10.1 (Universally compatible). A tree T is universally compatible (over A
relative to H) if it is compatible with every tree.
In particular, this means that any tree T ′ can be obtained from T by refining and
collapsing. When T ′ is a one-edge splitting, either T ′ coincides with the splitting associated
to one of the edges of T/G, or one can obtain T ′/G by refining T/G at some vertex v using a
one-edge splitting of Gv relative to the incident edge groups, and collapsing all the original
edges of T/G.
Definition 10.2 (Compatibility JSJ deformation space). If, among deformation spaces
containing a universally compatible tree, there is one which is maximal for domination, it
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is unique. It is denoted by Dco and it is called the compatibility JSJ deformation space of
G over A relative to H.
To prove uniqueness, consider universally compatible trees T1, T2. By Corollary A.22
we may assume that they are irreducible. They are compatible with each other, and T1∨T2
(see Lemma A.24 in the appendix) is universally compatible by Proposition A.26 (2). If
T1 and T2 belong to maximal deformation spaces, we get that T1, T1 ∨T2, and T2 lie in the
same deformation space, proving uniqueness.
Clearly, a universally compatible tree is universally elliptic. This implies that Dco
is dominated by DJSJ . Also note that, if T is universally compatible and J is an edge
stabilizer in an arbitrary tree, then J is elliptic in T (i.e. any tree is elliptic with respect
to T ).
10.1 Existence of the compatibility JSJ space
Theorem 10.3. If G is finitely presented relative to a family H = {H1, . . . ,Hp} of finitely
generated subgroups, the compatibility JSJ space Dco of G (over A relative to H) exists.
The heart of the proof of Theorem 10.3 is the following proposition.
Proposition 10.4. Let G be finitely presented relative to a family H = {H1, . . . ,Hp} of
finitely generated subgroups. Let T0 ← T1 · · · ← Tk ← · · · be a sequence of refinements
of irreducible universally compatible trees. There exist collapses T k of Tk, in the same
deformation space as Tk, such that the sequence T k converges to a universally compatible
simplicial (A,H)-tree T which dominates every Tk.
We view trees as metric, with each edge of length 1, and convergence is in the space
of R-trees (unlike the proof of Theorem 8.1, no rescaling of the metric is necessary here).
The tree T may have redundant vertices.
Proof of Theorem 10.3 from the proposition. We may assume that there is a non-trivial
universally compatible tree. We may also assume that all such trees are irreducible: other-
wise it follows from Corollary A.22 (see the appendix) that there is only one deformation
space of trees, and the theorem is trivially true.
Let (Sα)α∈A be the set of (isomorphism classes of) universally compatible trees. We
have to find a universally compatible tree T which dominates every Sα. By Lemma 2.9,
we only need T to dominate all trees in a countable set Sk, k ∈ N.
Let Tk be the lcm S0 ∨ · · · ∨ Sk (see Definition A.27); it is universally compatible by
Assertion (2) of Proposition A.26, and refines Tk−1. Proposition 10.4 yields the desired
tree T : it dominates every Tk, hence every Sk, and it is universally compatible by Corollary
A.12.
Proof of Proposition 10.4. By Dunwoody’s accessibility (see Proposition 2.24), there exists
a tree S which dominates every Tk (this is where we use finite presentability). But of course
we cannot claim that it is universally compatible.
We may assume that Tk and S are minimal, that Tk+1 is different from Tk, and that
the gcd S ∧ Tk (see Definition A.23) is independent of k. We define Sk = S ∨ Tk; it has
no redundant vertices (see Remark A.25). We denote by ∆k,Γ,Γk the quotient graphs of
groups of Tk, S, Sk, and we let pik : Γk → Γ be the collapse map (see Figure 13). We denote
by ρk the collapse map Γk+1 → Γk.
The trees Sk all belong to the deformation space of S, and Sk+1 strictly refines Sk. In
particular, the number of edges of Γk grows. The idea now is the following. Accessibility
holds within a given deformation space (see [GL07a] page 147; this is an easy form of
accessibility, which requires no smallness or finite presentability hypothesis, and in any
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S/G = Γ
Ck
S′k/G
A B
CC1 C2 Ck
A Bk
Tk/G = ∆k
Ck
A Bk
T k/G = ∆k
. . .
pik
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Sk/G = Γk
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. . . C
u
cv
Figure 13: Segments in the quotients of the trees Tk, S, Sk, T k, S′k, with C1 ⊃ C2 ⊃ · · · ⊃
Ck ⊃ C, and Bk = B ∗C Ck.
case is not used directly here). This implies that the growth of Γk occurs through the
creation of a bounded number of long segments whose interior vertices have valence 2,
with one of the incident edge groups equal to the vertex group (but the other edge group
is smaller than the vertex group, since Sk has no redundant vertices). We now make this
precise.
Fix k. For each vertex v ∈ Γ, define Yv = pi−1k ({v}) ⊂ Γk. The Yv’s are disjoint, and
edges of Γk not contained in ∪vYv correspond to edges of Γ.
Since Sk and S are in the same deformation space, Yv is a tree of groups, and it contains
a vertex cv whose vertex group equals the fundamental group of Yv (which is the vertex
group of v in Γ). This cv may fail to be unique, but we can choose one for every k in a
way which is compatible with the maps ρk. We orient edges of Yv towards cv. The group
carried by such an edge is then equal to the group carried by its initial vertex.
Say that a vertex u ∈ Yv is peripheral if u = cv or u is adjacent to an edge of Γk which
is not in Yv (i.e. is mapped onto an edge of Γ by pik). By minimality of Sk, each terminal
vertex u0 of Yv is peripheral (because it carries the same group as the initial edge of the
segment u0cv).
In each Γk, the total number of peripheral vertices is bounded by 2|E(Γ)|+ |V (Γ)|. It
follows that the number of points of valence 6= 2 in ∪vYv is bounded. Cutting each Yv at
its peripheral vertices and its points of valence ≥ 3 produces the segments of Γk mentioned
earlier. On the example of Figure 13, there is one segment cvu in Γk, corresponding to the
edges labelled C1, . . . , Ck. The point cv ∈ Γk is the vertex labelled by A. The vertex v of Γ
to which the segment corresponds is the vertex of Γ labelled A. The vertex u is peripheral.
Having defined segments for each k, we now let k vary. The preimage of a segment
of Γk under the map ρk is a union of segments of Γk+1. Since the number of segments is
bounded independently of k, we may assume that ρk maps every segment of Γk+1 onto a
segment of Γk. In particular, the number of segments is independent of k.
Recall that we have oriented the edges of Yv towards cv. Each edge contained in ∪vYv
carries the same group as its initial vertex, and edges in a given segment are coherently
oriented. Segments are therefore oriented.
There are various ways of performing collapses on Γk. Collapsing all edges contained
in segments yields Γ (this does not change the deformation space). On the other hand,
one obtains ∆k = Tk/G from Γk by collapsing some of the edges which are not contained
in any segment (all of them if S ∧ Tk is trivial).
The segments of Γk may be viewed as segments in ∆k, but collapsing the initial edge
of a segment of ∆k may now change the deformation space (if the group carried by the
initial point of the segment has increased when Γk is collapsed to ∆k).
We define a graph of groups ∆k by collapsing, in each segment of ∆k, all edges but
the initial one. The corresponding tree T k is a collapse of Tk which belongs to the same
deformation space as Tk. Moreover, the number of edges of ∆k (prime factors of T k) is
102
constant: there is one per segment, and one for each common prime factor of Tk and S.
Let `k : G→ Z be the length function of T k.
Lemma 10.5. The sequence `k is non-decreasing (i.e. every sequence `k(g) is non-decreasing)
and converges.
Proof. The difference between `k and `k−1 comes from the fact that initial edges of segments
of ∆k may be collapsed in ∆k−1. Fix a segment L of ∆k. Let ek be its initial edge. We
assume that ek is distinct from the edge fk mapping onto the initial edge of the image of
L in ∆k−1.
Assume for simplicity that ek and fk are adjacent (the general case is similar). The
group carried by fk is equal to the group carried by its initial vertex vk. A given lift v˜k
of vk to Tk is therefore adjacent to only one lift of fk (but to several lifts of ek). On
any translation axis in Tk, every occurrence of a lift of fk is immediately preceded by
an occurrence of a lift of ek. The length function of the prime factor of Tk and T k−1
corresponding to fk is therefore bounded from above by that of the prime factor of Tk and
T k corresponding to ek. Since this is true for every segment, we get `k−1 ≤ `k as required.
Let S′k = S∨T k. It collapses to S, belongs to the same deformation space as S (because
it is a collapse of Sk), and the number of edges of S′k/G is bounded. By an observation
due to Forester (see [GL07a, p. 169]), this implies an inequality `(S′k) ≤ C`(S), with C
independent of k. Since `k ≤ `(S′k), we get convergence.
We call ` the limit of `k. It is the length function of a tree T because the set of length
functions of trees is closed [CM87]. This tree is simplicial because ` takes values in Z (see
Example A.4), and irreducible because `k is non-decreasing. It is universally compatible
as a limit of universally compatible trees, by Corollary A.12. Since ` ≥ `k, every g ∈ G
elliptic in T is elliptic in Tk, and T dominates Tk by Lemma 2.6. Each Hi is elliptic in T
because it is finitely generated and its elements are elliptic.
There remains to prove that every edge stabilizer Ge of T belongs to A. If Ge is finitely
generated, there is a simple argument using the equivariant Gromov topology. In general,
we argue as follows. We may find hyperbolic elements g, h such that Ge is the stabilizer of
the bridge between A(g) and A(h) (the bridge might be e ∪ e′ as in the proof of Lemma
A.21 if an endpoint of e is a valence 2 vertex). Choose k so that the values of `k and `
coincide on g, h, gh. In particular, the axes of g and h in T k are disjoint.
Any s ∈ Ge is elliptic in T k since `k ≤ `. Moreover, `k(gs) ≤ `(gs) ≤ `(g) = `k(g).
The fixed point set of s in T k must therefore intersect the axis of g, since otherwise
`k(gs) > `k(g). Similarly, it intersects the axis of h. It follows that Ge fixes the bridge
between the axes of g and h in T k, so Ge ∈ A. This concludes the proof of Proposition
10.4.
10.2 The compatibility JSJ tree Tco
We shall now deduce from [GL07a] that Dco, if irreducible, contains a canonical tree Tco,
which we call the compatibility JSJ tree. It is fixed under any automorphism of G that
leaves Dco invariant. Note that Tco may be refined to a JSJ tree (Lemma 2.15).
Lemma 10.6. An irreducible deformation space D can only contain finitely many reduced
universally compatible trees.
Recall (see Subsection 1.4) that T is reduced if no proper collapse of T lies in the same
deformation space as T . If T is not reduced, one may perform collapses so as to obtain a
reduced tree T ′ in the same deformation space (and T ′ is universally compatible if T is).
Proof. This follows from results in [GL07a]. We refer to [GL07a] for definitions not
given here. Suppose that there are infinitely many reduced universally compatible trees
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T1, T2, . . . . Let Sk = T1 ∨ T2 ∨ · · · ∨ Tk. It is an (A,H)-tree and belongs to D by Assertion
(3) of Proposition A.26 .
As pointed out on page 172 of [GL07a], the tree Sk is BF-reduced, i.e. reduced in the
sense of [BF91], because all its edges are surviving edges (they survive in one of the Ti’s),
and the space D is non-ascending by Assertion (4) of Proposition 7.1 of [GL07a]. Since
there is a bound CD for the number of orbits of edges of a BF-reduced tree in D ([GL07a,
Proposition 4.2]), the sequence Sk is eventually constant.
Remark 10.7. The proof shows that D only contains finitely many reduced trees which are
compatible with every tree in D.
Corollary 10.8. If D is irreducible and contains a universally compatible tree, it has a
preferred element: the lcm of its reduced universally compatible trees.
This preferred element is universally compatible by Assertion (2) of Proposition A.26.
Definition 10.9 (Compatibility JSJ tree Tco). If the compatibility JSJ deformation space
Dco exists and is irreducible, its preferred element is called the compatibility JSJ tree Tco
of G (over A relative to H). If Dco is trivial, we define Tco as the trivial tree (a point).
It may happen that Dco is neither trivial nor irreducible. It then follows from Remark
A.22 that it is the only non-trivial deformation space of trees. If there is a unique reduced
tree T in Dco (in particular, if Dco consists of actions on a line), we define Tco = T .
Otherwise we do not define Tco. See Subsection 11.4 for an example where Dco consists of
trees with exactly one fixed end.
11 Examples
We start with various examples, and we then explain in Subsection 11.7 that the tree of
cylinders (Ta)∗c of Section 7 belongs to the compatibility deformation space if all groups
G[A] belong to A.
For simplicity we assume H = ∅ in Subsections 11.1 through 11.6.
11.1 Free groups
When A is Aut(G)-invariant, the compatibility JSJ tree Tco is Out(G)-invariant. This
sometimes forces it to be trivial. Suppose for instance that G has a finite generating set ai
such that all elements ai and aia±1j (i 6= j) belong to the same Aut(G)-orbit. Then the only
Out(G)-invariant length function ` is the trivial one. This follows from Serre’s lemma (see
Subsection 1.2) if the generators are elliptic, from the inequality max(`(aiaj), `(aia−1j )) ≥
`(ai) + `(aj) (see Lemma A.1) if they are hyperbolic. In particular:
Proposition 11.1. If G is a free group and A is Aut(G)-invariant, then Tco is trivial.
11.2 Algebraic rigidity
The following result provides simple examples with Tco non-trivial.
Proposition 11.2. Assume that there is only one reduced JSJ tree TJ ∈ DJSJ , and that
G does not split over a subgroup contained with infinite index in a group of A. Then Tco
exists and equals TJ .
Proof. Let T be any A-tree. The second assumption implies that T is elliptic with respect
to TJ by Remark 2.3 of [FP06] or Assertion (3) of Lemma 2.6, so we can consider a standard
refinement Tˆ of T dominating TJ as in Proposition 2.2. Any equivariant map f : Tˆ → TJ
must be constant on any edge whose stabilizer is not universally elliptic, hence factors
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through the tree T ′ obtained from Tˆ by collapsing these edges. In particular, T ′ dominates
TJ hence is a JSJ tree because it is universally elliptic. Since TJ is the unique reduced JSJ
tree, T ′ is a refinement of TJ , so TJ is compatible with T . This shows that TJ is universally
compatible. Thus Tco = TJ .
A necessary and sufficient condition for a tree to be the unique reduced tree in its
deformation space is given in [Lev05b] (see also [CF09]).
The proposition applies for instance to free splittings and splittings over finite groups,
whenever there is a JSJ tree with only one orbit of edges. This provides examples of
virtually free groups with Tco non-trivial: any amalgam F1 ∗F F2 with F1, F2 finite and
F 6= F1, F2 has this property (with A the set of finite subgroups).
11.3 Free products
LetA consist only of the trivial group. LetG = G1∗· · ·∗Gp∗Fq be a Grushko decomposition
(Gi is non-trivial, not Z, and freely indecomposable, Fq is free of rank q). If p = 2 and
q = 0, or p = q = 1, there is a JSJ tree with one orbit of edges and Tco is a one-edge
splitting as explained above. We now show that Tco is trivial if p+ q ≥ 3 (of course it is
trivial also if G is freely indecomposable or free of rank ≥ 2).
Assuming p + q ≥ 3, we actually show that there is no non-trivial tree T with trivial
edge stabilizers which is invariant under a finite index subgroup of Out(G). By collapsing
edges, we may assume that T only has one orbit of edges. Since p + q ≥ 3, we can write
G = A ∗ B ∗ C where A,B,C are non-trivial and A ∗ B is a vertex stabilizer of T . Given
a non-trivial c ∈ C and n 6= 0, the subgroup cnAc−n ∗ B is the image of A ∗ B by an
automorphism but is not conjugate to A ∗B. This contradicts the invariance of T .
11.4 (Generalized) Baumslag-Solitar groups
We consider cyclic splittings of generalized Baumslag-Solitar groups (see Subsection 3.5).
First consider a solvable Baumslag-Solitar group BS(1, s), with |s| ≥ 2. In this case
Dco is trivial if s is not a prime power. If s is a prime power, Dco is the JSJ deformation
space (it is not irreducible).
When G = BS(r, s) with none of r, s dividing the other, Proposition 11.2 applies
by [Lev05b]. In particular, Dco is non-trivial. This holds, more generally, when G is
a generalized Baumslag-Solitar group defined by a labelled graph with no label dividing
another label at the same vertex. See [Bee13] for a systematic study of Dco for generalized
Baumslag-Solitar groups.
11.5 The canonical decomposition of Scott and Swarup
Recall that a group is VPCn (resp. VPC≤n) if it is virtually polycyclic of Hirsch length n
(resp. ≤ n). Let G be a finitely presented group, and n ≥ 1. Assume that G does not split
over a VPCn−1 subgroup, and that G is not VPCn+1. Let A consist of all subgroups of
VPCn subgroups.
We have shown in [GL10] that the tree of cylinders (for commensurability) of the JSJ
deformation space is (up to subdivision) the Bass-Serre tree TSS of the regular neighbour-
hood Γn = Γ(Fn : G) constructed by Scott-Swarup in Theorem 12.3 of [SS03].
Since TSS is universally compatible ([SS03, Definition 6.1(1)], or [GL11, Corollary 8.4]
and [GL10, Theorem 4.1]), it is dominated by the compatibility deformation space Dco.
The domination may be strict: if G = BS(r, s), the tree TSS is always trivial but, as
pointed out above, Dco is non-trivial when none of r, s divides the other.
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11.6 Poincaré duality groups
Let G be a Poincaré duality group of dimension n (see also work by Kropholler on this
subject [Kro90]). Although such a group is not necessarily finitely presented, it is almost
finitely presented [Wal04, Proposition 1.1], which is sufficient for Dunwoody’s accessiblity,
so the JSJ deformation space and the compatibility JSJ deformation space exist. By
[KR89b, Theorem A], if G splits over a virtually solvable subgroup H, then H is VPCn−1.
We therefore consider the family A consisting of VPC≤n−1-subgroups.
By [KR89a, Corollary 4.3], for all VPCn−1 subgroups H, the number of coends e˜(G,H)
is 2. By [KR89a, Theorem 1.3], if G is not virtually polycyclic, thenH has finite index in its
commensurator. By Corollary 8.4(2) of [GL11], this implies that the JSJ deformation space
contains a universally compatible tree (namely its tree of cylinders for commensurability),
so equals Dco.
But one has more in this context: any universally elliptic tree is universally compatible.
Indeed, since VPCn−1-subgroups of G have precisely 2 coends, Proposition 7.4 of [SS03]
implies that any two one-edge splittings T1, T2 ofG overA with edge stabilizers of T1 elliptic
in T2 are compatible. Indeed, strong crossing of almost invariant subsets corresponding to
T1 and T2 occurs if and only edge stabilizers of T1 are not elliptic in T2 ([Gui05, Lemme
11.3]), and the absence of (weak or strong) crossing is equivalent to compatibility of T1
and T2 [SS00]. To sum up, we have:
Corollary 11.3. Let G be a Poincaré duality group of dimension n, with G not virtually
polycyclic. Let A the family of VPC≤n−1-subgroups. Then Tco exists and lies in the JSJ
deformation space of G over A.
In particular, G has a canonical JSJ tree over A.
11.7 Trees of cylinders
In Sections 8 and 9 we have used trees of cylinders to construct a universally compatible
tree (Ta)∗c (see the last assertion of Corollary 9.1); we always denote by Ta a JSJ tree over
A relative to H, as in Lemma 8.14. We now show that (Ta)∗c belongs to the compatibility
JSJ deformation space under the additional assumption that every stabilizer G[A] belongs
to A (this implies that trees of cylinders have edge stabilizers in A, so (see Subsection 7.1)
collapsing is not needed: Tc = T ∗c ).
Theorem 11.4. Given A and H, let ∼ be an admissible equivalence on A∞. Assume that
G is one-ended relative to H, and there exists an integer C such that:
(1) A contains all C-virtually cyclic subgroups, and all subgroups of cardinal ≤ 2C;
(2) if two groups of A∞ are inequivalent, their intersection has order ≤ C;
(3) every stabilizer G[A] belongs to A, but G /∈ A;
(4) every G[A] is small in (A,H)-trees.
Then the compatibility JSJ deformation space Dco exists and contains (Ta)c, the tree of
cylinders of JSJ trees (see Corollary 9.1). It is trivial or irreducible, so the JSJ compatibility
tree Tco is defined. Flexible vertex stabilizers of Tco belong to A or are QH subgroups with
finite fiber.
Proof. Corollary 9.1, applied with S = A, shows that (Ta)c is universally compatible and
its flexible vertex stabilizers are in A or QH. The point is to show that (Ta)c is maximal
(for domination) among universally compatible trees. This will prove that Dco exists
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and contains (Ta)c. It is trivial or irreducible because any tree of cylinders is trivial or
irreducible (see Subsection 7.1).
We consider a universally compatible tree T , and we show that (Ta)c dominates T .
Replacing T by T ∨ (Ta)c (which is universally compatible by Assertion (2) of Proposition
A.26), we can assume that T refines (Ta)c.
We have to show that each vertex stabilizer Gv of (Ta)c is elliptic in T . If Gv is not a
G[A], then it is elliptic in Ta, hence in T because T , being universally elliptic, is dominated
by Ta. By Assumptions (3) and (4), we can therefore assume that Gv ∈ A, and also that
Gv is small in T .
Since G /∈ A, the quotient graph (Ta)c/G is not a point (equivalently, there are at least
two cylinders in Ta). There are two cases. If the image of v in (Ta)c/G has valence at least
2, we can refine (Ta)c to a minimal tree T ′ (in the same deformation space) having Gv as
an edge stabilizer. Since Gv ∈ A, this is an (A,H)-tree. Its edge group Gv is elliptic in T
because T is universally compatible.
The remaining case is when the image of v in (Ta)c/G has valence 1. We assume that
Gv is not elliptic in T , and we argue towards a contradiction.
Let e be an edge of (Ta)c containing v. We are going to prove that Gv contains a
subgroup G0 of index 2 with Ge ⊂ G0. Assuming this fact, we can refine (Ta)c to a
minimal (A,H)-tree T ′ in which G0 is an edge stabilizer. As above, G0 is elliptic in T ,
and so is Gv. This is the required contradiction, proving that (Ta)c dominates T .
We now construct G0. Since we have assumed that T refines (Ta)c, Proposition 1.7 and
Lemma 4.7 imply that Gv contains a hyperbolic element. We know that Gv is small in T ,
so there are only two possibilities.
If there is a fixed end, the action defines a homomorphism χ : Gv → Z (see Subsection
1.2). This homomorphism vanishes on Ge, which is elliptic in T , but is non-trivial because
there is a hyperbolic element, so we define G0 as the preimage of the index 2 subgroup of
the image of ϕ.
If the action is dihedral, we get an epimorphism χ : Gv → Z/2 ∗ Z/2. Since Ge is
elliptic in T , its image under χ is trivial or contained in a conjugate of a Z/2 factor. One
constructs G0 as the preimage of a suitable index 2 subgroup of the image of χ.
This theorem applies directly to abelian splittings of CSA groups (Subsection 9.1),
virtually abelian splittings of K-CSA groups (Subsection 9.2), elementary splittings of
relatively hyperbolic groups (Subsection 9.3), because the condition G[A] ∈ A is satisfied.
In each of these cases we conclude that (Ta)∗c = (Ta)c belongs to Dco. We get for instance:
Corollary 11.5. Let G be a finitely generated one-ended torsion-free CSA group, A the
class of abelian subgroups, and H a family of subgroups. Let ∼ be the commutation relation
among infinite abelian subgroups.
Then the compatibility JSJ deformation space Dco exists and contains the tree of cylin-
ders of any JSJ tree.
Corollary 11.6. Let G be hyperbolic relative to a family of finitely generated subgroups
P = {P1, . . . , Pp}. Let A be the class of elementary subgroups, and let H any family of
subgroups containing all Pi’s which contain F2. Let ∼ be the co-elementary relation on
A∞.
If G is one-ended relative to H, then the compatibility JSJ deformation space Dco exists
and contains the tree of cylinders of any JSJ tree.
We now consider cyclic splittings, with ∼ the commensurability relation.
Example. Let H be a torsion-free hyperbolic group with property (FA) (it has no non-
trivial action on a tree), and 〈a〉 a maximal cyclic subgroup. Consider the HNN extension
G = 〈H, t | tat−1 = a〉, a one-ended torsion-free CSA group. The Bass-Serre tree T0
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is a JSJ tree over abelian groups. Its tree of cylinders T1 is the Bass-Serre tree of the
amalgam G = H ∗〈a〉 〈a, t〉, it is also the compatibility JSJ tree over abelian groups by
Theorem 11.4. Over cyclic groups, T0 is a JSJ tree, its (collapsed) tree of cylinders is T1,
but the compatibility JSJ tree is T0 (this follows from Proposition 11.2 and [Lev05b]; the
non-splitting assumption of Proposition 11.2 holds over cyclic groups, but not over abelian
groups).
In this example Dco strictly dominates (Ta)∗c . One obtains a tree in Dco by refining
T1 = (Ta)
∗
c at vertices with group Z2. This is a general fact.
Theorem 11.7. Let G be a finitely generated torsion-free group. Let A be the family of
cyclic subgroups, and let H be any family of subgroups of G, with G one-ended relative to
H. Assume that commensurators of infinite cyclic subgroups are small in (A,H)-trees.
Then the cyclic compatibility JSJ space Dco relative to H exists. If furthermore G is
not a solvable Baumslag-Solitar group BS(1, s), one obtains a tree in Dco by refining (Ta)∗c
(the collapsed tree of cylinders for commensurability) at some vertices v with Gv virtually
Z2.
Remark 11.8. If G has torsion, but there is a bound for the order of finite subgroups, a
similar theorem holds for virtually cyclic splittings (with the same proof). In the further-
more, one must assume that G is not virtually BS(1, s); one has to prove that an ascending
HNN extension of an infinite virtually cyclic group is virtually BS(1, s), we leave this as
an exercise to the reader (compare [FM99]).
Proof. By Theorem 9.21, (Ta)∗c is universally compatible, so Dco, if it exists, dominates
(Ta)
∗
c and is dominated by Ta. By [GL11, Remark 5.11], smallness of commensurators
implies that (Ta)c and (Ta)∗c are in the same deformation space. It follows that any group
elliptic in (Ta)∗c but not in Ta is contained in the commensurator of some A ∈ A∞, hence
is small in (A,H)-trees.
We shall now show that universally elliptic trees S dominating (Ta)∗c and dominated
by Ta belong to only finitely many deformation spaces. This will prove the existence of
Dco. To determine such a tree S up to deformation, one needs to know the action on S of
vertex stabilizers Gv of (Ta)∗c (up to deformation). This action has universally elliptic edge
stabilizers by Lemma 4.13, and Gv is small in (A,H)-trees or elliptic in Ta (hence in S),
so only two deformation spaces are possible for the action of a given Gv on S by Corollary
3.5. This shows the required finiteness, hence the existence of Dco.
One may obtain a tree T ′ ∈ Dco by refining (Ta)∗c at vertices v with Gv not elliptic
in T ′. As explained above such a Gv is small in T ′. There are two possibilities. If Gv
fixes exactly one end, then Dco is an ascending deformation space (as defined in [GL07a,
Section 7]). By Proposition 7.1(4) of [GL07a], Dco cannot be irreducible, so G = Gv is an
ascending HNN extension of a cyclic group, hence isomorphic to some BS(1, s). The other
possibility is that Gv acts on a line, hence is virtually Z2 because edge stabilizers are cyclic
(Gv is isomorphic to Z2 or the Klein bottle group).
Corollary 11.9. Let G be torsion-free and commutative transitive. Let H be any family
of subgroups. If G is freely indecomposable relative to H, and is not a solvable Baumslag-
Solitar group, the cyclic compatibility JSJ deformation space Dco relative to H exists and
may be obtained by (possibly) refining (Ta)∗c at vertices with stabilizer isomorphic to Z2.
Proof. The theorem applies because commensurators of non-trivial cyclic subgroups are
metabelian (see Remark 9.24) hence small.
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A R-trees, length functions, and compatibility
In this appendix we view a simplicial tree as a metric space (by giving length 1 to every
edge), and more generally we consider R-trees. See [Sha91, Chi01] for basic facts on R-trees.
Recall that two simplicial trees T1, T2 are compatible if there is a tree that collapses
onto both T1 and T2. In the context of R-trees (simplicial or not), collapse maps have
a natural generalisation as maps preserving alignment: the image of an arc [a, b] is the
segment [f(a), f(b)] (possibly a point). Compatibility of R-trees thus makes sense.
The length function of an R-tree T with an isometric action of G is the map ` : G→ R
defined by `(g) = minx∈T d(x, gx).
The first main result of this appendix is Theorem A.10, saying that two R-trees are
compatible if and only if the sum of their length functions is again a length function. This
has a nice consequence: the set of R-trees compatible with a given tree is closed.
As a warm-up, we give a proof of the following classical facts: a minimal irreducible
R-tree is determined by its length function; the equivariant Gromov-Hausdorff topology
and the axes topology (determined by length functions) agree on the space of irreducible
R-trees (following a suggestion by M. Feighn, we extend this to the space of semi-simple
trees). Our proof does not use based length functions and extends to a proof of Theorem
A.10.
After proving Theorem A.10, we show that pairwise compatibility for a finite set of R-
trees implies the existence of a common refinement. We then define prime factors, greatest
common divisors (gcd’s), least common multiples (lcm’s) for irreducible simplicial trees.
We conclude by explaining how to obtain actions on R-trees by blowing up vertices of JSJ
trees.
We assume that G is finitely generated, but Subsections A.1 to A.4 apply to any
infinitely generated group (hypotheses such as irreducibility ensure that G contains enough
hyperbolic elements). We leave details to the reader.
A.1 Metric trees and length functions
When endowed with a path metric making each edge isometric to a closed interval, a
simplicial tree becomes an R-tree (we usually declare each edge to have length 1). An R-
tree is a geodesic metric space T in which any two distinct points are connected by a unique
topological arc (which we often call a segment). Most considerations of the preliminary
section apply to R-trees as well as simplicial trees.
We denote by d, or dT , the distance in a tree T . All R-trees are equipped with an
isometric action of G, and considered equivalent if they are equivariantly isometric. If
λ > 0, we denote by T/λ the tree T equipped with the distance d/λ.
A branch point is a point x ∈ T such that T \ {x} has at least three components. A
non-empty subtree is degenerate if it is a single point, non-degenerate otherwise. If A,B
are disjoint closed subtrees, the bridge between them is the unique arc I = [a, b] such that
A ∩ I = {a} and B ∩ I = {b}.
We say that a map f : T → T ′ preserves alignment, or is a collapse map, if the image
of any segment [a, b] is the segment [f(a), f(b)] (possibly a point). The restriction of f
to [a, b] is then continuous. A map is a collapse map if and only if its restriction to any
segment is continuous, and the preimage of any point is a subtree. Two trees T1 and T2
are compatible if there exists a tree T with collapse maps fi : T → Ti.
If g ∈ G, we denote by `(g) its translation length `(g) = minx∈T d(x, gx). There is no
parabolic isometry in an R-tree, so the minimum is achieved on a non-empty subset of T ,
the characteristic set A(g): the fixed point set if g is elliptic (`(g) = 0), the axis if g is
hyperbolic (`(g) > 0).
The map ` : G→ R is the length function of T ; we denote it by `T if there is a risk of
confusion. We say that a map ` : G→ R is a length function if there is a tree T such that
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` = `T .
The action is minimal if there is no proper G-invariant subtree. If G contains a hyper-
bolic element, there is a unique minimal subtree: the union of translation axes of hyperbolic
elements.
As in Proposition 1.2, if a group H (possibly infinitely generated) acts on an R-tree T ,
one of the following must occur:
• the action is irreducible (there are two hyperbolic elements g, h whose axes have inter-
section of finite length; for n large, gn and hn generate an F2 acting freely and discretely);
• there is a fixed point in T , or only in its metric completion (trivial action);
• there is an invariant line;
• there is a fixed end (an end of an R-tree is defined as an equivalence class of geodesic
rays up to finite Hausdorff distance).
If H is finitely generated (or finitely generated relative to finitely many elliptic sub-
groups), and fixes a point in the metric completion of T , then it fixes a point in T . When
there is a fixed end, the length function is the absolute value of a homomorphism χ : H → R
(such length functions are usually called abelian; we do not use this terminology, as it may
cause confusion).
As in [CM87], we say that a minimal T is semi-simple if there is a hyperbolic element,
and either there is an invariant line in T , or the action is irreducible.
We will use the following facts, with T an R-tree with a minimal action of G.
Lemma A.1 ([Pau89]). Let g, h be hyperbolic elements.
(1) If their axes A(g), A(h) are disjoint, then
`(gh) = `(g−1h) = `(g) + `(h) + 2d(A(g), A(h)) > `(g) + `(h).
The intersection between A(gh) and A(hg) is the bridge between A(g) and A(h).
(2) If their axes meet, then
min(`(gh), `(g−1h)) ≤ max(`(gh), `(g−1h)) = `(g) + `(h).
The inequality is an equality if and only if the axes meet in a single point.
Lemma A.2 ([CM87, Theorem 2.7]). T is irreducible if and only if there exist hyperbolic
elements g, h with [g, h] hyperbolic.
Lemma A.3 ([Pau89, Lemma 4.3]). If T is irreducible, any arc [a, b] is contained in the
axis of some g ∈ G.
Example A.4. We use these lemmas to show that, if T has a minimal irreducible action of
G, and ` takes values in Z, then T is a simplicial tree. It suffices to prove that the distance
between any two branch points lies in 12Z. Given two branch points a, b ∈ T , by Lemma A.3,
one can find hyperbolic elements g, h ∈ G with disjoint axes such that the bridge between
the axes of g and h is precisely [a, b]. By Lemma A.1(1), d(a, b) = 12(`(gh)− `(g)− `(h)).
A.2 From length functions to trees
Let G be a finitely generated group. Let T be the set of minimal isometric actions of
G on R-trees modulo equivariant isometry. Let Tirr ⊂ T be the set of irreducible R-trees.
The following are classical results:
Theorem A.5 ([AB87, CM87]). Two minimal irreducible R-trees T, T ′ with the same
length function are equivariantly isometric.
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Theorem A.6 ([Pau89]). The equivariant Gromov-Hausdorff topology and the axes topol-
ogy agree on Tirr.
By Theorem A.5, the assignment T 7→ `T defines an embedding Tirr → RG. The axes
topology is the topology induced by this embedding. The set of length functions is closed
in RG (even if G is not finitely generated), and when G is finitely generated it is projectively
compact [CM87, Theorem 4.5].
The equivariant Gromov-Hausdorff topology (or just Gromov topology) on T is defined
by the following neighbourhood basis. Given T ∈ T , a number ε > 0, a finite subset
A ⊂ G, and x1, . . . , xn ∈ T , define Nε,A,{x1,...xn}(T ) as the set of trees T ′ ∈ T such that
there exist x′1, . . . , x′n ∈ T ′ with
|dT ′(x′i, ax′j)− dT (xi, axj)| ≤ ε
for all a ∈ A and i, j ∈ {1, . . . , n}. We call x′i an approximation of xi in T ′.
Example A.7. As an illustration of this definition, let us explain why, for a given g ∈ G, the
set of trees T ∈ T such that g fixes a tripod in T is open in the Gromov topology. Recall
that a tripod is the convex hull of 3 points that do not lie in a segment. Let x1, x2, x3
(with indices modulo 3) be the endpoints of a tripod fixed by g, and p the center of this
tripod. Let ε be very small compared to the distances dT (p, xi), and take A = {1, g}. If
T ′ lies in Nε,A,{x1,x2,x3}, consider approximation points x
′
i of xi. Since dT (xi, gxi) = 0, we
have dT ′(x′i, gx
′
i) < ε. It follows that the midpoint m
′
i of [x
′
i, gx
′
i] in T
′ is at distance at
most ε/2 from x′i. Now
dT (xi−1, xi) + dT (xi, xi+1)− dT (xi−1, xi) = 2dT (p, xi) ε,
so
dT ′(x
′
i−1, x
′
i) + dT ′(x
′
i, x
′
i+1)− dT ′(x′i−1, x′i) ε
and
dT ′(m
′
i−1,m
′
i) + dT ′(m
′
i,m
′
i+1)− dT ′(m′i−1,m′i) > 0.
It follows that the three points m′1,m′2,m′3 do not lie in a segment. But the midpoint of
[x, gx] always belongs to the characteristic set of g, so the characteristic set of g cannot be
a line. Thus g is elliptic, and therefore fixes m′1,m′2,m′3.
The fact that the axes topology is finer than the Gromov topology (which is the harder
half of Theorem A.6) should be viewed as a version with parameters of Theorem A.5: the
length function determines the tree, in a continuous way. As a preparation for the next
subsection, we now give quick proofs of these theorems. Unlike previous proofs, ours does
not use based length functions.
Proof of Theorem A.5. Let T, T ′ be minimal irreducible R-trees with the same length func-
tion `. We denote by A(g) the axis of a hyperbolic element g in T , by A′(g) its axis in T ′.
By Lemma A.1, A(g) ∩A(h) is empty if and only if A′(g) ∩A′(h) is empty.
We define an isometric equivariant map f from the set of branch points of T to T ′,
as follows. Let x be a branch point of T , and y 6= x an auxiliary branch point. By
Lemmas A.1 and A.3, there exist hyperbolic elements g, h whose axes in T do not intersect,
such that [x, y] is the bridge between A(g) and A(h), with x ∈ A(g) and y ∈ A(h).
Then {x} = A(g) ∩ A(gh) ∩ A(hg). The axes of g and h in T ′ do not intersect, so
A′(g) ∩A′(gh) ∩A′(hg) is a single point which we call f(x).
Note that f(x) = ∩kA′(k), the intersection being over all hyperbolic elements k whose
axis in T contains x: if k is such an element, its axis in T ′ meets all three sets A′(g),
A′(gh), A′(hg), so contains f(x). This gives an intrinsic definition of f(x), independent
of the choice of y, g, and h. In particular, f is G-equivariant. It is isometric because
dT ′(f(x), f(y)) and dT (x, y) are both equal to 1/2
(
`(gh)− `(g)− `(h)).
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We then extend f equivariantly and isometrically first to the closure of the set of branch
points of T , and then to each complementary interval. The resulting map from T to T ′ is
onto because T ′ is minimal.
Proof of Theorem A.6. Given g ∈ G, the map T 7→ `T (g), from Tirr to R, is continuous in
the Gromov topology: this follows from the formula `(g) = max(d(x, g2x) − d(x, gx), 0).
This shows that the Gromov topology is finer than the axes topology.
For the converse, we fix ε > 0, a finite set of points xi ∈ T , and a finite set of elements
ak ∈ G. We have to show that, if the length function `′ of T ′ is close enough to ` on a
suitable finite subset of G, there exist points x′i ∈ T ′ such that
|dT ′(x′i, akx′j)− dT (xi, akxj)| < ε
for all i, j, k.
First assume that each xi is a branch point. For each i, choose elements gi, hi as
in the previous proof, with xi an endpoint of the bridge between A(gi) and A(hi). If `′
is close to `, the axes of gi and hi in T ′ are disjoint and we can define x′i as A
′(gi) ∩
A′(gihi) ∩ A′(higi). A different choice g˜i, h˜i may lead to a different point x˜′i. But the
distance between x′i and x˜
′
i goes to 0 as `
′ tends to ` because all pairwise distances between
A′(gi), A′(gihi), A′(higi), A′(g˜i), A′(g˜ih˜i), A′(h˜ig˜i) go to 0. It is then easy to complete the
proof.
If some of the xi’s are not branch points, one can add new points so that each such xi
is contained in an arc bounded by branch points xbi , xci . One then defines x
′
i as the point
dividing [x′bi , x
′
ci ] in the same way as xi divides [xbi , xci ].
As suggested by M. Feighn, one may extend the previous results to reducible trees. Let
Tss consist of all minimal trees which are either irreducible or isometric to R (we only rule
out trivial trees and trees with exactly one fixed end).
Every non-zero length function is the length function of a tree in Tss.
Theorem A.8. Two minimal trees T, T ′ ∈ Tss with the same length function are equivari-
antly isometric. The equivariant Gromov-Hausdorff topology and the axes topology agree
on Tss.
In other words, the assignment T 7→ `T induces a homeomorphism between Tss,
equipped with the Gromov topology, and the space of non-zero length functions.
We note that the results of [CM87] are stated for all trees in Tss, those of [Pau89] for
trees which are irreducible or dihedral.
Proof. We refer to [CM87, page 586] for a proof of the first assertion when the actions are
not irreducible. Since the set of irreducible length functions is open, it suffices to show the
following fact:
Claim A.9. If Tn is a sequence of trees in Tss whose length functions `n converge to the
length function ` of an action of G on T = R, then Tn converges to T in the Gromov
topology.
To prove the claim, we denote by An(g) the characteristic set of g ∈ G in Tn, and we
fix h ∈ G hyperbolic in T (hence in Tn for n large). We denote by In(g) the (possibly
empty or degenerate) segment An(g) ∩An(h).
The first case is when G acts on T by translations. To show that Tn converges to T , it
suffices to show that, given elements g1, . . . , gk in G, the length of
⋂
i In(gi) goes to infinity
with n. By a standard argument using Helly’s theorem, we may assume k = 2.
We first show that, for any g, the length |In(g)| goes to infinity. Let N ∈ N be arbitrary.
Since g−1hNgh−N is elliptic in T , the distance between In(hNgh−N ) and In(g) goes to 0
as n→∞. But In(hNgh−N ) is the image of In(g) by hN , so lim infn→∞ |In(g)| ≥ N`(h).
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To show that the overlap between In(g1) and In(g2) goes to infinity, we can assume
that the relative position of In(g1) and In(g2) is the same for all n’s. If they are disjoint,
In(g1g2g
−1
1 ) or In(g2g1g
−1
2 ) is empty, a contradiction. Since every |In(g)| goes to infinity,
the result is clear if In(g1) and In(g2) are nested. In the remaining case, up to changing
gi to its inverse, we can assume that g1, g2 translate in the same direction along An(h) if
they are both hyperbolic. Then In(g1) ∩ In(g2) equals In(g1g2) or In(g2g1), so its length
goes to infinity.
Now suppose that the action of G on T is dihedral. Suppose that g ∈ G reverses
orientation on T . For n large, the axes of h, g−1hg, ghg−1 in Tn have a long overlap by the
previous argument. On this overlap h translates in one direction, g−1hg and ghg−1 in the
other (because `n(hg−1hg) is close to 0 and `n(h−1g−1hg) is not). It follows that g acts as
a central symmetry on a long subarc of An(h). Moreover, if g, g′ both reverse orientation,
the distance between their fixed points on An(h) is close to 2`(gg′). The convergence of Tn
to T easily follows from these observations. This proves the claim, hence the theorem.
A.3 Compatibility and length functions
Recall that two R-trees T1, T2 are compatible if they have a common refinement : there
exists an R-tree Tˆ with (equivariant) maps gi : Tˆ → Ti preserving alignment (the image of
a segment is a segment, possibly a point, see Subsections 1.4 and A.1); we call such maps
collapse maps.
If T1 and T2 are compatible, they have a standard common refinement Ts constructed
as follows.
We denote by di the distance in Ti, and by `i the length function. Let Tˆ be any common
refinement. Given x, y ∈ Tˆ , define
δ(x, y) = d1(g1(x), g1(y)) + d2(g2(x), g2(y)).
This is a pseudo-distance satisfying δ(x, y) = δ(x, z) + δ(z, y) if z ∈ [x, y] (this is also
a length measure, as defined in [Gui00a]). The associated metric space (Ts, d), obtained
by identifying x, y when δ(x, y) = 0, is an R-tree which refines T1 and T2, with maps
fi : Ts → Ti satisfying d(x, y) = d1(f1(x), f1(y))+d2(f2(x), f2(y)). The fi’s are 1-Lipschitz,
hence continuous.
The length function of Ts is ` = `1+`2 (this follows from the formula `(g) = limn→∞ 1nd(x, g
nx)).
In particular, `1 + `2 is a length function. We now prove the converse.
Theorem A.10. Two minimal irreducible R-trees T1, T2 with an action of G are compat-
ible if and only if the sum ` = `1 + `2 of their length functions is a length function.
Remark A.11. If T1 and T2 are compatible, then λ1l1 + λ2l2 is a length function for all
λ1, λ2 ≥ 0.
Corollary A.12. Compatibility is a closed relation on Tirr × Tirr. In particular, the set of
irreducible R-trees compatible with a given T0 is closed in Tirr.
Proof. This follows from the fact that the set of length functions is a closed subset of RG
[CM87].
Proof of Theorem A.10. We have to prove the “if” direction. Let T1, T2 be irreducible
minimal R-trees with length functions `1, `2, such that ` = `1 + `2 is the length function
of a minimal R-tree T . We denote by A(g), A1(g), A2(g) axes in T , T1, T2 respectively.
By Lemma A.2, T is irreducible: hyperbolic elements g, h with [g, h] hyperbolic exist
in T since they exist in T1. We want to prove that T is a common refinement of T1 and T2.
In fact, we show that T is the standard refinement Ts mentioned earlier (which is unique
by Theorem A.5). The proof is similar to that of Theorem A.5, but we first need a few
lemmas.
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Lemma A.13. [[Gui05, lemme 1.3]] Let S ⊂ G be a finitely generated semigroup such
that no point or line in T is invariant under the subgroup 〈S〉 generated by S. Let I be an
arc contained in the axis of a hyperbolic element h ∈ S.
Then there exists a finitely generated semigroup S′ ⊂ S with 〈S′〉 = 〈S〉 such that every
element g ∈ S′ \ {1} is hyperbolic in T , its axis contains I, and g translates in the same
direction as h on I.
Lemma A.14. Let T1, T2, T be arbitrary irreducible minimal trees. Given an arc I ⊂ T ,
there exists g ∈ G which is hyperbolic in T1, T2 and T , and whose axis in T contains I.
Proof. Apply Lemma A.13 with S = G and any h whose axis in T contains I (if G is not
finitely generated, one takes for S the group generated by s1, t1, s2, t2, h, with si, ti, [si, ti]
hyperbolic in Ti). Since S′ generates S as a group, it must contain an element h′ which
is hyperbolic in T1: otherwise S would have a global fixed point in T1 by Serre’s lemma
(see Subsection 1.2). Applying Lemma A.13 to the action of S′ on T1, we get a semigroup
S′′ ⊂ S′ whose non-trivial elements are hyperbolic in T1. Similarly, S′′ contains an element
g which is hyperbolic in T2. This element g satisfies the conclusions of the lemma.
Remark A.15. More generally, one may require that g be hyperbolic in finitely many trees
T1, . . . , Tn.
We again assume that T1, T2, T are as described at the beginning of the proof of
Theorem A.10.
Lemma A.16. Let g, h be hyperbolic in T1 and T2 (and therefore in T ).
• If their axes in T meet, so do their axes in Ti.
• If their axes in T do not meet, their axes in Ti meet in at most one point. In
particular, the elements gh and hg are hyperbolic in Ti.
Proof. Assume that A(g) and A(h) meet, but A1(g) and A1(h) do not. Then `1(gh) >
`1(g)+`1(h). Since `(gh) ≤ `(g)+`(h), we get `2(gh) < `2(g)+`2(h). Similarly, `2(g−1h) <
`2(g) + `2(h). But these inequalities are incompatible by Lemma A.1.
Now assume that A(g) and A(h) do not meet, and A1(g), A1(h) meet in a non-
degenerate arc. We may assume
`1(gh) < `1(g
−1h) = `1(g) + `1(h).
Since
`(gh) = `(g−1h) > `(g) + `(h),
we have
`2(gh) > `2(g
−1h) > `2(g) + `2(h),
contradicting Lemma A.1.
We can now complete the proof of Theorem A.10. It suffices to define maps fi : T → Ti
such that
d(x, y) = d1(f1(x), f1(y)) + d2(f2(x), f2(y)).
Such maps are collapse maps (they are 1-Lipschitz, and if three points satisfy a triangular
equality in T , then their images under fi cannot satisfy a strict triangular inequality), so
T is the standard common refinement Ts.
The construction of fi is the same as that of f in the proof of Theorem A.5. Given
branch points x, y ∈ T , we use Lemma A.14 to get elements g and h hyperbolic in all
three trees, and such that the bridge between A(g) and A(h) is [x, y]. Then Lemma A.16
guarantees that Ai(g) ∩ Ai(gh) ∩ Ai(hg) is a single point of Ti, which we define as fi(x);
the only new phenomenon is that Ai(g) and Ai(h) may now intersect in a single point.
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The relation between d, d1, d2 comes from the equality ` = `1 + `2, using the formula
di(fi(x), fi(y)) = 1/2(`i(gh)− `i(g)− `i(h)).
Having defined fi on branch points, we extend it by continuity to the closure of the set
of branch points of T (it is 1-Lipschitz) and then linearly to each complementary interval.
The relation between d, d1, d2 still holds.
A.4 Common refinements
The following result is proved for almost-invariant sets in [SS03, Theorem 5.16].
Proposition A.17. Let G be a finitely generated group, and let T1, . . . , Tn be irreducible
minimal R-trees such that Ti is compatible with Tj for i 6= j. Then there exists a common
refinement T of all Ti’s.
Remark A.18. This statement may be interpreted as the fact that the set of projectivized
trees satisfies the flag condition for a simplicial complex: whenever one sees the 1-skeleton
of an n-simplex, there is indeed an n-simplex. Two compatible trees Ti, Tj define a 1-
simplex t`i + (1− t)`j of length functions. If there are segments joining any pair of length
functions `i, `j , the proposition says that there is an (n − 1)-simplex
∑
ti`i of length
functions.
To prove Proposition A.17, we need some terminology from [Gui05]. A direction in an
R-tree T is a connected component δ of T \ {x} for some x ∈ T . A quadrant in T1 × T2 is
a product Q = δ1 × δ2 of a direction of T1 by a direction of T2. A quadrant Q = δ1 × δ2
is heavy if there exists h ∈ G hyperbolic in T1 and T2 such that δi contains a positive
semi-axis of h (equivalently, for all x ∈ Ti one has hn(x) ∈ δi for n large). We say that h
makes Q heavy. The core C(T1×T2) ⊂ T1×T2 is the complement of the union of quadrants
which are not heavy (this is not the same core as in Subsection 6.3).
By [Gui05, Théorème 6.1], T1 and T2 are compatible if and only if C(T1 × T2) contains
no non-degenerate rectangle (a product I1 × I2 where each Ii is an arc not reduced to a
point).
We first prove a technical lemma.
Lemma A.19. Let T1, T2 be irreducible and minimal. Let f : T1 → T ′1 be a collapse map,
with T ′1 irreducible. Let δ′1× δ2 be a quadrant in T ′1×T2, and δ1 = f−1(δ′1). If the quadrant
δ1 × δ2 ⊂ T1 × T2 is heavy, then so is δ′1 × δ2.
Note that δ1 is a direction because f preserves alignment.
Proof. Consider an element h making δ1× δ2 heavy. If h is hyperbolic in T ′1, then h makes
δ′1 × δ2 heavy and we are done. If not, assume that we can find some g ∈ G, hyperbolic
in T ′1 and T2 (hence in T1), such that for i = 1, 2 the axis Ai(g) of g in Ti intersects Ai(h)
in a compact set. Then for n > 0 large enough the element hngh−n makes δ1 × δ2 heavy.
Since this element is hyperbolic in T ′1 and T2, it makes δ′1 × δ2 heavy.
We now prove the existence of g. Consider a line l in T2, disjoint from A2(h), and the
bridge [x, y] between l and A2(h). Let I ⊂ l be an arc containing x in its interior. By
Lemma A.14, there exists g hyperbolic in T ′1 and T2 whose axis in T2 contains I, hence
is disjoint from A2(h). Being hyperbolic in T ′1, the element g is hyperbolic in T1. Its
axis intersects A1(h) in a compact set because A1(h) is mapped to a single point in T ′1
(otherwise, h would be hyperbolic in T ′1).
Proof of Proposition A.17. We assume n = 3, as the general case then follows by a straight-
forward induction. Let T12 be the standard common refinement of T1, T2 (see Subsection
A.3). Let C be the core of T12 × T3. By [Gui05, Théorème 6.1], it is enough to prove that
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C does not contain a product of non-degenerate arcs [a12, b12] × [a3, b3]. Assume other-
wise. Denote by a1, b1, a2, b2 the images of a12, b12 in T1, T2. Since a12 6= b12, at least one
inequality a1 6= b1 or a2 6= b2 holds. Assume for instance a1 6= b1.
We claim that [a1, b1]×[a3, b3] is contained in the core of T1×T3, giving a contradiction.
We have to show that any quadrant Q = δ1 × δ3 of T1 × T3 intersecting [a1, b1]× [a3, b3] is
heavy. Denote by f : T12 → T1 the collapse map. The preimage Q˜ = f−1(δ1)× δ3 of Q in
T12 × T3 is a quadrant intersecting [a12, b12]× [a3, b3]. Since this rectangle in contained in
C(T12 × T3), the quadrant Q˜ is heavy, and so is Q by Lemma A.19.
A.5 Arithmetic of trees
In this subsection, we work with simplicial trees. We let Sirr be the set of simplicial trees
T which are minimal, irreducible, with no redundant vertices and no inversion. We also
view such a T as a metric tree, by declaring each edge to be of length 1. This makes Sirr
a subset of Tirr. By Theorem A.5, a tree T ∈ Sirr is determined by its length function `.
Definition A.20 (Prime factors). The prime factors of T are the one-edge splittings Ti
obtained from T by collapsing edges in all orbits but one. Clearly ` =
∑
i `i, where `i is the
length function of Ti.
We may view a prime factor of T as an orbit of edges of T , or as an edge of the quotient
graph of groups Γ = T/G. Since G is assumed to be finitely generated, there are finitely
many prime factors (by Proposition 1.7, this remains true if G is only finitely generated
relative to a finite collection of elliptic subgroups).
Lemma A.21. Let T ∈ Sirr.
(1) Any non-trivial tree T ′ obtained from T by collapses (in particular, its prime factors)
belongs to Sirr.
(2) The prime factors of T are distinct (T is “squarefree”).
Proof. Let e be any edge of T which is not collapsed in T ′. Since T has no redundant
vertex and is not a line, either the endpoints of e are branch points u, v, or there are
branch points u, v such that [u, v] = e ∪ e′ with e′ in the same orbit as e. Using Lemma
A.3, we can find elements g, h hyperbolic in T , whose axes are not collapsed to points in
T ′, and such that [u, v] is the bridge between their axes. Since g, h are hyperbolic with
disjoint axes in T ′, the tree T ′ is irreducible. It is easy to check that collapsing cannot
create redundant vertices, so T ′ ∈ Sirr.
Now suppose that e, hence [u, v], gets collapsed in some prime factor T ′′. Then `′(gh) >
`′(g) + `′(h) holds in T ′ but not in T ′′, so T ′ 6= T ′′.
Because of this lemma, a tree of Sirr is determined by its prime factors. In particular,
T refines T ′ if and only if every prime factor of T ′ is also a prime factor of T .
Corollary A.22. Assume that T and T ′ are compatible non-trivial trees. If T is irre-
ducible, so is T ′. If T is not irreducible, T ′ belongs to the same deformation space as
T .
Proof. The lemma shows that performing a collapse on an irreducible simplicial tree yields
an irreducible tree (or a point). If T is not irreducible, the quotient graph of groups is a
circle and every edge e has an endpoint v such that the inclusion Ge → Gv is onto (see
Subsection 1.2). This implies that performing a collapse on a non-irreducible tree yields a
minimal non-irreducible tree belonging to the same deformation space (or a point). The
lemma follows.
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If T1 and T2 are compatible, the standard refinement Ts with `Ts = `T1+`T2 constructed
in Subsection A.3 is a metric tree which should be viewed as the “product” of T1 and T2.
We shall now define the lcm T1 ∨ T2 of simplicial trees T1 and T2. To understand the
difference between the two, suppose T1 = T2. Then Ts is obtained from T1 by subdividing
each edge, its length function is 2`1. On the other hand, T1 ∨ T1 = T1.
Definition A.23 (gcd). Consider two trees T1, T2 ∈ Sirr, with length functions `1, `2.
We define `1 ∧ `2 as the sum of all length functions which appear as prime factors in
both T1 and T2. It is the length function of a tree T1 ∧ T2 (possibly a point) which is a
collapse of both T1 and T2. We call T1 ∧ T2 the gcd of T1 and T2.
We define `1 ∨ `2 = `1 + `2− `1 ∧ `2 as the sum of all length functions which appear as
prime factors in T1 or T2 (or both).
Lemma A.24. Let T1 and T2 be compatible trees in Sirr. There is a tree T1 ∨ T2 ∈ Sirr
whose length function is `1 ∨ `2. It is a common refinement of T1 and T2, and no edge of
T1 ∨ T2 is collapsed in both T1 and T2.
Proof. Let T be any common refinement. We modify it as follows. We collapse any edge
which is collapsed in both T1 and T2. We then restrict to the minimal subtree and remove
redundant vertices. The resulting tree T1 ∨ T2 belongs to Sirr (it is irreducible because it
refines T1). It is a common refinement of T1 and T2, and no edge is collapsed in both T1
and T2.
We check that T1∨T2 has the correct length function by finding its prime factors. Since
no edge is collapsed in both T1 and T2, a prime factor of T1 ∨ T2 is a prime factor of T1 or
T2. Conversely, a prime factor of Ti is associated to an orbit of edges of Ti, and this orbit
lifts to T1 ∨ T2.
Remark A.25. Unlike the standard refinement Ts, the tree T1∨T2 does not have redundant
vertices.
Proposition A.26. Let T1, . . . , Tn be pairwise compatible trees of Sirr. There exists a tree
T1 ∨ · · · ∨ Tn in Sirr whose length function is the sum of all length functions which appear
as a prime factor in some Ti. Moreover:
(1) A tree T ∈ Sirr refines T1 ∨ · · · ∨ Tn if and only if it refines each Ti.
(2) A tree T ∈ Sirr is compatible with T1 ∨ · · · ∨ Tn if and only if it is compatible with
each Ti.
(3) A subgroup H is elliptic in T1 ∨ · · · ∨ Tn if and only if it is elliptic in each Ti. If T1
dominates each Ti, then T1 ∨ · · · ∨ Tn belongs to the deformation space of T1.
Proof. First suppose n = 2. We show that T1 ∨ T2 satisfies the additional conditions.
If T refines T1 and T2, it refines T1∨T2 because every prime factor of T1∨T2 is a prime
factor of T . This proves Assertion (1).
If T1, T2, T are pairwise compatible, they have a common refinement Tˆ by Proposition
A.17 or [SS03, Theorem 5.16] (where one should exclude ascending HNN extensions). This
Tˆ refines T1 ∨ T2 by Assertion (1), so T and T1 ∨ T2 are compatible.
Assertion (3) follows from the fact that no edge of T1 ∨ T2 is collapsed in both T1 and
T2, as in the proof of Proposition 2.2: if H fixes a point v1 ∈ T1 and is elliptic in T2, it
fixes a point in the preimage of v1 in T1 ∨ T2.
The case n > 2 now follows easily by induction. By Assertion (2), the tree T1∨· · ·∨Tn−1
is compatible with Tn, so we can define T1 ∨ · · · ∨ Tn = (T1 ∨ · · · ∨ Tn−1) ∨ Tn.
Definition A.27 (lcm). We call T1 ∨ · · · ∨ Tn the lcm of the compatible trees Ti.
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A.6 Reading actions on R-trees
Rips theory gives a way to understand stable actions on R-trees, by relating them to actions
on simplicial trees. Therefore, they are closely related to JSJ decompositions. We consider
first the JSJ deformation space, then the compatibility JSJ tree.
For simplicity, we assume H = ∅.
A.6.1 Reading R-trees from the JSJ deformation space
Proposition A.28. Let G be finitely presented. Let TJ be a JSJ tree over the family of
slender subgroups. If T is an R-tree with a stable action of G whose arc stabilizers are
slender, then edge stabilizers of TJ are elliptic in T .
Recall [BF95] that an arc I ⊂ T is stable if any g ∈ G that pointwise fixes some subarc
of I also fixes I. The action of G on T is stable if every arc is stable.
Proof. By [Gui98], T is a limit of simplicial trees Tk with slender edge stabilizers. Since
TJ is universally elliptic, each edge stabilizer Ge of TJ is elliptic in every Tk. Passing to
the limit, we deduce that each element of Ge is elliptic in T . Since Ge is finitely generated,
Ge is elliptic in T .
Remark A.29. More generally, suppose that G is finitely presented and A is stable under
extension by finitely generated free abelian groups: if H < G is such that 1→ A→ H →
Zk → 1, with A ∈ A, then H ∈ A. Let TJ be a JSJ tree over A with finitely generated
edge stabilizers (this exists by Theorem 2.16). If T is a stable R-tree with arc stabilizers
in A, then edge stabilizers of TJ are elliptic in T .
Recall (Theorem 6.2) that, when G is finitely presented, flexible vertices of the slender
JSJ deformation space are either slender or QH with slender fiber.
Proposition A.30. Let G,TJ , T be as in the previous proposition. There exists an R-tree
Tˆ obtained by blowing up each flexible vertex v of TJ into
(1) an action by isometries on a line if Gv is slender,
(2) an action dual to a measured foliation on the underlying 2-orbifold of Gv if v is QH,
which resolves (or dominates) T in the following sense: there exists a G-equivariant map
f : Tˆ → T which is piecewise linear: every segment of Tˆ can be decomposed into finitely
many subsegments, in restriction to which f preserves alignment.
Proof. Using ellipticity of TJ with respect to T , we argue as in the proof of Proposition
2.2, with T1 = TJ and T2 = T . If v ∈ V (TJ) and Gv is elliptic in T , we let Yv ⊂ T be a
fixed point. If Gv is not elliptic in T , we let Yv be its minimal subtree. It is a line if Gv
is slender. If v is a QH vertex, then Yv is dual to a measured foliation of the underlying
orbifold by Skora’s theorem [Sko96] (applied to a covering surface Σ0).
Remark A.31. The arguments given above may be applied in more general situations. For
instance, assume that G is finitely generated, that all subgroups of G not containing F2
are slender, and that G has a JSJ tree TJ over slender subgroups whose flexible subgroups
are QH. Let T be an R-tree with slender arc stabilizers such that G does not split over a
subgroup of the stabilizer of an unstable arc or of a tripod in T . Then, applying [Gui08]
and the techniques of [Gui98], we see that T is a limit of slender trees, so Propositions
A.28 and A.30 apply.
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A.6.2 Reading R-trees from the compatibility JSJ tree
In [Gui00b], the first author explained how to obtain all small actions of a one-ended
hyperbolic group G on R-trees from a JSJ tree. The proof was based on Bowditch’s
construction of a JSJ tree from the topology of ∂G. Here we give a different, more general,
approach, based on Corollary A.12 (saying that compatibility is a closed condition) and
results of Subsection 11.7 (describing the compatibility JSJ space). Being universally
compatible, Tco is compatible with any R-tree which is a limit of simplicial A-trees. We
illustrate this idea in a simple case.
Let G be a one-ended finitely presented torsion-free CSA group. Assume that G is not
abelian, and let Tco be its compatibility JSJ tree over the class A of abelian groups (see
Definition 10.9 and Subsection 11.7). Let G y T be an action on an R-tree with trivial
tripod stabilizers, and abelian arc stabilizers. By [Gui98], T is a limit of simplicial A-trees.
Since Tco is compatible with all A-trees, it is compatible with T by Corollary A.12. Let
Tˆ be the standard common refinement of T and Tco with length function `T + `Tco (see
Subsection A.3). Let fco : Tˆ → Tco and f : Tˆ → T be maps preserving alignment such
that
dTˆ (x, y) = dTco(fco(x), fco(y)) + dT (f(x), f(y)).
To each vertex v and each edge e of Tco there correspond closed subtrees Tˆv = f−1co (v)
and Tˆe = f−1(˚e) of Tˆ . By minimality, Tˆe is an arc of Tˆ containing no branch point except
maybe at its endpoints. The relation between dTˆ , dTco , and dT shows that the restriction
of f to Tˆv is an isometric embedding. In particular, T can be obtained from Tˆ by changing
the length of the arcs Tˆe (possibly making the length 0).
We shall now describe the action of Gv on Tˆv. Note that Gv is infinite. Its action on
Tˆv need not be minimal, but it is finitely supported, see [Gui08]. Given an edge e of Tco
containing v, we denote by xe the endpoint of Tˆe belonging to Tˆv. If Tˆv is not minimal, it
is the convex hull of the set of points xe which are extremal (i.e. Tˆv \ xe is connected).
First suppose that Gv fixes some x ∈ Tˆv and that Tˆv is not a point. Note that, if xe 6= x
is extremal, the stabilizer of the arc [x, xe] contains Ge, so is infinite. We claim that, if e and
f are edges of Tco containing v with xe 6= xf both extremal, then [x, xe]∩ [x, xf ] = {x}. If
not, the intersection is an arc [x, y]. The stabilizer of [x, y] contains 〈Ge, Gf 〉 and is abelian.
It follows that any point in the Gf -orbit of xe is fixed by Ge. Since tripod stabilizers are
trivial, we deduce that Gf fixes xe, a contradiction. We have thus proved that Tˆv is a cone
on a finite number of orbits of points.
If Gv does not fix a point in Tˆv, then it is flexible. If it is abelian, triviality of tripod
stabilizers implies that Tˆv is a line. If Gv is not abelian, it is a surface group by Theorems
9.5 and 11.4. Skora’s theorem [Sko96] asserts that the minimal subtree µTv(Gv) is dual to a
measured lamination on a compact surface. By triviality of tripod stabilizers, Tv \µTv(Gv)
is a disjoint union of segments, and the pointwise stabilizer of each such segment has index
at most 2 in a boundary subgroup of Gv.
It follows in particular from this analysis that Tˆ and T are geometric (see [LP97]).
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