CONTEXT: There has been a rapid growth in the use of data analytics to underpin evidence-based software engineering. However the combination of complex techniques, diverse reporting standards and complex underlying phenomena are causing some concern as to the reliability of studies. OBJECTIVE: Our goal is to provide guidance for producers and consumers of software analytics studies (computational experiments and correlation studies). METHOD: We propose using "bad smells", i.e. surface indications of deeper problems and popular in the agile software community and consider how they may be manifest in software analytics studies. RESULTS: We provide a list of 11 "bad smells" in decreasing order of severity and show their impact by examples. CONCLUSIONS: We should encourage more debate on what constitutes a 'valid' study (so we expect our list will mature over time).
INTRODUCTION
"Improving the reliability and e ciency of scienti c research will increase the credibility of the published scienti c literature and accelerate discovery. " [58] The drive to establish software engineering as an evidence-based discipline has been gaining momentum since the seminal paper of Kitchenham et al. [41] . In parallel there has been a massive growth in the amount of publicly available software data and sophisticated data analytics methods. This has resulted in a sharp increase in the * Authors listed alphabetically.
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Typically software analytics studies seek to distill large amounts of low-value data into small chunks of very high-value information.
Studies and experiments are more data-driven than theory-driven. For example, after examining many software projects, certain coding styles could be seen to be more bug prone (and should be avoided, sometimes subject to various context-related caveats).
Thus far, so good. Unfortunately, concerns are being expressed about the reliability of many of these results both from within software engineering (SE) [40, 67] and more widely from other experimental and data driven disciplines such as the bio-medical sciences [38] . This has reached the point that in experimental psychology researchers now refer to the "replication crisis". Arguably the situation is not too dissimilar in software engineering, so for example, in 2012 Menzies and Shepperd published an editorial for a Special Issue in the journal Empirical Software Engineering on repeatable results in software engineering prediction [56] where the principal focus was "conclusion instability". In that editorial, they raised concerns about the numerous occasions where study 1 concluded X yet Study 2 concluded ¬X. The inability to resolve these seeming contradictions leaves us at an impasse. Clearly, we need better ways to conduct and report our work, as well as to examine the work of others.
In this article we consider what may be learned from other disciplines and what speci c lessons should be applied to improving the reporting of software analytics type studies. "Bad smells" is a term comes from the agile community. According to Fowler [6] , bad smells (a.k.a. code smells) are "a surface indication that usually corresponds to a deeper problem". As per Fowler, we say that the "smells" of this paper do not necessarily indicate that the conclusions from the underlying study must be rejected. However, we believe they raise three areas of potential concern.
(1) For the author(s) they reduce the likelihood of publication. (2) For the reader they raise red ags concerning the reliability of the results and the validity of the analysis. (3) For science, they hinder the opportunities of pooling results, e.g., via meta-analysis and building bodies of knowledge.
So the goal of this paper is to identify "smells" in order to (i) encourage a wide-ranging community debate on how to make our papers "stink" less and (ii) assist in the identi cation of potential problems.
Our contributions are to deploy the metaphor of "bad smell" to assist us in identifying potential problems and to draw from diverse sources, some from related elds (see §2) to help ensure the 'smells' are related to best methodological practice. Report e ect sizes and con dence limits [24, 47] .
Assumption of normality in statistical analysis
Impact of outliers e.g., heavy tails ignored
Under-powered studies lead to overestimation of e ect sizes and replication problems.
Use robust statistics / involve statistical experts [43, 80] .
8 Not exploring stability. Only reporting best or averaged results.
No sensitivity analysis. p-hacking The impact of small measurement errors and small changes to the input data are unknown but potentially substantial. This is particularly acute for complex models and analyses.
Undertake sensitivity analysis or bootstraps/randomisation and minimally report all results and variances [53, 63] .
9 Not tuning Biased comparisons e.g., some models / learners tuned and others not. Non-reporting of the tuning e ort / expertise required.
Under-estimation of the performance of un-tuned predictors.
Read and use technical guidance on data analytics methods and statistical analysis [27, 71] . Unless it is relevant to the research question avoid o -the shelf defaults for sophisticated learners. 10 Not exploring simplicity Excessively complex models, particularly with respect to sample size Dangers of over-tting Independent validation sets or uncontaminated cross-validation [14] . 11 Not justifying choice of learner Permuting / recombining learners to make 'new' learners in a quest for spurious novelty Under / non reporting of "uninteresting results" leading to overestimates of e ect sizes.
Principled generation of research questions and analysis techniques. Full reporting.
But is this paper necessary?
First, we address a question sometimes raised by colleagues when we discuss this work. Speci cally: is this paper necessary? Is not everything here just material that "everybody knows"? In reply to this question, we rst note that, for decades now, the authors have been members of a large number of conference and journal review panels. Based on that experience, we assert that demonstrably everybody does not know or apply this material. Each year, numerous research papers are rejected for violating the recommendations of this paper, or worse still, some slip through the net. Regrettably, many of those rejections are avoidable. However, many of the issues raised by this paper can be repaired before submission -some with very little e ort.
We also observe that, on occasions, we nd some reviewers who have the role of gatekeepers to scienti c publication, also seem unaware of some, or much of this material. Thus there exists some research that should not be published, at least in its present form, is published [40, 43] . This harms the progress of science and our ability to construct useful bodies of knowledge relevant to software engineering.
A particularly marginalized group are industrial practitioners trying to get their voice heard in the research literature. Unless that group knows the established norms of publication, their papers run the risk of rejection. We note that those norms of publication are rarely recorded-a problem that this paper is attempting to solve.
Hence, for all the above reasons, we argue that this paper is necessary and useful.
The remainder of this paper is organized as follows. Section 2 explores historical work on writing 'good' papers and methodological guidance, coupled with how other data-driven disciplines have addressed experimental reliability concerns. Next, Section 3 lists some key symptoms or 'smells' in approximate order of importance. Finally, in Section 4 we consider the implications for the future.
RELATED WORK
Software engineering researchers have posed the question from time to time: what makes a good paper? Examples are the paper by Shaw [66] back in 2003 and recently revisited by Theisen et al. [77] . Shaw stated that one di culty SE researchers and authors face is that there are no well-developed or agreed guidelines as to how research should be conducted. Although in the intervening years there has been increasing emphasis place upon evidence, it is our view that matters have not materially changed. She also remarked on the weakness of many papers in terms of their validation and Theisen et al. report that, if anything, reviewer expectations have increased. Potentially, software analytics papers have an advantage here given their empirical basis, however statistical analysis is not always undertaken well as our paper will explore.
There have also been various audits of statistical quality of empirical research [43] and published guidelines and recommendations regarding the analysis [43, 81] . The guidelines are particularly welcome since, by and large, software engineers have limited formal training as statisticians.
Note that when researchers do publish methodological guides, those papers tend to have very high citation counts 1 , for instance:
• • "A practical guide for using statistical tests to assess randomized algorithms in software engineering" at ICSE'11 [4] (440 citations since 2011). Why is this so? We conjecture that researchers in emerging areas of research within SE are keenly aware of a lack of well-established methodological guidance. Hence, it is very important to encourage more papers like this one.
Of particular concern is our our ability to replicate results-which some argue is the cornerstone of science. More formally this was investigated in experimental psychology by Nosek et al. [60] who concluded from a major replication project that "replication e ects were half the magnitude of original e ects" and that while 97% of the original studies had statistically signi cant results, only 36% of replications did. Researchers began to talk about the "replication 1 The citation counts were extracted from Google Scholar, March 2018. crisis". It has been observed that there has been little discussion as to exactly what constitutes a con rmation of the original study [72] and that for under-powered studies (as seems to be typical) results by well be dominated by sampling error. Nevertheless, it seems that there is legitimate cause for concern and this has triggered recent how-to type articles such as [58] .
Despite this "replication crisis" having sparked considerable soul searching when it was reported, it seems less progress is being made than we would hope e.g., in cognitive neuro-science and experimental psychology study power is low and essentially unchanged over 50 years [74] . Smaldino and McElreath [70] make the case that given the incentive structures for researchers -speci cally that publication is the principal factor for career advancementit is unsurprising that low quality research studies are still being conducted, submitted and published. That this occurs without "deliberate cheating nor loa ng" and they see this as the reason why improvements in scienti c practice remain slow.
We believe that whilst incentive structures clearly matter and in uence scienti c behavior, many of problems we identify could be remedied with relatively little e ort. We also hope that the intrinsic motivation of "doing good science" will be su cient for the large majority of our research community.
'BAD SMELLS'
The following list is sorted in decreasing order of 'smelliness'. That is, early items are almost invariably indicative of problems while later items, potentially less so. This analysis is summarized in Table  1 .
Before beginning, we note that while some of the following 'smells' are speci c to software analytics, others are general to many scienti c endeavors. We include them altogether since they are all important issues about good science and e ective scienti c communication.
Being Boring! (the worst smell of all)
All science must strive to be correct and precise. Yet in this age of social media, and invitation-only journal-rst papers, it is important that a paper is also interesting. And interesting to a wider audience than just the authors! For example, one rule-of-thumb for increasing the probability that a paper will be selected as a "journal-rst paper" is correctness plus excitement.
Some of the other 'smells' address correctness, however, we rank boring above all other smells because if a study is fundamentally not interesting then all other bets are o , so to speak.
So what do we mean by excitement? First, the paper has a motivation or a message that is much more than mundane. Next we need to remind ourselves that our discipline is software engineering.
But the more general statement is this: papers should have a point. Research papers should contribute to a current debate. Or, if no such debate exists, research papers should inspect the current literature and to report a gap in the research that requires investigation. There is the danger that in the era of massive availability of data and new machine learning algorithms, not all possible research directions are actually interesting. The risk can be particularly high when the work is data-driven which can quickly resemble data-dredging.
Not Using Related Work
This issue should not exist. Nevertheless, we know of many papers that do fail to make adequate use of related work. Typically we observe six speci c sub-classes of 'bad smell'.
(1) The literature review contains no or almost no papers less than ten years old. This strongly suggests the research is not state of the art, or is not being compared with state of the art. (2) The review overlooks relevant, recent systematic literature review(s). This strongly suggests that there will be gaps or misconceptions in the way the state of the art is represented. It may also allow bias to creep in since the authors' previous work may become unduly in uential. (3) The review is super cial, often along the lines of:
"Here is some related work [1, ..., 30] . Now to get on with the important task of my describing own work. " This style of writing -where reviewing the work of others is merely a burden -makes it less likely connections will be seen, that the paper contributes to a body of knowledge but conversely, increases vulnerability to con rmation biases [59] . (4) 2 . One of the many dangers is using outdated sources to buttress obsolete or inappropriate data analysis techniques 3 . (6) Ignoring the venue. Whilst reading and citing widely is to be encouraged, it can help the intended readership to connect with material and ideas with which they are familiar.
One constructive suggestion, especially if no relevant systematic literature review exists, is to employ lightweight literature inspections. These need not be as complex as a full systematic literature review (that can take months to complete [31] ). However, with the growing number of published systematic literature reviews it is increasingly possible that other researchers may have already done the hard work! For examples of lightweight literature inspections, see Figure 1 and Table 2 from Agrawal et al. [2] . Here, the researchers nd a research gap in two dozen papers of the top-most cited software defect prediction papers that have at least 10 citations per year over the last decade. Speci cally, as seen in Figure 1 , most papers avoid issues of data imbalance and scoring via multiple criteria. This nding led Agrawal et al. to perform a unique set of experiments that resulted in an ICSE'18 paper. Table 2 . Table 2 : 21 highly-cited software defect prediction studies, selected as follows: (a) from Google Scholar, search for "software" and "defect prediction" and "OO" and "CK" in the last decade; (b) delete anything with less than ten cites/year since publication; (c) search the resulting 21 papers for the three research items explored by Agrawal et al. i.e. do they rank multiple classi ers; are the classi ers ranked by multiple criteria; does the study consider class imbalance. In terms of publication venues, Figure 2 of [54] provides a cluster analysis and heat map to indicate software engineering venues that might be most suited to di erent topics. Also, in the same paper, Figures 5 and 6 indicate which topics seem best suited to conferences and journals. More generally, researchers should study their community as well as their particular research topic. If there is no outlet for a researcher's particular focus then that is an opportunity for a researcher to create a new workshop / conference/ journal series, although of course we need to guard against the danger of parallel silos.
Using Deprecated or Suspect Data
Researchers adopting a heavily data-driven approach need to be vigilant regarding data quality. As De Veaux and Hand remark "[e]ven when the statistical procedure and motives are correct, bad data can produce results that have no validity at all" [20] . However, a series of systematic reviews and mapping studies [11, 49, 61] all point to problems of data quality not being taken very seriously and problems with how we de nitively establish the validity of data sets, particularly when the gap in time and perhaps geography, between the collection and analysis is wide.
In terms of 'smells' or warning signs we suggest researchers consider the following:
• Very old data; e.g., the old PROMISE data from last-century NASA project (JM1, CM1, KC1, KC2, ...) or the original COCOMO data sets containing size and e ort data from the 1970s.
• Problematic data; e.g., data sets with know quality issues (which, again, includes the old PROMISE data from lastcentury NASA project [68] ).
• Data from trivial problems; e.g. the Siemens test suite containing such trivial problems as triangle inequality. On the other hand, tiny problems do have certain bene ts, e.g., tiny problems for the purposes of explaining and debugging algorithms, prior to attempting scale up to much larger problems. That said, we are concerned with empirical studies in the eld of software engineering where scale is generally the issue. In our experience, reviewers are increasingly interested in results from more realistic sources, rather than results from synthetic or toy problems. Given there now exist many on-line repositories where researchers can access a wide range of data from many projects (e.g. GitHub, GitTorrent 4 ; and others 5 ) this should not be problematic. Consequently, it is now normal to publish using data extracted from hundreds of projects e.g., [3, 44] .
Inadequate Reporting
Here there are two dimensions: completeness and clarity. Problems may be indicated by the following 'smells'.
(1) The work cannot be reproduced because the descriptions are too incomplete or high level. In addition, all materials: data and scripts should be available [30, 58] . (2) The work cannot be exactly reproduced because some of the algorithms are stochastic and seeds are not provided. Typical examples are the generation of folds for cross-validation in machine learning and many search algorithms. (3) It's impossible for the reader to get a sense of what the paper is about without reading it in its entirety. Structured abstracts (as per this paper) can greatly assist both human readers and text mining algorithms which are beginning to be deployed to assist meta-analysis, e.g., [74] . (4) Non-signi cant and post hoc 'uninteresting' results are not reported. This seemingly innocuous behavior can lead to serious over-estimation of e ect sizes and harm our ability to build bodies of knowledge via meta-analysis or similar means [30, 74] . (5) Using highly idiosyncratic section headings or paper organization. Typically the following should su ce: introduction, motivation, related work, methods (which divides into data, algorithms, experimental method, and statistical procedures) followed by threats to discussion, threats to validity, conclusion, future work and references.
(6) The paper reads like an explosion in an acronym factory! De ne terms when they are rst used. If there are many consider using a glossary. Do not explain important ideas after they have been used previously. (7) The experimental details are full of 'magic' numbers or arbitrary values for parameters and the experimental design.
It is important to justify choices otherwise there are real dangers of researcher bias and over-tting, i.e., choosing values that favor their pet algorithms. Standard justi cations include "k was selected via the standard Gap statistic procedure" or perform some sensitivity analysis to explore the impact of choosing di erent values [63] .
Many of these di culties are being addressed by the development of community-wide reporting protocols. Unfortunately this seems an area in which empirical software engineering is lagging behind.
We conclude this sub-section with some simple and hopefully constructive suggestions.
Strive towards reproducible results, in small steps: Table 3 de nes a continuum of research artifacts and results. Reporting reproducible results (on the right-hand-side of that continuum) is the ideal casebut that can take a great deal of e ort. For an excellent pragmatic discussion on how to structure your research artifacts in order to enhance reproducibility, see "Good Enough Practices for Scienti c Computing" goo.gl/TD7Cax.
Consider adding a list of contributions to the introduction: Many papers now o er a list that is prefaced by "This paper makes the following contributions:". Writing such lists can be very insightful since it focuses the researcher on the essential point of the work [66] . Also, reviewers nd such lists useful since it lets them quickly determine if this paper could be saying anything signi cant.
Consider adding summary text to each table/ gure caption: Quite often, reviewers will rst skim a paper, glancing only at the gures. For such a reader, it is useful to add summary to text to each caption, e.g., "Figure X: Statistical results showing that only a few learners succeed at this task. "
Considering using research questions: Frequently software analytics research papers naturally sub-divide themselves into exploring a small set of research questions. Determining these research questions can require some creativity but is a powerful structuring device. Preferably there should be some progression so for example, here are the research questions from [27] (which discussed the merits of tuning the hyper-parameters of data mining algorithms): A useful typographical device sometimes associated with research questions is the use of results boxes to stress the answers to the questions. Here is the rst such result box seen in the software engineering literature (from Zimmermann et al. [83] , 2004): Zeller (personnel communication) comments that "such result boxes let readers get a gist of the results at a short glance. This worked pretty well, and has since been adopted frequently; however, as with all summaries, it entails the risk of oversimplifying, which sometimes is criticized by reviewers". Accordingly, we advise that such summaries need to be carefully constructed.
Under-powered studies
The power of an analysis is the probability that a test will reject a false null hypothesis i.e., correctly report a non-zero e ect. It is the inverse of β or the probability of making a Type II (failing to detect a true e ect in favor of the null hypothesis) error, hence power = 1 − β. So what should β be set to? Traditionally, it has been argued that β = 0.8 [17] indicating that researchers might consider Type I errors as being four times more problematic than Type II errors and therefore needing proportionately more checks. Thus, if signi cance levels are set at α = 0.05 then it follows that β = 4α = 0.2 hence as required our power is 1 − β = 0.8. An important point to appreciate is that we must trade o between Type I and Type II errors and our preferences are somewhat arbitrary.
Four factors in uence power, namely: (i) sample size, (ii) size of the e ect being investigated, (iii) the chosen α and (iv) the chosen β [18, 24] . Therefore, in principle and many commentators argue, the power of a proposed experiment or investigation might be determined a priori [22] . One obvious and immediate di culty is estimating the e ect size that is to be investigated. This compounded by the problem that there is compelling evidence we are systematically over-estimating e ect sizes due to reporting and publication bias [40] . However, the problems of power go beyond merely wasting scienti c resources in failing to detect e ects that actually exist. There are two other serious negative consequences in that leads to over-estimation of measured e ect sizes and it also increases the probability of false statistically signi cant ndings [19, 38] . Indeed, it is no exaggeration to state that low and under-powered studies are the greatest threat to meta-analysis and constructing meaningful bodies of software engineering knowledge [12] .
It is ironic that the success of software analytics research in being able to uncover patterns and e ects in large, complex and noisy data sets is also its undoing. This coupled with the lack of guiding theory, agreed methods of analysis and excessive researcher degrees of freedom [51, 69] results in low-powered studies and a high probability of over-estimating e ect sizes that are hard for other researchers to replicate [38, 40, 67] . As an antidote, we strongly recommend:
(1) Determining in advance the smallest e ect size of interest (SESOI) [46] . (2) Again in advance, undertake power calculations to determine the likelihood of the study nding an e ect of the expected size. Where possible, i.e., there are relevant previous studies use a bias-corrected pooled estimate [65] . (3) If the power is low either modify the study design, use a larger sample or investigate a di erent question.
The "smell" associated with this kind of problem can be surprisingly subtle. However, one clue can be an argument along the lines of:
"Despite our small sample size we were able to detect a highly signi cant e ect with the p tending to zero. Thus we conclude the e ect must be even stronger than it rst appears given the inherent di culties in detecting it. " Unfortunately, nothing can be further from the truth and if the study is under-powered, possibly due to a small sample, then it is extremely probably that the e ect is a false positive or a Type I error [51] . If the study has low power then that is a problem and one that cannot be xed by small p values, which leads to the next "bad smell".
3.6 p < 0.05 and all that! Though widely deprecated [13, 19] , the null hypothesis signi cance testing (NHST) persists as the dominant approach to statistical analysis. Hence, the following examples "smell bad": "our analysis yields a statistically signi cant correlation (r = 0.01; n = 18000; p = 0.049; α = 0.05)". and " Table X summarizes the 500 results of applying the ABC inferential test and reveals that 40 are statistically signi cant at the customary threshold of α = 0.05. " In the rst instance the low (and possibly "signi cant") p-value should not be con ated with a practical, real world e ect. A correlation of r = 0.01 is trivial and to all practical purposes indistinguishable from no correlation. It is simply the artifact of the very large sample size (n = 18000). Hence, methodologists encourage the notion of the smallest e ect size of interest (SESOI). This must be speci ed before the research is conducted. It also has the merit of re-engaging the researchers with the software engineering problems they are trying to solve. So for, say, software e ort prediction, after consultation with the problem owners we may conclude that the SESOI is to be able to reduce the mean inaccuracy by 25%. Generally, although not necessarily, e ect sizes are expressed as standardized measures to enable comparisons between settings so the above SESOI could be normalized by the variability (standard deviation) of the observations. For accessible overviews see [18, 24] . It is more useful for practitioners if the paper report the e ect size with con dence limits. After all we experience e ects not p values! In the second example of a "bad smell", the problem relates to the practice of performing excessive numbers of statistical tests and only attending to the ones that are 'signi cant'. Given that 500 tests are performed and we accept the likelihood of wrongly reject the null hypothesis at 1 in 20 we would expect to observe 40 'positive' results just with random data! A range of corrections have been proposed [8] . Controlling for the false discovery rate using the Benjamini-Hochberg approach [9] can be suitable as it does correct the acceptance threshold without being as severe as the traditional Bonferroni correction (α/t where t is the number of tests being undertaken).
One way to avoid excessive statistical tests is to cluster them before performing a statistical analysis. In this approach, instead of saying "what distributions are di erent?" some grouping operator is applied prior to the application of statistics. For example, consider the Scott-Knott procedure recommended by Mittas and Angelis in their 2013 IEEE TSE paper [57] . This method sorts a list of l treatments with ls measurements by their median score. It then splits l into sub-lists m, n in order to maximize the expected value of di erences in the observed performances before and after divisions. The Scott-Knott procedure identi es one of these divisions to be 'best' as follows. For lists l, m, n of size ls, ms, ns where l = m∪n, the 'best' division maximizes E(∆); i.e. the di erence in the expected mean value before and after the split:
Scott-Knott then checks if that 'best' division is actually useful. To implement that check, the procedure applies some statistical hypothesis test H to check if m, n are signi cantly di erent. If so, Scott-Knott then recurses on each half of the 'best' division. The Scott-Knott procedure avoids the excessive statistical tests problem. To see this, consider an all-pairs hypothesis test of 10 treatments. These can be compared statistically (10 2 − 10)/2 = 45 ways. A 95% con dence test run for each comparison has a very low total con dence: 0.95 45 ≈ 1%; i.e. virtually zero con dence. To avoid an all-pairs comparison, Scott-Knott only calls on hypothesis tests after it has found splits that maximize the performance di erences. Hence, assuming binary splits of the whole data and all splits proving to be di erent, Scott-Knott would be called log 2 (10) ≈ 3 times. A 95% con dence test run for these splits using Scott-Knott would have total con dence: 0.95 3 = 86%.
Implementations that use bootstrapping and a non-parametric e ect size test (Cli 's Delta) to control its recursive bi-clustering are available as open source packages (url blinded for review). That package converts data such as Figure 2 into reports like Figure 3. 
Assumption of normality in statistical analysis
A potential warning sign or "bad smell" is when discussing statistical methods, to totally ignore the distribution of data and focus on the "important" matters of description using measures of location (mean) and the application of inferential statistics such as t tests and so forth.
It is now widely appreciated that applying traditional parametric statistics to data that violates the assumptions of normality, i.e., they deviate strongly from a Gaussian distribution can lead to highly misleading results [43] . However, two points may be less appreciated within the software engineering community. First, that even minor deviations can have major impacts, particularly for small samples [80] . These problems are not always easily detected with traditional tests such as Kolmogorov-Smirnov so visualization treatment Results from multiple runs no -SWReg  174  38  0  32  50  141  34  317  114  no-SLReg  127  73  45  35  47  159  37  272  103  no-CART-On  119  257  425  294  181  98  409  520  16  no-CART-O  119  257  425  294  181  98  409  520  16  no-PLSR  63  213  338  358  163  44  14  520  44  no-PCR  55  240  392  418  176  45  12  648  65  no-1NN  119  66  81  82  70  110  118  122  92  log-SWReg  109  23  9  7  52  100  12  164  132  log-SLReg  108  61  49  53  55  156  28  183  101  log-CART-On  119  257  425  294  181  98  409  520  16  log-CART-O  119  257  425  294  181  98  409  520  16  log-PLSR  163  7  60  70  2  152  31  310  175  log-PCR  212  180  145  155  70  68  1  553  293  log-1NN  46  231  246  154  46  23  200  197  158  NOTE: treatments have a pre-processor (e.g. 'no', 'log' denoting no pre-processor or replacing all values with their logarithm) and a learner (e.g., 'SWReg' is stepwise regression and CART-On is a decision tree learner that post-prunes its leaves after building the tree). via qq-plots should be considered. Second, there have been major developments in the area of robust statistics over the past 30 years that are generally more powerful and preferable to non-parametric statistics. This includes trimming and winsorizing [36, 42] . Since SE data sets can be highly skewed, we recommend performing robust tests for statistical inference. For example, in their discussion of the Scott-Knott test, Mittas & Angelis [57] propose using an hypothesis test using ANOVA coupled with a Blom transform to covert all distributions to Gaussians. Since there are known issues with the Blom transform [5] , it can be safer to use nonparametric methods instead such as a bootstrapping (see Efron & Tibshirani [23, p220-223] ). Note that Figure 3 was generated with such a bootstrap test. With the advent of powerful computers Monte Carlo and randomization techniques can be very practical alternatives to parametric methods [53] . For example, in the general case, bootstrapping can be slow but when used inside a Scott-Knott procedure, it is only called lo 2 (N ) times. Further computational speed-ups can be achieved by only calling Scott-Knott if the distributions pass an e ect size test.
Not Tuning
Many machine learners, including data miners, have poorly chosen defaults [1, 2, 27, 34, 75, 78] . Numerous recent results show that the default control settings for data miners are less than optimum. For example, when performing defect prediction, various groups report that tuning can nd new settings that dramatically improve the performance of the learned mode [27, 75, 76] . For example, when using SMOTE to re-balance data classes, tuning found that for distance calculations using: Figure 3 : Using Scott-Knott, there is a better way to representation the Figure 2 data. Note that, here, it is clear that the "SWReg","CART" treatments are performing best and worst (respectively). Results from each treatment sorted by their median (and the rst rows with less error are better than the last rows with most error). Results presented numerically and visually (right-hand column marks the 10th, 30th, 50th, 70th, 90th percentile range; and 'o' denotes the median value). Results are clustered in column one using a ScottKnott analysis. Rows have di erent ranks if Cli 's Delta reports more than a small e ect di erence and a bootstrap test reports signi cant di erences. A background gray share is used to make di erent ranks stand out.
the Euclidean distance of n = 2 usually works far worse than another distance measure using n = 3. One particular egregious "smell" is to compare a heavily tuned new or pet approach with other benchmarks that are untuned. Although, super cially the new approach may appear far superior what we really learn is using the new technique well can outperform using another technique badly. This kind of nding is not particularly useful.
As to how to tune, we strongly recommend against the "grid search" i.e., a set of nested for-loops that try a wide range of settings for all tuneable parameters. This is a slow approach; an exploration of grid search for defect prediction and found it took days to terminate [27] . Not only that, it was reported that grid search can miss important optimizations [28] . Every grid has "gaps" between each grid division which means that a supposedly rigorous grid search can still miss important con gurations [10] . Bergstra and Bengio [10] comment that for most data sets only a few of the tuning parameters really matter-which means that much of the run-time associated with grid search is actually wasted. Worse still, Bergstra and Bengio comment that the important tunings are di erent for di erent data sets, a phenomenon that makes grid search a poor choice for con guring software analytics algorithms for new data sets.
Rather than using "grid search", we recommend very simple optimizers (such as di erential evolution [73] ) su ce for nding better tunings. Such optimizers are very easy to code from scratch. They are also readily available in open-source toolkits such as jMETAL 6 or DEAP 7 .
Not Exploring Stability
For many reasons, software engineering data sets often exhibit large variances [56] . So it is important to check if the e ect you want to report actually exists, or is just due to noise. Hence:
• When multiple data sets are available, try many data sets.
• Report median and IQR (75th-25th percentile range).
• Do not average results across N data sets. Instead, summarize the spread of results across your data sets which might include the creative use of graphics e.g., see Figure 2 of [26] .
• If exploring only one data set, then repeat the analysis perhaps 20 to 30 times with a bootstrap (i.e., sampling with replacement).
• Temporal validation: given data divided into some time series (e.g., di erent versions of the same project) then train on past data and test on future data. Our recommendation here is to keep the size of the future test set constant; e.g. train on software version K-2, K-1 then test on version K. Such validation enhances realism and is likely to be far more interesting to the intended users of the research.
• Cross-project validation: train on another project data, then test on the project. Note that such cross-project transfer learning can get somewhat complex when the projects use data with di erent attribute names.
• Within-project validation (also called "cross-validation"):
divide the project data into N bins, train on N − 1 bins, test on the hold out. Repeat for all bins.
An important note for reproducibility: when doing any stochastic processing, keep the seed used to initialize the random number generator so that the analysis can be repeated. Note that, temporal validation does not produce a range of results since the target is always xed. However, cross-and withinvalidations produce distributions of results and so must be analyzed with appropriately so that both measures of central tendency (e.g., mean and median) and dispersion (e.g. variance and IQR) are reported. As a generally accepted rule, in order to obtain, say, 25 samples of cross-project learning, apply the 90% sample method 25 times. And to obtain, say, 25 samples of within-project learning, M = 5 times shu e the order of the data and for each shu e, and run N = 5 cross-validation. Caveat: for small data sets under, say, 60 items, use M, N = 8, 3 (since 8 * 3 ≈ 25).
Not Exploring Simplicity
One interesting, and humbling, aspect of using Scott-Knott tests is that, often, dozens of treatments can be grouped together into just a few ranks. For example, in the Scott-Knott results of [29] , 32 learners were divided into only four groups. This means that (a) many learning methods produce equivalent (in a practical sense) results and (b) we should stop fussing about minor di erences between data mining results since, in the grand scheme of things, the overall structure of the SE data only supports a few conclusions.
For further evidence of the inherent simplicity of some SE tasks, see [25, 33, 35] . That said, it is surprising to report that in the SE literature there are very many complex solutions to very many problems. Researchers in empirical methods strongly advocate comparing a seemingly sophisticated method against some simpler alternative. Be aware that such comparisons can be very sobering. Often when we code and test the seemingly naïve method, we nd it has some redeeming feature that makes us abandon the more complex methods [15, 26, 45] . Moreover, the parsimonious our models the less prone to over tting [32] .
This plea, to explore simplicity, is particularly important in the current research climate that is often focused on a very slow method called Deep Learning. Deep Learning is inherently better for problems that have highly intricate internal structure. That said, many SE data sets have very simpler regular structures, so very simple techniques can execute much faster and perform just as well, or better, than Deep Learning. Such faster executions are very useful since they enable easier replication of prior results. This is not to say that Deep Learning is irrelevant. Rather, it means that any Deep Learning (or for that matter any other complex technique) result should also be compared against some simpler baseline (e.g. [26] ) to justify the additional complexity. As an example, Whigham et al. [79] propose a simple benchmark based on automated data transformation and OLS regression as a comparator, the idea being that if the sophisticated method cannot beat the simple method one has to question its practical value.
Three simple methods for exploring simpler options are scouts, stochastic search and feature selection. Holte [37] reports that a very simple learner called 1R can be scout ahead in a data set and report back if more complex learning will be required. More generally, by rst running a very simple algorithm, it is easy to quickly obtain baseline results to glean the overall structure of the problem.
As to stochastic search, for optimization, we have often found that stochastic searches (e.g., using di erential evolution [73] ) performs very well for a wide range of problems [1, 2, 27] . Note that Holte might say that an initial stochastic search of a problem is a scout of that problem.
Also, for classi cation, we have found that feature selector will often nd most of the attributes are spurious and can be discarded. For example, the feature selection experiments of [55] show that up to 39 of 41 static code attributes can be discarded while preserving the predictive prowess. A similar result with e ort estimation, where most of the features can be safely ignored is reported in [16] . This is important since models learned from fewer features are easier to read, understand, critique, and explain to business users. Also, by removing spurious features, there is less chance of researchers reporting a spurious conclusion. Further, after reducing the dimensionality of the data, then any subsequent processing is faster and much easier.
Note that many papers perform a very simple linear-time feature selection such as (i) sort by correlation, variance, or entropy; (ii) then remove the worst remaining feature; (iii) build a model from the surviving features; (iv) stop if the new model is worse than the model learned before; (v) otherwise, go back to step (ii). Note that this is deprecated. Hall and Holmes report that such greedy searchers can stop prematurely and that better results are obtained by growing in parallel sets of useful features (see their CFS algorithm, described in [31] ).
Before moving on, we note one paradoxical aspect of simplicity research-it can be very hard to do. Before certifying that some simpler method is better than the most complex state-of-the-art alternative, it may be required to test the simpler against the complex. This can lead to the peculiar situation where weeks of CPU are required to evaluate the value of (say) some very simple stochastic method that takes just a few minutes to terminate.
Not Justifying Choice of Learner
The risk, and "bad smell", derives from the rapid growth in machine learning techniques and the ability to construct sophisticated ensembles of di erent learners the permutations are fast becoming vast. Thus it is trivially easy to permute old learner to L into L and each 'new' learner results in a new paper. The "bad smell" then is to do this with no motivation, with no justi cation a priori as to why we might expect L to be interesting and worth exploring.
When certifying some new method, researchers need to compare their methods across a range of interesting algorithms. For learners that predict for discrete class learning, it useful to see Table 9 of [29] . This is a clustering of 32 learners commonly used for defect prediction. The results clusters into four groups, best, next, next, worst (shown in Table 4 ). We would recommend:
• Selecting your range of comparison algorithms as one (selected at random) for each group; • Or selecting your comparison algorithms all from the top group. For learners that predict for continuous classes, it is not clear what is the canonical set, however, Random Forest regression trees and logistic regression are widely used.
For search-based SE problems, we recommend an experimentation technique called (you+two+next+dumb), de ned as
• 'You' is your new method;
• 'Two' are well-established widely-used methods (often NSGA-II and SPEA2 [64] ); • A 'next' generation method e.g. MOEA/D [82] , NSGA-III [21] ; • and one 'dumb' baseline method (random search or SWAY [15] ).
DISCUSSION
Methodological debates are evidence of a community of researcher rechecking each other's work, testing each other's assumptions, and re ning each other's methods. In SE, there are too few papers that step back from speci c issues and explore the more general point of "what is a valid paper". To encourage that debate, this paper has proposed the idea of "bad smell" as a means to use surface symptoms to highlight potential underlying problems. To that end, we listed 11 "smells".
This paper has argued that, each year, numerous research papers are rejected for violating the recommendations of this paper. Many of those rejections are avoidable-some with very little e ortjust be repairing the bad smells listed in this paper. This point is particularly important for industrial software practitioners. That group will not get their voice heard in the research literature unless they follow the established norms of SE papers. To our shame, we note that those norms are rarely recorded-a problem that this paper is attempting to solve.
We make no claim that our list of bad smells is exhaustive-and this is partly intentional. For example, one issue we have not considered here is assessing the implication of using di erent criteria; or studying the generality of methods for software analytics. Recent studies [45] have shown that seemingly state-of-the-art techniques for tasks such as transfer learning that were designed for one domain (defect prediction) in fact translate very poorly when applied to other domains (such as code-smell detection, etc.). That said, the overall the aim of this paper is to encourage more debate on what constitutes a 'valid' paper. We hope that further debate, across the broader research community, signi cantly matures this list.
We think that such a debate could be enabled as follows:
(1) Read more, re ect more. Study the rhetoric of SE science. When reading a paper, consider not just the content of the argument, but also its form. (2) Promote and share "bad smells" and anti-patterns as a means of sharing poor and good practice. (3) Develop, agree and use community led reporting protocols for software analytics studies. (4) Pre-register studies and identify the smallest e ect size of (practical) interest. (5) Analyze the likely power of a study in advance and where it is low either revise the study design (e.g., collect more data or perform a within-type analysis) or change the research. (6) Strive towards reproducible results, in small steps (see our notes on this in §3.4).
