The field−of−view of a wide−angle image is greater than
Introduction
A single wide−angle image (also referred to as a panoramic image) contains more information or features than a "nor− mal" image. This is advantageous for understanding the geometry of three−dimensional (3D) scenes, and for estimat− ing the locations of panoramic sensors within a 3D scene. Thus, wide−angle (or panoramic) imaging sensors and metho− dologies are commonly used in various static and dynamic street applications, including road surveillance, driver assis− tance, virtual touring, and 3D city model reconstruction.
Wide−angle (or panoramic) cameras have been built since the second half of the 19th century. In England in 1860 Thomas Sutton designed a wide−angle (120°) camera whose "lens" was a hollow glass sphere filled with water; that camera was then built by Paul Eduard Liesegang in Germany. Albrecht Meydenbauer (1834-1921), a German architect, designed in 1867 a camera which used the first wide−angle (105°) optical lens. As an alternative to a single wide−angle shot, cameras could also take a continuous shot during a full 360°rotation. For example, the sophisticated "Cyclographe" panoramic cameras of Jules Damoizeau, built between 1890 and 1894, rotated by means of a spring mechanism as the film was fed past the shutter at the same speed, but in the opposite direction. A camera with a pivot− ing lens, called a "périphote", was built in 1901 by Lumiére in Lyon. During exposure, the lens rotated 360°. In Ref. 1 , besides providing such historic reminiscences, different pa− noramic cameras and their properties are discussed as used today in science and technology.
Due to the rapid development of camera technology, panoramic images are already part of our daily lives. They are generated with relatively inexpensive tools, and basically by anyone with a digital camera after spending a few minutes reading a manual. In this article, we catego− rize today's wide−angle imaging devices by the number of cameras involved while capturing a single panoramic image.
Single camera approaches
Conventional cameras using standard lenses have a focal− −length in the range of 30 to 40 mm and a sensor with a simi− lar side length. Consider a camera with the focal length f and the sensor side length s, both of 40 mm, depicted in 
and equals about 53°. The field−of−view can be increased by decreasing the focal length f . Therefore, specific wide−angle lenses are mounted to the camera. These lenses enable the camera to have a focal−length of less than 20 mm. Consider a camera with a focal length f of 20 mm and a sensor side length of 40 mm. In this setup the vertical and horizontal field−of− −view angle a of 90°is achieved.
A further reduction of the focal length is technically hard to achieve. To obtain a wider field−of−view, the side length of the sensor plate can be increased. However, increasing the side lengths leads to issues of lens distortions of the opti− cal system (and would also increase the size of the camera). Therefore, increasing the size of the sensor plate is a chal− lenging technological option on its own. In summary, a field−of−view of about 180°is not achievable with a com− mon sensor size and the usual lower bound for the focal length. Therefore, other camera or lens designs are needed to produce a wide−angle vision.
Catadioptric cameras are cameras using an image sensor which incorporates a curved mirror [2, 3] . The mirror is mounted above the lens; the camera is "looking into this mirror". The mirror enables the camera to capture an omni− directional view. Catadioptric image sensors map an omni− directional field−of−view into a circular shaped image. How− ever, the mounting of the mirror usually prevents the camera from obtaining scene information in the direction of the optical axis. The recorded images can be projected onto a cylindrical surface to obtain panoramic images with a 360°field−of−view. The major drawbacks of the catadio− ptric approach include low resolution near the centre of an image, non−uniform spatial sampling, inefficient usage of images (e.g., there is a self−occluded or mirror−occluded area in each captured image), severe distortions and image blurring due to aberrations caused by coma, astigmatism, field curvature, and chromatic aberration. These drawbacks suggest that catadioptric panoramas are not suitable for those recognition or inspection types of applications where high accuracy or high image resolution is required (as in close−range photogrammetry).
In contrast to catadioptric cameras, a rotating sensor−line panoramic camera is capable of obtaining a high resolution omnidirectional field−of−view image. This type of visual sensor consists of a vertical sensor−line ("the camera") that is rotated around a fixed axis. By merging the images of the sensor−line recorded during a full rotation, the panoramic image is obtained. Due to the time dependent image acquisi− tion, sensor−line cameras can be used for capturing static scenes, but create motion artefacts for dynamic scenes.
Fisheye lenses enable cameras to capture scene points located at angles greater than a 2, or even more than 90°in relation to the optical axis. These lenses ensure projections which map a semi−sphere onto a plane. In Fig. 2 , a fisheye camera and an image acquired by a fisheye lens are shown. The use of fisheye lenses has advantages compared to the other image sensors mentioned before (e.g., more uniform resolution, and dynamic scene capability).
A panoramic image can also be composed from multiple images captured by a single camera (normally assuming constant intrinsic camera parameters) at different times [4] [5] [6] [7] . Composition is known as image stitching or image mosaicing. A basic requirement for merging two images is that they have an overlapping field−of−view. Image mosai− cing usually refers to methods of merging motion − uncon− trolled image sequences (e.g., aerial imaging), while image stitching is usually applied to images captured by known camera motion (e.g., during rotation on a tripod). 
Multiple camera approaches
Today, due to the availability of inexpensive digital video cameras, various multiple camera systems have been cre− ated. Usually, more than three cameras are bundled to pro− vide a wide field−of−view image. Common panoramic ima− ges, produced by multiple−camera systems, are cylindrical, spherical, or bird's−eye view images. There are various proposals for constructing bird's−eye views. Ref. 8 produced nearly seamless bird's−eye view images that were limited to displaying objects on, or very near the ground plane, due to a reliance on homography with the ground plane. While Ref. 8 uses an arrangement of fisheye cameras around the roof of a car, Ref. 9 used cata− dioptric cameras mounted on a tractor trailer vehicle. The approach of Ref. 2 also relies on an assumption that ob− served objects are "in the ground plane". Thus, the projec− tion of recorded images into the bird's−eye view causes sig− nificant object distortions if objects do not adhere to this limitation. Ref. 10 produces a 3D perception aiming at a driver−assistance system (DAS) using fisheye lenses, where the poses of a camera pair are following the tradi− tional, roughly "parallel configuration" of stereo camera systems. Ref. 11 bundled eight video recorders, a quadruple of cameras looking to each side, and mounted them on the top of a car to capture image sequences for 3D recon− struction of the street.
Ref. 12 describes a novel technique for stitching wide field−of−view images, thus, capable of producing 360°pan− oramic cylindrical images (see Fig. 3 ). This method extends the plane−sweep technique employed by Ref. 13 to produce seamlessly stitched images, by sweeping right circular cyl− inders instead of planes, and working on video sequences instead of static images.
The Ladybug2 camera developed by PointGrey consists of six cameras with five of the cameras looking horizontally outwards and one looking upward. The resolution of each image is 1024×768. Each adjacent camera pair has been designed to visually overlap by about 10%. Six images are then stitched together using the multi−perspective plane sweep (MPPS) approach of Ref. 13 . This allows for the pro− duction of a spherical panoramic image, and it is of the reso− lution of 2048×1024 if transformed into a rectangular pre− sentation. The system is capable of capturing 30 panoramic images per second for creating panoramic video sequences.
Applications
Driver assistance systems (DAS) are additional electronic devices in vehicles, which support the driver through acous− tic, visual or tactile information and aim to warn of potential dangers and to handle certain driving situations more easily. Systems integrated in modern vehicles such as lane depar− ture warning and lane keeping assistance need to be aware of the environment surrounding the vehicle. A vision−based driver assistance approach, especially production of wide− −angle or bird's−eye view images, is the most natural ap− proach for these kinds of tasks. Other potential applications for vision−based driver assistance are obstacle warning, col− lision avoidance, and road sign detection. Some of these tasks require distance or depth information. To obtain dis− tance information, multiple cameras are installed in the sys− tem. By capturing the same scene from different viewpoints, distance information can be extracted from the recorded images. The extraction of distance information from digital images is referred to as stereo vision or structure from motion.
Stereo vision overcomes the limitations of distance mea− surements by radar and LiDAR sensors. The discrimination between objects and the ground can be achieved by image analysis. Furthermore, the sensitivity of distance informa− tion is in general not dependent on the object's material (ignoring strongly reflective or transparent surfaces). Dis− tance information for the complete field−of−view of the cam− era can be obtained. A vision based approach is also appro− priate as the traffic infrastructure is based on visual percep− tion. Lane markings and road signs can only be detected visually. Radar and LiDAR sensors are blind to this infor− mation. Using stereo vision to obtain distance information has an additional benefit, lanes and road signs can be detected as well. Furthermore, cameras can be produced in a cost efficient manner.
To obtain stereo vision, cameras can be mounted hori− zontally or vertically in or on the vehicle. In particular, if stereo catadioptric cameras are considered, they should be arranged vertically in order to optimize the useful image portions due to the given image geometry constraint (see further below). Another possible approach is to use multiple fisheye cameras [8] .
Virtual touring applications have become very popular these days. For static indoor and outdoor scenarios, a set of sparse high−resolution panoramic images accompanied with location information would be sufficient and useful. Such high−resolution panoramic images can be captured by a ro− tating line−camera. Moreover, stereo panoramic images for stereo visualization of the scenes can be achieved if the camera consists of two sensor lines and is placed at some constant distance from the rotation axis [14] . For scenes with dynamic motions, or for moving imaging platform, panoramic cameras must be able to acquire a wide field−of− −view image within a very short period of time. Increasing image capturing speed usually forces a trade−off in reduced resolution. The Ladybug camera is such a camera which has a relatively quick image acquisition rate of 30 Hz coupled with a somewhat low panoramic resolution of 2048×1024. Panoramic images recorded with Ladybug cameras have recently been used in the Google Streetview application. In this application a large set of street view panoramic images are obtained while the car is moving, and depth information can also be obtained by the equipped laser range finders (see Fig. 4 ). This system is also capable of generating a panora− mic video of the environment if the camera is kept static.
3D models of large urban environments are needed in many applications such as virtual fly/drive−throughs, aug− mented reality, urban planning, and for documentation pur− pose. Inventing a fully or semi−automatic method for fast building model reconstruction has lately become a vivid research topic in many fields such as computer graphics and vision. Due to the recent explosion of digital photography, various image−based modelling approaches have drawn a great deal of attention from many researches [11, 15] . The use of panoramic images instead of multiple planar images for modelling applications has the following advantages. First, the pose recovery result is more accurate and stable due to the wide field−of−view nature of the panoramic ima− ges. Second, since each face texture of any building can be extracted from a single panoramic image, there is no need to deal with the colour blending problem while it is unavoid− able if textures are extracted from different planar images captured from different perspectives.
In some applications, detailed building reconstruction is not necessary. One specific example is GPS−based car navi− gation system. Such systems mainly use simplified aerial street maps incorporated with speech to guide drivers to their destinations. In many practical situations drivers might feel that it is difficult to link the aerial 2D map with the visual impression of the environment. Thus, supplying real− istic street views of the route can be very useful, and this could be achieved by a set of simple texture−mapped 3D building models.
Wide-angle imaging
To understand the process of image acquisition, a camera model is needed. In general, a camera model describes the mathematical relationship between a scene point and its pro− jection on the image plane. In this section, camera models, imaging geometry, and image formation of different pan− oramic cameras are presented.
Fisheye camera
For conventional cameras the pinhole camera model is used to describe the projection. In this camera model the aperture is assumed to be a single point. Every light ray emanating from a scene point through the aperture point is captured. The projection of a scene point can be described mathemati− cally by a projection function r( ) q , where q is the angle between the incoming light ray and the optical axis. The projection function r( ) q calculates the distance to the optical centre in the image plane. The pinhole camera model is defined by the projection function given in the following equation, where f denotes the focal length of the camera
Therefore, the perspective projection is limited to a field−of−view of less than 180°and, thus, unable to descri− be the image acquisition model for fisheye cameras [16] . . A Point Grey Ladybug3 camera was mounted on the top of a car for panoramic image acquisition. Three laser range finders were arranged below the camera to obtain depth information for de− tailed refinement of the buildings surface models, but which is not in the scope of this paper. Fisheye cameras are cameras using wide−angle lenses, which enable the camera to capture a semi−spherical field− −of−view. Fisheye lenses are constructed to follow specific projection functions that map a sphere or a hemisphere onto a plane [17, 18] . The different spherical mappings are defi− ned by the following equations
The projection functions are referred to as stereographic Eq. (3), equidistant Eq. (4), equisolid angle Eq. (5) and orthogonal projections Eq. (6) . Due to the spherical projec− tion functions, the recorded images are hugely distorted. Straight lines occurring in a scene are curved in the image plane. Depending on the distance of the line to the optical centre, the curvature differs. Lines in the vicinity of the opti− cal centre are less curved than lines further away. Addition− ally, the projection function influences the curvatures.
To describe the process of image acquisition for fisheye cameras a specific camera model is needed. The camera model needs to be able to handle a hemispherical or larger field−of−view. Based on the fact that fisheye lenses are built to follow a spherical mapping, it is straight forward to use a camera model that describes the fisheye lens as a hemi− sphere. Several calibration methods [19] [20] [21] are based on such a camera model. In the fisheye camera model a hemi− sphere is located at the distance of the focal length f from the image plane with the optical axis running through its centre. Without loss of generality, a unit−hemisphere can be assumed, because the size of the sphere has no influence on the projection. Every scene point P that can be projected by a central projection onto a point p l on the surface of the sphere is captured by the camera. A scene point P is pro− jected onto the image point p i dependent on the angle q to the optical axis. In Fig. 6 , a camera model for fisheye cam− eras is shown, where the optical axis is in the z−direction.
Another camera model to describe wide−angle cameras is the spherical camera model. A spherical camera is a cam− era in which the image points are located on the surface of a sphere. Figure 7 depicts a spherical camera capturing a scene point P. An image point p of a spherical camera can be expressed by the longitude angle f and the latitude angle q using spherical coordinates.
The images of spherical cameras are referred to as spher− ical images. Spherical images are intermediate images that can be obtained from every central camera (see definition in Sect. 3.1). To transform a captured image into a spherical image, a mapping function is needed that relates the image points of the captured image to points on the surface of a sphere. In Sect. 3.1, a mapping from fisheye images to a spherical surface is presented.
Rotating sensor-line camera
A "normal digital camera" combines a (CCD or CMOS) sensor−matrix with some optics, all packed nicely into a box containing various electronic components. Now imagine that the sensor matrix, consisting of M Ń sensor elements (each recording a single pixel), degenerates in a way that there is only one column of sensor elements (say, N = 1; for example, similar to those used in a flatbed scanner). The benefit of such a configuration is that sensor technology enables us to produce such a sensor−line for very large val− ues of M, say M greater than 10,000, but producing sen− sor−matrices of 10,000×10,000 elements is still a challenge today.
A digital camera, with the sensor−matrix "shrunk" into a single sensor−line, may now be placed on a tripod and rotated, taking many images, "column by column" during such a rotation. This defines a rotating sensor−line camera, a panoramic camera which may record 360°panoramic images within the time frame needed for taking many shots during one full rotation. Such a sensor is not only more eco− nomical (compared to the use of a, say, 10,000×10,000 sen− sor−matrix camera), it also comes with several performance benefits (e.g., the option of having stereo pairs) for recor− ding panoramic images [1] .
The camera model is depicted in Fig. 8 . describes the position of the sensor−line camera. As the camera is rotated 360 degrees along a pre−specified axis, the trajectory of the camera projection centre defines a circle called the base circle. Ideally, we assume that the plane of the base circle is perpendicular to the rotation axis, the cam− era's optical axis remains coplanar to the base circle at all of its positions during the rotation, and the sensor−cell array is configured parallel to the rotation axis.
Through such a 360°rotation, the sensor−cell array of the camera describes (in some abstract sense) a cylindrical surface. The image cylinder describes the mathematical abstract location of rotating tri−linear sensor−lines (tri−linear because of one line for each of the three RGB colour chan− nels). Parameters M and L are used to describe the size of a panoramic image, captured by a rotating sensor−line ca− mera, where M denotes the number of pixel sensors in the line, and L denotes the total number of lines captured for generating this panoramic image.
The rotation axis is the axis of the image cylinder, and the point O on the axis denotes the centre of the base circle. The base circle has the radius R, which is called the off−axis distance. The optical axis of a camera at position the C i forms a principle angle w with the ray emitting from O and passing through C i . The angle defined by two adjacent cam− era positions, e.g., Ð + C C i i O 1 , is called the angular incre− ment and is denoted by g. Moreover, U defines the point where the optical axis intersects with the image cylinder. The Euclidean distance between C i and U identifies the focal length f of the camera at the position C i . In the ideal case, the focal length f , the principle angle w, and the angu− lar increment g are assumed to remain constant during a ro− tation of a sensor−line camera (e.g., during the recording of one panoramic image). This model generalizes various panoramic imaging models [22] [23] [24] [25] . The four intrinsic sensor parameters, R, f , w, and L characterize how a panoramic image is acquired. These notations will be used in later sections when referring to the panoramic images captured by a sensor−line camera.
Catadioptric camera
A catadioptric camera system enables us to record a full half sphere image in one shot. The word catadioptric means per− taining to or involving both the reflection and the refraction of light. A catadioptric camera system is engineered as a combination of a quadric mirror and a conventional sen− sor−matrix camera; see Fig. 9 top−left. Catadioptric camera systems provide real−time and highly portable imaging ca− pabilities at an affordable cost. There are only two possible combinations which satisfy a single projection centre con− straint: one is a hyperboloidal mirror used in conjunction with a sensor−matrix camera, and the other is the (more the− oretical) configuration of a paraboloidal mirror with an (assumed) orthographic projection camera. Both catadiop− tric sensors allow that all the reflected projection rays inter− sect at a single point, and, hence possess a simple computa− tional model which supports various applications. Both sen− sor models are illustrated in Fig. 10 . The projection formu− las and the mapping of the circular image onto a cylindrical image are reported in Ref. 26 . The major shortcoming of such panoramic cameras is the non−uniform and the low image resolution after mapping into a cylindrical form. In the remaining sections, catadioptric camera systems will not be discussed any further due to their limited applications for road views.
Camera calibrations
Camera calibration is an essential preliminary step towards many vision−related applications. For driver assistance system applications, fisheye cameras are the most common imaging sensor to be installed in the vehicles. For virtual touring appli− cations, (stereo) high−resolution panoramic images,captured by a rotating line−camera, are able to offer the best viewing im− pression of a scenario. For large area 3D reconstruction pur− poses, a panoramic camera device must be able to be mounted on a moving platform, and to capture images during motion. The Ladybug camera system has been designed for this pur− pose. The following camera calibration, stereo analysis, and camera pose estimation sections will mainly focus on these types of panoramic cameras.
Fisheye camera
The calibration of fisheye cameras has been researched in several studies and a variety of different calibration methods exist. Some calibration methods consider fisheye lenses as hugely radially distorted lenses and aim to undistort the image to a perspective view [27, 28] . Other calibration meth− ods are based on the fisheye camera model described in the previous section [19] [20] [21] .
The fisheye camera calibration used in Ref. 27 is an adaptation of the pinhole camera calibration method pro− posed in Ref. 29 , which is integrated into the OpenCV 1 library. In the adapted calibration method for fisheye cam− eras the distortion model is changed. The polynomial degree of the radial distortion model is increased to handle the huge distortion and the tangential distortion is omitted comple− tely. In Fig. 11 , a fisheye image is projected on planes at dif− ferent distances to the image plane. Through the projection a perspective view is obtained. For image areas at wide angles, the image information is hugely stretched and thereby these areas are very error−prone for stereo vision. Furthermore, the image information for narrow angles is compressed if a reasonable image size is used. Due to these properties, the pinhole camera model is not sufficient for the process of image rectification for fisheye cameras if a wide field−of−view is desired.
See Ref. 21 for a calibration method for omnidirectional cameras and an introduction of a MATLAB toolbox. Omni− directional cameras are defined as "a vision system provid− ing a 360°panoramic view of the scene. Such an enhanced field of view can be achieved by either using catadioptric systems, or employing purely dioptric fisheye lenses" [21] . The applied camera model, referred to as the general central camera model, is an extension of the camera model descri− bed in Sect. 2.1.
The calibration method distinguishes between two dif− ferent projection planes, a hypothetical sensor plane and the image plane. The sensor plane is orthogonal to the image sensor 2 with the sensor axis intersecting the sensor plane in its centre. The sensor plane and image plane are related by an affine transformation. The distinction between these two planes is motivated by a possible misalignment of the image centre and the optical axis. Due to the affine transformation, the calibration method is also capable of handling cameras with non−square pixel sensors which leads to a small defor− mation.
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F. Huang We consider q being the vector pointing from the cam− era centre O in the direction of the scene point P. By intro− ducing the imaging function g:R R 2 3 a the relation bet− ween the vector q and the corresponding point p s on the sensor plane is obtained. The imaging function g is des− cribed by the following equation
Assuming that the sensors are rotationally symmetrical to the sensor axis, the function h depends on u s and v s only
The function h is proposed to have the following polynomial form.
Consider the scene point P being the point on a planar calibration object, such as a checkerboard. Assume that M Î R 4 describes the same point in the homogeneous world coordinates and that the origin of the world coordinate sys− tem is located on the calibration object. Let Q Î R 3 4
, be the perspective projection matrix in homogeneous coordinates. The relation between the image point p i and the scene point P is then defined by the following equation, where l > 0 is a scale factor for the direction vector q
Camera calibration is achieved by estimating the param− eters [ , , , , , , ] A o a a a a N 0 1 2 K . To calibrate the camera, a planar calibration object with known geometry is captured in different positions or from different viewpoints. The rela− tive orientation of the calibration object to the camera is des− cribed by a rotation matrix R r r r = [ , , ] 1 2 3 and a translation vector t. The extrinsic parameters, defining the matrix R and the vector t, can be combined to the matrix Q using homogeneous coordinates.
Let 1 expressed in homogeneous world coordinates. From the assumption that the calibration object is planar it follows that Z ij = 0. For simplicity 3 , we assume that the sensor plane and the image plane coincide. This implies that the affine transfor− mation is described by A = I and o = 0. By Eq. 
This relation is then used to create systems of linear equations for determining the calibration parameters. The calibration method is divided into several stages. First, the extrinsic parameters of the calibration object for each ob− servation image I i are determined. This is achieved by solving a system of linear equations, which is constructed by one of the three resulting equations of Eq. (11) . Using the singular value decomposition (SVD), the constructed equation system can be solved by minimizing the least squares criterion. Next, the intrinsic parameters, the coefficients of the imaging function g, are estimated. Another linear equation system is created from Eq. (11). The remaining two equa− tions are rewritten and all unknown variables are stacked into one vector. The least−squares solution of the equation system can be obtained by using the pseudo−inverse. At this stage, the intrinsic and extrinsic parameters are estimated. To achieve a more accurate calibration, the parameters are refined by a linear minimization.
The pixel position of the optical centre is next calcu− lated. The image point of the optical centre is determined in an iterative search. Therefore, the sum of squared repro− jection errors (SSRE) is calculated for each point j in each observation image i. Assuming that the minimum SSRE is obtained at the potential centre, a particular image region is uniformly sampled. For each sampling point, calibration is performed and the SSRE is computed. The potential image region is decreased around the sampling point with the min− imal SSRE at the centre. The process is repeated until the difference between two potential optical centres is less than a certain threshold.
The last stage of the calibration method is a non−linear refinement. The optimization process minimizes the error function E. The error function E sums up the reprojection error of each calibration image. To minimize this error func− tion, the Levenberg−Marquardt algorithm is applied.
Rotating sensor-line camera
This type of panoramic sensor consists of a line camera and a rotatable platform. The line camera used for panoramic image acquisition can be accurately calibrated in advance by using some commonly available toolbox or during the camera production. Thus, the focal length f (in pixel) and central row j c are assumed to be known. The task here is to calibrate the off−axis distance R and the principle angle w of our sensor setup. Due to the fact that only one single image column is acquired, it is impossible to recover R and w by using the functions provided in standard camera calibration toolboxes.
A parallel line approach that uses geometric properties of parallel line segments (calibration lines) available in the scene is presented in this section. A panoramic sensor is well posed if the axis of the image cylinder is parallel to those straight line segments. It is a standard procedure to ensure that both the camera and the rotating rig (and, thus, the panoramic sensor) are both levelled during image acqui− sition. This requirement is normally achievable by using a "bulls' eye" or a more advanced levelling device. There− fore, it is possible to use any vertical edges available in the scene to recover the sensor parameters. The advantage of this approach is that no extra calibration object is needed. Already available objects may be used instead, and it is also common to attach (circular) calibration labels.
We assume there are at least three pairs of parallel straight line segments in the scene (e.g., straight edges of doors or windows) which are parallel to the axis of the image cylinder. For the purpose of the calibration, it is rea− sonable to perform the calibration process in an environ− ment which contains a sufficient number of straight lines. For each straight line segment we further assume that both end points are visible (from the camera) and identifiable in the panoramic image, and that we have an accurate mea− surement of the distance between these two end points. Attaching small circular labels at the end points of line seg− ments in the scene would ease the identification process. Note that the projected line segment (in the panoramic image) should ideally be in a single image column. Finally, we assume that the distance between each selected pair of parallel lines are measurable and known.
The general intention is to find a single linear equation that links 3D geometric scene features to the image cylinder such that (by providing sufficient scene measurements) we are able to calibrate R and w with acceptable accuracy.
1. Distance constraint: Any usable straight line segment in the 3D scene is denoted as L and indexed where needed for the distinction of multiple lines. The (Euclidean) dis− tance of two visible points on the line L is denoted as H (like "height"). The length of a projection of a line segment on the image column k is denoted as h and measured in pixels. Examples of H k and corresponding h k values are illustrated in Fig. 13 
where L is the width of the panorama in pixels.
The distance S between the line segment L and the asso− ciated optical centre (which "sees" this line segment) is defined by the length of the line segment starting at the opti− cal centre, ending on L and being perpendicular to L. We have that
where f t is the pre−calibrated effective focal length of the camera. 2. Geometric relation: Now we are ready to formulate a distance constraint by combining all the previously described geometric information. A 2D coordinate system is defined on the xz−plane for every pair of lines ( , ) L L k l ; see Fig. 14. Note that even though all the measurements are defined in a 3D space, the geometric relation of interest can be described in a 2D space since all the straight segments are assumed to be parallel to the axis of the image cylinder. The origin of the coordinate system is O, and the z−axis is incident with the camera focal point C k . The x−axis is ortho− gonal to the z−axis and the axis of image cylinder. (This coordinate system coincides with the camera coordinate system previously defined but without the y−axis.) Such a coordinate system is defined for each pair of lines.
The position of C k can now be described by coordinates ( , ) 0 R , and the position C l can be described by coordinates The distance D kl between points P k and P l has been measured. We have the following equation Note that even though the additional constraint forces a use of a non−linear optimization method, the accuracy of the method remains at the quality level of a linear parameter estimation procedure.
Stereo analysis
Multiple images of different views are required in order to obtain depth information from vision−based approaches. This section presents the geometrical relationship between two panoramic imaging cameras, expressed by epipolar lines or curves. Stereo matching algorithms are applied along derived epipolar lines or curves to identify pairs of corresponding image points in two images. Depth informa− tion of scene points is then calculated by a triangulation defined by projection centres and corresponding points.
Fisheye camera
We consider a stereo vision setup with two fisheye cameras which capture spherical images. This supports wide−angle stereo vision. The basic idea of this type of spherical stereo vision is "to straighten" the epipolar curves such that state− −of−the−art stereo matching algorithms can be applied. In the following, a spherical stereo vision is presented as proposed in Ref. 30 . Straight epipolar lines are obtained by sampling along the epipolar curves in the spherical image, and by mapping sampling points onto straight lines. This projection ensures straight epipolar lines in the resulting image.
The captured fisheye images are projected onto the sur− face of a unit sphere assumed to be around the camera's pro− jection centre. The geometric relation between fisheye images and spherical images is identified by calibration. Consider two spherical cameras and the scene point P. Let the projections of the scene point P onto the spherical images be denoted by p 1 and p 2 . Assume aligned camera coordinate systems. Recall that an epipolar plane is defined by the scene point P and the two camera projection centres. Epipolar lines are determined by intersections of the spheri− cal images and the epipolar plane. Due to the fact that the camera centres lie in the epipolar plane, and that the spheri− cal image points lie on the sphere around the camera centre, the epipolar curves are great circles around the camera cen− tres. In Fig. 15 , two spherical cameras capturing the scene point P are shown. The epipolar curves in the spherical images are highlighted in red.
Knowing the shape of the epipolar curves in the spheri− cal images, a projection function that maps the epipolar curves onto straight lines can be derived. Assume that the baseline is collinear with the x−axis of the camera coordinate systems. Thus, the epipoles are located at the intersections of the spherical images with the x−axis. Let the spherical image points p 1 and p 2 be expressed in spherical coordi− nates with the zenith in the positive x−direction. Note that the longitude angle f lies in the yz−plane and that the longi− tude angle is equal for every pair of corresponding image points. Furthermore, the longitude angle is fixed to the epipolar plane between the epipoles. In Fig. 15 , the longi− tude angle f is shown for the spherical image point p 2 .
The epipolar curves can be sampled between the epi− poles by changing the latitude angle while the longitude angle stays fixed. By mapping the sampling points onto straight lines, an image is obtained with straight horizontal epipolar lines. For a horizontal camera setup, the resulting image shows a horizontal field−of−view of 180°. The projec− tion is referred to as latitude−longitude sampling. Figure 16 illustrates the latitude−longitude sampling.
Next, a mathematical description of the latitude−longitude sampling is presented. Consider L( , ) i j as the latitude−longi− tude sampled image, where i and j denote the pixel position in the sampled image. Assume that the resulting image has a resolution m ń of pixels and that p = ( , , )
x y z denotes the spherical image point. The relation between the spherical image point p and a point in the latitude−longitude sampled image is described by the following equations
By using this relation, the intensity value for each pixel position ( , ) i j in the resulting image can be obtained at the spherical image point p = ( , , )
x y z . The latitude−longitude sampled image is derived by sampling the intensity value for each image point. As aforementioned, the mapping from spherical images to fisheye images is determined during the calibration process. Thus, the captured fisheye images can be transformed into latitude−longitude sampled images. Due to the straight horizontal epipolar lines in the result− ing images, state−of−the−art stereo matching algorithms can be applied without a need for alterations. By comparing two latitude−longitude sampled images, a disparity map is obtained that differs from conventional disparity maps. We refer to the obtained disparity maps as spherical disparity maps. The spherical disparity maps denote the horizontal displacement of the image points in the longitude−latitude sampled image. This horizontal displacement is linearly related to the latitude difference of the spherical image points in spherical coordinates.
For wide−angle stereo vision, distance approximation as known from conventional stereo vision is insufficient. We quote in this paragraph from Ref. 30 : "Two problems occur when this approach is applied to fisheye cameras with a wider−than−hemispherical FOV. Firstly, computational errors in the disparity may be caused if "a very small dispar− ity is computed from two very large horizontal coordinates. The aforementioned problem will occur if the conventional pinhole camera model is applied to semi−spherical−FOV fisheye stereo images". Secondly, the depth "is usually used to describe how far an environment point is located from the camera... This is because the depth of an environment point imaged by a narrow−FOV camera is similar to the distance of the point from the camera. However, the depth may be significantly different from the distance of an environment Opto−Electron. Rev., 21, no. 1, 2013 © 2013 SEP, Warsaw point to the camera for spherical stereo, because an environ− ment point may be in any direction relative to a spherical camera and, thus, may have a great distance but a small depth value." Therefore, the spherical disparity must be defined accordingly.
Consider an epipolar plane in a stereo vision setup with two spherical cameras. Let P denote a scene point in the epipolar plane. Assume that the projections of P are given by p 1 and p 2 . Let the latitude angle of p 1 and p 2 be denoted by q 1 and q 2 , where the zenith is in positive x−di− rection. Figure 18 shows the epipolar plane of a scene point P in a spherical stereo setup.
A spherical camera was introduced by using a unit sphere around the camera centre (e.g., the spherical image lies on the surface of this unit sphere). We normalize the dis− parity map so that the disparities describe the displacement on the surface of the unit sphere. The displacement on the unit sphere coincides with the latitude difference of the spherical image points. Consider that the latitude−longitude sampled images capture a field−of−view of p in the horizon− tal direction and are w pixels wide. The normalization from pixel differences to angular differences is described by the following equation, where d n denotes the normalized dispa− rity and d the disparity expressed in pixels
With this normalization, a relation between the latitude angles of the spherical image points is given. The normal− ized displacement d n coincides with the difference of the latitude angles q 1 and q 2 .
By applying this relation, we calculate the distance of a scene point to a reference camera. Assume that r 1 and r 2 denote the distance of the scene point P to the camera cen− tres O 1 and O 2 , respectively. Distances r 1 and r 2 are defi− ned by the following equations r
By changing orientations of the camera coordinate sys− tems, the spherical stereo vision approach can also be applied to a vertical camera setup. Due to the epipoles, spherical stereo vision in a horizontal camera setup is lim− ited in its field−of−view to in horizontal direction. Whereas in a vertical camera setup, stereo vision for the complete horizontal view can be obtained. Limitations are "swapped" for the field−of−view in the vertical direction.
Rotating sensor-line camera
Consider an arbitrary pair of multi−view panoramas E P1 (R 1 , sociated with these two panoramas, may be different. A multi−view panoramic pair defines a general epipolar curve equation because the epipolar geometry of other types of cylindrical panoramic pairs can be derived from this equa− tion. Given is the image point ( , ) x y 1 1 on E P1 . This image point is a projection of an (unknown) point in a 3D space, which (assuming it is visible) will project into the corre− sponding image point ( , )
x y 2 2 in E P2 . Without knowing the projected 3D point, the knowledge about sensor parameters and ( , )
x y 1 1 allows us to specify the possible locations of ( , ) x y 2 2 . The origin of the sensor coordinate system, defined for image E P1 , is denoted by O 1 , and for the image E P2 it is denoted by O 2 . Let a 3 3 rotation matrix R and a 3 1 trans− lation vector t specify the orientation and the position of the O 2 coordinate system with respect to the O 1 coordinate sys− tem. The rotation matrix R is decomposed into its three row vectors as [ ] r r r 1 2 3 T T T T , and the translation vector is repre− sented by its three elements as (t x , t y , t z ) T . The general epi− polar curve equation is then stated as in the following paragraph.
Let ( , ) x y 1 1 and ( , ) x y 2 2 denote the image coordinates of the projection of a 3D point in the source image E P1 and the destination image E P2 , respectively. Consider x 1 and y 1 as being given. Let a p . Figure 19 illustrates an example of epipolar curves for a general case of a pair of multi−view panoramic images. The shown curves demonstrate the geometric complexity of those objects.
The internal sensor parameters of E P1 (R 1 , f , w 1 , L) and E P2 (R 2 , f , w 2 , L) are as follows: R 1 = 500 mm, w 1 = 45°, R 2 = 250 mm, w 2 = 65°, f = 35 mm, and L = 1,000 pixels. The affine transform between both sensor coordinate sys− tems (associated with these two panoramas) can be descri− bed by the translation vector t and the rotation matrix R. Let t = (2000, 300, 1500) T in mm and
where R x , R y , and R z are the rotation matrixes with respect to each of the three axes. The top of Fig. 19 shows the speci− fied geometric relation between these two panoramas in a 3D space. 20 points have been selected in the image E P1 , labelled by numbers. The corresponding epipolar curves in the image E P2 , also labelled by numbers, are shown at the bot− tom of Fig. 19 . An interesting observation is that epipolar curves do cross each other (in this case), and these intersec− tions are not necessarily epipoles (for example, curves 3 and 8). This is a new situation compared to epipolar geometry of a pinhole−model camera where epipolar lines only intersect at epipoles. However, if we only consider epipolar curves associated with image points on the same column of the source image E P1 , for example curves labelled 17, 18, 19 and 20, then they only intersect (if at all) at epipoles.
Camera pose recovery
In order to understand scene geometry from multiple pan− oramic images, it is essential to know the relative camera orientations. Having calibrated each camera accurately, the spatial relation between two camera locations can be cal− culated.
Fisheye camera
In this section, a method is proposed that precisely calcu− lates the relative camera orientation of a multicamera sys− tem. The method is divided into two steps. First, an estima− tion of the spatial relation between the two cameras is calcu− lated. The estimation is obtained from the extrinsic parame− ters of the calibration object. In the second step the estima− tion is optimized. Using a non−linear refinement, the opti− mal camera orientation is calculated with respect to a mode− lling function.
Consider a stereo vision system with two cameras cap− turing a calibration object. Assume that the cameras are located at O 1 and O 2 and that the cameras are displaced by base distance b. Let P Î R 3 be the scene point located on the calibration object. Note that P can be expressed with respect to three different coordinate systems, two camera coordi− nate systems and a world coordinate system located at the calibration object. In the following a scene point is anno− tated with a superscript indicating the respective coordinate system in which the point is expressed. Let the world coor− dinate system be located at O w on the calibration object.
Assume that the spatial orientation of the two cameras is described by the translation vector t 12 3 Î R and the rota− tion matrix R 12 3 3 ÎŔ . In Fig. 20 , the relation between two camera coordinate systems and the reference coordinate system attached to a calibration object is shown.
The transformation between the two camera coordinate systems is defined by the relative camera orientation. Thus, the scene point P 
Assume that the extrinsic parameters of a calibration object are defined by the translation vectors t k Î R 3 and the rotation matrices R k ÎŔ 3 3 , where k Î { , } 1 2 refers to the respective cameras. Knowing the extrinsic parameters, the scene point P ( ) w on the calibration object can be expressed in camera coordinates. The transformation of the scene point P from world coordinates to camera coordinates is described by the following equation
The solutions of Eq. (23) for P ( ) w for both camera coor− dinate systems contain the relative camera orientation implicitly. The relative camera orientation can be obtained by setting the transformations from camera to world coordi− nates equal to each other
By solving Eq. (24) for P ( ) 2 , the coordinate transforma− tion from Camera 1 to Camera 2 can be expressed in terms of the extrinsic parameters.
Based on Eqs. (21) and (25), the relative camera orienta− tion can be determined by the following
From the camera calibration process, the extrinsic para− meters of both cameras have been recovered, and, thus, the relative camera orientation can be estimated from Eqs. (26) and (27) .
In the next step, a non−linear optimization is derived to refine the estimated camera orientation. Given an estimation of the relative camera orientation, the scene point P 
,~~)~(~) ( ) 
. (29) Due to inaccuracies of the recovered camera extrinsic parameters and the estimated camera orientation, the spatial positions of P ( )
ences for all the calibration points are calculated. By mini− mizing the spatial displacement with the least squares crite− rion, the optimal camera orientation is obtained. In Fig. 21 the spatial displacement of a calibration object is shown. The positions of the black and the grey checkerboard should be the same. The spatial orientation of both checkerboards is calculated with respect to the camera located at O 1 . The relative camera orientation can be expressed by six parameters: three parameters for the translation vector t 12 and three parameters for the rotation vector r 12 . We com− bine the parameters of the camera orientation to the six− −dimensional parameter vector x by stacking the vectors r 12 and t 12 . This defines
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The optimal camera orientation is obtained by minimiz− ing an error function depending on the parameter vector x. We establish the error function e( ) x as the function that cal− culates the spatial differences of all calibration points esti− mated from both cameras. The spatial differences are obtained from Eqs. (28) and (29) .
Assume that the scene point P ij (28) and (29) depending on the vector x. The following equation defines the function y( , , , ) x i j k , where R x ( ) calculates the rotation matrix R 12 and t x ( ) calculates the translation vector t 12 depending on the parameter vector x. We have that y( , , , )
for k = 1, or equals R x R P t t x ( )( ) ( )
for k = 2. Note that we have N observation image pairs with M cali− bration points in each image. For each corresponding point pair two error equations can be obtained by calculating the differences between P ij k ( ) and~( ) P ij k for both cameras. The points P ij k ( ) are determined from the extrinsic parameters of the calibration object with respect to the camera k. The points ( ) P ij k are estimated from the extrinsic parameters relating to the other camera and the relative camera orientation. Thus, we have 2MN equations to optimize the relative camera ori− entation which is described by the parameter vector x. We define the error function e( ) x as the function that cal− culates the spatial differences of the scene points P ij k ( ) and 
At the global minimum of e( ) x the optimal camera orien− tation is obtained. For the parameter vector x min the spatial differences between the calibration object positions are min− imal. A scene point expressed in one camera coordinate sys− tem can be transformed into the other camera coordinate system with a minimal error. The global minimum x min can be obtained by using a non−linear optimization technique, such as the Levenberg−Marquardt algorithm.
Note that the intrinsic parameters of both cameras and the extrinsic parameters of the calibration object for each position are constant during the optimization process. Only the relative camera orientation is adapted during the mini− mization process.
Rotating sensor-line camera
While capturing cylindrical panoramic images using a rotat− ing sensor−line camera system, it is a standard practice to aim for a set of levelled panoramas. The only constraint is that all associated axes of image cylinders have to be paral− lel, to be guaranteed by a leveller. Figure 22 sketches a lev− elled pair of panoramas.
Levelled panoramas are common for virtual navigation [31, 32] or reconstruction [22, 33] of large scale environ− ments. Levelled panoramas support large "overlapping" fields of view. The larger the common field of view, the higher the probability that object surfaces are visible in more than one panorama. This supports more reliable stereo reconstruction and smooth view−transitions between multi− ple panoramas in, for example, a walk−through simulation.
The sensor pose estimation criteria of a levelled pair is specified in the following. Both levelled panoramas are acquired by two sensors with the same intrinsic parameters, and the sensor poses are related by the single rotation angle f with respect to the rotation axis and the translation vector (t x , t y , t x ) T . The five variables to be recovered, are X 1 =cos f, X 2 = sin f, X 3 = t x , X 4 = t z , and X 5 = t y . In the equational sys− tem, the following nine coefficients are also used The above equation can be derived from a pair of the corresponding image points ( , )
x y 1 1 and ( , ) x y 2 2 of levelled cylindrical panoramas E P1 and E P2 , respectively. Given x 1 and y 1 , the corresponding epipolar curve in E P2 can be expressed as follows 
This result can be derived directly from the general epipolar equation. The cost function is defined by the row difference between an actual corresponding image point and the point on the same column incident with the epipolar curve. In short, by algebraic rearrangements of Eq. (35), the second−order algebraic representation for the minimization can be obtained.
Camera trajectory estimation
In the applications of street visualization or a 3D city street reconstruction, a dense set of panoramic images is required. The common approach to achieve such requirement is by mounting a panoramic camera on the top of a vehicle and capture spherical images during motion. Several specially designed multi−camera systems are commercially available for this purpose. The major focus while considering a large set of panoramic images is to estimate the camera's moving trajectory based on the pairwise camera relative pose esti− mation results.
The spherical representation of the resulting panoramic images is preferred in this case, rather than a cylindrical image. It is because the pairwise relative camera pose can be recovered by directly adopting the well−known camera self− −calibration methods (such as the 8−point algorithm) origi− nally developed for the "normal" planar images. The reason for that is because a single projection centre has been assu− med in the spherical image representation. Those algorithms have shown to be robust to error, and it is possible to achieve real−time performance speed. Note, in order to adopt those camera self−calibration algorithms to the pan− oramic image situation, a single−centre of projection con− straint must be ensured. This means, that the accuracy of the mapping, from a set of planar images captured by the multi− −camera system, to the resulting spherical panoramic image is critical. Usually this mapping function is provided along with the purchase of the panoramic camera.
The framework of camera trajectory estimation appro− ach is as follows: First, a feature detection algorithm is applied to each of the source panoramic images, and, then, a feature point matching search is performed between each pair of successive images. The matching results enable us to recover the essential matrix describing the spatial relation− ship between two imaging coordinate systems. The relative orientation, represented by a rotation matrix, and position, represented by a unit vector, of two successive panoramic images can be derived from the essential matrix. Camera trajectory can be recovered through point cloud reconstruc− tion of the scene and bundle adjustment based on the avail− able global positioning system (GPS) information.
The image point correspondences can be established by scale−invariant feature transform (SIFT) feature detection plus SIFT−based matching. Although speeded up robust fea− tures (SURF) was claimed to have similar performance to SIFT, while at the same time being faster, however, in the case of complex environmental objects such as trees, our experiential results showed that SURF−based matching led to more false matches than the SIFT approach within the image regions of plants. When street trees are often una− voidable and this task is usually performed off−line (in such case, computation time is not a critical issue), it is a better choice to rely on SIFT−based matching result. A single threshold D SIFT is used to determine if a match is accept− able in the SIFT−based matching algorithm. The smaller the value, the more image correspondences are identified, and the higher possibility that the result would include false matches.
The 8−point algorithm is employed to estimate the essen− tial matrix. The algorithm utilizes the epipolar constraint, more specifically the coplanarity constraint, to solve for the essential matrix. The coplanarity constraint can be assured by vector arithmetic; thus, the implementation of the 8−point algorithm is independent from the geometrical form of the image surface. A 2−pass approach is proposed to obtain the final essential matrix. First, an initial essential matrix is derived according to a smaller set of corresponding image points, which is the matching result associated to the rela− tively large threshold value D SIFT . Those sparse corre− sponding points are believed to be more accurate but less descriptive. Next, a smaller threshold value is assigned to obtain a larger set of point matches. The initial essential matrix is then used to serve as a constraint to filter out the incorrect matches. In other words, the matching outliers are filtered by the epipolar constraint. Remaining point matches are then used to compute the final essential matrix. The derived essential matrix is used to solve for the external camera parameters R and t, which stand for the rotation matrix and the translation vector, respectively. The algorithm leads to two valid solutions of R and two solu− tions of t pointing in opposite directions. The desired solu− tion of the translation t can be obtained by assuming for− ward motion of the camera. To identify the correct solution of R, the scene points based on the already processed pan− oramic image were reconstructed with respect to the 3D world coordinate system. Each valid solution of R is used to calculate the new scene points. Ideally, majority of those new scene points should coincide with the previously recon− structed scene points. The correct solution of R can be determined by evaluating the 3D reconstruction results.
Pairwise external camera parameters are integrated one by one to obtain the global camera motion and thus the cam− era's moving trajectory. The major drawback of such a me− thod is that the camera parameter estimation error would propagate through the integration process. One way to cor− rect such drift is by a path−closing strategy. The idea is to evenly distribute the offset at the closing position to all the intermediate camera location. However, this method does not always work well. In order to deliver an efficient and relatively more accurate solution to this problem, we have chosen to incorporate GPS information. Since the accuracy of GPS varies from 1 to 5 meters, it is sensible to correct the trajectory drift every 50 meters based on the GPS reading. The concept of this approach is to apply a "loop−closing method" to every selected camera location. Instead of actu− ally closing the camera path, the estimated camera's posi− tion at each selected location is shifted to coincide with the GPS reading. The amount of displacement is evenly distri− buted along the piecewise path.
Performance evaluations
This section presents performance evaluation of camera pose recovering methods, introduced in Sect. 5, and of the camera trajectory estimation approach, introduced in Sect. 6. All the experiments were performed on Windows XP operating system running on a Intel(R) Core(TM) i7 CPU 920 2.67 GHz with 3G of RAM.
Fisheye camera pose recovery
To evaluate the performance of the proposed methods, a vertical camera setup was considered. Two vertically dis− placed fisheye cameras were mounted on the roof of the uni− versity's test vehicle. The test vehicle is referred to as HAKA1 (acronym for high awareness kinematic vehicle number 1) and was facilitated by a partnership with Daimler AG. HAKA1 provides a fully road worthy car as a mobile platform for simulating a passenger car in all driving situa− tions, where video analysis systems and algorithms can be tested and research conducted. The test vehicle can be fitted with an onboard computer and several cameras. In Fig. 24 , the test vehicle HAKA1 and our vertical camera setup are shown.
For the experiments, the two cameras need to be cali− brated precisely. For camera calibration, the method pro− posed in Ref. 21 was applied by using the provided MATLAB toolbox. A checkerboard printed on a planar sur− face was used to determine the intrinsic parameters of the cameras. To obtain corresponding calibration images, the checkerboard was placed in front of the camera setup so that it was captured by both cameras. In Fig. 23 , a pair of corre− sponding calibration images is shown.
To evaluate the accuracy of the camera calibrations, the reprojection error of all calibration points was considered. The reprojection error of a calibration point is the Euclidean pixel distance of the detected pixel position and the reprojec− tion onto the image. The pixel position of the reprojection is obtained from the extrinsic parameters of the checkerboard and the calculated intrinsic parameters of the camera.
In total, 24 pairs of corresponding calibration images were considered with calibration points in each image. Thus, 2,400 calibration points were evaluated to measure the accuracy of each camera calibration. In Table 1 , the re− projection errors of all calibration points for both cameras were statistically analysed. It can be seen that the top cam− era was calibrated slightly more accurately than the bottom camera. The top camera has an average reprojection error of 0 207 0168 . . ± , whereas the bottom cameras has an average reprojection error of 0 266 0 320 . . ± . Note that the median value for both cameras is less than 0.2 pixels, which means that half of all calibration points are reprojected with a mini− mal error. Thus, it can be concluded that the cameras are calibrated very precisely. Outliers can be related to inaccu− racies in the corner detection of the camera toolbox. Those outliers especially occur in overexposed image areas in the calibration images. In these image areas the corners between checkerboard boxes cannot be determined distinctly.
In Sect. 5.1, an estimation and a non−linear refinement of the relative camera orientation were proposed. Both estima− tion and optimization were considered in our evaluation. To evaluate the performance, the spatial displacement of all cali− bration points was calculated. The spatial displacement of a calibration point is the Euclidean distance between the scene points, which was estimated from both cameras, and describe the calibration points in space. A mathematical description of the spatial displacement was given in Sect. 5.1. In Table 2 , the spatial displacement of all calibration points is statistically analysed. Three estimations of random checkerboard positions, the average estimation of all che− ckerboard positions, and the non−linear optimization were considered. The results of the estimations vary significantly. In comparison to the optimal result, estimation 1 shows good results. An average spatial displacement of 0 824 0 650 . . ± mm was achieved. Estimation 2 and estimation 3 show poor re− sults, the calibration points in space are in average displaced by 1128 0 852 . . ± mm and 1 721 1 089 . . ± mm. The variation of the checkerboard position in space is either related to the in− accuracy during image acquisition or to inaccuracies of the extrinsic parameters obtained from the camera calibration process.
A more stable estimation was obtained by averaging over all estimations for the camera orientation. The results of the averaged estimation is close to the optimal result. On aver− age, the calibration points were displaced by 0 821 0 479 . . ± mm for the averaged estimation. Through the non−linear opti− mization proposed in Sect. 5.1, the optimal camera orienta− tion was obtained. The resulting camera orientation has an average spatial displacement of 0 779 0 492 . . ± mm. Our tests have shown that, using the Levenberg−Marquardt algorithm, the non−linear optimization reaches the optimal solution regardless of the initial estimation.
In Fig. 25 , a histogram of the spatial displacement error is shown. The average value is depicted by a dashed line and the median value is depicted by a dotted line. Although the sum of squared displacement errors is minimal, the average displacement is still high. The majority of calibration points were displaced by less than 1.5 mm, but the percentage of point pairs near zero displacement is small. 
Sensor-line camera pose recovery
Error sensitivity analysis was carried out to evaluate the per− formance of the relative camera pose recovering method proposed in Sect. 5.2 while a pair of levelled sensor−line cameras were used for capturing panoramic images. It is almost certain that there will be minor deviations from our ideal model when dealing with rotating sensor−line cameras in real−world applications. For instance, sensors may not be perfectly levelled or the identified corresponding points are erroneous.
Two synthetic experiments were conducted by using MatLab to answer the question of how each of the following affects the pose estimation results: 1) error in coordinates of the given corresponding image points; 2) some non−parallelity of rotation axes.
In particular, the first stated error is mostly likely to occur, which may be caused by low image resolution, incor− rect feature allocation or even a general result of erroneous camera calibration.
The setup of the synthetic experiments for a pair of le− velled panoramas is as follows: R = 320 mm, w = 90°, f = 8 75
. mm, and L = 1,800 pixels. Each of these was cho− sen based on the considerations provided in Ref. 14 in degrees in both cases. These two quantities represent the angle difference and the direction difference, respectively, which were used in Ref. 34 . Due to the nonlinear con− straints, the quadratic programming optimization approach is not directly applicable. Thus, the sequential quadratic programming method is used instead for optimization (e.g., function fmincon in MatLab).
The pose estimation result of the first experiment (e.g., about erroneous corresponding points) is illustrated by the plots in Fig. 26 . Up to ten−pixel errors were introduced (the errors are modelled by additive Gaussian−distributed ran− dom numbers). Under those circumstances, the proposed approach is still able to achieve less than five−degree error in the estimation of t; see the Tran_error as plotted by means of a grey line. In a real situation, it is very unlikely that such poor correspondence results would be obtained. For a two− −pixel error in the given corresponding pairs, the algorithms are able to guarantee an error of less than one degree for the estimated values of R and t.
The second synthetic experiment is to test how robust the method is in incorrectly levelled panorama situations. In the experiments, a total 4−degree levelling error was assu− med, defining different orientations represented, for exam− ple, by R x ( ) ±°4 , R R 
Panoramic camera trajectory estimation
A Point Grey Ladybug3 camera was used to capture dense spherical panoramic images. The camera was mounted on top of a car as shown in Fig. 4 . The car was moving at an average speed of 35 kilometres per hour on the street. This way, adjacent panoramic images are captured at locations approximately one meter apart. This car was also equipped with a GPS system. We recorded thousands of panoramic images this way on different streets, however, for image experiments there is no sufficiently accurate ground truth data available for eval− uation. As described in the previous sections, we aim to reconstruct a rough 3D street model for which accuracy was not our major concern. An example of a reconstruction is shown in Fig. 28 .
To demonstrate the accuracy of the camera trajectory recovery result, one small experiment was performed on the secure area of a sidewalk instead of on a (busy) road such that the path can be planned ahead and carefully measured. Figure 29 illustrates the camera trajectory recovery result of a 200 meter path. Here, an ideal ground−truth image acquisi− tion path is illustrated by the black curve, and the estimated camera path is plotted in a white dotted curve.
To evaluate the performance of the proposed camera tra− jectory recovery approach, we have also conducted some synthetic experiments. The 12×20 units (note: the unit is as used in the software) virtual street model was built by Maya and all the buildings were texture mapped with real images. A virtual camera was implemented to capture the panoramic images in the virtual world. For the experiment illustrated in Fig. 30 , 50 panoramic images were generated at the loca− tions indicated by white dots. The estimated camera path is represented by a set of black circles. The average drifts of the resulting camera path to the actual path is equal to 0.324 units. Since this is an example of a short open path, no bun− dle adjustment nor loop closing was performed. In the other experiment, a closed path was used for evaluation, and bun− dle adjustment was used to refine the resulting estimated path. The average error is reduced to 0.18 units.
Conclusions
The paper reviews camera projection geometry and calibra− tion methods of various wide−angle vision systems which are particularly suitable for road−related applications. These vision systems are able to capture images with a wide field− −of−view, often referred to as panoramic images. Stereo analysis of a pair of captured panoramic images and the rel− ative camera pose recovery methods is also presented for selected imaging sensors.
Single or multiple fisheye cameras are starting to be used for driver assistance applications due to their relatively low cost and high flexibility. High−resolution panoramic images, captured by a rotating line−camera, offer the best viewing impression of a static scenario and are often used for virtual touring applications. By following these appro− aches, it is possible to generate stereo panoramic images viewable by any type of stereoscopic visualization method. Various multi−camera systems have been developed to be mounted on a moving car, for example the Point Grey Lady− bug camera, to capture panoramic images during motion, which is especially suitable for large−area 3D reconstruction purposes.
Performance evaluations were carried out to test the robustness of the presented camera pose recovery methods for fisheye and rotating line−cameras. The results show that these methods are robust for practical situations. In order to evaluate the accuracy of the presented camera trajectory estimation approach for spherical panoramic images, a syn− thetic 3D street model was built. The experiments show that, in such an ideal environment, "good" trajectory estima− tion results are obtained. However, for real experimental image sequences, captured with a Ladybug camera, GPS data should be incorporated into the location estimation pro− cess to correct for drift produced by error propagation.
