This article introduces a variant of the Conflict-Free Pickup and Delivery Problem with Time Windows in which speeds can be regulated. The problem arises in several areas of transportation and logistics including routing and scheduling of automated guided vehicles in port terminals and coordination of unmanned aerial vehicles in controlled airspace. A particular aspect of this problem is that at most one vehicle can traverse an arc of the transportation network at any time. The problem studied in this paper is to determine the vehicle paths and speeds on each arc of the path in such a way that no conflicts arise, the time windows are met and the total energy consumption is minimized. A branch-and-bound algorithm is described in which a lower bound is obtained by solving a separable nonlinear problem in quadratic time. If the solution of the relaxation is not conflict-free, a set of space-based and time-based branching constraints are generated to resolve the detected conflicts. Computational experiments show that, when compared with a state-of-the-art approach, the proposed method is able to generate a larger number of feasible solutions (42% on average) and reduce the computation time by an order of magnitude. Moreover, the approach results in an average energy saving of around 70%.
Introduction
Conflict-free routing problems mainly arise in material handling systems where automated guided vehicles (AGVs) are used to move loads between pickup and delivery points. In such systems, vehicles travel on a network made up of arcs called tracks or track-segments, which in turn form paths between the points. When each track or a track-segment has a unit capacity, it allows the traversal of only a single vehicle at a time. In this case, if two or more vehicles try to enter a track at the same time, or they are scheduled to arrive at a given point at the same time, a conflict arises. In this case, at least one of the vehicles has to be delayed or re-routed. One practical setting in which the problem arises is in the traffic control of AGVs in warehouses with very narrow aisles (VNAs). VNA is a type of layout used for improving the utilization of the storage space, where it suffices to leave as little as a couple inches of clearance on each side of the AGV for it to travel safely in a narrow aisle. Similar problems also arise in routing and scheduling of automated guided vehicles in port terminals and coordination of unmanned aerial vehicles in controlled airspace.
If the arc capacity constraints are relaxed and the speeds are fixed, the problem becomes that of routing with Pickup and Delivery (Dumas et al. 1991 , Berbeglia et al. 2007 . A variety of conflictfree routing and dispatching problems have been studied in the literature, which generally involve assigning a set of requests and their sequence to each vehicle (dispatching), as well determining the paths that they will traverse (routing) such that they are conflict-free. These problems are typically formulated and solved in two-stages. In the first stage, a master problem determines a solution to the dispatching problem, in which the arc capacity constraints are relaxed, where the objective is often the minimization of the longest route or the minimization of the production delays. The solution found at this level, however, does not specify the sequence of the network arcs to be traversed by the vehicle while going from a pickup point to the next one. A second-stage problem is subsequently solved to check whether a set of conflict-free routes, satisfying the constraints of the master problem, exists. This subproblem has so far been solved with the assumption that the vehicle speed is constant.
We now summarize the literature related to the Conflict-Free Pickup and Delivery Problem with Time Windows. Earlier work on the problem includes that of Krishnamurthy et al. (1993) , who solve the conflict-free routing problem given that a solution to the dispatching problem has already been determined. The authors describe a set partitioning formulation for the problem, the variables of which are the routes for each AGV, and solve it using a column generation based heuristic. Desaulniers et al. (2003) extend the problem to take into account the assignment of requests to vehicles, and propose an exact algorithm in which column generation is used to solve the relax-subproblem when they are fixed in the master problem. Other studies on the problem include that by Nishi and Tanaka (2012) who propose a Petri network decomposition algorithm for the problem, where the choice of this method is primarily motivated by the need to solve large-scale instances, for which reason the authors exploit the decomposability of Petri nets. Finally, Saidi-Mehrabad et al. (2015) describe a similar two-stage partitioning of the problem into a master problem and a second-stage problem, where both problems are solved by an ant colony algorithm.
As the brief review above indicates, the Conflict-Free Pickup and Delivery Problem with Time Windows has been examined in some detail under the assumption that vehicle speed is fixed and cannot be regulated. However, the literature on energy-efficient and conflict-free routes is much less developed. This is quite surprising since the optimization of the usage of batteries is of primary concern in AGV-based systems (Onori et al. 2016) . Energy consumption and emissions have been addressed in van Duin and Geerlings (2011) at a strategic level. Xin et al. (2013) investigate how to improve the performance at the operational level, when combining objectives related to throughput and energy consumption. The authors describe a speed optimization problem arising in an automated container terminal, formulated as a quadratic programming model, but does not consider the potential collisions of vehicles.
In this paper, we study a conflict-free pickup and delivery problem in which a set of pickup and delivery requests have to be transported between specified pairs of nodes within specified time Adamo et al.: Conflict-Free Pickup and Delivery Article submitted to Transportation Science; manuscript no. TS-2016-0199.R3 windows by using a homogeneous fleet of vehicles. Time windows are particularly relevant when the pickup and delivery requests arise as part of a larger distribution problem, where parts to pick up might not necessarily be readily available at the beginning of the planning horizon and where the delivery times may be constrained by the subsequent shipment of the parts.
We assume that requests are known in advance, travel times are deterministic and decisions pertaining to vehicle assignment and sequencing (i.e., vehicle dispatching) have already been made.
The problem we address here is to determine the paths to be traversed by each vehicle between two consecutive pickup and delivery points, and the speed at which a vehicle travels on each track, such that there are no conflicts in the resulting solution, and that the overall energy usage of the vehicles is minimized. One way to avoid conflicts is to operate the vehicles at constant (e.g., maximum) speed and to insert delays by allowing the vehicles to wait at the end of tracks. We pursue an alternative approach and provide the vehicles with the ability to change their speeds, which, to the best of our knowledge, has not yet been considered in the relevant literature. The main advantage of our approach is that it can reduce the overall energy consumption, for which speed is known to be one of the main determinants. Regulating the vehicle speeds also avoids unnecessary waiting at nodes that may block other vehicles and eliminates potential infeasibilities. It may seem that combining travel at maximum speed with delays allows for the construction of solutions equivalent to those with variable speeds. If waiting was allowed along the arcs, then the two approaches would lead to the same set of feasible solutions. We adopt a design assumption here similar to that of Nandula and Dutta (2000) and Farahvash and Boucher (2004) , in which the network has crossover or intersection points, which are the only locations where an AGV is allowed to wait to access a link in case of a conflict. Restricting waiting at nodes is sometimes necessitated for technological reasons, in particular to be able to accurately track an AGV. The position of an AGV can be determined precisely, only when the vehicle is in aligned with one of a discrete number of so-called artificial landmarks. Otherwise, the position is estimated. It common practice to select the waiting locations as a subset of the landmarks (Ronzoni et al. 2011) . Whilst the landmark placement in itself is a difficult problem, it has been suggested that placing landmarks at intersection points in a grid provides very good, if not optimal, solutions, mainly due to triangulation effects (see Sinriech and Shoval 2000, for further details).
Our model assumes that the choice of the speed on an arc is completely independent of the speed in the preceding and the succeeding arc on the path. We also assume that the time spent accelerating or decelerating is negligible and that a turn does not slow down the vehicle significantly. This is realistic in port terminal management and in routing Unmanned Aerial Vehicles where the track length is large enough to justify both assumptions: tens of meters or even a few hundred meters in the former case (Branch 2012) and several miles in the latter (Mueller et al. 2013) . As Adamo et al.: Conflict-Free Pickup and Delivery Article submitted to Transportation Science; manuscript no. TS-2016-0199.R3 5 far as energy consumption is concerned, modern AGVs, whilst decelerating, use a regenerative breaking mechanism that can be used to recover the kinetic energy consumed in the acceleration phase (Young et al. 2013 , Fiori et al. 2016 .
We contribute to the literature by (1) introducing and formally defining the problem mentioned above, (2) describing a lower bounding procedure and an exact algorithm based on branch-andbound, and (3) quantifying the benefits of using speed optimization for reducing energy requirements through computational experiments.
The rest of the paper is organized as follows. Section 2 presents a formal definition of the problem studied here along with an illustrative example. The branch-and-bound algorithm is described in detail in Section 3. Section 4 reports the results of computational experimentation. Conclusions are presented in Section 5.
Problem Statement
Let G = (V, E) be a directed graph, where V is a vertex set and E is the set of arcs. In this representation, an arc corresponds to a track-segment of a path in the graph, and the vertices represent endpoints of track-segments. Each arc (i, j) ∈ E represents the movement of a vehicle i ∈ V to an adjacent node j ∈ V , and its length is denoted by c ij . Each path is bi-directional, meaning that, for a pair of adjacent vertices i ∈ V and j ∈ V , there exists an arc (i, j) ∈ E and another one (j, i) ∈ E in the opposite direction. For convenience, we will assume that all tracksegments have the same length, that is c ij = 1 for all (i, j) ∈ E, although the ensuing exposition and the algorithm presented apply to networks with non-uniform length track-segments.
Transportation tasks are associated to a subset of vertices V 1 ⊆ V . A set R = {r = (a r , b r ) : a r ∈ V 1 , b r ∈ V 1 } of unit loads have to be transported between pairs of workstations by a homogeneous fleet of K vehicles of unit capacity. As in Sarker and Gurav (2005) , we assume that there exists a buffer at each node in V 1 , which is an area off a lane where a vehicle may enter to perform a pickup or delivery, thereby allowing another vehicle to traverse the same lane at the same time. Vehicles may all be based at the same depot i 0 ∈ V , as is assumed in the following, or at different depots, as would be in the case of Material Handling Systems. A time window is associated with each transportation request r ∈ R, relating to pickup or delivery. A vehicle can travel at a speed v ∈ (0, v], and the energy required per distance unit is described by a non-decreasing convex function f (v).
As stated in Section 1, the model assumes that the choice of the speed on an arc is completely independent of the speed in the preceding and succeeding arc.
Given a planning horizon [t 0 , T ], we assume that the dispatching problem has been solved and is therefore an input to our problem. The task dispatching prescribes a sequence S k consisting of H k pickup/delivery locations to be visited, defined for each vehicle k = 1, . . . , K. The node in position Article submitted to Transportation Science; manuscript no. TS-2016-0199.R3
for which α kh = [α kh , α kh ] is the time window, with α kh denoting the earliest and α kh the latest possible times for service to commence at that node. The set of all time windows α kh assigned to a vehicle k = 1, . . . , K is denoted by C k .
As far as vehicle routing is concerned, each track has a capacity equal to one. There are two types of possible conflicts: the first, namely Node-conflict, arises when two or more vehicles traveling on different arcs are moving towards the same node, such that they all arrive at the destined node at the same time. The second, namely Arc-conflict, arises when one vehicle attempts to enter a track-segment that is already occupied by another vehicle, regardless of direction. In the following, we define as the smallest significant time duration, which is used for discretization of time, and using which the conflict definitions will be defined.
The Conflict-Free Pickup and Delivery Problem with Time Windows is to determine, for each vehicle k = 1, . . . , K, a conflict-free path starting at time t 0 from a given location i 0 , and the speed at which the vehicles will travel on each track-segment of the path, so that the requests assigned to the vehicles according to the sequence S k are served within the time windows as specified in the set C k . The objective of the problem is to minimize a convex function describing the total energy required to serve the requests. Figure 1 (a) shows two shortest paths, one from node 0 to node 17 (grey arcs) and another from node 11 to node 6 (black arcs).
Assume that there exist two vehicles A and B, initially located at node 0 and node 11, respectively. Vehicle A starts traveling on the shortest path from node 0 to node 17 at time t = 0. Similarly, vehicle B starts travel from node 11 to node 6 at the same time on the shortest path. If the two vehicles travel at a constant speed of one track-segment per second, a node conflict will occur at node 18 at time t = 4. This conflict can be avoided by either modifying the speed or the path of one of the vehicles. In the former case, changing the speed of vehicle A to half a track-segment per second will avoid a potential collision. In the latter option, vehicle B can be routed on a different shortest path, as shown in Figure 1 (b) using the black arcs, in order to avoid the conflict, without the need to change the speed from one track-segment per second.
A Branch-and-Bound Algorithm
In this section, we describe a Branch-and-Bound algorithm in order to solve the Conflict-Free Pickup and Delivery Problem with Time Windows. In particular, we propose a lower bounding procedure, a feasibility-check procedure and branching rules. As will be further explained in the following sections, each branching operation adds a pool of time, sequencing and logical constraints to a node P of the branch-and-bound tree, which are modeled by the following operations, respectively:
• updating the time constraints in C k ,
• adding new nodes in S k and the corresponding time windows in C k ,
• forbidding some arcs to be part of a path between two consecutive stops.
Hence, we characterize each node P as a sequence S k of H k nodes, with H k ≥ H k , and a set C k of time windows, for each vehicle k ∈ {1, . . . , K}. Moreover, to manage arc conflicts arising in the search of an optimal solution, we define, for each vehicle k ∈ {1, . . . , K}, a set Ω kh ⊆ E of arcs where h ∈ {1, . . . , H k − 1}. Each arc of the set Ω kh is associated to a branching logical constraint defined as follows: if (i, j) ∈ Ω kh then the arc (i, j) cannot be included in a path from S k [h] to S k [h + 1] traversed by vehicle k. In the following, we refer to the overall set of branching logical constraints associated to node P as Ω k , i.e. Ω k = Ω k1 · · · Ω kH k −1 . At the root node S k , C k and Ω k are initialized to S k , C k and ∅, respectively.
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Lower bounding procedure
In order to compute a lower bound for a given node P of the branch-and-bound tree, we define a relaxation by removing the arc capacity constraint. The resulting relaxation P R is a nonlinear separable problem, where the optimal solution can be determined by solving a Path and Speed
Optimization Problem (SOP k ) for each vehicle k ∈ {1, . . . , K}. We encode a feasible solution of SOP k as follows. The sequence of n kh arcs of G corresponding to a path from node S k [h] to node S k [h + 1] that satisfy the logical constraints associated to Ω kh is denoted by p kh , where each arc = 1, . . . , n kh on the sequence is shown by p kh [ ].
Let v kh be a vector of n kh travel speeds, stating that vehicle k traverses arc p kh [ ] at speed v kh [ ], for = 1, . . . , n kh . We denote a feasible solution of
that if a vehicle k ∈ {1, . . . , K} starts traversing the sequence p k of paths at time t 0 using speeds v k , then the arrival times satisfy the time window constraints of C k .
Each SOP k can be formally defined as:
where,
It is worth noting that if we fix the routing component of (1) to a given routing solution p k , the corresponding optimal speed values v k can be determined by solving the following optimization problem:
If f (v) is a non-decreasing convex function, the optimization problem (3) can be solved in quadratic time by the exact algorithm presented by Hvattum et al. (2013) . The optimization problem studied by Hvattum et al. (2013) , namely a Ship Routing Problem (SRP), is defined with respect to a sequence of ports that a ship must visit with given time windows, where the objective is to determine the speed on each leg of the route so as to minimize the total fuel consumption.
We cast the optimization problem (3) as a SRP, where the sequence of nodes S k corresponds to a sequence of port calls with time windows defined according to C k . The main difference between the SRP studied in Hvattum et al. (2013) and the optimization problem (3) concerns the physical network. In the SRP, there are no transit nodes in G, but instead only a single arc connecting two consecutive ports on a route. In Hvattum et al. (2013) the authors prove that, if the energy cost
per distance unit f (v) is a convex non-decreasing function, then there always exists an optimal solution where each leg on the route is traversed at a constant speed. Therefore, the algorithm proposed in Hvattum et al. (2013) determines for each path p kh an optimal travel speed value ω kn , such that v k [ ] = ω kn , for = 1, . . . , n kh . This implies that:
where d kh is the length of path p kh . Let G kh be a graph obtained from G by deleting each arc (i, j) ∈ Ω kh . Theorem 1 provides optimality conditions for problem (1).
Theorem 1. If each path p kh of p k corresponds to a shortest path on G kh , then (p k , v k ) is optimal for (1), that is:
Proof of Theorem 1 The proof is by contradiction. Assume that there exists a feasible solution (1) for which the following holds:
where we assume, without loss of generality, that v
(1) k is determined as the optimal solution of the following subproblem:
Using the result by Hvattum et al. (2013) , we have
where ω (1) kh and d
(1) kh are, respectively, the optimal travel speed and the length associated to path p (1)
k . It is worth noting, by the hypothesis that each path p kh of p k corresponds to a shortest path on G kh , that d (1) kh ≥ d kh , given that d kh is the length of the corresponding shortest path. We now construct a solution (p k , v k ) feasible for (3), where the traversal time of each path p kh is equal to the traversal time of path p
can be computed as follows:
Since ω kh ≤ ω
(1) kh and f (v) is non-decreasing, the following holds:
Inequalities (5) contradict the hypothesis that F (p k , v k ) is optimal for optimization problem
(3).
According to Theorem 1 we determine the optimal solution (p k , v k ) of (1) in two steps.
Step 1. Determine each path p kh of p k by solving a shortest path problem between origin S k [h]
Step 2. Set v kh [ ] = ω kh , with = 1, . . . , n kh . In particular (ω k1 , . . . , ω kH k −1 ) is determined by means of the algorithm presented in Hvattum et al. (2013) as the optimal solution of a SRP defined by:
• the sequence S k of locations visited within time windows C k , and
• the distance d kh between two consecutive locations.
Let (p , v ) be the optimal solution of the relaxed problem P R , i.e., p = (p 1 , . . . , p K ) and v =
is not greater than the total energy of the current incumbent solution, then the branch-and-bound algorithm checks if (p , v ) is conflict free. For this purpose we propose a mechanism that will be described next.
Feasibility check
To check whether an optimal solution (p , v ) to the relaxed problem P R corresponds to a conflictfree routing on G, and to identify the type of conflict if not, we use a FeasibilityCheck procedure that is shown in Algorithm 1. The procedure is called on each pair of distinct vehicles k and k . If 
The FindConflict procedure checks conflict by verifying whether conditions (6) and (7) are satisfied. If no conflicts occur FindConflict returns the value None. Otherwise, FindConflict returns the type of the conflict identified. In particular, if conditions (6) or (7) do not hold, then
FindConflict returns an Arc-conflict or a Node-conflict, respectively.
The type of conflict, once detected, is returned by the FeasibilityCheck procedure in its space-time in the form ((i, j), (r, s), [t i , t j ], [t r , t s ]) and the corresponding indices h, h , , , and is subsequently given as input to the branching procedure that is described in the following section. 
if type = None then 12:
else 14:
return None 17: end function Algorithm 2 Conflict detection procedure
return Arc-conflict 5:
if j = s and t j = t s then 6:
return Node-conflict 7:
return None 8: end function
Branching strategy
When FeasibilityCheck procedure determines a conflict, the branching procedure defines a partition of the feasible region of P into N B subsets, so that the infeasible solution (p , v ) is cut off and no feasible solution is lost. The basic idea is as follows. When a conflict arises on an arc (or in a node), there are two viable alternatives:
• at least one vehicle is re-routed (space-based branching);
• at least one of the vehicles is time-constrained (time-based branching).
Figure 2
Time-based and space-based branching for an Arc-Conflict
The latter option can be implemented by adding dummy time windows to the conflicting vehicles in such a way that their traversal of the conflicting arc (or node) is delayed or anticipated. Formally, for each conflict type, we devise a branching procedure that produces N B child nodes, each of which is shown as P , where = 1, . . . , N B . As depicted in Figures 2 and 3 , each branching procedure is modeled as a decision tree where branch-and-bound nodes correspond to the root node (i.e., the parent node P) and the leaf nodes (i.e., the child nodes P , with = 1, . . . , N B ). In particular the number N B of child nodes is equal to six and 14 for Node-conflict and Arc-conflict, respectively.
Each child node P is obtained by adding to the parent node P all constraints associated to the path of the decision tree starting from the root node to the leaf node associated with P , for = 1, . . . , N B . For example, in Figure 2 , the child node P 1 is obtained by adding to the parent node P the constraint (i, j) / ∈ p kh .
3.3.1. Space-based branching. For both arc and node conflicts, the algorithm partitions the feasible solutions of P into two sets:
• feasible solutions satisfying constraint (i, j) / ∈ p kh , which states that the vehicle k does not traverse arc (i, j) when traveling from node S k [h] to node S k [h + 1];
• feasible solutions satisfying constraint (i, j) ∈ p kh , which states that the vehicle k traverses
A further branching partitions the feasible solutions satisfying (i, j) ∈ p kh in two sets:
• and Ω k of the parent node P as follows:
• constraint (i, j) / ∈ p kh is modeled by adding the arc (i, j) to the set Ω kh ;
• constraint (i, j) ∈ p kh is modeled by inserting the arc (i, In a similar way, the space-based branching constraints (r, s) / ∈ p k h and (r, s) ∈ p k h are added to SOP k of the child nodes by modifying C k , S k and Ω k of the parent node P. It is worth noting that, removing arc (r, s) from p k h corresponds to traversing a shortest path whose length is greater than (or the same as) the previous one.
3.3.2. Time-based branching. In the following we describe how the time-based branching procedure has been tailored for each conflict type. In particular, we refer to arcs (i, j) and (r, s) of Algorithm 
Figure 4
The subset Λq with q = 1, . . . , 6 Table 1 Time windows C k imposed to subproblem SOP k for each branching constraint γ k ∈ Λq (q = 1, . . . , 6)
where t 2 = min(t 2 , t 1 + 1/v) and 1/v is the minimum time to traverse a track-segment of unit length.
Let Λ be the set of all time intervals γ ⊆ [t 0 , T ] whose durations are greater than or equal to the minimum travel time 1/v. According to (8), we use Λ to form six subsets of intervals Λ 1 , . . . , Λ 6 , as shown in Figure 4 . More formally, Λ 1 , Λ 2 and Λ 3 consist of time intervals starting in [t 0 , t 1 [ and ending in [t 0 , t 1 [, [t 1 , t 2 ] and ]t 2 , T ], respectively. Similarly, Λ 4 and Λ 5 consist of time intervals starting in [t 1 , t 2 ] and in ]t 2 , T ], respectively, but both ending in ]t 2 , T ]. Finally, Λ 6 corresponds to [t 1 , t 2 ]. The time windows [t 0 , t 1 [ are modeled as [t 0 , t 1 − ]. We recall that induces an implicit time discretization and observe that, with respect to a given , the following branch-and-bound algorithm is an exhaustive search. In particular, running the algorithm to completion determines feasibility.
Let us denote by z kh the arrival time at node S k [h]. For notational convenience, we define the branching constraints in terms of constraints on time intervals γ k ∈ Λ and
In particular, the time-based partition for the Arc-conflict is defined by all pairs of time constraints (γ k ∈ Λ q , γ k ∈ Λ q ), with q, q = 1, . . . , 6. As reported in Table 1 , given a vehicle k, constraint γ k ∈ Λ q is added to the child nodes by updating time windows α kh+1 and α kh+2 , with q = 1, . . . , 6.
The time-based branching shown in Figure 3 cuts off a set of infeasible solutions satisfying the following condition: 
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In particular, condition (9) holds for all solutions satisfying (10)-(13), where:
It is worth noting that the infeasible solution (p , v ) satisfies constraints (γ k ∈ Λ 3 , γ k ∈ Λ 3 ). On the other hand, feasible solutions do not satisfy condition (9), i.e. they do not comprise vehicles colliding in [t 1 , t 2 ].
Node-conflict. As mentioned earlier, a Node-conflict occurs at node j, when vehicles k and k are traveling on arcs (i, j) and arc (r, j), respectively, visit node j at the same time t. We observe that a Node-conflict is a special case of an Arc-conflict, occurring on a dummy arc (j, j) with c jj = 0.
Taking into account that t 1 = t 2 = t, the time partition (8) becomes:
Since subsets Λ 2 , Λ 3 and Λ 4 are empty sets for the dummy arc (j, j), the time-based branching for a Node-conflict can be modeled as shown in Figure 3 . In particular, a first time-based partition is applied to feasible solutions as follows.
• Feasible solutions satisfying constraint γ k ∈ Λ 1 , which states that the vehicle k arrives at node j before t.
• Feasible solutions satisfying constraint γ k ∈ Λ 5 , which states that the vehicle k arrives at node j after t.
• Feasible solutions satisfying constraint γ k ∈ Λ 6 , which states that the vehicle k arrives at node j at time t.
Then, a further time-based branching cuts off the infeasible solution (p , v ) from child nodes {P 5 , P 6 } by the following time constraints:
• the vehicle k arrives at node j before t, i.e., γ k ∈ Λ 1 ;
• the vehicle k arrives at node j after t, i.e., γ k ∈ Λ 5 .
Computational Results
This section presents the results of the computational experiments conducted to (a) evaluate the performance of the branch-and-bound algorithm, and (b) quantify the value of speed optimization in terms of the potential savings that can be achieved in energy consumption. All experiments reported in this section are run on a standalone Linux machine with a processor clocked at 2.67
GHz and equipped with 24 GB of RAM. The algorithm is coded in Java. We first describe the generation of input data, and then present the results.
(a) 2-bay graph (b) 4-bay graph
Figure 5
Grid graphs used to generate the instances
Input data
Instances have been generated to resemble the uniform layout typically found in a warehouse or in a port terminal. Such layouts are naturally partitioned into interconnected groups of nodes called bays. To this end, we first create a 10 × 10 grid network G B = (V B , E B ) corresponding to a bay.
Then, we generate two graphs G = (V, E) by linking together two or four copies of G B using single arcs between bays as shown in Figure 5 , where the number |V | of vertices is either 200 or 400.
For each graph G generated, we use K = 3, 5, 10 vehicles. For each vehicle k ∈ {1, . . . , K}, we generate a random sequence S k of H k = 5, 10 requests such that S k [h − 1] and S k [h] belong to different bays with a probability equal to p for h = 2, . . . , H k . In order to generate graphs with different level of sparsity, for each instance, we identify arcs (i, j) ∈ V B that do not belong to any shortest path p kh , and delete them from the graph with probability π ∈ {0, 0.5}.
As for the time windows, we generate two types of instances, A and B, defined as follows. First, we randomly generate a speed value v ∈]0, v]. For instances of type A, all nodes in S k for a given vehicle k share a common time window [0, T k ], where: For each configuration of parameters |V |, K, H k and π, we have generated and solved 30 instances.
For type B instances, we test three values of θ as 0.1, 0.3 and 0.5 and two values of β as 0 and 17 0.5. Each combination (θ, β) corresponds to a different level of tightness of the time windows. In the following we report results for instances with wide (β = 0, θ = 0.1) and tighter (β = 0.5, θ = 0.3 and β = 0.5, θ = 0.5) time windows, where θ controls the variability of the latest arrival times. The combination of these parameters yields a total of 1920 instances. In our experimentation, was set equal to 1 millisecond. Given that the problem we solve arises as part of a more complex routing problem, the computation time should be kept reasonably short. Therefore, a maximum of 300 seconds was imposed on the solution time of each instance.
We model energy consumption as the total tractive power requirements as in Young et al. (2013) , which is particularly relevant for vehicles that run on batteries. In particular, if we assume zero acceleration and zero road angle, the total energy (in Joule = kg · m 2 /s 2 ) required by a vehicle traversing a segment of d (meters) at a constant speed v (m/s) is calculated as follows,
where M is the total vehicle weight (kg), g is the gravitational constant, C d and C r are the coefficient of the aerodynamic drag and rolling resistance, A (m 2 ) is the frontal surface area of the vehicle and ρ is air density (kg/m 3 ). Table 2 shows the parameter settings used in the energy consumption model. A series of preliminary experiments were carried out to assess the impact of the search strategy.
We start by observing that due to the time-based branching the depth of the branch-and-bound tree is not known a priori. In particular, we observe that the ratio between the lower bound at the root node and the optimal solution is very close to 1. This implies that the Best-First Strategy (BFS) is equivalent to the Depth-First Strategy (DFS), which might be inefficient in determining a first feasible solution if the search depth is not known a priori. We overcome this drawback by using Iterative Deepening Depth-First Search (IDDFS), in which a depth-limited version of DFS is run repeatedly with increasing depth limits until a dead end is found. Our experiments suggested that the IDDFS is superior to the BFS as it provides a reduction of about 50% in the number of instances unsolved, i.e., instances for which no feasible solution can be found within the time limit.
For this reason, all tests are carried out with the IDDFS.
Results on the performance of the algorithm
The experiments reported in this section are conducted to assess the effectiveness of the branchand-bound algorithm in solving the instances to optimality. Results are reported in Table 3 for instances of type A, and in Tables 4-6 for instances of type B. All four tables have the same format, where the first four columns are self-explanatory. The remaining column headings are as follows.
• T IM E: time spent to find an optimal solution (in seconds);
• N ODES: number of nodes in the search tree;
• SU CC: number of instances solved (see below for a detailed explanation);
• ρ: the depth of the branch-and-bound node corresponding to the best solution available at the end of the search;
• LB/OP T : ratio between the initial lower bound value on the best objective function available at the end of the search;
• GAP f : the final optimality gap (×10 −3 );
• GAP I : optimality gap of the first feasible solution found (×10 −3 );
• T IM E I : time spent to determine the first feasible solution (in seconds).
We report the results for each instance configuration in three distinct rows, where the first row presents results for the set of instances solved to optimality within the time limit, the number of which is reported in column SU CC. The second row pertains to the set of instances for which at least one feasible solution was found, but optimality was not proven within the time limit. The third row reports results for the set of instances certified as infeasible within the time limit. For the sake of conciseness, the second and the third row have been omitted whenever the corresponding set of instances is empty, i.e., when the corresponding value of SU CC column is 0. Similarly, we do not report any results on instances for which the algorithm was neither able to find a feasible solution nor prove infeasibility within the time limit. For columns from LB/OP T to T IM E I we only report averages for instances with at least one feasible solution determined within the time limit. All other columns report results which are averaged across the corresponding number of instances reported in column SU CC. Optimality gaps were computed as 10 3 × (upper bound − lower bound)/lower bound. The final optimality gap GAP f is zero if the instance was solved to optimality. Otherwise, GAP f is evaluated with respect to the best lower and upper bounds found within the time limit of 300 seconds. Similarly, GAP I is calculated with respect to the first feasible solution identified and the best lower bound.
Computational results show, for the 480 instances of type A tested, that the algorithm is able to solve 445 to optimality, and find at least one feasible solution for the remaining 35 instances.
As for the 480 type B instances with wide time windows (i.e. β = 0 and θ = 0.1), the algorithm has successfully solved 369 to optimality, and produced at least one feasible solution for 73 of these instances, leaving only 38 instances for which no feasible solution was found. The average solution time across all the instances is 7.65 seconds, with an average optimality GAP I equal to 3.746 × 10 −3 .
The results presented in Tables 5 and 6 give an indication on the difficulty of the problem with increasing values of tightness for time windows. For β = 0.5 and θ = 0.3 (θ = 0.5) the algorithm has successfully solved 354 (148) to optimality, and produced at least one feasible solution for 55
(27) of these instances, leaving only 69 (7) instances for which no feasible solution was found and the time limit when the number of conflicts is generally less than 10. The results also suggest that on instances with tightly constrained time windows the algorithm is more effective when π = 0, as sparser instances appear to be more difficult to solve. A similar behavior can be observed with respect to the number of vehicles. Indeed, as the fleet size K increases the number of instances solved by the algorithm decreases, because of the higher network congestion. For instance, when β = 0.5, θ = 0.3, |V | = 400, π = 0.5 and R = 10 all instances are solved with K = 5 whilst only six instances are solved with K = 10. This trend becomes even more evident with tighter time windows (β = 0.5, θ = 0.5). In this case, the number of instances solved are three with K = 5, while no instances are solved with K = 10.
The value of speed regulation
To quantify the value of speed regulation in searching for a conflict-free solution, we also solved our instances using our algorithm with all speeds fixed to the maximum value v and the time-based The results shown in Tables 7-10 have several implications. First, they indicate that the instances become harder to solve for fixed speeds. In particular, the number of type A instances solved, either to optimality or for which a feasible solution has been identified, is equal to 250 and 396 for Algorithms C and H, respectively. This is in stark contrast to the 480 feasible instances identified when speed regulation is allowed. More remarkably, our approach takes 2.47 seconds to determine a feasible solution, whilst Algorithms C and H take 66.72 and 8.99 seconds on average, respectively.
The results are similar with type B instances with wide time windows, i.e., β = 0 and θ = 0.1. Such gain in terms of success rate decreases with tighter time windows. In particular, the number of instances with tight time windows solved by Algorithms C and H is equal to 265 and 365 for θ = 0.3, and 97 and 144 for θ = 0.5. In this case, speed regulation allows to solve 409 and 175 instances Article submitted to Transportation Science; manuscript no. TS-2016-0199.R3 Table 9 The value of speed regulation on instances of type B with tight time windows (β = 0.5, θ = 0. 
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for θ = 0.3 and θ = 0.5, respectively. Savings in computation time are more remarkable. When speed regulation is not permitted, a first feasible solution for instances with tight time windows is determined in 73.56 and 10.35 (57.76 and 1.99) seconds on average for θ = 0.3 (θ = 0.5). This is in contrast to the average computation time of 6.54 (5.22) seconds needed to solve the problem using speed regulation. Speed regulation also allows to achieve remarkable savings in energy consumption across the four sets of instances. Indeed, as shown in Tables 7-10, when compared to Algorithm C, our procedure achieves an average energy saving equal to 73.94%, 70.97%, 64.15% and 61.86%, respectively. As far as Algorithm H is concerned, average energy savings amount to 63.99%, 59.57%, 50.36% and 44.46%, respectively. These results suggest that, whilst a great majority of the energy savings reported are achieved by speed regulation, additional improvements are also possible due to the methodology proposed here, ranging from approximately 10% to just over 17%.
Conclusions
In this paper we described a path and speed optimization algorithm for the conflict-free pickup and delivery problem under time windows, which arises in automated material handling systems, port terminals and controlled airspace. We proposed a branch-and-bound algorithm in which a lower bound is obtained by relaxing the arc capacity constraints. The relaxed problem is separable, for which an optimal solution can be found in quadratic time. If the optimal solution of the relaxed problem violates the arc capacity constraints, then a conflict is detected through a feasibility-check procedure. Finally, a branching procedure determines a set of space-based and time-based branching constraints cutting off infeasible solutions associated to the detected conflicts. Computational experiments showed that the algorithm can successfully solve instances of up to 400 vertices in grid graphs within a few seconds of computational time. When compared with a state-of-the-art approach (Corréa et al. 2007 ), our procedure generated an average of 42% additional feasible solutions and reduced the computation time by an order of magnitude. Furthermore, our algorithm achieved a remarkable energy saving (around 70%).
There are two future research directions that we propose. The first is to extend this study to account for tracks of sufficiently small length, as would be the case in small warehouses, where arc speeds cannot be assumed to be independent and for which acceleration and deceleration profiles have to be considered. The second is to consider disturbances to a solution as it is executed (e.g., increased travel times). In this case the model proposed here can be used in a rolling-horizon scheme to ensure that the feasibility of the solution is retained.
