, and yet another tool allows one to realistically render the data. We believe that only through the deployment of groups of renderers will the scientist be well served and equipped to form numerous perspectives of the same dataset, each providing different insights into the data.
Introduction
This paper describes four alternative approaches for volumetric visualization of 3D discrete data. One new approach uses a realistic volumetric rendering and animation system that will allow scientists to obtain accurate photo-realistic images and animations of their simulations, containing more information in a more comprehensible format than current tools available to the researchers. The second approach is based on ray casting without the modeling of self shadows. It is mainly intended to support the interactive design of transfer function. This tool supports transfer functions mapping voxel value (density) and gradient to opacity and mapping of voxel values to colors. The third approach is mainly intended for interactive preview of the data. It is based on an extended implementation of the template based ray casting [50] that supports screen and volume supersampling. To support interactivity, this renderer is based on a very simple illumination model. The fourth renderer trims the data and generates a list of voxels to be displayed that is a small subset of the volume. It renders the set of voxels by employing the texture mapping capabilities of available rendering hardware.
Our goal is to demonstrate the utility of grouping these four volume renderers by observing the very different images each generates when visualizing CFD data. The paper begins by a survey of previous work in volume rendering and volume visualization of CFD data (Section 2). We then describe our four renderers, the gaseous renderer (Section 3), the transfer function renderer (Section 4), the template renderer (Section 5), and the splat renderer (Section 6). Then, we demonstrate their use in two CFD applications, namely, turbo-jet compressor visualization (Section 7) and visualization of unsteady jet flow (Section 8).
Background
We start by surveying previous methods for volume rendering (Section 2.1) and conclude that no one rendering method can provide all visualization needs. Next, we describe the state of CFD visualization (Section 2.2) and determine that the field can greatly benefit from realistic and rapid rendering tools. We close this section by describing the specific problems we are using as an example, namely, turbo-jet compressor visualization and visualization of unsteady jet flow.
Volume Rendering
Several methods exist for the rendering of volumes. One class of these methods converts the voxel representation into surface and line primitives [25] . However, methods of this class suffer from various disadvantages that mainly arise from the ambiguity of determining the exact position of the surface and the fact that only a small subset of the data is visualized. As an alternative, direct methods have been developed to render volumes. These methods can be classified as object order or image order [41] . Object order methods require the enumeration of all voxels of a volume and the determination of the affected pixels on a screen. Image order techniques, on the other hand, determine all the voxels of a volume that affect a given pixel on the screen.
Object order methods are also called feed-forward, projective, or element tossing methods. The viewing transformation matrix is applied to all voxels enumerated in some order, thus providing an intermediate volume which is then projected onto a two dimensional screen. Although object order methods are easy to implement, such a direct application of the transformation matrix causes the appearance of holes (absence of voxels) or doubling (presence of multiple voxels) in pixels of the image. Reconstruction in three-dimensions can be performed to annul the effect of these artifacts. Hanrahan proposed a method of decomposing the transformation matrix into a series of lower dimensional shears [19] . Such a decomposition allows for an easier reconstruction operation along a single dimension (for each shearing step). Splatting [45] is another reconstruction technique employed to reduce the impact of holing and doubling artifacts by reconstructing in object space using a Gaussian filter. Hidden volume elimination is used to determine the visibility order of the voxels. Several standard methods used for hidden surface elimination can be employed fruitfully. Z-buffer and front-toback [31] and back-to-front [14] methods have been commonly employed, while the A-buffer [11] method has been used for rendering gaseous volumes.
The forward viewing approach, although surprisingly simple, is inherently very inefficient. The inefficiency of this method is rooted in the N 3 vector-by-matrix multiplications it calculates and the N 3 accesses to the Z-buffer it requires. Some methods have been suggested that exploit the spatial coherency between voxels such as recursive 'divide and conquer' (octree) [28] , pre-calculated tables [14] , and incremental transformations [26] .
To accelerate the splatting algorithm one may employ existing hardware capabilities to render splats as texture maps [40] . Sobierajski et al have described [39] a simplified approximation to the splatting method for viewing in which only voxels comprising the object's surface are maintained. Additional speedup is gained by culling voxels that have a normal pointing away from the observer. Finally, adaptive refinement of image quality, and hierarchical splatting are also possible [23] . Our splat renderer (Section 6) is based on a combination of these ideas where a sub-set of the voxels is maintained and rendered as texture splats.
Image order methods, also known as backward-feed methods, which include ray-casting, have been specifically developed for rendering volumes [24] . In ray-casting, rays are cast from the observer's eye location through the pixels of the image. The color assigned to the pixel is that of the background or the accumulated color obtained by traversing the object. Holes are not created in images rendered by backward-feed methods. However, some reconstruction is still needed to remove the effects of aliasing. The common solution is to perform supersampling, that is, to shoot several rays from a pixel (screen-space supersampling) and to take samples along the ray at smaller intervals (object-space supersampling). Backward-feed methods, although simple to describe, require sophisticated techniques for efficient implementation.
The ray-traversal approach has three major variations: parallel (orthographic) ray casting, perspective ray casting, and ray tracing. The first two are variations of ray casting, in which only primary rays (rays from the eye through the screen) are followed. In parallel ray casting the eye is at infinity and all rays are parallel to one viewing vector. This viewing scheme is used in applications that may not benefit from perspective distortion, such as biomedicine. Alternatively, ray casting can be implemented to support perspective viewing. Since ray casting follows only primary rays, it does not directly support the simulation of light phenomena such as reflection, shadows, and refraction. As an alternative, the ray tracing algorithm can recursively consider both primary and secondary rays and thus can create "photorealistic" images [48] . Our gaseous renderer (Section 3), although being a ray caster, supports some "photorealism" capabilities such as self shadows. Our transfer-function renderer (Section 4) is a perspective ray caster, while our template renderer (Section 5) is a parallel ray caster.
The examination of existing methods for speeding up the process of ray casting reveals that most of them rely on one or more of the following principles: (1) pixel-space coherency (2) object-space coherency (3) inter-ray coherency and (4) space-leaping. We now turn to describe each of those in more detail.
Pixel-space coherency:
There is a high coherency between pixels in image space. That is, it is highly probable that between two pixels having identical or similar color we will find another pixel having the same (or similar) color. Therefore it was observed that one can avoid shooting a ray for such obviously identical pixels [24] .
Object-space coherency:
The extension of the pixel-space coherency to 3D states that there is coherency between voxels in object space. Therefore, it is observed that one can avoid sampling in 3D regions having uniform or similar voxel values [7] .
Inter-ray coherency:
There is a great deal of coherency between rays in parallel viewing, that is, all rays, although having different origin, have the same slope. Therefore, the set of steps these rays take when traversing the volume are similar. We exploit this coherency so as to avoid the computation involved in navigating the ray through voxel space [50] .
Space-leaping:
The passage of a ray through the volume is two phased. In the first phase, the ray advances through the empty space searching for an object. In the second phase, the ray integrates colors and opacities as it penetrates the object. Commonly, the second phase involves one or a few steps, depending on the object's opacity. Since the passage of empty space does not contribute to the final image, various researchers have observed that skipping the empty space could provide significant speed up without affecting image quality [1] [5] [52] .
Our template renderer (Section 5) employs acceleration technique that exploits inter-ray coherency and also supports space leaping.
Visualization of CFD Data
Computational fluid dynamics is an active area of research. CFD research involves large threedimensional volumes of data. The data from CFD simulations often contains many data values per three-dimensional location (e.g., velocity, density, energy, pressure, temperature). Recently, scientific visualization systems have been developed to aid CFD researchers in the interpretation of these computational data sets, including commercial systems such as Data Visualizer TM , AVS TM , and Iris Explorer TM , and non-commercial systems such as FAST by NASA Ames Research Center. Visualization techniques used in these systems include isosurface rendering, stream-lines, contour plots, and three-dimensional volume visualization.
Current visualization systems for CFD simulations are lacking in the following ways:
• Many current systems fail to accurately display the entirety of the three-dimensional data from the CFD simulations. CFD simulations model three-dimensional flow phenomena. Surface based rendering techniques, stream-lines, and contour plots can only capture a small fraction of the data in a three-dimensional simulation, resulting in important information being hidden or not easily discernible in the resulting images. We later compare some rendering of the same dataset to reveal the quantity of information that can be lost in some traditional visualization systems.
• Many current systems lack interactivity. Most systems cannot be integrated into the development cycle since they are designed to only read in a data set and produce an image at non-interactive rates. These systems lack the ability to be tightly-coupled with the CFD simulations, and are therefore not suitable for aiding in the debugging and development of computational flow models. We present rendering algorithms that are aimed at supporting interactive rendering that will be suitable for tight coupling with the CFD simulation.
There has been some recent work on addressing some of the shortcomings of current CFD visualization systems. Surface particles [44] , and a combination of volume rendering, vector fields, and tex-turing [27] have been used to capture the dynamics and massive information content in a CFD simulation. There has also been some work to develop systems that provide interactive visualization for CFD [3] [43] . However, these systems provide interactivity at the expense of image quality. Most of these systems use simple streamline techniques or approximated volume rendering to visually represent the complex three-dimensional flow. Since the first appearance of this work [12] , attention has been paid to these concerns in the form of add-on modules to existing visualization packages.
While visualization systems for CFD have concentrated on simple illumination and shading models, recent advances in computer graphics for realistic rendering of gases and fluids have produced dramatic and near photo-realistic images of water, steam, fog, and smoke [8] Our systems for CFD visualization combine several techniques that provide the scientist with the option to trade time for image quality and explore the same dataset by inspecting images generated by various illumination models. One technique, the gaseous renderer, employs a sophisticated illumination model to render a 128 3 test data in approximately 83 seconds. The second, the transfer function renderer, simplifies the illumination computation and emphasizes material modeling (via transfer functions) to render the data in approximately 64 seconds. The third technique, the template renderer, is mainly intended for speedy rendering based on a basic illumination model and material modeling which produce an image in approximately 7 seconds. Finally, the fourth method, the splat renderer, provides 2-7 frames per second of the dataset. The gaseous renderer, the transfer function renderer, and the template renderer, are all software-based methods. Among the machines at our disposal, these renderers perform the best on the faster, general purpose CPU of a HP 9000 Series Workstation model 735. The splat renderer runs the best on our Silicon Graphics Crimson machine that has Reality Engine graphic hardware. It utilizes this specialized texturing hardware, not available on our HP platforms, and almost does not utilize the (slower) general purpose CPU. We therefore execute and measure the performance of each renderer on the platform that best suits them.
The CFD Applications
To demonstrate the utility of grouping volume renderers, we have applied our methods towards the visualization of CFD data in two applications areas, turbo jet compressor visualization and unsteady flow visualization. We briefly describe these applications domains here, and present the visualization results in Section 7 and Section 8.
Turbo-Jet Compressor Visualization
The development of advanced aerospace propulsion systems relies heavily upon the management of critical flow features which influence performance and operating characteristics. In order to understand the critical flow behavior, numerical simulation techniques must be used to complement experimental studies. Among the propulsion system components, in which some of the most complex flow behavior is encountered, are the turbomachinery components. In the compressor, the flow may enter a stage at a supersonic velocity, creating a complex system of shocks and expansion waves through the blade passage. This system of shocks and expansions not only produces losses, but also contributes to other flow features which degrade performance. In order to analyze such flow features to opti-mize performance and minimize losses, numerical solution of the time-dependent Navier-Stokes equations is necessary. Such solutions provide the velocity field, along with pressure, density and temperature variation in time and space through the compressor rotor blade passages. To understand the nature of these phenomena and their influence on performance, it is desirable to have a visual representation of the computed flow data that can be compared directly with experimental flow visualization. The development and implementation of our visualization capabilities is an essential step in establishing a procedure to directly make such comparisons as well as steer the computation. This capability is particularly valuable in the analysis of shock waves for which the temporal and spatial variation can have a significant impact on the mass flow rate of air passing through the compressor.
The use of interactive visualization will provide the engineer the means of analyzing the behavior of such critical flow features as he controls the flow entering the compressor stage under investigation. Specifically, this represents control of the operating condition through interactive variation of the flow pressure, velocity, or temperature, all of which influence performance characteristics. Other flow features of specific interest and crucial to the overall performance and operation of turbomachinery devices include vortices, which form around the blade leading edges and along the corners at the blade-hub junction, boundary layer growth, and separation. The analysis of these features and their influence is also significantly enhanced through the use of interactive flow visualization of the type demonstrated in this paper.
We have applied our four visualization techniques to the problem of visualizing the flow between two blades of the compressor of a turbo-jet engine [37] , as shown in Fig. 1 . The compressor rotor has many such blades attached to it, as shown in Fig. 1a . The flow direction is from the large blades on the left to the small blades on the right.In Fig. 1b the rotor is in the far side of the blades (represented by the blue background) and the flow direction, in between the two blades, is from the left to the right. The computational mesh for the simulation is a three-dimensional curvilinear grid with dimensions of 18×46×64. For visualization purposes, the computational grid was resampled to a regular grid with dimensions of 64×128×128.
Our method for resampling the curvilinear grid data to a regular grid is composed of three steps:
1. Dividing the data into a coarse regular grid (3x3x3) to speed processing. 2. Traversal of the CFD cells to mark regular grid cells as being inside the CFD grid or not.
3. Calculation of the computational values for the regular grid cells that are in the CFD grid.
Step 3 above involves both minimization and maximization of the data values: some CFD cells contain many regular grid cells, while some regular grid cells contain many CFD grid cells. For regular grid cells containing multiple CFD data points, an average weighted sum of the data values is calculated to compute the regular grid value. Resampling at a resolution of 64×128×128 results in less than 0.45% of the regular grid cells containing more than 10 CFD data points. For regular grid cells contained in a single CFD cell, the CFD data is searched to find the closest two data points and an average weighted sum of these values is calculated.
While our method for resampling curvilinear grid data may cause some loss of detail (minimization case), all CFD data points contribute to the final image. This method produces fewer artifacts than direct ray-tracing of irregular grid data [17] or data slicing parallel to screen scan lines [18] , where adjacent rays (or slices) may entirely miss some CFD cells. While resampling into a regular grid provides an acceptable solution for some applications, in general, it might be the case that resampling into a regular grid, even a high resolution one, will introduce a great deal of data loss due to averaging in areas of high detail. To deal with this type of data our methods need to be extended to directly render the curvilinear grids such as in [27] [38] [46] [47] where forward rendering methods have been used. In essence, all rendering methods involve resampling, which requires reconstruction of a continuous signal from a set of discrete samples. Since Shannon's sampling theorem [53] does not hold for irregular spacing between samples, one have to consider recently developed theory [13] to guarantee some level of reconstruction quality.
Visualization of Unsteady Jet Flow
The accurate analysis of unsteady flow in high speed jets is essential in the identification and assessment of noise production mechanisms. The importance of this problem is driven by more stringent noise reduction requirements imposed by the Federal Aviation Administration (FAA) and especially in the development of advanced high speed aircraft such as the High Speed Civil Transport. In addressing such problems the adaptation and development of numerical simulation techniques has emerged to play a prominent role. Currently there are numerous efforts under way to expand and adapt methods from CFD to the analysis of aeroacoustic problems such as jet noise [33] . The visual- ization renderings shown here are for two dimensional high speed jet configurations where the timedependent Navier-Stokes equations have been solved numerically. The numerical results give the time variation of the flow properties that contribute to the production and propagation of jet noise [34] [35] [36] . In the first case ( Fig. 2 ) the solution is for a two-dimensional plane of an axisymmetric circular jet. The plane is oriented along the flow direction so that the flow is passing out of the jet moving from bottom to top in the visualization.
In the second case, the flow is from a two dimensional plane of a rectangular jet as shown in Fig. 3 . Again, this plane is oriented along the flow direction. In the case of the circular jet, different flow properties reveal different important characteristics of the unsteady jet behavior as described below. The visualization presented for the rectangular jet is for the density only. However, the time variation of the density reveals a great deal of information about the unsteady flow character as discussed below. We represent a time sequence of 128 such images, each computed in 352×264 rectilinear grid, a by a regular 352×264×128 volume.
In addition, a three dimensional rendering of the density from the circular jet is constructed by rotating the single plane of data about the jet axis (see Fig. 2 ) to yield a 180×180×125 volume. Although this does not reveal the true nature of the three dimensional character of the circular jet, it does support some enhanced spatial understanding of the ring-like nature of the vortex structure as well as providing the means to visualize a complete simulation once the computation procedure is extended to 3D. This will be particularly useful in the identification and analysis of azimuthal disturbances that contribute to noise production. Experimental results have indicated that these disturbances may be periodic in nature or that there may be helical spinning disturbances present in the jet exhaust mixing layer. The visualization capability described here will have an important role in determining the conditions for which such behavior exists. 
Groups of Volume Renderers
In many applications, such as in medical fields, the user is familiar with the visualized objects (e.g., human organs) and knows what to expect. In contrast, in many CFD applications the user is unfamiliar with the shape the visualized objects (e.g., flow fields, pressure regions) could have. In addition, while in many application few well known attributes (e.g., surfaces) are requested by the user, in CFD applications many data attributes might prove useful for data exploration such as the combination of data fields, as in the gaseous renderer, and visualization of rate of change (gradient), as in the transfer function renderer.
Therefore, we advocate the use of visualization environments that provide the scientist with a toolbox of renderers, each capable of rendering, the same dataset, by employing different rendering schemes. Each renderer can uncover and display different features in the data. Various renderers perform in different speed which could make one more suitable for a specific task (e.g., browsing) than another renderer.
In this paper we describe the set of renderers we have developed and show, by example, that indeed this set provides the CFD visualizer a powerful paradigm for exploring data. In the following sections (3-6) we describe our four renders, discuss the visualization capabilities they provide and demonstrate their utility in the turbo-jet compressor visualization and the visualization of unsteady jet flow (Section 7 and Section 8)
The Gaseous Renderer
Our gaseous visualization renderer demonstrates the benefits of realistic volumetric rendering techniques for flow visualization.
A more complete description of the gaseous renderer can be found in [8] [11] . The system has the following features:
• Fast combination of surface-based objects and volume data.
• Ability to display multiple computational values simultaneously through solid texturing of object attributes.
• Accurate, physically-based atmospheric attenuation and illumination models for low-albedo gases.
• Fast volumetric shadowing algorithm.
The gaseous renderer is a hybrid surface and volume rendering system, which uses a fast scanline abuffer rendering algorithm for the surface-defined objects in the scene, while volume modeled objects are volume rendered. The algorithm first creates the a-buffer for a scanline containing a list for each pixel of all the fragments that partially or fully cover the pixel. Then, if a volume is active for a pixel, the extent of volume rendering needed is determined. The volume rendering is performed next, creating a-buffer fragments for the separate sections of the volumes. Volume rendering ceases once full coverage of the pixel by volume or surfaced-defined elements is achieved. Finally, these volume a-buffer fragments are sorted into the a-buffer fragment list based on their average Z-depth values and the a-buffer fragment list is rendered to produce the final color of the pixel.
The hybrid renderer supports volume rendering of both procedural and scientific data-defined volumes. The rendering techniques currently available in this system for volumes include gas-based rendering methods and traditional density-based volumetric rendering [30] .
As mentioned above, the gaseous renderer allows multiple CFD values to be displayed simultaneously to increase the quantity of information conveyed in a single image. One CFD value is mapped to density for the volume rendering. Additional CFD values can control the color and other rendering attributes through the use of solid texturing, as can be seen in Fig. 13a . This figure, shows the density field by light attenuation/mapping to opacity while the color of the volume is determined from the Mach number field.
Gaseous Volume Rendering Algorithm
The volume rendering technique used for gases in this system is similar to the one discussed in [30] . The ray from the eye through the pixel is traced through the defining geometry of the volume. For each increment through the volume sections, the density is determined from the CFD data. (Any CFD value can be used as the basis for rendering density.) The color, density, opacity, shadowing, and illumination of each sample is then calculated. The illumination and densities are accumulated based on a low-albedo illumination model for gases and atmospheric attenuation. Fig. 4 contains the pseudo-code for the basic gas rendering algorithm:
In sampling along the ray, a Monte-Carlo method is used to choose the sample point to reduce aliasing artifacts. The opacity is the density obtained from evaluating a volume density function multiplied by the step-size. This is necessary in the gaseous model, because we are approximating an for each section of gas do for each increment along the ray (t near to t far ) do integral to calculate the opacity along the ray [21] . The approximation used is:
where τ is the optical depth [2] of the material, ρ() is the modified CFD value used as the volume density for rendering, t near is the starting point for the volume tracing, and t far is the ending point. The final increment along the ray may be smaller, so its opacity is scaled proportionally [20] .
The volume density functions interpolate the values stored in the CFD grid and allow density scalars and power functions to be applied to enhance the visualization results. By applying a density scalar, more volumetric information can be seen. Applying a power function to the CFD values allow the contrast in change of the values to be increased. The following function is used to achieve these results:
Illumination Algorithm
For the gaseous rendering, the following low-albedo illumination model is used, where the phasefunction is based on the summation of Henyey-Greenstein functions as described in [2] : where I is:
Phase(θ) is the phase function, the function characterizing the total brightness of a particle as a function of the angle between the light and the eye [2] . I i (x(t),y(t),z(t)) is the amount of light from light source i reflected from this element.
The system also features a fast, accurate table-based volume shadowing technique, [11] . A threedimensional shadow table that surrounds the volume is efficiently calculated once per frame using a wave propagation technique. During rendering, the shadowing for each volume sample is determined by interpolating the eight shadow values that define the surrounding shadow table cell. Varying the resolution of the shadow table allows a trade-off between accuracy and computational expense. The addition of volumetric shadowing increases the visual realism of the resulting images. The system can, therefore, accurately display three-dimensional gases and the shadows they cast.
The Transfer Function Renderer
This renderer is a ray caster that is equipped with a versatile new mechanism for the design of color and opacity transfer functions. These are interactively defined by the user prior to rendering.
Processing commences with some initialization computations. We start by computing the normal vector at each voxel. One can use, for that purpose a 6-neighborhood of voxels (those that are one voxel away along one axis only) or a 26-neighborhood of voxels (those that are one voxel away along one, two, or three axes). Unlike traditional 6-neighborhood central difference based gradient calculation, our computation considers all 26 neighbors, attenuating by the twelve 18-neighbors and by the eight 26-neighbors. The normal vector (N x , N y , N z ) is used in shading and its magnitude , is utilized to index our 2D opacity transfer function. We calculate the magnitude of the gradient at each voxel location and store them in a 3D byte array of the same size as the original data set.
Given a data set and light source information, we duplicate the original data set and shade the newly generated one. We apply diffuse lighting using the computed normal at each voxel (N x , N y , N z ) and the raw densities as intensity values ρ. Given m light sources located at direction , we set the shaded voxel intensity S to:
which is simply the intensity times cosine the angle between L i and N (normalized to the range [0,1]). Note that we assume that all light sources have intensity 1 and zero attenuation.
These preliminary calculations require two additional memory banks the size of the original data set for storing the shaded data set and the gradient information. Alternatively, these computations can be performed on-the-fly, which will save the need for the extra storage and allow view-dependent light effects such as specular light. Once this initialization is completed, the data is ready for rendering.
The ray caster traverses image space. For each pixel sub-sample a ray is shot. Along the ray, at user controlled distances ∆t, a trilinearly interpolated sample is taken in each of the three datasets at the sample points x(t),y(t),z(t). These sampled values participate in the illumination calculation to produce the final intensity for that sample point, as described in the next section. After all the samples along a ray are collected and composited, the compositing buffer contains a floating point number representing the intensity at the corresponding image subsample. When all image rays are shot, the final image is derived by averaging all sub-samples in a pixel and transforming the floating point intensities into the integer range [0, 255] .
The ray caster is equipped with an interactive tool as well as an interpreter that can be used to build 1D and 2D transfer functions. The language supported by this simple modeler contains various boolean operators (min, max, add, subtract etc.) between several 1D and 2D linear and exponential primitives. Using this tool the user can define such 1D transfer functions as threshold rendering, isovalue
rendering, and 2D transfer functions such as gradient emphasis by opacity. The user defined transfer functions are evaluated and converted into 1D and 2D tables that are used by the renderer as color and opacity lookup table. These tables are indexed by raw voxel value and gradient magnitude, as we describe in the next section.
Illumination Algorithm
Our illumination procedure takes as input a dataset consisting of one byte per voxel intensity and is capable of generating one or three band (RGB) images. Each band in the image has a pair of transfer functions associated with it:
1. Voxel value to intensity transfer function which maps original intensities to desired ones (implemented as a 1D lookup table).
2. Voxel value and gradient to opacity which sets the transparency of each voxel during the ray casting process (implemented as a 2D lookup table).
Given a sample triple (ρ, S, ∇), where ρ is the raw intensity, S is the shaded intensity, and ∇ is the gradient, all sampled at x(t),y(t),z(t), we calculate two new values for each color band λ: α λ , the transparency value and , the intensity value:
where TF are 1D and 2D transfer functions designed by the user. Although we currently use the above 1D and 2D functions, the same mechanism we developed can be used to functionally bind reflectivity to gradient, for example, and to develop transfer function of higher dimensionality.
The compositing scratch-pad consists of a pair (Ι λ , O λ ) of float numbers, where Ι λ stands for intensity and O λ for opacity (in each color band λ). Compositing of onto the compositing scratchpad is performed as follows:
After we composite a ray, Ι λ contains the final pixel intensity.
The Template Renderer
In parallel viewing, where the observer is placed at infinity, all rays have exactly the same form. Therefore, there is no need to re-activate a line algorithm for each ray. Instead, we compute the form of the ray once and store it in a data structure called a ray-template [50] . All rays can then be generated by following this ray template. This approach has great advantages both in terms of performance and in terms of accuracy, as we show later.
The rays, however, differ in the appropriate portion of the template that should be repeated. We choose a plane, parallel to one of the volume faces, to serve as a base-plane for the template placement. The image is computed by sliding the template along that plane, emitting a ray at each of its pixels. This placement guarantees a complete and uniform tessellation of the volume by 26-rays. These are rays that can step from one voxel to any one of the 26 voxels in the current voxel's 26 neighborhood. Unlike 6-rays which can step only along one axis at a time, a 26 ray can also take a diagonal step.
The proposed algorithm is composed of three phases: initialization, ray casting, and 2D mapping. In the first phase the base-plane is computed, and a template in the viewing direction is constructed. In the second phase, shown also in Fig. 5 , a ray is traversed from each pixel inside the image extent by repeating the sequence of steps stored in the ray template. In the last phase, the projected image is mapped from the base-plane onto the screen-plane by employing 2D image transformation. This algorithm guarantees uniform sampling and is based on simple arithmetic that form the basis for an extremely efficient implementation.
In Fig. 5 we provide the pseudocode of the template algorithm. The function ray_enter_volume computes the volume coordinate where the ray emitted at pixel (i,j) enters the volume. The ray_template_placement computes the appropriate offset from which the current ray (emitted at pixel (i,j)) should start following the template. The variable accumulator serves as an accumulator of colors and opacities along the ray, and the ⊕ denotes vector addition.
Screen Supersampling with Templates
The basic algorithm [50] assumed that only one ray is traced from each screen pixel. However, the algorithm can be slightly modified to support multiple rays emitted from the same pixel but from different sub-pixel addresses. Instead of having one type of ray (i.e., one template), we now have several templates, one for each relative position of the ray-origin in a pixel. For example, if we want a supersampling rate of four rays per pixel, for the pixel at coordinate (i,j), these four rays will originate from (i±1/4, j±1/4). We observe that for all (i,j), the rays (i+1/4, j+1/4) have the same form. Therefore we need only four different templates -one for each relative displacement from the pixel origin. This phenomena is illustrated in Fig. 6 which shows three 2D rasters with rays emanating from different sub-pixel locations. Although different ray origins yield different forms, all rays with the same relative displacement of the origin have the same form. This observation can be used even for stochastic supersampling [6] as long as the ray-origin is confined to a set of predefined sub-pixel addresses for which template are precomputed. The traditional line algorithms for ray generation can be easily modified by just altering the initialization phase in order to support non-integer (fixed-point) origin coordinates.
Template-Based Continuous Rays
The basic template algorithm was based on integer rays that support only nearest neighbor sampling [50] . We show here that it can also support volume rendering where trilinear value variation across the voxel extent is assumed. Under this assumption, the exact volume value at a specific point is computed by a weighted average of a neighborhood of voxels. Therefore, it makes sense to sample each voxel more than once in order to enhance image quality (i.e. supersampling along the ray). Usually a trilinear approach is taken that interpolates the sample value from its eight closest neighbors.
The template-based algorithm presented in the previous section can be modified to efficiently support multiple samples per voxel. First, let us adopt the parametric formulation of the line extending from the voxel v 0 to the voxel v 1 . The line is denoted by v 0 ⊕ t v where t=0 at v 0 , t=1 at v 1 , and v is the vector (∆x, ∆y, ∆z), which is the ray direction. Assume that we would like to sample the ray at constant intervals ∆t along the line, that is, we have to increment our sampling location by ∆v = ∆t . v. Let us take a closer look at the i th sample point in each ray (see Fig. 7 ).
If we assume that rays are emitted from the centers of the pixels in a plane that is parallel to one of the volume faces (such as the base-plane) then all these sample points are in the same relative position inside the voxel, that is, they have exactly the same set of distances to the eight corners of the voxel. Therefore, we can employ a continuous line algorithm to generate a template of floating point steps. For each sample point we can pre-compute the weight to be assigned to each of the voxel values participating in the sampling operation and store it in the ray template. This will save the need to compute, on the fly, the weight of each sample. Since the range of voxel values is limited, the precomputed weights can be represented in a fixed-point notation which serves as an index into a precomputed multiplication table.
The algorithm for ray casting continuous rays is very similar to the basic one described previously [50] . It performs integer-based stepping along the ray template. The only difference is that now, at the i th step along the ray, we replace the access to volume at [u,v,w] with a call to a function that computes the sample value by utilizing the precomputed set of weights, also stored in the i th entry of the ray template.
In summary, the template based ray casting algorithm uses very few (≈8) integer additions per sample instead of the naive implementation of the trilinear interpolation which requires tens of floatingpoint additions and multiplications.
Template-Based Adaptive Sampling
To expedite rendering one can sometimes adaptively switch from one rendering method or sampling rate to another. Adaptive screen sampling is well known in traditional ray tracing [15] where the number of rays emitted from a given pixel is adapted to the color change in a small neighborhood.
One problem with 26-rays is that they may occasionally "miss" the surface which is guaranteed to be detected by 6-rays because they always traverse all voxels pierced by the continuous ray. On the other hand, we prefer to employ 26-rays because they can be twice as fast as their 6-connected counterpart. For more information on the attributes of discrete rays refer to [4] . One solution is to adaptively alternate between 26-and 6-rays by traversing the empty space with 26-rays and then switching to 6-rays in the vicinity of objects. The 'object' represents any information the user might want to visualize and the object's surface represents the interface between this data and the space that contains no useful information.
To implement this feature, one has to add (during a pre-processing stage) a proximity flag to all the voxels around the object surface to indicate that we are in the vicinity of an object (Fig. 8b) . The traversal starts with a 26-ray which rapidly skips over the blank regions. Whenever a proximity flag is encountered ((1) in Fig. 8b ), the 26-line algorithm adaptively "slows down" and takes 6-connected steps in order to avoid missing the object silhouette (ray II in Fig. 8a ) and to avoid penetration of surfaces that are not "thick" enough to prevent penetration by 26-rays (ray I in Fig. 8a ) but that can avoid penetration by 6-rays ( (2) in Fig. 8b ). In Fig. 8a we see an 8-ray (the 2D analogue to 26-ray) penetrating through a 8-connected curve, that is, a "thin" curve that can only avoid penetration by 4-rays. In Fig. 8b the object is surrounded by pixels that have their proximity flag turned on. When the ray reaches pixel (1) it encounters the proximity flag and switches to 4-connected traversal which causes it to detect the 4-curve at pixel (2).
In order to benefit from the adaptive approach, the line algorithm is required to efficiently perform the connectivity switch. In [49] we described a line algorithm that adaptively switches from 26-connectedness to 6-connectedness without noticeable time penalty. It takes few seconds to generate the extra proximity flags in a preprocessing stage, and in the adaptive algorithm one needs to add only one test per step. However, employing 26-rays has an overall speedup compared to 6-rays mainly in diagonal views when performing parallel projection.
The sampling rate along a ray can also be changed in accordance to changes in the traversed density [7] . Whenever there is little change in the field of values, the ray can make larger steps without affecting the sampling quality. However, when the value gradient is high, indicating high frequency changes in the value field, the ray will adaptively decrease its step size in order to sample the field more densely. (1)
(2) (b) (a) (I) (II)
We have implemented an adaptive algorithm that switches between a discrete and a continuous line algorithm in such a way that the discrete algorithm is used to efficiently traverse the empty space while the continuous algorithm is activated in the vicinity of non-empty voxels, in order to achieve greater sampling accuracy.
Illumination Algorithm
To benefit from the template algorithm, illumination capabilities were kept to a minimum. Illumination is based on Phong illumination model with one light source. Samples are shaded on the fly and all samples along a ray are incrementally composited. The ray stops when a user defined opacity threshold is reached. Transfer function for color assignment to raw voxel value is a simple linear palette of grey (i.e., . Transfer function for opacity assignment is also a simple linear palette assigning so that the rays would accumulate less opacity and will not stop in one or two steps. Normal is calculated by central difference in a 6-neighborhood. Shading includes ambient, diffuse, and specular shading.
The Splat Renderer
The Volume Splatter relies on the notion of fuzzy voxel set that consists of a subset of the volume's voxels. For each voxel in the original volume we evaluate a transfer function where ∇ and ρ are the gradient and the density of the given voxel, and t is the inclusion criterion. We include a voxel in the fuzzy set if it has a large enough t value (above some user defined threshold). Note that if we pick F to be a projection onto the second coordinate, ρ, we merely do thresholding on the density. We name each voxel passing the F threshold a 'splat'. The idea of fuzzy voxel set is similar to semi-boundaries and shells used by [42] . However, unlike previous methods which choose the voxels for the set by segmentation methods, our approach chooses the voxels to be included by their contribution to the final image. This allows the automatic extraction of visible voxels directly from the definition of the transfer function F and is better tailored to CFD applications than to medical images where user controlled segmentation is more suitable.
The resulting subset of voxels, the fuzzy set, is ordered in the same fashion as the original volume: we hold slices of splats, where each slice contains rows of splats. The only difference is that the number of elements (splats) in each row may not be equal. Each row of splats is a sparse vector of original voxels, thus, for each splat in a row, we maintain its position in 3D space. In addition, we maintain the normal of each splat which we calculate based on its 26 neighborhood.
The volume splatting algorithm takes as input a fuzzy set. It traverses the fuzzy set in a back to front order. For each member of the set it renders a rectangle facing the viewer, textured with a splat texture. The splat texture contains an image of a fuzzy circle, with opaque center and transparent circumference. Various functions can be used to govern the decay of opacity in this circle of influence and we use a Gaussian function [45] . We also implemented a faster version of the rendering algorithm where instead of rectangles we render enlarged points on the screen. These points have constant opacity and therefore generate images with some visible artifacts, however since points are very simple graphic primitives, this method supports high rendering speeds.
We control the material properties of the splats, however -for reasons of speed, we vary only opacity and diffuse reflection of the material for each splat. We define multiple light sources (infinite and local) and use the GL light routines to shade the splats. Transforming the rectangles, scan-converting the textured rectangles, and compositing colors and opacities, are all performed by the SGI graphic hardware.
We run our splat renderer on a SGI Crimson, with Reality Engine graphic hardware, and a single Raster Manager (RM) board. Extracting a fuzzy set out of a 128 3 volume takes ≈60 seconds.
Depending on the splat choice threshold we can control the resulting number of splats in the fuzzy set. For a fuzzy set with 50,000 splats, lighted by four light sources at infinity we get render rates of about seven frames per second for point splats and about two frames per second for textured rectangular splats. Although initialization has to be repeated whenever the user changes the transfer function or loads another dataset, for the most significant visualization operations involved in data exploration, it provides very attractive rendering speed.
Visualizing the Turbo-Jet Compressor Dataset

The Gaseous Renderer
A comparison of the results achievable through the three-dimensional gas rendering of our system and more traditional isosurface rendering techniques can be seen in Fig. 9a and Fig. 9b . Both figures show the visualization of the static pressure in the turbo-jet compressor dataset (shown in Fig. 1b) . The blades, which are not visible in these images, are located above and below the pressure features that appear in the images, in the same orientation that is shown in Fig. 1b. Fig. 9b shows the data visualized using the gaseous volumetric rendering techniques. Fig. 9a shows the results achievable using more traditional isosurface volume rendering techniques, where the gradient of the change in the data is used to imply surfaces and a traditional Phong surface illumination model is used. Fig. 9a is lacking in several respects. First, the lack of shadowing makes understanding of the image more difficult. Second, the implied surfaces obscure the details of the flow data within. Third, additional flow detail is lost because of the small degree of change in the values in the data. In contrast, notice the details in the changes in the pressure that can be seen in Fig. 9b . Also notice the depth of information that can be discerned in this image. The image uses self-shadowing of the volume data, as well as shadowing of the volume onto the walls to increase the understandability of the data. As one can see, much more of the three-dimensional flow can be seen using our gas visualization technique.
The advantages of the gas visualization prototype system can be clearly seen from comparing these two images. These images were computed at a resolution of 512×341 and took 83 seconds each to compute. From left to right in the image, the power exponent is decreased, increasing the density of the data. From top to bottom, the density scaling factor is decreased, increasing the transparency of the flow.
This sequence of images demonstrates how the variation of transparency/opacity can be used to investigate the spatial gradients of a particular flow quantity. In this case, the static pressure varies significantly throughout the flow field and among the critical flow features. The most critical flow features, which arise as gradients in the static pressure, are shock and expansion waves. The shock waves appear as abrupt changes or nearly discontinuous changes in the static pressure. In the sequence of renderings shown here, the shock can be seen as the abrupt change from blue to white along the vertical part of what appears as a cutout region on the left hand side of the image. It is readily apparent that the strength of the shock varies significantly across the flow field or along the blade leading edge. This sequence allows the viewer to look into the flow field and see where the most intense or sharpest gradients exist and what their influence is on the subsequent (downstream) flow. In this figure, the greatest pressure gradient exists at the region that appears as the cutout in the upper left hand region of the flow field just after the flow enters the blade passage. This is indicative of the greatest shock strength. Examination of the successive images across and down the figure reveals that the shock strength decreases as it approaches the adjacent blade surface (top blade surface). This sequence also gives an indication of the three-dimensionality of the shock geometry and shock strength that can have a significant influence on the operating characteristics of the compressor. Such analysis is especially valuable when it is incorporated into animations that will provide a means of analyzing the time variation as well.
The Transfer Function Renderer
The dataset was shaded in 5 seconds and gradient calculation took 5 additional seconds. Rendering time for all images (256 2 resolution) was 35 seconds when one ray was traced from each pixel. The transfer function used for rendering Fig. 11 was:
Where S is the shaded raw data. In Fig. 11a we assigned µ = 0.3 and ν = 1.1 while in Fig. 11b we assigned µ = 0.3 and ν = 0.5. Fig. 11 shows a typical rendering of the flow field static pressure generated using the computed Navier-Stokes flow field data between two adjacent compressor rotor blades. In this figure, the flow 
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field is oriented such that the flow is entering the blade passage from the top left and proceeds to the right as it exits the blade passage (see Fig. 1b ). It should be noted that the data set used in this rendering has been truncated in the vicinity of the blade trailing edge or in the region where the flow leaves the blade passage. The specific transfer function used in this rendering reveals various regions in the flow in which large gradients exist. These are the regions in which abrupt changes are present. Specifically, the rapid change from dark to light near the left hand boundary appears to capture the general shape of the shock wave produced as the supersonic flow is turned when it enters the blade passage. As the flow proceeds toward the exit the variation in the shading along the boundaries bounded by solid surfaces might be associated with the presence of the boundary layer along the solid surfaces. However, there are other flow quantities such as vorticity that will reveal much more of the detail of the boundary layer behavior including its growth and separation.
In the vicinity of the blade trailing edge, there appears to be a region of separated flow that may well be associated with the important phenomena of vortex shedding and interaction. These flow features have been subjected to a preliminary examination using an interactive animation procedure to look at the three-dimensional nature of their behavior at a single instant in time. The extension of the threedimensional rendering procedure to include the temporal variation will provide even greater detail that will be of value in understanding these flow features.
The Template Renderer
The gas images shown in Fig. 12a were generated by the adaptive variation of the ray template algorithm (see Section 5.3) . This approach renders the empty space using one template (discrete) and another template at the region of the data values. In this area samples are taken at ∆t=0.7. (a) (b)
The Splat Renderer
The gas image shown in Fig. 12b was generated by the splat renderer. The image shown here was generated by using rectangular texture mapped splats. Our Silicon Graphics Crimson generates about 2.5 frames per second of this dataset.
Visualizing Unsteady Jet Flow Density in Axially Symmetric Circular Jet
The images shown in Fig. 13 give good representations of various flow features encountered in unsteady jets. The gaseous renderer was used to generate Fig. 13a which shows a combination of density (blue) and Mach number (yellow) data. The Mach number is a measure of the jet speed. This property also shows how the jet flow spreads and decelerates as the flow proceeds from the jet exit downstream. The Mach number variation also shows how the jet flow spreads in the radial direction as the flow moves downstream. This is also an indication of the mixing of the jet flow with the surrounding air.
The other data field, shown in all images of Fig. 13 is density which has a character related to that of a pressure field. This field reveals some flow features not seen in the Mach number visualization. In particular, the density field shows the presence of shock and expansion waves in close proximity to the jet exit. The shocks are nearly discontinuous changes in pressure that result from the jet flow pressure adjusting to that of the surrounding air. As the shock waves impinge on the shear layer or mixing layer (where the jet flow is mixing with the surrounding air), waves are reflected as expansion waves. As the flow proceeds downstream it undergoes a succession of shocks and expansion waves (a)
which decrease in strength in the stream-wise direction until they have completely decayed as the jet pressure tends to equilibrate with the surrounding air pressure. The influence of the shock waves and expansion waves on the jet mixing layer can also be seen in this figure. In addition pressure waves are radiating outward from the jet all the way to the boundaries of the computational domain. While these waves are not truly acoustic waves at this point, they do give a general representation of the directionality and general behavior of acoustic waves which are produced by the unsteady flow mechanisms in the jet.
Compared to pressure data, the density field seems to give a somewhat better indication of the influence of the shock waves on the mixing process as it takes place in the shear layer. Further the waves which appear in the density field are probably closer to actual acoustic waves than those observed in the pressure field. The circular image is of the density field for the entire computational domain surrounding the jet. This rendering does reveal the radial variation of the density field at different axial or stream-wise locations. Looking into the end view of the jet flow, one sees a sequence of concentric circles that vary with axial position (or time) the variation of these circles is an indication of the conical nature of shock and expansion waves in the jet flow. Again, the azimuthal variations are eliminated since the data used for this representation are for a single plane of data that has been rotated about the jet axis. Fig. 13 shows four images of the same dataset, rendered by our four renderers. The gaseous renderer rendered its image in 103 seconds, while the transfer function renderer, the template renderer, and the splat renderer took 42.7, 4.66, and 0.15 seconds, respectively.
Flow Features in a Sequence of Density Fields
The images generated in this section (Fig. 14) are 3D visualizations of a sequence of 2D images where time is the third dimension. This sequence of images is a representation of the density variation in a sub-sonic slot jet. That is a jet has a rectangular exit geometry. For this case the jet tends to go into a "flapping" mode as the vortex structures are shed from either side of the jet in some sort of an asymmetric manner. This asymmetry contributes to the growth of disturbances which become unstable and thereby cause the flapping motion of the exhaust flow. This behavior has been observed extensively in experimental studies. In this particular analysis the computation encounters difficulties as the vortex structures impinge on the exit plane of the computational domain. The unsteady distur- bances are reflected at the computational boundary in a non physical manner causing the solution to become contaminated and ultimately unreliable. Here, this type of visualization will become extremely valuable as a diagnostics tool in helping to isolate the specific location at which the problem originates and exactly how it is initiated in the solution procedure or boundary condition formulation. In other cases the lines diverge which again could be attributed to vortex interaction effects. The curvature in these lines at the upstream end near the jet exit are probably associated with the formation of the specific individual structures until they are established at which point they continue to propagate at a relatively constant speed as indicated by the line slopes. Near the other end of the image the lines seem to curve away from the straighter lines. This may be due to deceleration of the structures caused by reflections from the outflow boundary which gradually contaminate the solution throughout the flow field. Again further development of this visual rendering capability will prove to be invaluable in more accurately analyzing these types of phenomena. 
Conclusion
We have described a group of four volume rendering techniques and demonstrated their value for visualizing the flow between two blades of a turbo-jet compressor and unsteady jet flow. As can be seen from the resulting images in this paper, these techniques provide higher quality images than most CFD visualization systems. Combining these techniques in a single system can provide CFD researchers with a powerful visualization system. With these tools, researchers can see photo-realistic images of their flows for detailed analysis and also produce high-quality images at interactive rates for testing and debugging of the computational model.
Our four volume renderers each offer advantages to visualizing CFD data. The gaseous renderer provides high quality, realistic images of CFD data. The renderer's accurate illumination, atmospheric attenuation, and shadowing, displays detailed three-dimensional flow features and increases the quantity and clarity of the three-dimensional information conveyed in the resulting images. This renderer provides the most detailed images of our four techniques. However, the gaseous renderer is the slowest technique and requires eight bytes of memory per voxel. Currently, this renderer is best suited for detailed analysis of the flow at non-interactive rates (few minutes per image).
The transfer function renderer, which is faster then the gaseous renderer, employs a simpler illumination model and concentrates on the exploration of the data by means of transfer functions. It requires only three bytes per voxel to store raw value, gradient, and shaded value. It is therefore most suitable to the exploration and visualization of the data through emphasis of gradients, colors, and transparencies in a rate of less then a minute per image.
The template renderer restricts the user to a simple transfer function, simple illumination model, and to parallel viewing. It provides in return the fastest software-based rendering. One of the advantages of the template renderer is that, except for the memory required to store the raw data, it does not need additional memory. It is therefore suitable for rapid exploration (few seconds per image) of the data by means of changing viewing parameters when rendering hardware and large amounts of memory are not available.
The splat renderer provides a way to exploit rendering hardware for real-time exploration of the data. It is especially attractive for interactive changes in viewpoint and rendering parameters but less suitable for changes in transfer function. It requires a 2D array of pointers and 48 bytes for each splat. For rather opaque data this renderer will be the least memory consuming renderer. When rendering hardware is available, this method is most suitable for real time exploration of the data by means of changing viewing parameters.
While the renderings we generated provide a good representation of several flow features, numerous other flow quantities will provide even better representations of other significant flow attributes. Thus, these renderings represent a significant step in the development of an important enabling technology for the analysis of complex flow phenomena encountered in advanced aerospace propulsion systems as well as a wide range of other CFD visualization applications. Using CFD as an example, we have shown the aggregate utility of a group of renderers and their unique ability to provide different views of the same data.
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