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Abstract
Van der Waals molecules involving cadmium have been studied using the 
techniques of laser spectroscopy and supersonic ffee-jet expansion. It provides a source 
of information on the excited- and ground-state interatomic potentials of van der Waals 
molecules. The Bl<—X0+ and A0+<—X0+ excitation spectra of CdAr and the Dl<—X0+ 
excitation spectrum of CdKr were produced in a supersonic molecular beam crossed with 
a laser beam. A vibrational analysis of the excitation spectra based on Birge-Sponer, 
LeRoy-Bemstein and Dunham methods was performed, and a computer simulation based 
on Frank-Condon factors calculation was also carried out. The analysis yielded 
spectroscopic characteristics of the A0+ and B1 states of CdAr. Furthermore, a 
vibrational analysis on the excitation spectrum of the ‘hot’ Dl<—X0+ transition of CdKr 
was achieved. This yielded the spectroscopic characteristics of the D1 and X0+ states of 
CdKr molecule.
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1. Introduction
Over the last 30 years, the study of van der Waals (vdW) molecules has grown 
enormously. Van der Waals binding is a basic interaction between atoms and molecules. 
It is weak compared to the other chemical bonds binding molecules internally, such as 
ionic, covalent and metallic bindings. But these weak interactions are responsible for a 
large range of physical and chemical phenomena: from atom-surface interactions to 
interstellar chemistry [1-6]. Also, they play an important role in biodisciplines. Since all 
life on earth may be viewed as a matter of supramolecular chemistry, with vdW forces 
playing a central role, the understanding of these interactions is important for synthesis of 
new drugs and studies of biological systems, such as DNA, RNA, or proteins [4, 5].
Van der Waals molecules are weakly bound complexes of small atoms or molecules 
held together, not by chemical bonds, but by a weak attraction force which can be traced 
to polarization interaction. The simplest and smallest van der Waals molecules are the 
van der Waals diatoms composed of only two stable neutral atoms. The neutral-neutral 
interaction between Ilb-group metal (Me = Hg, Cd, Zn) and rare gas (RG = Ar, Kr, He, 
etc.) atoms is an example of the van der Waals interaction. They represent a unique class 
of simple diatomic species with very small (10-1000 cm'1) dissociation energies, and 
studies of the potential energy curves for specific MeRG excited-state interactions in 
different regions of intemuclear separation are important to not only enlarge our 
knowledge about theses basic interactions, but may lead to significant technological 
advances [1-3]. For these simplest systems, the new laser spectroscopic methods are very 
sensitive and detailed probes of the potential energy curves, so that we can calculate and 
generally determine the entire potential energy curve of these van der Waals diatoms
2
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from the spectroscopic data. The early spectra of these van der Waals complexes were 
observed in vapour cells. Because the van der Waals forces are very weak, they do not 
produce stable bound molecules under ordinary laboratory conditions. A supersonic 
expansion allows the preparation of a low temperature environment where the most 
probable relative kinetic energy in a binary collision is much less than van der Waals 
binding energies. Under these conditions van der Waals molecules, once formed, are 
stable in the post-expansion region and can be studied spectroscopically [7, 8]. Laser 
spectroscopy of van der Waals molecules in combination with supersonic expansion 
techniques provides a precise and effective method for investigation of the weakly bound 
MeRG van der Waals complexes.
In recent years the weakly bound MeRG vdW complexes have been the subject of 
many spectroscopic studies. In particular, there have been some investigations on the 
laser spectroscopy of CdRG molecules formed in supersonic expansion beams [9-14]. In 
1985, the excitation spectra for the A0+*—X0+ and B1<—X0+ transitions of CdNe, CdAr 
and CdKr vdW molecules was reported for the first time by Kowalski and Czajkowski et 
al. [9]. And then Kvaran and Funk et al. reported the spectroscopy of ground (X0+) and 
excited (A0+) triplet states of CdRG (RG = Ne, Ar, Kr and Xe) [10], as well as the Cl 
singlet states of CdRG (RG = Ne, Ar and Kr) molecules [11]. Furthermore, Bobkowski, 
Czajkowski and Krause investigated the A0+*—X0+ and B1<—X0+ transitions in the 
excitation spectra of CdNe and CdAr [12], as well as in CdKr molecules [13]. The 
D1<—X0+ transitions in the excitation spectra of CdNe and CdAr were studied by 
Czajkowski, Krause and Bobkowski [14]. In addition, the first observation of an 
excitation spectrum of the A0+*-X0+ and B1*—X0+ transitions in the CdHe vdW molecule 
is reported by Koperski and Czajkowski [15].
3
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One of the purposes of this study is to repeat the measurements for Bl<—X0+, 
A0+<—X0+ and Dl<—X0+ transitions of CdRG reported in Ref. [11, 12] with more 
accurate wavelength calibration of our dye laser, and then analyze the vibrational spectra 
with three different methods (Birge-Sponer, Le Roy-Bemstein, and Dunham) of analyses, 
in order to get acquainted with the experimental methods of laser spectroscopy and 
evaluation of experimental data. It is also aimed to introduce some degree of familiarity 
of computer simulation proceducers of molecular spectra. Particularly important here is 
the use of the LEVEL7.5 computer program by Le Roy [16]. It has to be further 
mentioned that the work of this study is to be considered to some extent as a preparatory 
step for our future investigation of some higher Rydberg states of CdRG van der Waals 
molecules in which we will use pump-and-probe (two-step) excitation method to produce 
laser-induced fluorescence (LIF) from those high-lying excited states.
This thesis is organized as follows. Chapter 2 introduces some relevant theory. 
Chapter 3 details the experimental apparatus and arrangement for this study. Chapter 4 
describes the experimental procedures used. The experimental results are presented and 
analyzed in Chapter 5 which also includes experimental and computer simulated spectra.
4
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Chapter 2 
A Brief Review of the Theory
5
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2. A Brief Review of the Theory
2.1 Born-Oppenheimer Approximation
In general case, any molecule can be viewed as a system composed only of 
positively charged nuclei and negatively charged electrons. The Hamiltonian of the 
system is given by [17]:
= Te+TN+ Vee (r() + Vm  (ra) + VeN (r,, ra )
where ra and P  denote the position and momentum operators of the nuclei which are 
indexed by subscripts (a, p)\ r, and p  denote the position and momentum operators of the 
electrons which are indexed by subscripts (i, j)\ m is the mass of the electron, Ma is the 
mass of the ath nucleus, -e is the electron charge, and +Zge is the charge on the ath 
nucleus. In the second line, Te, TN, Vee, Vnn and Ve$ represent the electron and nuclear 
kinetic energy operators and electron-electron (repulsion), nuclear-nuclear, and electron- 
nuclear interaction potential operators respectively.
If we could solve the Schrodinger equation for the total wave function y/{rt,ra) of
the molecular system, then everything about the system is known. However the 
Hamiltonian for this molecular system is very complex and the corresponding time- 
independent Schrodinger equation H\p{ri,ra) = E ,ra) cannot actually be solved
exactly. Thus approximations need to be employed. One of the most important 
approximations used is the Born-Oppenheimer approximation [17, 19]. The Bom- 
Oppenheimer approximation assumed that the electronic motion and the nuclear motion 
in molecules could be completely separated. This is based on the idea that the atomic 
nuclei are so much heavier than the electrons, and for a given energy, the nuclei move so
6
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much slower than the electrons (the nuclei move on a time scale which is about two 
orders of magnitude longer than that of the electrons). The Born-Oppenheimer 
approximation involves the following assumptions that firstly the electronic wave 
function depends upon the nuclear positions ra but not upon their velocities, and secondly 
the nuclear motion (e.g., rotation, vibration) sees a smeared out potential from the speedy 
electrons. It is therefore sensible to consider the nuclei as fixed as far as the electronic 
part of the problem is concerned, and factorize the total molecular wave function 
y/(r;,ra) into electronic and nuclear contributions respectively:
V 'fc .O  = ¥ eiri’ra)¥Nira) (2-1-2)
where y/N(ra)is  the nuclear wave function and i//e(rt,ra)is the electronic wave function
that depends parametrically on the nuclear positions.
With Born-Oppenheimer assumption, the total molecular stationary Schrodinger 
equation is reformulated in terms of two separate Schrodinger equations:
H eVe (n . ra) = [Te + Vee (rt) + VNN (ra ) + VeN (r(, ra ) \ / e (r,, ra)
¥e(r,’ra) = V(ra)¥e(rl, ra)







¥ N(ra) = E, ¥ ^ ra) (2-1-4)
where equation (2.1.3) is the equation for the electronic problem, considering the nuclei 
as fixed; and equation (2.1.4) is the equation for the nuclear motion, describing the 
vibrational, rotational, and translational states of the nuclei. Solving this equation (2.1.3)
7
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will produce the electronic energy eigenvalues. The eigenvalue V(ra) = Ee+Vm  is the 
total electronic energy in a field of fixed nuclei and it depends parametrically on the 
coordinates of the nuclei. Each electronic energy eigenvalue V(ra) will give rise to an 
electronic energy surface, and these surfaces are known as interatomic potential surface 
or potential energy curve. This electronic eigenvalue V(ra) is then used as the potential in 
the equation (2.1.4) for the nuclear motion. In the equation (2.1.4) there are no electronic 
degrees of freedom: all the electronic effects are contained in the potential V(ra) . On 
each interatomic potential surface, the nuclear eigenvalue problem can be solved, which 
yields a set of levels (rotational and vibrational in the nuclear motion).
As a good approximation, therefore, the total energy of the molecule can be 
expressed as a sum of three component parts,
E = Ee+Eu + Er (2.1.5)
where Ee,E u,E r are the electronic, vibrational and rotational energies respectively [1,
22]. For convenience and as a convention, the energy is usually expressed in wave 
number units (cm'1) in the field of spectroscopy. Then the total energy of the molecule 
can be written as:
r  = r.+ G (o ) + F„(y) = f - + f ‘- + f - ,  (2.1.6)
he he he
where Te, G(u), FU(J) are the electronic, vibrational and rotational energies in wave 
number units respectively.
In practice a general expression of the vibrational and rotational terms that are used 
to fit the experimental data can be written as follows [1,17-18,20]:
8
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G(v) = o)e(o + ̂ )~  (oexe (v + i ) 2 + 1oeye (v  + i ) 3 + • ■• •, (2.1.7)
Fv (J )  = Bv J ( J  +1 ) - D v [J(J + 1)]2 + •••, (2.1.8)
with
(2.1.9)
£>„=a + A (” + ^ )+ -> (2 .1.10)
where cae, coexe, coeye are harmonic vibrational frequency, single anharmonicity constant 
and “second-order” anharmonicity constant, respectively ( coe »  coexe »  (oeye); Bu and 
Dv are rotational constants ( Du «  Bv) for a particular vibrational state v . So we can 
describe the molecular energies completely if we could determine all these electronic, 
vibrational and rotational constants.
2.2 Energy levels of Diatomic Molecules
The simplest molecules possible are diatomic molecules composed of only two 
atoms. The solution of the Schrodinger equation for a diatomic molecule plays an 
important role in spectroscopy. The study of the vibration spectra of diatomic molecules 
is an area of spectroscopy with many practical applications. Furthermore the vibrational 
spectra of diatomics serve as models for polyatomic molecules [17].
Two atoms A and B that can form a bond will do so to create a diatomic molecule 
A-B when they approach each other closely. The diatomic molecule A-B can be viewed 
as a vibrating rotor (non-rigid rotator and anharmonic oscillator) which rotates and 
vibrates in the laboratory coordinate system [17]. The motion of the two nuclei can be
9
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separated into a center-of-mass part and an internal part by using the internal coordinates
M  Y -f- y
r = rA- r B and the definition for the center-of-mass position R = — —------— . Then
M a +M b
the kinetic energy of the nuclei can be expressed as:
2  ̂ I -I2+ — u\r\ 
2 1
(2.2.1)
M  Mwhere M  = M , + M„ is the total mass and u = ---- -—— is the reduced mass. And
M a +M b
hence we obtain the classical Hamiltonian for the two-particle system,
H  = T + V = ^ - + - ^  + V(r) 
2M  2fi
(2.2.2)
where the potential energy V(r) only depends upon the distance between two atoms. For 
simplification, the center-of mass contribution to the kinetic energy is ignored, since it 
only represents a shift in the total energy of the system. So, the Schrddinger equation for 
the nuclei (2.1.4) becomes
k2
V 2y/ + V(r)y/ = Ey/
2 fi
(2.2.3)
Using the spherical polar coordinates, we obtain
1
V  + V(r)y/ = Ey/
2 /jr
h2 1 d 2 dw
T  rr dr dr2 fi
(2.2.4)
where J  denotes the total angular momentum operator. Then let i//= R(r)YJM(0,<p), 
where Yj m  is a spherical harmonic. Substitute it into the equation (2.2.4), we obtain the 
one-dimensional radial Schrodinger equation,
h2 d  2 dR
2/jr dr dr
h2J (J  +1) , R = ER (2.2.5)
10
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Let S(r) = rR(r) , substitute it into the equation (2.2.5), we obtain,
h2 d 2S  
2p dr2
h 2J (J  +1) 
2jur2
+ V(r) S = ES (2.2.6)
Here, V(r) is the electronic energy potential that is the eigenvalue of the electronic 
Schrodinger equation (2.1.3). For the elcetroinic Schrodinger equation, the energy 
depends on the particular value of r chosen for the calculation. As a result, V(r) is a 
parametric function of r, so that no simple analytical form for V(r) exists in general [17]. 
From experimental studies of molecular spectra and from calculations on simple 
molecules, however, the general form of V(r) for diatomic molecules is known to be that 
of Figure 2.1 [20]. This is so-called potential energy curve. At some intermediate 
distance there must be a potential minimum, corresponding to the equilibrium 
intemuclear separation, re. At very small distances r < re , when the atoms are “in 
contact”, the force between them increases fast. The potential should rise sharply and 
become infinite V(r) —> qo  as r—*0. At very large distances the atoms are independent, 
and the force of interaction between them is negligible. Their energy is then just the sum 
of the energies of the individual atoms. Hence the potential should asymptotically 




Figure 2.1. Potential energy curve o f a diatomic molecule (the potential energy, V(r), 
versus intemuclear separation, r).
11
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As we know, it is difficult to give a straightforward analytical form that accurately 
represents the real potential energy curve. Instead, people made efforts to develop some 
empirical forms for V(r) that resembles the real potential energy closely, such as Dunham 
potential, Morse potential and so on.
Solution for Dunham Potential:
A popular choice for a simple form of the potential function is the Dunham 
potential [17,20-21].
V( f )  = a0f 2(l + aif  + a2f 2+ - )  (2.2.7)
with
£ = - ^ -  (2.2.8)
In fact the Dunham potential is the expansion as a series of powers of (r-re)  in the 
neighbourhood of the potential minimum. But the exact analytical forms for the 
eigenvalues cannot be directly derived for the Dunham potential. Dunham has calculated 
the energy levels of a vibrating rotor by the WKB (Wentzel-Kramers-Brillouin) method. 
Then this treatment shows that the energy levels can be written in the form [20,21]:
^  = - f f  = K M ?  (2.2.9)
where I and j  are summation indices, v  and J  are, respectively, vibrational and rotational 
quantum numbers, and Yy, named Dunham coefficients, are the coefficients which depend 
on molecular constants.
Dunham showed that the Dunham coefficients Yy can be related to the 
conventional spectroscopic constants in the equations (2.1.6)-(2.1.8) [20, 21]:
12
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Y0 0 = T e ’ Y1 0 a ( O e ’ Y 2 0 * ~ < » e X e ’ Y10 * .
* a e’ Y2l ® Yie 9
Y 02 ®  ’ Y 12 X  f ie  ’ ^4 0  ® (2 .2 .10)
Solution for Morse Potential:
Another widely used potential function is the Morse potential [1,17,20,22]:
V  ( r )  = Z )(l -  e ~ fi{r~re)J  (2.2.11)
where, D  is the well depth, /? is Morse constant which depends on the reduced mass of the 
molecule and the potential anharmonicity, and re is the equilibrium separation between 
nuclei. Substituting it into the Schrodinger equation, it can be solved analytically for the 
Morse potential. And the eigenvalues for Morse potential can be expressed in wave 
number unit cm'1 [17]:
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(2.2.16)
and
a. 6( ^ r  w i (2.2.17)e 6),
Here the vibrational term, G(v) , has a form:
(  oG(p) = a>e v  + -
2
(2.2.18)
and the rotational term, FV(J ) , has a form:
F,(J)  = S , [ 4 / + l ) ] - B , [ ; ( ; t l ) r  - t t L + 0 / ( . /  + l)] (2.2.19)
The Morse potential is one of the simplest potential functions used in practice. It is 
a good approximation for diatomic molecules. The Morse potential fits well over a wider 
range of intemuclear distances but it fails at larger values of r. In this study of CdAr and 
CdKr molecules, the ground state (X0+ state) and excited states (A0+, B1 and D1 states) 
are well described by the Morse potential function. Using the molecular potential 
parameters given in the Tables 5.3, 5.5 and 5.9 and the Morse potential, we could 
constructed the potential energy (PE) curves for the A0+, B1 and X0+ states o f CdAr 
molecule as shown in Figure 2.2 and D l, X0+ states of CdKr molecule as shown in 
Figure2.3. Here the vibrational levels in each electronic state are indicated by those 
horizontal lines as shown in Figures 2.2 and 2.3. The quantum numbers o' and o" 
denote the vibrational energy levels of the excited and ground electronic states, 
respectively.
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Figure 2.2 Potential energy diagram for the A0+, B l and X0+ states o f  CdAr molecule 
calculatedfrom the experimental data using the Morse potential function.
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Figure 2.3 Potential energy diagram for the D1 and X0+ states o f  CdKr molecule 
calculatedfrom the experimental data using the Morse potential function.
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2.3 Birge-Sponer method
As shown in equation (2.1.7), the mechanical anharmonicity of a diatomic 
oscillator can result in a more general expression of the vibrational terms used to fit the 
experimental data:
G(v) = o)e(v+ ^)-G )exe(v + ̂ ) 2 + aey e( o + ^ f  +•••, (2.3.1)
where coe are harmonic vibrational frequency, coexe, coeye are anharmonicity constants. 
The number of vibrational levels of the anharmonic oscillator is finite: v=  0, 1, 2,--,umax. 
And the intervals between successive vibrational levels are:
AG(y )U+l/2 = G ( °  + 1) -  ° ( P )  =  Q> e -  2 a >eX e ~  2C 0e X eO  + t V ^ O 2 +  6 u  + 13 /4 )+  • • •
(2.3.2)
If we use the vibration terms for Morse potential as shown in equation (2.2.18):
f  ^ (  0
2
v  + - u + —
{  2 )
e e
I 2 )
G(o) = o)e o  -coexe -  , (2.3.3)v
then the corresponding intervals between successive vibrational levels can be written as: 
AG (u)0+v2 = G (p  +1) -  G(u) = (oe -  2®exe -  2o)exeu = a e -  2coexe{v + 1)
(2.3.4)
Apparently, the intervals AG(o)v+u2 decrease with increasing v .  So the vibrational
levels converge at high quantum numbers, and the number of bound levels is finite.
When several spectral lines are detectable in the experiments, the corresponding 
vibrational transitions can be calculated and a graphical technique known as Birge-
Sponer plot (AGu+V2 against (l>+-^)) may be used to determine the dissociation energy,
17
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Do, and the harmonic and anharmonicity constants a e, coexe and so on. For the Birge- 
Sponer plot, it is considered that the sum of successive intervals AG(v)„+1/2 from the zero- 
point level to the dissociation limit is the dissociation energy [22]:
D0 = AG]/2 + A G3/2 +... = ^  A G00 +1 / 2 (2.3.5)
As illustrated in Figure 2.4, the area under the B-S plot of AGu+1/2 against (l>+— ) is
2
equal to the sum, and therefore to Do. The successive intervals decrease linearly when 
only the anharmonicity constant coexe is taken into account and the inaccessible part of the 
spectrum can be estimated by linear extrapolation. Most actual plots differ from the 
linear plot in Fig. 2.4, and the value of Do obtained in this way is usually an overestimate 
of the true value, or sometimes it is an underestimation of the true value.
A Birge-Sponer Plot
Linear Extrapolation
Figure 2.4. Area under a Birge-Sponer plot o f  AGu+[/2 against (l>+- -̂) is equal to the
dissociation energy o f  the molecule. The assumption that the differences (intervals) 
approach to zero linearly is the basis o f  the Birge-Sponer extrapolation.
18
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Here, the dissociation energy of the molecule D0 is a little different from the depth
of potential well De. The well depth, De, is the vertical distance from the dissociation
limit to the bottom of the potential well; and the dissociation energy, D0, is from the
dissociation limit to the lowest vibrational level u = 0 . Thus if we use the lowest 
vibrational level o = 0 as reference instead of the potential well (index “e”) which is on 
account of the zero-point energy of the vibrations of the bond, the vibrational terms 
become [1]:
G0 (u) = a 0u -  6)0x0v 2 + co0y0v 3 + • ■ •, (2.3.6)
Then from the equation (2.3.4), the separations of successive vibrational levels may be 
written as:
AG(u)u+1/2
= G ip  +1) -  G(p) = cde— 2coexe(v +1) (2.3.7)
= G0(u +1) -  G0(u) = cdo -  2(d0xq{v  + ̂ )
with
cd0 »o)e -CDexe , (2.3.8)
a 0x0 *<Dexe, (2.3.9)
So, in the Birge-Sponer plot, we can directly obtain the harmonic vibrational constants 
coe or <u0 from the intercepts with the vertical axis, and obtain the anharmonic constants
coexe or a>0x0 from the slope of a linear extrapolation.
19
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2.4 Le Roy-Bernstein Method
As discussed above, B-S method assumes that the successive spacings between 
bound vibrational levels decrease linearly and the inaccessible part of the spectrum can be 
estimated by the linear extrapolation. It usually works well to describe the bottom of the 
potential well, and the ‘short’ extrapolation of B-S plot is a safe way to determine the 
fundamental frequency o)'0 and anharmonic constant a)'0x '0. But the ‘long’ extrapolation
of B-S plot is not reliable, and it is not adequate to describe the long-range behaviour of 
the intemuclear potential [1]. The dissociation limit Do obtained in B-S analysis is 
usually an overestimate or underestimation of the actual value.
Another analysis, called Le Roy-Bernstein (LR-B) method, was proposed for the 
determination of asymptotic long-range potential characteristics and the dissociation 
limit. In Le Roy-Bernstein method, the long-range potential may be approximated by:
F ( r ) * Z ) - 2 %  (2.4.1)
n r
where D is the dissociation limit of the potential, and the power n has positive integer 
values [23]. Le Roy and Bernstein derived vibrational energy term value G (u)in the 
form shown below [23-25]:
G(u) = D - n  r(l + l/w) h jn - 2)^
r(i/2+i/«) C n
(2.4.2)
where // is the reduced mass of the system, oD is the non-integer value of u at the 
dissocation energy D, T is the gamma function, and H„ is a collection of constants. The 
Le Roy—Bernstein formula links the vibrational separations
20
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A<j(u)0 = [G(u +1) -  G(v -1)] of the vibration energies of u + 1 and u -1  vibrational
levels by the relation:
(A G ( v ) J n/(n+2) =(Kn)2nl{n+2)(D -G (v))  (2.4.3)
where Kn = Hn2 n l(n -2 )  is also a collection of constants. According to this relation, a
plot of (AG(u)0f n/{n+2) against G(o) , named Le Roy-Bernstein plot, can be produced to 
determine the dissociation limit D from the intercept with the horizontal axis.
In this case of van der Waals molecules, n=6 is the leading term in the expression 
of long-range potential V(r) [1, 2]. Thus the equations (2.4.1), (2.4.2) and (2.4.3) have 
simple forms as below:
F ( r ) * D - %  (2.4.4)
r
G(o) - D - [ ( ud - u) / / J  (2.4.5)
(A G ( v ) J 12 = ( K , fn (D -G (v ))  (2.4.6)
According to the equation (2.4.6), a linear extrapolation of LR-B plot 
((A G ( p ) J -  ' vs. G (u)) directly gives the dissociation limit D as the intercept with the 
horizontal axis. Hence according to the equation (2.4.5), the plot of [ D -G (u )fn against 
v  can determine the limited value of v  = oD as the intercept with the horizontal axis of a 
linear extrapolation.
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2.5 Introduction of Supersonic Expansion
Considering a sample molecule, it can be seen that a large number of quantum 
states can be populated under ordinary conditions. The transitions from each populated 
state may produce some spectral lines, and thus the complete spectrum contains an 
enormous number of individual spectral lines. Also the spectral bandwidth becomes 
broad due to the relative high collision frequency at ordinary laboratory temperature. In 
these cases, the molecular spectrum may be very complex indeed. It is difficult to resolve 
and analyze such complex spectra, even when a fine tunable laser is used as an excitation 
light source. Currently the technique of supersonic expansion is a widely used method in 
laser spectroscopy of molecules [7-8, 26-29]. It provides a source of rotationally and 
vibrationally cold molecules, even such which are weakly bound in their ground states. 
The internal cooling of molecules can greatly simplify the molecular spectrum and can be 
used to study the structure and dynamics of molecules.
On the other hand, the sample molecules that we investigated in the experiment are 
van der Waals molecules. The van der Waals molecules MeRG (RG=Rare Gas) or Me2 
are bound by van der Waals forces. Because the van der Waals forces are weak, therefore 
van der Waals molecules are not stable under ordinary laboratory conditions. For 
instance, the kinetic energy of two colliding gas-phase molecules can be given by kT  
where T is the temperature of the gas. And the binding energy of van der Waals bond is 
usually less than kT  (about 500 cm'1 at the temperature of 700 K), hence the collisions 
between molecules may easily destroy the van der Waals molecules. With application of 
supersonic free jet expansion technique, however, we could obtain a translation 
temperature less than 1 K, so that the binding energy produced by van der Waals forces
22
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
are much larger than kT  here [7, 27]. Therefore, van der Waals molecules are stabilized 
and can be investigated well under these conditions.
A supersonic free jet expansion beam is formed when the molecules under study 
mixed with a carrier gas at high pressure is expanded through a small orifice into a region 
kept at low pressure by a vacuum pump. This is illustrated in Figure 2.5. From a 
molecular point of view, this expansion converts random thermal motion of the gas 
molecules into a directed flow [7, 8]. And an adiabatic cooling of the internal energy 
occurs.
Fiugure 2.5, Schematic diagram o f  a supersonic expansion. The supersonic expansion 
converts random thermal motion o f  the gas molecules into a directed flow. Here, each 
arrow represents the magnitude and direction o f the velocity o f  a molecule. The 
conversion o f the arrows indicates velocity from random magnitude and direction before 
the nozzle to uniform magnitude and direction after the nozzle.
To evaluate the characteristics of free jet flow, we firstly introduce the Mach 
number, M, which is defined as a ratio of the speed of molecular flow relative to the 
speed of sound in the medium through which it is traveling. This is given by:
23
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M  = — (2.5.1)",
where v  is the speed of molecular flow, and vs is the speed of soimd in the medium (local 
speed of sound). From the thermodynamics, we know that the local speed of sound is
vs = , where k  is Boltzmann’s constant, m is the mass and y is the ratio of specific
V m
c
heat capacities at constant pressure and volume y  = — . Then we substitute it into
equation (2.5.1), the Mach number M  would be:
M  = —  = — (2.5.2)
", WjL
V m
For supersonic free jet expansion, the flow velocities are greater than the local speed of 
sound ( u > u s), and thus the Mach number M> 1.
As the expansion proceeds, the density of the molecular flow decreases, and thus the 
local speed of sound os decreases. Here, it could be assumed that the speed of the 
molecular flow v  dose not change much after it was expanded from the orifice [7]. 
Apparently, the Mach number M,  which is the ratio of the speed of molecular flow v  to 
the local speed of sound us, increases along the flow direction. For a continuous gas at
distances greater than a few nozzle diameters from the orifice, it has been shown that the 
Mach number is given by [27, 29]:
x Y '1 2
' y  + l '
M  = A\ —  \ — V s  A
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where x  is the downstream distance, D is the nozzle diameter, and A is a constant that 
depends on y (A = 3.26 and y=5/3 for rare gases such as Ar and Kr) [29]. Therefore as the 
expansion proceeds, the local Mach number M  increases with increasing reduced distance 
x/D. However, M  will not increase indefinitely as a function of x/D. Because the number 
of collisions decreases to zero as the expansion proceeds, eventually the Mach number 
approaches a limiting value, Mt, the terminal Mach number. The terminal Mach number 
can be estimated as [27,29]:
M ,= U 3(P 0D)04 : for Ar
where Pq is in units of atmospheres and D is in cm.
For simplification, an ideal gas is assumed here. The assumptions are also made 
that no clusters are formed and no turbulences and heat conduction occurred [26]. The 
enthalpy of the gas at rest is H 0 = cpTa where To is the temperature prior to expansion
5k
and cp is the enthalpy/molecule which is — , where k  is Boltzmann’s constant. Ho is 
converted into kinetic energy of the directed flow and a rest enthalpy (H):
H 0 = c T 0 = H  + ± m v2 (2.5.4)
Defining T as a local temperature along a streamline of the expanding gas, the enthalpy 
(H) is given by H=cpT. Combining equations (2.5.2), (2.5.4) and the Mayer’s formula 




Here, in the Mayer’s formula, R is the gas constant ( R » 8.3 \J  • K 'x ■ mol' 1), and n is the
25
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moles of gas. And the Boltzmann constant k = R /N A , where NA is Avogadro’s number.
If it is assumed that entropy is conserved along each streamline, the Poisson 
equations of an adiabatic expansion hold:
\Po j
f  nr \
T Vo
r -  1
(2.5.6)
where the Po, po, and To are the pressure, density and temperature of the reservoir (prior to 
expansion); and P, p, and T are the same quantities in the isentropic part of expansion. 





T0 ~ ^ 0 , <Po J
(r-D
1
(2 .5 .7 )
If the local Mach number M  is known, then using the equation above (2.5.7), we 
could calculate the temperature T, the density p  and pressure P  along the supersonic 
beam. Since the local Mach number M  increases with increasing reduced distance x/D, 
the temperature T  of the molecular flow decreases as the expansion proceeds.
When we consider about the temperature of the molecular flow, we should 
distinguish the temperatures according to the internal degrees of freedom of the molecule. 
As we know, the thermal energy is comprised of translational, vibrational, and rotational 
energies, which correspond to the translational, vibrational and rotational temperatures Tt, 
Tu and Tr, respectively. Here, the rotational and vibrational temperatures can be 
determined from the Boltzmann distributions of molecular rotational and vibrational 
populations given in the two equations below:
N ,j  _
N n
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&E
kT (2.5.9)
So the low rotational or vibrational levels remain populated due to a low rotational or 
vibrational temperature.
On the other hand, the translational temperature can be defined by the width of 
velocity distribution in the gas. It is about the consistency of the molecule velocities. 
The velocity distribution in the supersonic beam is taken as a Maxwellian distribution 
superimposed on a mean speed, u:
Where / (v) is the velocity distribution function, v  is the speed of molecule and u is the 
mean speed of molecule. As expected, a large Mach number corresponds to a lower 
temperature and thus a narrower speed distribution [26].
When the sample gas is expanded with a carrier gas into a low pressure region from 
a small orifice, the random thermal motion of molecules is converted into directed 
motion. As illustrated in Figure 2.5, the conversion of the arrows indicates velocity from 
random magnitude and direction before the nozzle to uniform magnitude and direction 
after the nozzle. In the supersonic expansion the velocity distribution becomes narrow 
and hence the translational temperature of molecules drops. Due to collisions between 
molecules, the translational cooling is transferred to cooling of the rotations and 
vibrations. The efficiency of cooling is then in the order of translational > rotational > 
vibrational, which is determined by the efficiency of energy transfer among these motions 
and, therefore, by the densities of the energy levels [29]. Consequently, after the
f ( v ) = u (2.5.10)
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adiabatic expansion Tt < Tr < Tu. As an approximation, we could estimate the rotational 
and vibrational temperature Tu, Tr> that Tr « Tt and Tv is about one order of magnitude 
higher than Tr, where Tr is the terminal translational temperature in the beam [1,2]:
From the discussion above, we know that the longer is the distance from the nozzle, 
the lower temperature of the beam. But in practice, at a certain distance from the nozzle, 
a wall consisting of congested molecules, so-called Mach disk, is formed. At this 
distance, numerous collisions occur between atoms and molecules, and, as a result, they 
are no longer cooled. Therefore, when we design the experiment, we should make the 
interaction between laser beam and the supersonic molecular beam performed in the 
space between the nozzle and the Mach disk. The distance from the nozzle to the Mach 
disk, XM, is given by [29]:
where D is the diameter of the nozzle, Po is the pressure of gas in the nozzle, and P  is the 
pressure in the vacuum chamber. From the equation, we know that the capacity of the 
pumping system should be sufficiently large to achieve the desired value of Xm- In order 
to minimize the pumping capacity, sometimes a pulsed nozzle could be used to reduce the 
amount of gases introduced into the vacuum chamber. However, using a pulsed nozzle 
needs the use of pulsed or gated excitation and fluorescence detection systems whose 
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Chapter 3 
Description of the Apparatus
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3. Description of the Apparatus
3.1 Laser System
In this experiment, a laser system was used to excite the sample molecules. As 
shown in the Figure 3.1, the laser system consisted of a two-stage tunable dye laser side- 
pumped by an in-house built pulsed N2 laser. The nitrogen (N2) laser had a resonator 
cavity about 1 m long. Pure N2 gas was admitted to the cavity of N2 laser at a pressure of 
about 70 Torr. The medium is pumped by a high-voltage transversal electrical discharge. 
It worked on 20 kV supply for a 1 meter tube. The output laser beam had a wavelength 
of 337.1 nm and a pulse width of about 10 ns [1,30].
The N2 laser output was used to side-pump a two-stage tunable dye laser. As 
shown in the Figure 3.1, the two-stage dye laser consisted of an oscillator and one-stage 
amplifier sections. The N2 laser output was directed into the oscillator section by a 
translucent mirror that reflected 25% of the light. The remaining 75% was reflected into 
the amplifier section by a reflection mirror. Both beams were focused onto UV 
transparent dye cells by the spherical and cylindrical lenses to excite the dye and 
stimulate laser action. In our experiment, the dye used was DCM (4-(dicyanomethylene)- 
2-methyl-6-(4-dimethylaminostyryl)-4H-pyran). For this dye used here, the wavelength 
of the dye laser output ranged from 630 nm to 683 nm.
The oscillator section consisted of the dye cell, a beam expander, an output 
coupler, and a diffraction grating. The diffraction grating angle could be changed by a 
stepper motor which was controlled by the controlling program on a PC. The angle of the 
grating determined the output wavelength of the dye laser. By changing the angle of
30




Figure 3.1 Schematic diagram o f the laser system.
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diffraction grating, we could obtain the different output wavelength of the dye laser. A 
beam expander was employed here to spatially expand the incident dye laser radiation 
across the full width of the grating.
The amplifier section consisted of the dye cell followed by a focusing lens, which 
focused the output beam into a KDP doubling crystal. To keep the laser dye uniform and 
effective, the laser dye was stirred by a magnetically controlled stirrer in the cell.
The required incident angle of the dye laser fundamental on the doubling crystal 
was determined by the phase matching condition, and thus varied with wavelength [31]. 
The angle of the doubling crystal therefore had to be changed as the grating angle 
changed. To accommodate this, the crystal was placed on a rotatable aluminum stand 
with a precision micrometer screw thread driven by a stepper motor. This stepper motor 
can be controlled by the computer program or work in manual mode. A calibration to 
determine the number of steps to change on the angle of doubling crystal in relation to the 
number of steps changed on the grating angle was found experimentally. A linear 
relationship gave the best results in our experiment.
After passing through the doubling crystal, the frequency doubled laser output then 
was directed through a quartz prism which spatially separated the second harmonic from 
the fundamental. The second harmonic which we need in this experiment then was 
directed into the vacuum chamber by means of two mirrors.
In our experiment, the transitions we investigated were A0+, B 1 <—X0+ and 
D1+—X0+ in the excitation spectra of CdRG molecule (RG= Ar and Kr). The 
corresponding wavelength bands for these transitions were around 326.1 nm or 228.8 nm 
which corresponds to the 53Pi - 5 lS0 and 5'i] -5'S,) cadmium atomic transitions (Cd
32
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atomic line) [32]. Here the wavelength of the dye laser could be tuned to around 
652.2nm or 457.6 nm and then frequency doubled to around 326.1 nm or 228.8 nm to 
optically excite the CdRG molecules.
3.2 Vacuum and Heating System
In Figure 3.2, there is shown a schematic diagram of the experimental set-up. The 
vacuum and heating system is the key part in our experiment where the laser beam 
interacted with the ffee-jet molecular beam. The vacuum system is comprised of a main 
vacuum chamber unit evacuated by two connected pumps.
In our experiment, the sample Me metal is cadmium. To produce Cd vapour, there 
is a need of high temperatures to sufficiently heat Cd metal in the oven [33]. For CdAr 
investigated in our experiment, the reservoir temperature was about 400 °C-700 °C. Here 
we employed continuous supersonic expansion beam source in this experiment, since it is 
hard to employ a pulsed valve at high temperatures. Then it is necessary to use high- 
efficiency vacuum pumps in the systems to evacuate properly the expansion chamber. To 
create a high vacuum in the chamber, we used a combination of pumping units consisting 
of an Edwards E1M80 rotary pump and an Edwards EH500 booster pump. The 
mechanical booster pump was backed by the rotary vacuum pump, and here the function 
of the rotary pump was to discharge the low pressure gases from the mechanical booster 
pump outlet to atmosphere. This could reduce back leakage through the booster pump 
and provide a higher ultimate vacuum, and thus achieve high volumetric efficiency at low 
pressures. Our combination pump system can achieve a pumping speed of 500 m /hour, 
and produce a 1 mTorr (about 1.3x1 O'6 atm) ultimate pressure.
33
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N
Figure 3.2 Schematic diagram o f  the experimental apparatus arrangement.
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The supersonic molecular beam source was built on the bottom flange of the 
vacuum chamber. It is constructed from two coaxial capillaries. The inner capillary is 
the stainless steel oven. The sample cadmium metal was contained in this oven 
surrounded by two independent wire heaters (electric heating coils). The outer capillary 
was a water cooled shield and the space between the capillaries is filled with the thermal 
shielding material so that the hot oven was insulated from the interior of vacuum 
chamber. The RG carrier gas (Ar, Kr, etc.) was fed through a pipe into the oven. There 
were two thermo-sensors (one of them is two-channel thermometer) connected on the 
lower and upper parts of the oven body respectively so that we could measure and 
monitor the temperature of the oven. By adjusting the rheostats of the two heating coils, 
the source could be kept at a high working temperature (about 400 °C-700 °C for CdAr or 
CdKr). The cadmium vapours, obtained by electrical heating, is mixed with the carrier 
gas (Ar, Kr, etc.) in the reservoir. The supersonic molecular beam is then formed by 
expanding the mixture gases through the small nozzle (about 150 pm in diameter and 
200-300 pm in length) into the vacuum chamber. The general look of the system is 
shown in Figure 3.2 and Figure 3.3.
As illustrated in the Figure 3.2, the supersonic molecular beam and the laser beam 
propagated perpendicularly to each other. This could greatly reduce Doppler broadening 
of the emitted fluorescence. The supersonic molecular beam is expanded along the 
vertical axis from lower to upper region of the chamber. There are two open tubes, so- 
called side-arms, mounted on the surface of the vacuum chamber in the same horizontal 
direction as shown in Figure 3.3. And the laser beam was introduced into the vacuum 
chamber via the tubes along the horizontal direction. Two transparent flat windows were 
sealed onto the end of tubes which were cut into a specific angle, known as the Brewster
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angle, with respect to the incident laser beam. According to the Brewster’s law, the
Brewster angle dB can be calculated by the equation 0B = arctan , where ni and ri2
are the refraction index of the two media. For the quartz window (n2 *1.55) in air 
(«, w 1), the Brewster angle 0B is approximately 57° to normal and the angle between the 
window plane and the horizontal laser beam is about 33° as shown in Figure 3.3. The 
window oriented at the Brewster angle with respect to incoming light does not reflect 
light polarized parallel to the plane of incidence. The reflected radiation is only s- 
polarized (polarized perpendicular to the plane of incidence). This arrangement allows 








Figure 3.3 Structure o f vacuum chamber where the laser beam interacted with the 
supersonic free-jet expansion molecular beam.
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As show in Figure 3.3, a convex lens is placed in front of the entrance window, so 
that the laser beam is focused on it and intersected with the molecular beam. Since the 
scattered light in the vacuum chamber could create noises in the signal at the fluorescence 
light detection, we added some apertures (baffles) in the system and painted the interior 
surface of the chamber black to reduce scattered light.
3.3 Detection and Data Collection System
As illustrated in Figure 3.2, the laser beam crossed and interacted with the 
supersonic molecular beam in the center region of the vacuum chamber where the species 
to be investigated was excited by laser, and then de-excited and emitted fluorescent light. 
In this study, we used laser induced fluorescence (LIF) techniques to investigate the 
excited state structure of CdRG molecule. For this spectroscopy, we changed the lasing 
wavelength step by step, and meanwhile collected the total laser induced fluorescence 
(LIF) signal at each lasing wavelength. In this way we obtained so called excitation 
spectrum-equivalent to the absorption spectrum. To collect the fluorescence signal, a 
photomultiplier tube (PMT) was employed to detect the fluorescence light. In our 
experiment, the PMT used for the detection of excitation spectra was Schlumberger 
EMR541-N-03-14 which had peak sensitivity in the UV and blue wavelength regions 
(about 200 nm-700 nm). As shown in Figure 3.2, the PMT was placed outside the 
chamber and in the direction perpendicular to both the laser beam and supersonic 
molecular beam. In another words, the supersonic molecular beam, the laser beam and 
the PMT monitoring direction were perpendicular each other like the x,y,z orthogonal 
coordinate axes. This arrangement is used because the fluorescence takes place in all
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directions and the PMT is more sensitive and efficient when there is little or no 
background light signal coming directly from laser excitation.
As shown in the figure 3.4, two convex lenses were inserted between the PMT and 
the nozzle. Here the first lens was positioned inside of the chamber and the second one 
was situated outside of the chamber. By adjusting the first convex lens, we could collect 
more fluorescence from the interaction region in a larger solid angle. With the second 








Figure 3.4 The fluorescence signal is collected by the PMT placed in the direction 
perpendicular to the supersonic molecular beam.
Since the scattered light in the vacuum chamber would raise the noise to signal ratio 
in our detection system, we added an aperture (baffle) in front of the PMT and painted the 
interior surface of the chamber black to reduce scattered light reaching the PMT from the 
chamber interior. Also a band-pass filter (the central wavelength is around 326.1 nm 
corresponding to the 53P j- 5 1S o transition for cadmium atom) was positioned in front of
38
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the detector to block the scattered light from the fundamental frequency of the dye laser 
output.
A Hewlett-Packard 54510 digitizing oscilloscope is connected with the PMT and 
the control computer. The LIF signal is collected by the PMT and transferred into 
electric signal, and then is sent to the oscilloscope. Because the photodiode is less 
sensitive than the PMT and the fluorescent light is weak and short lifetime (from ns to 
ps), so usually the photodiode cannot be used for monitoring the fluorescence, but here 
we could use the photodiode to detect the laser output. As shown in Figure 3.2, a part of 
the stray fundamental dye laser signal reflected from the prism after the nonlinear crystal 
is collected by a photodiode and the output is then sent into the oscilloscope as trigger 
signal. The oscilloscope output is connected to the controlling computer which collects 
and stores the signal through a GPIB (general purpose interface bus) interface.
As we know, by rotating the prism of dye-laser with a stepper motor, we could 
change the wavelength of the dye-laser output. And by simultaneously rotating the angle 
of nonlinear crystal (KDP) with another stepper motor, we could obtain the corresponding 
frequency-doubled laser output. Both two stepper motors are connected to the control 
computer through an RS232 serial port. The computer program written in Borland Turbo 
Pascal is used for controlling the experimental procedure, and also the program could 
collect and store the experiment data with the Hewlett Packard controller card and the 
Hewlett Packard hard drive partition. Once the procedure began, the program produces 
output signal to manipulate the both stepper motors which control the dye laser 
wavelength and the nonlinear crystal (KDP) angle so that a desired laser output 
wavelength is obtained. Simultaneously, the integrated fluorescence signal corresponding 
to this particular wavelength was collected and stored by the control program. Next the
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program produces a new output signal to increase the stepper motors, so that the next 
desired laser output wavelength was produced. Then the integrated fluorescence signal 
responsible to the second wavelength was collected and stored in the computer. By this 
means, the scan of the laser wavelength was operated in our desired spectral region from 
one end to the other end. After the scan was finished, the total integrated fluorescence 
signal and step number reading corresponding to each wavelength was recorded and 
saved in the computer, and the excitation spectrum about the relative intensity (integrated 
fluorescence signal) against wavelength could be obtained.
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4. Experimental Procedure
4.1 Calibration of the Laser Wavelength
As we know, the output wavelength of the dye laser is determined by the angle of 
diffraction grating, and the dye laser output can be tuned over a large wavelength range 
by rotating the diffraction grating. The diffraction grating is driven by a computer- 
controlled stepper motor. So the correlation between the stepper motor counter reading 
of the grating and the output wavelength of dye laser is necessary.
To accomplish the calibration, a Burleigh WA5500 pulsed wavelength meter 
(wavelength range from 190 to 680 nm) was used in the laboratory to measure the 
wavelengths of the dye laser output as shown in the Figure 4.1. The light of fundamental 
frequency of dye laser is directed into the small entrance aperture of the wavelength 
meter by means of a reflecting mirror. The wavelength meter was connected to the 
monitoring computer which collected and stored the data through the Data Acquisition 
Card. Hence we can record the wavelength of the input laser and operate the wavelength 
meter on the computer through the interface.
42
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
Figure 4.1 Schematic diagram o f  the experimental apparatus arrangement for calibration 
o f  the laser wavelength.
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To measure the wavelength of laser accurately, we should operate the wavelength 
meter carefully. Firstly we need to align the pulsed wavelength meter. We selected the 
Align Mode in the Pulsed Wavemeter software on the computer, and clicked on the 
Internal and External buttons to open the both shutters. The internal HeNe laser was 
emitted from the front aperture as a tracer beam to facilitate alignment of the Pulsed 
Wavemeter with an external laser. Then adjusted the height of all feet of the wavelength 
meter so that the input laser beam was parallel to the tracer beam and directed into the 
entrance aperture of the wavelength meter. Next we clicked the Verify Mode which used 
the internal HeNe reference laser to correct the calibration of the Pulse Wavemeter 
etalons against small thermal drifts. Finally we went to the Display Mode which 
reported the wavelength of the input laser source simultaneously while displaying the 
spectrum. Thus we could monitor the wavelength of the fundamental of the dye laser 
and accurately calibrate the laser wavelength.
For convenience, we chose the manual mode to control the stepper motor when we 
calibrated the laser wavelength. Firstly we set a step number for the stepper motor 
around one end of the lasing range, and the corresponding wavelength value of dye laser 
output was obtained from computer connected with the wavelength meter. A pair of data 
between the step number and the corresponding wavelength was recorded. Then we 
increased the step number for the stepper motor, and a new corresponding wavelength 
was recorded. This was repeated for the whole lasing range. To avoid mechanical shift 
of the stepper motor, we kept increasing (or decreasing) the step number in the same 
direction from one end to the other end of the lasing range. During the process of 
scanning over the whole lasing range, the stepper motor was set at these steps 8300, 8350, 
8400, 8450, 8500, 8550.1 in sequence; and the corresponding wavelengths recorded were
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639.023 nm, 641.907 nm, 644.815 nm, 647.683 nm, 650.532 nm, 653.394 nm 
respectively. Applying the linear and quadratic regressions with Microsoft Excel using 
these data, we obtained the equations relating the dye laser grating counter reading and 
the wavelengths of dye laser. Here the quadratic regression gave the best results
experimentally. This is illustrated in the figure 4.2 and figure 4.3.
Therefore, the relationship between the grating steps and the dye laser wavelength is 
given by:
n = 0.014097077 X2 -  0.818511826 X + 3066.573653903 (4.1.1)
X = -0.0000026740 3«2 + 0.1025258104 In  -  27.7311757843 7 (4.1.2)
where X is the wavelength of dye laser (the unit is nm) and n is the number of the steps. 
So if we got a specific wavelength, then using the equation (4.1.1), we could determine 
the corresponding step number for stepper motor in the experiment. Contrarily, if we 
obtained a step reading in the experiment, we could use the equation (4.1.2) to calculate 
the corresponding wavelength.
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Step reading vs. Wavelangth
y ■ 0.014097077X* - 0.81861162SX + 30M.673653903
645.0 650.0
wavelength (nm)
Figure 4.2 Quadratic regression between the dye laser grating counter reading and the 
dye laser wavelength.
Wavelength vs. Step reading
656.0
654.0
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Figure 4.3 Quadratic regression between the dye laser wavelength and the dye laser 
grating counter reading.
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4.2 Angle Tuning of the Doubling Crystal
For the laser we used in our experiment, the DCM dye has been employed. The 
wavelength of the dye laser output ranged from 630 nm to 660 nm. In this experiment, 
the transitions we investigated were A0+, Bl<—X0+ in the excitation spectra of CdAr 
molecule. And the corresponding excitation laser wavelength ranged from about 323 nm
1 lto 328 nm that were around the cadmium resonance line 326.1 nm (5 So-5 Pi for Cd)[32]. 
This range can be achieved by employing KDP doubling crystal. The required incident 
angle of the dye laser beam on the doubling crystal was determined by the phase 
matching condition, and varied with wavelength [26, 31]. The angular position of the 
doubling crystal has to be tuned according to the grating angle changes. To accomplish 
the angular tuning of doubling crystal, the crystal was mounted on a rotatable aluminum 
stand with a precision micrometer screw thread driven by a stepper motor. This stepper 
motor can be controlled by the computer program or work in manual mode. A calibration 
to determine the corresponding steps to change on the angle of doubling crystal in 
relation to the steps changed on the grating angle was performed experimentally. The 
linear relationships in different wavelength ranges gave the best results in our experiment. 
The slope is 0.94 for the wavelength range from 323.2 nm to 326.1 nm, and is 0.85 for the 
wavelength range from 326.1 nm to 328 nm. So 1.0 steps on the dye laser counter 
corresponded to approximately 0.94 steps changed in doubling crystal counter in the 
former range and approximately 0.85 steps changed in doubling crystal counter in the 
latter range.
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4.3 Targeting the Laser (Spatial Alignment of the Excitation Laser Beam with the 
Molecular Beam)
In this experiment, the excitation laser beam interacted with a molecular beam in 
the vacuum chamber. The supersonic molecular beam was expanded along the vertical 
axis from lower to upper region of the chamber. The laser beam was directed into the 
vacuum chamber via the side arm along the horizontal direction, and perpendicularly 
intersected with the supersonic molecular beam in the central part of the vacuum 
chamber. Meanwhile, a PMT was positioned in the direction perpendicular to both the 






Figure 4.4 Experimental arrangement for spatial alignment o f  the excitation laser beam 
with the supersonic molecular beam.
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The spatial alignment of the excitation laser beam with the supersonic molecular 
beam was done by introducing a target rod in the vacuum chamber. Before we 
investigate the real supersonic molecular beam, a small steel needle (about 3 cm long and 
0.8 mm in diameter, also named “target rod”) was mounted on the nozzle to simulate the 
real molecular beam for a test. The rod was held perpendicular to the laser beam. In this 
position the laser was focussed onto and intersected with the rod. In order to focus and 
direct the laser beam to the target rod, an appropriate converging lens was placed in front 
of the entrance window. Adjustment of the position of the focusing lens permits some 
control of the laser spot position and size, which is about 1 mm in diameter on the target 
rod. The laser pulse was reflected off by the target rod and then monitored with the PMT. 
The lenses, mirror and PMT were then adjusted appropriately so that maximum intensity 
was monitored. Once the laser was targeted and the system was optimized, the target rod 
was removed and the vacuum chamber was closed and sealed up.
4.4 Vacuum System Heating
To obtain a continuous supersonic expansion beam in the chamber, a combination 
pumping system consisting of an Edwards E1M80 rotary pump and an Edwards EH500 
booster pump was employed to produce a background pressure of about 10'3 Torr.
The sample metal investigated in our experiment is cadmium, and cadmium vapour 
is needed to form a molecular beam of CdAr. For a pure substance there is a definite 
relationship between saturation pressure and saturation temperature. The higher is the 
pressure, the higher is the saturation temperature. The graphical representation of this 
relationship between temperature and pressure at saturated conditions is called the vapor 
pressure curve. The approximate vapour pressure curves and appropriate empirical
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equations for metallic cadmium are shown in Figure 4.5. The points denoted by means of 
crosses in Figure 4.5 are experimental data measured in practice [33]. The vaporization of 
cadmium starts to occur when the conditions of temperature and pressure are in the region 
of 500-600 K where the curve rises steeply up.








320 360 400 440 480 520 560 600 640 680
T
Figure 4.5 Vapor pressure curves o f  liquid cadmium. The horizontal axis represents the 
temperature T ( °C), and the vertical axis indicates pressure P (mmHg). The melting 
point fo r Cd is 321.07 °C. These crosses in the figure are experimental data measured in 
practice, and the two approximate vapour pressure curves o f  liquid cadmium were 
derived respectively by different researchers.
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By setting the temperature of the cadmium reservoir according to the curves above, 
the cadmium metal was sufficiently heated in the reservoir and hence cadmium vapour 
was produced. The RG carrier gas (Ar, Kr, etc.) was fed through a pipe into the reservoir. 
During the experiment, we monitored the temperature of the reservoir by using two 
thermo-sensors (one of them is two-channel thermometer) connected on the lower and 
upper parts of the reservoir body respectively. By adjusting the rheostats of the heating 
coils, the source could be kept at a proper high working temperature (e.g. about 400 °C- 
700 °C for CdAr). The cadmium vapours, obtained by electrical heating, is mixed with 
the carrier gas in the reservoir. The supersonic molecular beam was then formed when 
the mixture of gas atoms expanded through the small nozzle into the vacuum chamber.
With increasing pressure of the carrier gas (Ar, Kr, etc.) input, the number of 
collisions between seeded Cd atoms and the carriers gas atoms increases, then the 
temperature of the van der Waals molecules produced decreases and the molecules are 
bound in their lowest quantum states. Furthermore, the number of collisions between 
seeded Cd atoms decreases in this process, and this also decreases the number of Cd2 
molecules. Therefore this process could simplify the spectrum. We employed a pressure 
meter to monitor the pressure in the vacuum chamber, and at the same time we watched 
the pressure of carrier gas input from the pressure meter on the bottle of rare gas. Thus 
we could choose a proper feeding speed of the carrier rare gas and backing pressure. In 
the case of our research, for CdAr molecule, the pressure in the vacuum chamber ranged 
from 0.02 to 0.07 Torr, and the pressure for the carrier gas input ranged from 60-100 Psi 
(about 3100-5200 Torr). Under these conditions, we obtained good experimental 
spectra.
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4.5 Collecting the Excitation Spectrum
/ - h
Figure 4.6 Schematic diagram o f  the experimental apparatus arrangement for collecting 
the excitation spectrum.
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Once the laser system and the vacuum chamber system had been optimized as 
above, the excitation laser beam and the supersonic molecular beam produced were 
stable. Then the excitation spectrum could be collected.
As illustrated in Figure 4.6, the laser beam crosses and interacts with the supersonic 
molecular beam in the center region of the vacuum chamber where the species to be 
investigated are excited by laser, and then de-excited emitting fluorescent light. In this 
experiment, we used the excitation scan spectroscopy technique to investigate the excited 
state structure of CdAr and CdKr molecules. To collect the excitation spectrum, we need 
to set the control program on the computer firstly. We feed the computer with the 
correlation equation which determines the corresponding steps to change on the angle of 
doubling crystal in relation to the steps changed on the grating angle. Next we determine 
the spectral range for scanning, calculate the corresponding step numbers for the starting 
and ending wavelengths and initially set these parameters in the program. Thus the dye 
laser and doubling crystal is set to an initial wavelength at one end of the desired spectral 
range when the scan starts. Once the procedure began, the program produces output 
signal to manipulate the stepper motors which control the dye laser wavelength and the 
nonlinear crystal (KDP) angle so that a desired laser output wavelength is obtained. In 
the chamber, the sample molecules are excited by this laser, and then de-excited emitting 
fluorescent light. The fluorescence signal is collected by the PMT and sent to the 
oscilloscope. But this signal contained not only fluorescence from the molecules, but also 
the strong scattered (or reflected) laser light. By setting a proper delay time on the 
digitizing oscilloscope, we could get a delayed start of the digitizing pulse relative to the 
trigger signal. The delay is about 10ns, the duration of the laser pulse, and this eliminated 
the strong scattered laser light signal from detection of the fluorescence signal. Hence the
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total fluorescence signal without the scattered laser light is collected and integrated over 
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Figure 4.7 Light signal received by the PMT contained the scattered laser light and 
fluorescence from the molecules.
After the total integrated fluorescence signal corresponding to this particular wavelength 
is stored in the computer, the program produces a new output signal to keep the stepper 
motors running so that the next desired laser output wavelength is produced, and then the 
integrated fluorescence signal corresponding to the second wavelength is collected and 
stored in the computer. During the process of scanning, the lasing wavelength is changed 
step by step under the control of the program, and the total laser induced fluorescence 
signal at each lasing wavelength are collected and stored in the computer as the intensity 
value corresponding to this wavelength. Thus the scan of the laser wavelength was
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operated in our desired spectral region from one end to the other end. Eventually all the 
integrated fluorescence signal and step number readings corresponding to each 
wavelength were recorded and saved as a two-column .txt (or .pm) file in the computer, 
which could be manipulated further in some spreadsheet or calculation software, such as 
Microsoft Excel, Origin, Corel’s Quattro pro and so on. So we could obtain the 
excitation spectrum (relative intensity versus wavelength).
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Chapter 5 
Experimental Results and Discussion
56
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5. Experimental Results and Discussion
5.1 Excitation Spectra of the Bl«—X0+ and A0+<—X0+ Transitions of CdAr
The CdAr excitation spectra of the Bl<—X0+ and A0+<—X0+ transitions in a 
supersonic expansion beam were examined in this study. To produce the excitation 
spectra, the laser was scanned in the ranges from 3240 A to 3262 A (for Bl<—X0+ 
transition) and from 3260 A to 3285 A (for A0+«—X0+ transition) respectively. Both scan 
ranges included the 53P i-51So atomic line of cadmium (3261.05 A) [32] which served as 
“standard wavelength marker” to calibrate the wavelengths of the spectra.
The scan was repeated several times at various temperatures and at various carrier 
gas pressures conditions, so that the largest possible number of vibrational components of 
CdAr can be observed in this experiment. When the scan was operated in a relatively low 
Cd vapor density and carrier gas (argon) pressure at the very beginning, the peaks in the 
spectrum were not pronounced. When the Cd vapor density was increased, the peaks 
became pronounced, but there were some other peaks identified as those in Cd2 
transitions, overlapped with the peaks of CdAr on the short wavelength side (left hand 
side) of the atomic line as shown in Figure 5.1. This made the spectrum rather complex 
and difficult for interpretation.
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Figure 5.1 Excitation spectrum o f  the Bl*— X0+ transition o f CdAr and Cd2 recorded for  
T=700 K, the carrier gas Ar input pressure Pat=4.8 atm.
Therefore we need to delete those peaks of Cd2. With increasing the pressure of 
carrier gas input, the number of collisions in the source between seeded Cd atoms and the 
carrier gas Ar atoms also increased. When the pressure of argon increased, hence, the 
peaks of Cd2 transitions were relatively reduced, and the peaks of CdAr transitions were 
predominant and well detected on the short wavelength side of the atomic line as shown 
in Figure 5.2. So the Bl*—X0+ excitation spectrum of CdAr was produced. Next a 
similar scan was executed on the long wavelength side (right hand side) of the cadmium 
53Pi-5'So atomic line, and the A0+<—X0+ excitation spectrum of CdAr was produced too.
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Due to the mechanical precision limit of the instrument, it was found there was a 
small shift in the wavelengths of spectra. So we shifted the wavelength of spectra until 
the wavelength of atomic line reached its accurate wavelength (3261.05 A). Hence the 
properly calibrated B31<—X'0+ and A30+<—X*0+ excitation spectra of CdAr are shown in 













Figure 5.2 Excitation spectrum o f the Bl*— X0+ transition o f CdAr recordedfor T=700¥L, 
the carrier gas Ar input pressure PAr-6 .8  atm.
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Figure 5.3 The A0+<—X0+ excitation spectrum o f  CdAr recorded for T=750 K, the 
carrier gas Ar input pressure PAr=4.8 atm.
Using some spectrum analysis software, such as Lab Calc or Origin, we obtained 
the central wavelengths of vibrational transitions in the B\u, <- X O ^  and AO*, <— XO*.^ 
excitation spectra of CdAr molecules shown in Figure 5.2 and Figure 5.3. In our 
experiment, the dye-laser wavelength was calibrated with a 0.05 A (0.5 cm'1) accuracy 
using a Burleigh WA5500 pulsed wavelength meter. Table 5.1 listed the measured 
wavelengths and corresponding wave numbers of the vibrational components in the two 
bands, as well as vibrational spacings AG(u' + l/2 ) and AG(o') which are necessary in 
Birge-Sponer and Le Roy-Bemstein analyses.
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Table 5.1 Wavelengths and frequencies o f vibrational transitions observed in the 
B1*—X0+ and AO+<—XO+ transitions o f  CdAr molecules.
B l< —X 0 +
v**—v” Wavelength (A) G(v’)fcm 'l AG(v’+l/2) AG(v’)
o f o 3256.63 30697.4 9.0
1 - 0 3255.67 30706.4 8.7 8.8
2—0 3254.75 30715.1 8.4 8.5
3—0 3253.86 30723.5 7.0 7.7
4—0 3253.12 30730.5 6.0 6.5
5 - 0 3252.48 30736.5 4.7 5.4
6 - 0 3251.99 30741.2 3.4 4.0
7 - 0 3251.63 30744.6 2.4 2.9
oo T o 3251.37 30747.0
A0+<—X0+
v’*—v” Wavelength (A) G(v’) [cm-‘l AG(v’+l/2) AG(v’)
01 o 3284.99* 30432.4* 38.0
1 - 0 3280.89 30470.4 35.7 36.8
2—0 3277.05 30506.1 34.7 35.2
3 - 0 3273.33 30540.8 30.0 32.4
4 - 0 3270.11 30570.8 26.5 28.3
5 - 0 3267.28 30597.3 26.0 26.3
6 - 0 3264.51 30623.3 24.5 25.3
'•J t o 3261.90 30647.8
Here, asterisk denotes a value obtainedfrom linear extrapolation.
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A) The Excitation Spectrum of the B1+— X0+ transition
Using the wave numbers and vibrational spacings for the o' +- o" = 0 progression 
of B1*-X0+ transitions listed in Table 5.1, the Birge-Sponer plot (AG(u' + 1/2) against
( i /  +1 / 2 )) and Le Roy-Bemstein plot (AG(u')3/2 against G (p')) for vibrational 
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Figure 5.4 Birge-Sponer plot for the B1 state o f  CdAr.
As shown in Figure 5.4, the Birge-Sponer plot for o ' +- o" = 0 progression of the 
Bl«—X0+ transition is linear. By means of least square fit, a straight fitting line was 
obtained as AG(u' +1/2)=  -1.1 l(t/ + 1/2)+10.81. With the short extrapolation of B-S 
plot, the intercept with vertical axis and the slope directly provided the vibrational
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frequency co'0 =10.8 cm"1 and anharmonic constant to'0x'0 =0.55 cm'1, respectively, and
hence the dissociation energy D'0 = Ĉ0[ /  _ QO-8)2
4®'oXo 4x0.55
= 53 cm'1. For the validity of
B-S method, the following approximations could be used: a)'ex'e ~ cd'0x '0 « 0.55 cm'1, 
a)'e « (o'Q + h)qx'q w 10.8 + 0.55 «11.4 cm'1. And thus the potential well depth is
axis. Here o'D = 9.8, this means that the potential well of B1 state contains 10 bound 
vibrational levels. Also, we obtained experimentally the wavelength of the
frequency of o' = 0 <- v ” = 0 transition (v0 0(51) = 30697.4 cm'1) as shown in Table 5.1.
From the relationship D' = v0 0 + D 'a, we could determine the dissociation limit (with
respect to v ” = 0) for B1 state potential. The value calculated here is D' = 30750 cm'1.
Because many PE curves of diatomic molecules are not adequately represented by 
a Morse potential in a wide range of intemuclear separations, some deviations from the 
B-S linear plot of the (AG(i/ + 1/2)against (v ' +1/2)) can be observed when higher 
vibrational states are involved. In this case, moreover, the vibrational components of 
Bl'*—X0+ band probed in the experiment are only those transitions to low-lying 
vibrational levels of the Bl state (from o' - 0  <- o" = 0 transition to l>' = 8 < - i /  = 0 
transition). For Birge-Sponer analysis, the ‘short’ extrapolation of B-S plot is a safe and 
reliable way to evaluate the fundamental frequency co'0 and anharmonic constant eô Xg.
Moreover the long extrapolation of B-S plot
provides the limiting vibrational level o’D = 2 ^  x ' ’ 38 intercept with horizontal
o' = 0 <- v ” = 0 transition in the Bl<—X0+ excitation spectrum of CdAr, and hence the
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But the B-S analysis with its ‘long’ extrapolation is not reliable since this region of 
molecular vibrations is uncertain and unknown for us [34].
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Figure 5.5 Le Roy-Bernstein plot fo r the B l state o f  CdAr.
The Le Roy-Bemstein method of analysis could be employed to determine the 
long-range potential characteristics and in order to verify the conclusion from B-S 
analysis. As shown in Figure 5.5, the long extrapolation of Le Roy-Bemstein plot 
( AG(t/)3/2 against G (i/)) directly gave the dissociation limit £>'=30751 cm'1, as the 
intercept with horizontal axis. This is a little greater than the value of D' calculated from 
B-S analysis (30750 cm'1). As we experimentally obtained the term value corresponding 
to the i /  = 0 < - t /  = 0 transition (v0 0(51) = 30697.4 cm'1) and we already knew the
64
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energy of the 53P, -5 lS0 atomic transition for cadmiun (va, = 30656.1 cm'1) [32], we can
use the following relationships to calculate the dissociation energies for B1 and X0+ 
states:
D'0 (51) = £>' -  voo = 30751 -  30697.4 = 54 cm'1
D l(X 0+ ) = D '~  vm = 30751 -  30656.1 = 95 cm'1
Compared with the dissociation energy D \ (51) obtained from B-S analysis, this
dissociation energy of B1 D \ (51) is about 1 cm'1 higher than the one obtained from B-S
analysis. So it seems that in this case both methods are equally reliable, which means 
that the electronic state is well described by a Morse potential energy formula [17,20].
As a method of application test, we have also employed the Dunham’s procedure 
to the same experimental data to investigate the interatomic potential characteristics and 
verify the conclusions from B-S and LR-B analyses. In Dunham’s analysis, the total 
energy of the molecule can be expressed in the form of a double power series [21]:
r-ZZnO’+h'W'+i)/
1=0 j =0 *■
where the YtJ terms are known as Dunham coefficients, the first subscript / under Y refers
to the power of the vibrational quantum number, and the second subscript j to that of the 
rotational quantum number. In this case, for rotationless vibration energy, j=0, then the 
total energy of molecules can be expressed as:
r = Z»;„(u+i)'=}'M+i;o(u+i)+r!0(U+I)I+rM(u+i)>+.....
i=q Z Z 1 Z
The connection between the Dunham coefficients Yij and the ordinary band spectrum 
constants could be found as follows [21]:
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^00 * Te’ YXQ*6>e, Y20*-G)exe, Y30*O)ey e, ....
Here, we could just keep the first three items and ignore the other higher terms, then:
t  * r „ + i;„ (u + i)+ rM( y + i ) ! « t, + o>,(v + \ ) - v .(v + \ ?
where Te is the electronic term of the state (it is measured from the minimum of the PE 
curve of ground state to the minimum of the PE curve of the excited state).
From experimental data observed in Bl<—X0+ transitions, we obtained the following 
table 5.2 on the relations between the energy G(u') and the vibrational levels o' +1 / 2.
Table 5.2 Frequencies o f vibrational bands in the CdAr excitation spectrum o f the 
B1<—X0+ transition.
B 1+—X 0 +
v’« - v” wavelength (A) Gfv’ircm"1! v ’+ l/2 (v ’+ l/2  )2
1 - 0 3255.67 30706.4 1.5 2.25
2—0 3254.75 30715.1 2.5 6.25
3—0 3253.86 30723.5 3.5 12.25
4 - 0 3253.12 30730.5 4.5 20.25
5 - 0 3252.48 30736.5 5.5 30.25
6 - 0 3251.99 30741.2 6.5 42.25
7 - 0 3251.63 30744.6 7.5 56.25
00 t o 3251.37 30747.0 8.5 72.25
With the Microsoft Excel, we could make a multiple regression analysis on these data, 
and then obtained the regression equation in which the total energy was expressed in the 
form of a double power series:
G(o') * 30690.2 +11.5(u'+i) -  0.57(v '+ j)2 •
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Thus, we obtained the electronic term, fundamental frequency o)'e and anharmonic 
frequency <o'ex'e,
T; * 30690.2 ± 0.4 cm’1, a ’ » 11.5 ± 0.2 cm’1, <y% « 0.57 ± 0.01 cm’1.
By comparison, these spectroscopic constants agree with the results obtained from B-S 
and LR-B analyses very well. The value of Te seems to be underestimated in terms of this 
analysis. The reason most probably is a small number of experimental data. In this 
study, the LR-B procedure gave the dissociation limit D'= 30751 cm'1 and the 
dissociation energies for the B1 state: D'0(B\) = 54 cm'1. We think that they are more 
reliable, so we used them to further estimate other spectroscopic constants. On the other 
hand, we calculated the average value of anharmonicities co'ex'e obtained from B-S and
Dunham analyses. The average value &>'ex'e = 0.56 cm'1 is reasonable and can be used for 
further calculation too. Then we can calculate the other spectroscopic constants:
<o'0x'0 » a)'ex'e w 0.56 cm"1,
G)'0 = t J 4 g ) '0 x '0 D '0 =11.0 cm’1, 
o)'e » o)'0 + (o'0x'0 »11.6 cm’1,
cu'e a>'ex'e 11.6 0.56De =D 0 + — ---- —  = 54 + — — = 60 cm-i
2 4 2 4
Thus, by correlating the values obtained from B-S, Dunham and LR-B analyses, we could 
obtain the reliable spectroscopic constants. The spectroscopic characteristics for the 
B1 <—X0+ excitation spectrum of CdAr obtained from this study, and those from the 
previous works [12] are all listed in Table 5.3.
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Table 5.3 Spectroscopic constants for B1<—X0+ excitation spectrum o f  CdAr (all units 
are expressed in [cm 1]  unless specified otherwise).
Designation B-S LR-B Dunham
Spectroscopic 




Co'o 10.8±0.3 10.9±0.2 11.0±0.2 11.1
co'ox'o 0.55±0.02 0.57±0.01 0.56±0.01 0.51
CO'e 11.4±0.3 11.5±0.2 11.6±0.2 11.7
CO’eX'e 0.55±0.02 0.57±0.01 0.56±0.01 0.57
D'o 53±3 54±2 52±2 54±2 54.0
D'e 59±3 58±2 60±2 59.7
D' 30750±3 30751±2 30749±2 30751±2 30753
D"o 94±3 95±2 93±2 95±2 97.0
K [A] 4.95±0.05 5.03
K - r ”e [k] 0.65±0.05 0.7
Table 5.3 also includes the values of r'e , the equilibrium intemuclear separation in
the B1 state, and Are = r'e -  r”e , the difference of equilibrium intemuclear separeations
between B1 and X0+ states. To determine r'e -  r"e and r[, we performed a rigorous
computer simulation of the B\ <- XO* excitation spectrum, employing a LEVEL7.5 
program of Le Roy [16]. This program could solve the radial Schrodinger equation for 
bound levels and calculate the Franck-Condon factors (F-CF) for transitions between 
rovibrational levels in the ground and excited states. We simulated the Franck-Condon 
factors (F-CF) corresponding to the “cold” = 0 progressions in the B1<—X0+
transition which express relative intensities of transitions between the ground and excited 
vibrational states. In this simulation, the Morse function was assumed to represent both 
the excited state (Bl) and the ground state (X0+) potentials. The input parameters about 
the excited state (Bl) were set according to B-S and LR-B analyses of this study, and the
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input parameters about the ground state (X0+) were set according to our derivation in 
Table 5.3. But we made an adjustment on the potential well depth D"e of the ground state 
(XO*), so that the simulated frequencies and wavelengths were fit for our experiment 
spectrum. Then we kept the other parameters fixed and only r'e - r ” was served as an
adjustable parameter in the simulation. Thus we just adjusted the value of r'e -  r” in every
simulation of the excitation spectrum. Eventually, the best fit of the simulated spectrum 
to the experimental spectrum was obtained as shown in Figure 5.6. This gave the value 
of r'e = 4.95 A and r'e -  r"e = 0.65 A, since r” was known to be r" = 4.30 A from the
previous work [12]. Figure 2.2 presents the potential energy curves for the B l, A0+ and 
X0+ states driven according to the value of potential parameters of Table 5.3.
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The B1<-X0+ Excitation Spectrum of CdAr
5
*m
I I ii 1I I§
wavelength (A)
C om puter simulation of the Bl«—X0+ excitation spectrum
wavelength (A)
Figure 5.6 The excitation spectrum o f the B\ <- X  0+ transition o f CdAr, Figure 5.6(a) is 
the experimental spectrum, and the latter [Figure 5.6 (b)] is the best f i t  o f computer 
simulation o f  the spectrum (F-C factors). Morse function was assumed here to represent 
both the ground and excited states potentials.
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B) The Excitation Spectrum of the A0+<—X0+ Transition
In a similar way as before (part A), we analyzed the experimental data for 
A0++—X0+ excitation spectrum (Figure 5.3) of CdAr using the same methods of 
evaluation of spectroscopic parameters. According to the wave numbers and vibrational 
spacings for the o ' «- o" = 0 progression of A0+<—X0+ transitions listed in Table 5.1, the 






y = -2.43x + 39.28
1 0 -
o 2 124 6 8 10 14 16 18
v'+l/2
Figure 5.7 Birge-Sponer plot for the A0+ state o f CdAr.
As shown in Figure 5.7, the Birge-Sponer plot for o ' «— o" = 0 progression of 
the A0+<—X0+ transition was obtained as AG(o' +1/2) = -2.43(t/ + 1/2)+39.28. The 
‘short’ extrapolation of linear B-S plot directly provided the vibrational frequency
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(o'a =39.3 cm'1, while the slope yielded the anharmonic constant co'0x'0 =1.22 cm"1.
Hence the dissociation energy D'a = x < =317 cm'1. Then the following
approximations gave co'ex'e » co'0x'0 «1.22 cm'1, (o\ « <d'0 + a)'0x'0 w 40.5 cm'1, and thus the
potential well depth was D'e = ^  = 336 cm'1. Moreover the long extrapolation
of B-S plot provided the limit vibrational level v'D = 16.1, as the intercept with horizontal 
axis. Here we did not experimentally observe the wave numbers for o' = 0 <- v ” = 0 
transition in the A0 +<—X0+ excitation spectrum of CdAr. From the extrapolation of B-S 
linear plot
A G{vf+ =  G{v' +1) -  G(v') = -  2 a,'0x'0 (t/ + i ) ,
we have G(2') -  G(O') = 2®o -  4a>'0x'0, so we could calculate the energy corresponding to 
the v' = 0 v ” = 0 transition: v00(AO+) = G(0') = G(2')-2co'0 +4g)'qx '0 =30432.4 cm'1. 
From the relationship: D' = v0 0 + D'0, we could determine the dissociation limit (with
respect to v" = 0) for A0+ state potential. The value calculated here is D' = 30749 cm'1.
As shown in Figure 5.8, the Tong’ extrapolation of Le Roy-Bemstein plot 
( AG(o' ) 3/2 against G(u’) ) directly gave the dissociation limit D'= 30751 cm'1, as the 
intercept with horizontal axis. This is a little greater than the value of D' calculated from 
B-S analysis (30749 cm'1). As we already know the energy v0 0 corresponding to the
v' = 0 <- v" = 0 transition (v0 0(^0 +) = 30432.4 cm'1) and the energy of the 5*PX -5 lS0 
atomic transition for cadmiun (var =30656.1 cm'1) [32], we can use the following 
relationships to calculate the dissociation energies for A0+ and X0+ states:
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D 'fB l) = D'-Vqq =30751-30432.4 = 319 cm' 1 
Dq = D '~  va = 30751 -  30656.1 = 95 cm' 1 
Compared with the dissociation energy D \ (A0+) obtained from B-S analysis, this 





U  100- y = -0.8762X + 26944
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G(V’)
Figure 5.8 Le Roy-Bernstein plot fo r the A0+ state o f CdAr.
Next we employ Dunham’s method to analyze the interatomic potential 
characteristics and verify the conclusions from B-S and LR-B analyses. From 
experimental data observed in A0+«—X0+ transitions, we obtained the following table 5.4 
about the relations between the energy G(u') and the vibrational levels o '+1/2.
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Table 5.4 Frequencies o f vibrational bands in the CdAr excitation spectrum o f the 
AO+*—XO+ transition.
A 0+<—X 0 +
v’<-v” wavelength (A) G(v’) fcm"1! v’+l/2 (v’+l/2)2
2<—0 3277.05 30506.1 2.5 6.25
3<—0 3273.33 30540.8 3.5 12.25
4<—0 3270.11 30570.8 4.5 20.25
5<-0 3267.28 30597.3 5.5 30.25
6<—0 3264.51 30623.3 6.5 42.25
7<—0 3261.90 30647.8 7.5 56.25
With the Microsoft Excel, we could make a multiple regression analysis on these data, 
and then obtained the regression equation in which the total energy of molecule was 
expressed in the form of a double power series:
G(u') * 30414.2 + 4 0 .0 (i/+ |)-1 .2 0 (u '+ ^ )2,
Thus, we obtained the electronic term, fundamental frequency a>’e and 
anharmonicity (o'ex 'e,
r ;  * 30414 ± 4  cm’1, co'e * 40.0 ±0.5 cm’1, a'ex'e * 1.20 ±0.05 cm’1 
By comparison, these spectroscopic constants agree with the results from B-S and LR-B 
analyses. Correlating the values obtained from B-S, Dunham and LR-B analyses, we 
could obtain the spectroscopic constants. The spectroscopic constants for A0+«—X0+ 
excitation spectrum of CdAr obtained in this study, and those from the previous 
works[12] are all listed in Table 5.5.
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Table 5.5 Spectroscopic constants for the AO+*—XO+ excitation spectrum o f CdAr (all 
units are expressed in [cm 1]  unless specified otherwise).
Designation B-S LR-B Dunham
Spectroscopic 




co'o 39.3±0.5 38.8±0.5 39.3±0.5 38.1
(O’oX'o 1.22±0.03 1.20±0.05 1.21±0.03 1 .2 2
C0'e 40.5±0.5 40.0±0.5 40.5±0.5 39.2
O i 'e X ’e 1.22±0.03 1.20±0.05 1.21±0.03 1 .2 2
D'o 317±10 319±10 314±15 319±10 303.0
D'e 336±10 333±15 339±10 322
D' 30749±10 30751±10 30746±15 30751±10 30752
D'o 93±10 95±10 90±15 95±10 97
r’e {k) 3.58±0.02 3.50
r:~re' (  A) -0.72±0.02 -0 .8
In Table 5.5, the value o f f , the equilibrium intemuclear separation in the A0+ 
state, and r'e -  r ] , the difference of equilibrium intemuclear separeations between A0+ and 
X0+ states, were also determined by performing a computer simulation of the 
A0+<r- X 0 + excitation spectrum. We simulated the Franck-Condon factors (F-CF) 
corresponding to the “cold” o' <- v" = 0 progressions in the A0+<—X0+ transition. In this 
simulation, the Morse function was still assumed to represent both the excited state (A0+) 
and the ground state (X0+) potentials. The program parameters were set according to the 
B-S analysis in this study and the previous work [12]. Then we kept other parameters 
fixed and only left r'e -  r"e as an adjustable parameter in the simulation. Thus we adjusted 
f  -  r] in every simulation of the excitation spectrum. Eventually, the best fit of the 
simulated spectrum to the experimental spectrum was obtained as shown in Figure 5.9. 
This gave the value of r'e = 3.58 A and r'e -  r] = -0.72 A, since r] = 4.30 A was known 
from the reference [1 2 ].
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The A0+«—X0+ Excitation Spectrum o f CdAr
Ba
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Figure 5.9 The excitation spectrum o f the A0+ <— X 0 + transition o f CdAr. Figure 5.9(a) 
is the experimental spectrum, and Figure 5.9(b) is the best f i t  computer simulation o f  the 
spectrum (F-C factors). Morse function here was assumed to represent both the ground 
and excited states potentials.
76
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
The experimental spectrum of Figure 5.9 (a) shows a very distinguished blue 
shading of the vibrational components. This indicates the shift of the potential energy 
curve minimum of the A0+ state found smaller value of the equilibrium intemuclear 
separation with respect to the ground state curve. Our simulation procedure ( r' -  r” < 0 ) 
corroborate this observation. Another words, the r'e -r "  is negative for A0+<—X0+
transition, then the minimum position of the potential well of A0+ state is on the left hand 
side (shorter wavelength side) with respect to the position of the potential well of X0+ 
state, while for the r[ - r” positive as for B l*—X0 + transition, and observed shading to the 
red the opposite is true. Figure 2.2 presents the potential energy curves for the B l, A0+ 
and X0+ states driven according to the value of potential parameters of Table 5.3 and 
Table 5.5.
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5.2 The Excitation Spectrum of the Dl<—X0+ Transition of CdKr
The CdKr excitation spectrum of the Dl<—X0+ transitions in a supersonic 
expansion beam was recorded as shown in Figure 5.10. To produce this excitation 
spectrum, the laser was scanned over the ranges from 2281 A to 2315 A. This scan range 
with the aid of Inrad SHO-BBO-C frequency-doubling crystal (210-247 nm range) 
included the 5!Pi—51So atomic line of cadmium (corresponding to the wavelength of 
2288.04 A) [32] which served as “standard wavelength marker” to calibrate the 
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Figure 5 . 10 The D1*—X0+ excitation spectrum o f  CdKr. T q= 7 5 0  K, P o = 9 . 5  atm, 
X=6 mm.
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As shown in Figure 5.10, the trace of the Dl«—X0+ excitation spectrum of CdKr 
was not recorded under the “coldest” expansion condition. This trace corresponded to 
relatively “hot” conditions and retained not only the o' <- v n = 0  progression, but also 
v' <- v ” = 1 progression (some weak-intensity peaks could be observed in Figure 5.10). 
It means that the ground state vibrational levels were populated up to v* = 1. Using the 
spectrum analysis software “Lab Calc”, we obtained the central wavelengths of 
vibrational transitions in the D\v, <— X 0*.=0 j excitation spectrum of CdKr molecules.
Table 5.6 listed the central wavelengths and corresponding wave numbers of the 
vibrational components in these transitions.
Table 5.6 Wavelengths and frequencies o f vibrational bands in the CdKr excitation 
spectrum o f  the D \u. <— X  0 .̂=0, transition.
y j ^ r >ar(A) i Q(\/Vaccim(crrr1)
: 9*-0 2311.82 432430
10-0 2309.74 I 43281.9 ! I
: n<-o 2307.66 43320.9 ! !
; 12«-0 2305.60 433596 J ■
I 10-0 2303.74 ! 433947
I 14«-0 2301.99 ’ 434276




i 17<—0 2207.09 435X.3 j ;
10-0 2295.69 435468 •




; >3T(A) ! G(\fy/accirn (cm'1) Av(crrf1) ;
| 1W 230661 I 433031 G(11<-OFG(11<-1) 178
i 12<—1 230648 433431 G(12*-0)-G(12«—1) 165
10-1 2304.62 433761 G(13«-0)-G(13<—1)̂  166
14«—1 2302.90 43410.5 G(14«-0)-G(14<—1) 17.2
Average ZW 17.0
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As shown in Figure 5.10, the vibrational transitions for o' < -o” = 0progression 
(from 9 to u'= 21) in the Dl<—X0+ excitation spectrum of CdKr molecules were 
distinct and clear. Then we analyze these vibrational transitions firstly. Table 5.7 listed 
the central wavelengths and corresponding wave numbers o f the vibrational components 
in these transitions, as well as vibrational spacings AG(o' + 1/2) and AG(o') which are 
necessary in Birge-Sponer and Le Roy-Bernstein analyses.
Table 5.7 Wavelengths, frequencies and vibrational spacings for o' <- o” = 0progression 
(from o '=9 to u'= 21) observed in the D1—- X0+ transitions o f  CdKr molecules.
TheDl—X0+ transitions of CdKr
v’<—v" transition wavelength(A) Gfv'Xctn'1) AG(v'+l/2) AG(v')
2 1 « -0 2291.92 43618.5
O t O 2293.13 43595.4 23.0 23.1
19-0 2294.35 43572.3 23.2 24.3
18-0 2295.69 43546.8 25.4 26.0oi— 2297.09 43520.3 26.5 28.1
16-*—0 2298.66 43490.6 29.7 30.4
15-0 2300.30 43459.6 31.0 31.5Oi 2301.99 43427.6 31.9 32.4
13-0 2303.74 43394.7 33.0 34.0
1 2 - 0 2305.60 43359.6 35.0 36.9
1 1 - 0 2307.66 43320.9 38.7 38.9
1 0 - 0 2309.74 43281.9 39.0 39.0
9 -0 2311.82 43243.0 38.9
According to the wave numbers and vibrational spacings for the o' <— o" = 0 
progression (from u'= 9 to o'= 21) of D l—X0+ transitions listed in Table 5.7, the Birge- 
Sponer plot and Le Roy-Bernstein plot for the D1 state of CdKr were constructed in 
Figure 5.11 and Figure 5.12 respectively.
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Figure 5.11. Birge-Sponer plot fo r the D l state o f  CdKr.
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Figure 5.12. Le Roy-Bernstein plot for the D l state o f  CdKr.
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As shown in Figure 5.11, the ‘short’ exprapolation of linear B-S plot 
AG (v'+1/2) = -1.62(u' + 1/2)+ 55.6 directly provided the vibrational frequency 
a 0 =55.6 cm'1, while the slope yielded the anharmonic constant cd'0x '0 =0.81 cm'1.
Hence the dissociation energy D'0 = x > =954 cm'1. Then the following
approximations gave co'ex'e & co'0x'0 & 0.81 cm'1, co'e « co'a + a)'0x'0 » 56.4 cm'1, and the
potential well depth was D'e = x ' =982 cm'1. Moreover the long extrapolation
of B-S plot provided the limit vibrational level v'D = 34.3, as the intercept with horizontal 
axis. Here experimental measurement just gave the wave numbers and vibrational 
spacings for the u' <- v ” = 0 progression (from u'= 9 to u'= 21) of D1+—X0+ transitions 
listed in Table 5.7. From the linear extrapolation of the B-S plot
A G (i/+ i) = G(i/+1)-G(</) = ®J - 2 « « ( u '+ i) ,
w e  h a v e  G (9')-G (0') =  9a>'0 -81© qJC o, s o  w e  c o u ld  c a lc u la t e  th e  e n e r g y  c o r r e s p o n d in g  t o
the v' = 0 <— d” = 0 transition v ^ D l)  = 0(0 ') = G(9')-9cu'0 + 8 1^ X 0 =42808 cm'1.
From the relationship: D' = vQ 0 +D'0, we could determine the dissociation limit (with
respect to 1/  = 0 ) for Dl state potential. The value calculated here is D' = 43762 cm'1.
As shown in Figure 5.12, the long extrapolation of Le Roy-Bernstein plot 
( AG(t/ ) 3' 2 against G(u') )  directly gave the dissociation limit D '= 43816 cm'1, as the 
intercept with horizontal axis. This is greater than the value of D’ calculated from B-S 
analysis (43762 cm'1). As we already know the energy corresponding to the
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o' = 0 <- v" = 0 transition (v00(Dl) = 42808 cm'1), we can use the following relationship 
to calculate the dissociation energies for the Dl state:
D'0(D\) = D '- v m =43816-42808 = 1008 cm'1.
Compared with the dissociation energy D '0 (Dl) obtained from B-S analysis, this 
dissociation energy D '0 (Dl) is about 54 cm' 1 higher than the one obtained from B-S 
analysis. So the dissociation energy D '0 (Dl) is underestimated by the B-S analysis.
Next we employed Dunham’s method [21] to analyze the interatomic potential 
characteristics and verify the conclusions from B-S and LR-B analyses. From 
experimental data observed in D l—X0+ transitions, we obtained the following Table 5.8 
about the relationships between the energy G(v') and the vibrational level v' + \ / 2 .
Table 5.8 Frequencies o f vibrational bands in the CdKr excitation spectrum o f  the 
D1<—X0+ transition.
D 1 - X 0 +
v W wavelength(A) G(v’) [cm"] v'+1/2 (v'+1/2 )A2
21 <—0 2291.92 43618.5 21.5 462.25
20<—0 2293.13 43595.4 20.5 420.25
19-0 2294.35 43572.3 19.5 380.25
18—0 2295.69 43546.8 18.5 342.25
17-0 2297.09 43520.3 17.5 306.25
16-0 2298.66 43490.6 16.5 272.25
15-0 2300.30 43459.6 15.5 240.25
14-0 2301.99 43427.6 14.5 210.25
13-0 2303.74 43394.7 13.5 182.25
1 2 - 0 2305.60 43359.6 12.5 156.25
1 1 - 0 2307.66 43320.9 11.5 132.25
1 0 - 0 2309.74 43281.9 10.5 110.25
C
O t O 2311.82 43243.0 9.5 90.25
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With the Microsoft Excel, we could make a multiple regression analysis on these 
data, and then obtained the regression equation in which the total energy of molecule was 
expressed in the form of a double power series:
G(u') * 42775.1 + 57.1(0'+^) -0 .83(o’+ | ) 2,
Thus, we obtained the electronic term, fundamental frequency co'e and 
anharmonicity co'ex 'e,
TV *42775 ±3 cm'1, ©; *57.1 ±0.5 cm'1, a)'ex'e *0.83 ±0.01 cm'1.
By comparison, these spectroscopic constants agree with the results from B-S and 
LR-B analyses. As we know, the B-S analysis with its Tong’ extrapolation is not reliable, 
and here the dissociation energy D \  (Dl) is underestimated by the B-S analysis. The 
LR-B procedure gave the dissociation limit D’= 43816 cm' 1 and the dissociation energies 
for the Dl state: D'0(Dl) = 1008 cm'1. We think that they are more reliable, so we used 
them to further estimate other spectroscopic constants. On the other hand, we calculated 
the average value of anharmonicities co'ex'e obtained from B-S and Dunham analyses. This
average value a>'ex'e = 0.82 cm' 1 is reasonable and can be used for further calculation too. 
Then we can calculate the other spectroscopic constants:
a>X * co’X  * 0.82 cm'1, o)'0 = ]̂4o)'0x'0D'0 = 57.5 cm'1,
o'e * co'0 + o)’0xo * 58.3 cm'1, £>' = x > = 1 0 3 6  cm l-
Thus, by correlating the values obtained from B-S, Dunham and LR-B analyses, we could 
obtain the reliable spectroscopic characteristics of the Dl state of CdKr as shown in 
Table5.9.
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As shown in Figure 5.10, the trace of the Dl<—X0+excitation spectrum of CdKr 
also exhibits some weak-intensity features identified as ‘hot’ bands. This trace 
corresponded to relatively “hot” conditions and retained not only the o' <- o" = 0  
progression, but also o' <-o" = 1 progression (from u'= 11 to o ' - 14). So these ‘hot’ 
bands can give us some information about the ground state (X0+ state) of CdKr molecule. 
In the above analysis of the Dl«—X0+ transition, we already obtained dissociation limit 
D'= 43816 cm'1, and we also know the energy of the 5]P] ~5lS0 cadmium atomic 
transition, vat = 43692.5 cm' 1 (2288 A) [32]. Using the following relationship, we can 
calculate the dissociation energies for the X0+ state:
D l = D ’- v m =43816-43692.5 = 124 cm'1.
In the Table 5.6, we have the frequency differences Av between o' <- o” = 0 and 
o' <r- o" = 1 transitions:
G(11«— 0) -  G(11 <-1) = 17.8 cm'1, G(12 < - 0)-G (12 <-1) = 16.5 cm'1,
G(13 <- 0)-G (13 <-1) = 16.6 cm'1, G(14 0)-G (14 <-1) = 17.2 cm'1,
and the average of these differences A vmer = 17.0 cm'1. Here we assume that the ground- 
state potential well is represented by a Morse function, so we can use the following 
relations to estimate the ground-state vibrational frequency and anharmonicity [34]:
<  = 2d; i -  A v '• /  a v e r /
M
= 2 x l2 4 x  1 - = 17.6 cm' 1
aver
2 2
= 124 x 1 - = 0.63 cm'1.
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Then we have a)”ex ”e & a)lx”0 & 0.63 cm'1, ra*« +  g)qx” «18.2 cm'1, and thus the
potential well depth D"e = ^a>e ^ = 131 cm'1. The spectroscopic constants of the Dl
and X0+ states of CdKr molecule obtained in this study and those from the previous 
works [34,11] are all listed in Table 5.9.
Table 5.9 Spectroscopic constants fo r  the D1+—X0+ excitation spectrum o f  CdKr (all 
units are expressed in [cm'1]  unless specified otherwise).
Designation B-S LR-B Dunham
Spectroscopic 
constants 




co'o 55.6±1.0 56.3±0.5 57.5±0.5
58.0[34],
55.91[11]
co'cx'o 0.81±0.03 0.83±0.01 0.82±0.02
0.85[34], 
0.81 [1 1 ]
CO’g 56.4±1.0 57.1±0.5 58.3±0.5
58.9[34],
56.72[11]
CO’gX'e 0.81±0.03 0.83±0.01 0.82±0.02
0.85[34],
o.8 i ri i]
D'o 954±40 1008±30 955±15 1008±30 990r34]
D'e 982±40 982±15 1036±30
1023 [34], 
1036[11]
Voo 42808±1 42808±1 42787.0[341
D' 43762±40 43816±30 43763±15 43816±30 43846.5[11]
*(A) 3.102±0.002 3.105[341
r:~re\  A) -1.168±0.002 -1.165[34]
col 17.6±0.5 17.6[341
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In the table 5.9, the value of r 'e , the equilibrium intemuclear separation in the Dl
state, and r’- r *, the difference of equilibrium intemuclear separeations between Dl and
X0+ states, were determined by performing a computer simulation of the Dl <— XQ+ 
excitation spectrum. We firstly simulated the Franck-Condon factors (F-CF) 
corresponding to the “cold” u' <-u" = 0 progressions in the Dl<— X0+ transition. In this 
simulation, the Morse function was assumed to represent both the excited state (Dl) and 
the ground state (X0+) potentials. The program parameters were set according to the 
analyses in this study and the previous work [34]. By adjusting the parameter r'e -  r* in
the simulations of the excitation spectrum, we obtained the best fit of the simulated 
spectrum to the experimental record as shown in Figure 5.13. This gave the value of 
r'e = 3.102 A and r'e - r ” = -1.168 A, since r /  = 4.270 A was known from the 
reference[34].
In Figure 5.13, the best fit computer simulated excitation spectrum for 
( /< - { /  = 0 progression of CdKr Dl<—X0+ transitions agreed with the experimental 
spectrum of CdKr very well. So we could think that the spectral constants obtained in our 
experiment was accurate and the parameters setting for the computer simulation was 
acceptable. Figure 2.3 presents the potential energy curves for the Dl and X0+ states of 
CdKr constructed according to the value of potential parameters of Table 5.9.
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Figure 5.13 Excitation spectrum o f the D \ <— X 0+ transition o f CdKr. Figure 5.13(a) is 
the experimentally recorded spectrum, and Figure 5.13(b) is the best f it computer simulation 
of the spectrum (F-C factors) corresponding to the “cold” u' <— o" = 0 progressions in 
the D\ <- AfO+ transition.
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As shown in Figure 5.10, the trace of the Dl<—X0+ excitation spectrum of CdKr 
retained not only the o' <- o” = 0 progression, but also o' <—o" = \ progression. To 
improve the analysis, we carried out a computer simulation of the o '< -o ” = 1 
progression by calculating the Frank-Condon factors (F-CF). In this simulation, we still 
used the Morse potential to represent both the excited state (Dl) and the ground state 
(X0+) potentials. Also, the program parameters were set according to the setting for the 
simulation of o'< -o" = 0 progression. By adjusting the parameter r'e - r ” in the 
simulations of the excitation spectrum, we obtained the “best fit” computer simulation to 
o' 4- o" = 1 progression in the experimental record.
As we know, the relative vibrational band intensities in LIF excitation spectra are 
related to the transition probabilities and the vibrational population distributions. Here 
we assumed a Boltzmann population distribution in the CdKr expansion beam [35, 36], 
then the vibrational temperatures could be determined from the Boltzmann distributions 




In this simulation, we kept the heights of the vibrational componets for o' <— o” = 0 
progression (the thick bar in Figure 5.14(b)) fixed and proportionally reduced the heights 
(intensities) of the vibrational components for o' <- o" = 1 progression (the thin bar in 
Figure 5.14(b)), so that we obtained the “best fit” to the observed band intensities as 
shown in Figure 5.14. From the proper proportion between the reduced heights of 
{ /< -{ /  = 1 vibrational components and the original heights, we could calculate the 
vibrational temperature according to the above equation. Thus this rigorous computer
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simulation to the intensities of observed vibrational components yielded an estimation of 
vibrational temperature 7V=15.3±0.5 K.
Table 5.9 summarizes the spectroscopic characteristics of the D1 and X0+ states 
of CdKr obtained in this study and in previous works [11, 34]. Our spectroscopic 
constants of the D1 excited state of this study agree with those obtained in previous 
work[34] very well. But the agreement is less accurate for the ground state (X0+ state) of 
CdKr. This maybe due to the statistical errors of this experiment, because our Dl«—X0+ 
excitation spectrum of CdKr recorded in only one measurement, while the previous 
experimental spectrum produced from several repeated measurements. Furthermore, the 
spectroscopic constants for the ground (X0+) state of CdKr in the previous work [34] was 
calculated from not only the Dl<—X0+ transition, but also the A0+<—X0+ and B1 ♦—X0+ 
transitions of CdKr molecule.
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Figure 5.14 Excitation spectrum o f  the D lu, <— XO+v’=o,\ transitions o f  CdKr. Figure 
5.14(a) is the experimentally recorded spectrum, and Figure 5.14(b) is the computer- 
simulated spectrum showing the “best fits ” to the o’ <— o" = 0 (the thick bars) and the 
o' <— u” = \ (the thin bars) progressions. Here the vibrational temperature Tv=15.3 K.
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5.3 Summary
In this thesis the ‘cold’ Bl<—X0+ and A0+<—X0+ excitation spectra of CdAr have 
been recorded in our experiment of a continuous supersonic molecular beam crossed by a 
pulsed dye laser beam with more accurate wavelength calibration. A vibrational analysis 
of these excitation spectra based on Birge-Sponer, Le Roy-Bemstein and Dunham 
methods was performed, and a computer simulation based on Frank-Condon factors 
calculation was also carried out. The analysis yielded spectroscopic characteristics of the 
A0+ and B1 states of CdAr as shown in Tables 5.3 and 5.5. On the other hand, the 
vibrational analysis and computer simulation to the ‘hot’ Dl«—X0+ excitation spectrum of 
CdKr were achieved. This yielded the spectroscopic characteristics for both the D1 
excited state and the ground (X0+) state of CdKr molecule as shown in Table 5.9. The 
results of our measurements and analyses presented here are generally consistent with 
those previously reported for the CdAr molecule [12] and CdKr molecule [11, 34]. The 
applicability of these methods of analyses was verified by the comparison. The potential 
energy curves for the A0+, B1 and X0+ states of CdAr and the D1 and X0+ states of CdKr 
were constructed according to the value of potential parameters obtained in this study as 
shown in Figures 2.2 and 2.3. The extensions to this work could involve some other 
CdRG molecules (CdHe, CdNe etc.), and further investigate some higher Rydberg states 
of CdRG molecules with pump-and-probe (two-step) excitation method.
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