Vargas são de inteira responsabilidade dos autores e não refletem necessariamente a opinião da FGV-EESP. É permitida a reprodução total ou parcial dos artigos, desde que creditada a fonte. The results show that the asymptotic standard normal distribution is an unreliable approximation, even in large samples. On the other hand, a simple log-transformation of the squared standardized residuals seems to correct most of the size problems. Nonetheless, the estimated response surfaces can provide not only a measure of the size distortion, but also more adequate critical values for the BDS test in small samples.
Introduction
The extensive literature on GARCH-type processes is clearly a consequence of their success in modeling financial time series. This class of models is specifically designed to handle volatility clustering and leptokurtosis. Furthermore, it is possible to interpret GARCH models as discrete approximations of jump-diffusion processes Nelson (1990a) , Drost and Werker (1996) . On the other hand, some papers present evidence that GARCH models are not able to fully explain all nonlinear dependence in financial data (e.g. Hsieh, 1991 , Peel and Speight, 1994 , Abhyankar et al., 1995 .
A common procedure is to apply the BDS test described in Brock et al. (1996) to the standardized residuals of GARCH models. The BDS test has good power against a wide class of data generating processes that depart from the property of independence and identical distribution (iid). Moreover, the BDS test does not require the existence of high-order moments, as opposed to most alternative tests that usually assume the existence of the fourth or even higher moments de Lima (1997) . Since financial data does not often satisfy these requirements, the robustness of the BDS test to failure of moment conditions is a particularly desirable property.
However, pre-filtering the data using a GARCH-type process distorts the asymptotic distribution of the BDS statistic as a consequence of the nonzero variance of the estimates (see Brooks and Heravi, 1999) . There are some solutions in the literature. Brock et al. (1991) perform Monte Carlo simulations to derive the distribution of the BDS test on standardized residuals stemming from a specific GARCH(1,1) model. Hsieh (1993) uses the same procedure to determine proper critical values for the BDS test when applied to standardized residuals of EGARCH and autoregressive volatility models. Chappell et al. (1996) and Fernandes (1998) bootstrap the standardized residuals of conditional heteroskedastic models for exchange rate series to illustrate the degree of size distortion. Finally, de Lima (1996) proves the nuisance parameter free property of the BDS test for additive models, which requires working with the logarithm of the squared GARCH standardized residuals as in Brock and Potter (1992) . Taking the squares of the standardized residuals dooms the BDS test to have no power against alternatives featuring asymmetry, such as the leverage effect singled out by Black (1976) .
This paper investigates the source of these distortions in the BDS test distribution by means of response surface regressions. In particular, we analyze the effects of the GARCH parameters, of the embedding dimension used to compute the statistic, and of the sample size on the effective level of the BDS test. The possibility of examining the response of the size bias with respect to a great number of situations, avoiding specificity, motivates the response surface analysis. For instance, it is interesting to verify whether the size distortions depends upon the values of the GARCH parameters or upon a function of them (e.g. persistence in volatility).
The results confirm that, in finite samples, the selection of the embedding dimension for the BDS test plays a role in the size distortion. This occurs, even though the distribution of the test should be, under the null hypothesis, the same regardless of the dimension. One novel piece of evidence is the significant relationship between the persistence in volatility and the nuisance parameter effect. Finally, the results for the logarithm of the squared standardized residuals are encouraging, since it seems to correct, even in moderate sample sizes, the distortions due to the presence of nuisance parameters.
The paper is organized as follows. Section 2 discusses in detail the BDS test and its properties. Section 3 outlines the response surface methodology for determining the size bias implied by the asymptotic distribution of the BDS test in the presence of nuisance parameters. Section 4 compares the results of the response surface estimation for the cases of standardized residuals and of transformed residuals. Section 5 uses an empirical example to illustrate how the results of the test can qualitatively change if one considers more precise critical values, such as those provided by the surface response. Section 5 offers some concluding remarks.
A Closer Look at the BDS Test
The nonparametric test of Brock et al. (1996) is derived from the correlation integral, which is a measure of the spatial correlation between scattered points in the m-dimensional space. In a time-series context, {x t } is embedded in the m-space by forming m-histories x m t = (x t , x t−1 , . . . , x t−m+1 ). The correlation integral reads
where the indicator kernel function I(·) is one if |u − v| < δ, zero otherwise, and F m (·) is the distribution function of x m t . Hence, it indicates the concentration of the joint distribution of m-consecutive observations. Brock et al. (1996) have shown that the generalized U-statistic
is a consistent estimator of C(δ, m) provided that {x t } is an absolutely regular and strictly stationary stochastic process. The fact that C(δ, m, T ) is an U-statistic entails some interesting properties. For instance, under certain conditions, Ustatistics are minimum variance estimators in the class of all unbiased estimators and converge rapidly to normality Serfling (1980) . If the process {x t } is iid, then
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where σ(δ, m, T ) is a nontrivial function of the correlation integral. Strong consistency and asymptotically standard normality are proven using U-statistic theory. Moreover, the BDS test has high power against a vast class of linear, nonlinear, and nonstationary models. The asymptotic distribution of the BDS statistic is also invariant to the estimation process of smooth filters under some modest conditions de Lima (1996) . In particular, the process {x t } must be strong mixing, with mixing coefficients satisfying the summability condition ∞ k=1 α 1/2 k < ∞, and the filter must be an additive noise model Tong (1990) with parameters √ T -consistently estimated. Although the GARCH(p, q) model
is multiplicative, it is readily converted into an additive noise model. Potter (1992) and de Lima (1996) indeed suggest transforming the standardized residuals as follows
Under the null hypothesis of correct specification, the standardized error t is iid, which implies that η t is also iid. In addition, the parametric restrictions normally imposed to achieve covariance stationarity and positivity of the conditional variance suffice to guarantee the invariance property de Lima (1996) , since the parameters can be √ T -consistently estimated by pseudo-maximum likelihood Bollerslev and Wooldridge (1992) .
On the other hand, the distribution of the BDS statistic is greatly affected whenever one considers the standardized residuals. In general, the results of Monte Carlo simulations point out a tendency to under-reject the null of the correct specification of the GARCH model. One solution relies on resampling techniques so as to mitigate the size bias. Notwithstanding, it is important to verify whether distortions arise solely in the estimation process or if they are also influenced by the parameters of the test, more specifically, the embedding dimension. In the next section, we put forth a response surface analysis to tackle these issues and to investigate the finite-sample adequacy of the transformation proposed by the literature.
A Response Surface Analysis
In this section, we describe the experimental design using Hendry's (1984) terminology. The data generating process is a GARCH(1,1) model with normal conditional distribution, viz.
The Monte Carlo design variables are the parameters θ, the embedding dimension m, and the sample size T , where
, and T ∈ T = T , T . An underline indicates the smallest value, whereas an overline corresponds to the largest value we consider for any given variable. The parameter space thus is Θ × M × T . The relationship of interest for the BDS statistic is the correct null hypothesis {H 0 : t is iid}, so as to address the size of the test. The aim of the simulation exercise is to investigate the deterioration of the asymptotic distribution of the BDS test when applied to the standardized residuals. The nuisance parameter bias presumably depends upon θ, m, and T , implying that we must pursue an adequate approximation over Θ × M × T .
We hold two parameters constant across experiments: ω and δ. There is no loss of generality setting ω to one, for it is only a scale factor. By the same token, the actual standard deviation of t is assigned to the tuning parameter δ so as to optimize the power and size of the test Brock et al. (1991) . Therefore, δ = 1 when the test is applied to the standardized residuals and δ = 2.22 when applied to the transformed residuals. The values of the GARCH parameters cover a large range of processes:
where Θ * = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}. We also compute the BDS statistic for several embedding dimensions: m ∈ {2, 3, 4, 5, 6, 7, 8}. Albeit we investigate four sample sizes, with T ∈ {100, 250, 500, 1000}, we keep the number of replications constant at N = 1, 000 for all experiments. Given the selection of the key parameters and the covariance stationarity constraint (α + β < 1), 1 we adopt a full factorial design, totaling 1,008 experiments.
We draw 5,000 standard normal variates to generate each GARCH process, but we use only the last T observations for estimation purposes to avoid any spurious effect due to the initial conditions. Furthermore, we set h 0 to the unconditional variance, that is to say, h 0 = ω/(1 − α − β). The estimation of θ is by maximum likelihood. We the compute the BDS statistic for both the standardized residualŝ t and the transformed residualsη t .
We gauge the size distortion for the lower and upper tail of the distribution, since one usually performs the BDS test considering both tails. More precisely, we compute the ratio between the critical values CV α derived from the Monte Carlo simulations and the α-quantiles CV ∞ α of the asymptotic standard normal distribution, where α ∈ {0.025, 0.050, 0.950, 0.975}. The absence of size distortion would then imply D α ≡ CV α /CV ∞ α equal to one for every α. As the exact functional form is unknown, we adopt the usual power-series approximation for the response surface analysis. More precisely, we start with three initial specifications for D = Q(θ, T m ) + υ, namely
where T m is the effective sample size adjusted by the embedding dimension, 2 υ is a white noise vector, and g(·) denotes a polynomial of second order. In contrast to the first approximation Q 1 that sets the size distortion as a function of the individual values of the parameters, Q 2 assumes that the implied persistence in volatility summarizes all the information in the parameters. Finally, Q 3 suggests that the level distortion is solely due to finite sample sizes.
The estimation is by SUR so as to account for the correlation among the errors of each equation. We use a training subsample of 800 (randomly chosen) experiments for estimation purposes, while keeping the remaining 208 experiments to assess the validity and precision of the different approximations through outof-sample analysis. Therefore, the model selection procedure contains two stages: in-sample and out-of-sample. In the training set, for each starting functional form (Q 1 , Q 2 , and Q 3 ), we adopt a general-to-specific approach to find the more adequate approximation. We consecutively delete the less significant parameter of the system until all coefficients are statistically different from zero at the 5% level of significance. We then compare the in-sample and out-of-sample performance of the resulting systems of each starting specification.
Modeling the Size Distortion
In this section, we report the outcome of the model selection procedure and discuss the estimation results of the response surface systems, comparing the best representations for the cases of standardized and transformed residuals. In particular, we show some evidence that the nuisance parameter effect on the distribution of the BDS test increases with the persistence in volatility. On the other hand, for the case of the transformed residuals, the size bias depends only upon the effective sample size and the test statistic seems to converge in distribution to a standard normal.
Before discussing in detail the selection and estimation of the response surfaces, it is important to observe some features of the BDS test distribution for both standardized and transformed residuals. Figure 1 exhibits the estimated distributions of the test for both cases to highlight their differences in a relatively large sample. Figure 2 plots the nonparametric estimation for the distribution of the test when applied to the standardized (Figure 2a ) and transformed residuals (Figure 2b) , stressing the effects of sample size.
3 As the sample size increases, the distributions in Figure 2b become closer to the normal distribution, which is clearly not the case in Figure 2a . Indeed, despite the high skewness, the distribution of the BDS statistic in Figure 2a is more similar to the standard normal when T = 100. This peculiarity is probably a consequence of the interaction of two opposite forces: the finite sample bias and the nuisance parameter effect. Table 1 reports the average effective size of the BDS test over the different sets of GARCH parameters, according to the sample size and the embedding dimension. In small samples (100 observations), the lack of precision in the estimation of the GARCH parameters and of the correlation integral causes over-rejection of the correct null hypothesis on both standardized and transformed residuals. As the sample size increases, the BDS test for the standardized residuals becomes more and more conservative, while the size distortion correction provided by the transformation of the residuals improves. Tables 2 and 3 document the in-sample and out-of-sample performances of each specification, respectively. We assess the out-of-sample performance using two different metrics, namely the Euclidean norm and the norm of the maximum, to gauge how large, on average, are the residual vectors of the multivariate response surfaces. For the standardized residuals, using the number of nonoverlapping m-histories to gauge the effective sample size dominates both in-sample and out-of-sample irrespective of the specification. The approximation based on the persistence in volatility, Q * The most striking feature is that the intercepts are remarkably distant from one, implying that the standard normal is not a good approximation for the test distribution, even asymptotically. Indeed, the asymptotic critical values corrected by the nuisance parameter effect are about half of the uncorrected ones provided by the standard normal distribution.
The shape of the response surfaces indicates that the size distortion is strongly dependent on the persistence in volatility only in small samples (see Figure 3) . In the upper tail, the size bias linearly increases with the persistence in volatility (Figure 3a,b) . In the lower tail, the size distortion is a nonlinear function of the degree of persistence and of the effective sample size (Figure 3c,d) . Nevertheless, irrespective of the tail, the convergence towards the adjusted asymptotic critical values is rather fast.
For the case of the transformed residuals, there is no clear dominant measure of effective sample size. Although the out-of-sample performance continues to be superior when using the number of nonoverlapping m-histories to proxy the effective sample size, the bias in the lower tail is better explained using the alternative measure. Hence, we combine both measures to specify an alternative response surface system, Q 4 (θ, T m ), where the lower tail bias depends upon the total number of available observations (T − m + 1) and the upper tail bias is a function of the number of nonoverlapping m-histories (T /m). This last system specification clearly outperforms the others both in-sample and out-of-sample, and is given by Although all intercepts are in the vicinity of one, which corresponds to the asymptotic absence of size distortion, only the constant of the third equation is not statistically different from one (see Table 4 ). We conjecture that this inconsistency with Lima's (1996) analytical results is an artifact attributable to the small number of replications. The Monte Carlo estimator of a critical value depends upon the accuracy of the tail estimate, and hence it is quite natural to expect some imprecision in the results.
In summary, the size properties of the BDS test for the standardized residuals are poor even in large samples. The transformation of the residuals proposed by Potter (1992) and de Lima (1996) 
corrects this problem in a satisfying
Brazilian Review of Econometrics 32(2) November 2012 Table 4 Estimation way. Although the restriction implied by the absence of size distortion does not hold, Figure 4 shows that the critical values converge rapidly toward the vicinity of their asymptotic values. The size distortion of the asymptotic test is indeed marginal, even for moderate sample sizes. Finally, the estimated response surfaces provide not only a measure of the size distortion, but also help determe more accurate critical values in small samples. 
Example
To illustrate how the size distortions of the BDS test may be misleading when applied to standardized GARCH residuals, we revisit the empirical exercise performed by Serletis and Dormaar (1996) . They aim is at testing the standardized residuals of GARCH(1,1) processes for serial dependence. They utilize the critical values simulated by Hsieh (1991) to set the 5% two-tailed rejection region of the test as a function of the embedding dimension. However, these critical values are not appropriate for they assume a particular EGARCH filtering that differs substantially from the GARCH processes that Serletis and Dormaar (1996) estimate. We thus reexamine their results through the eyes of the critical values given by the response surface, which accounts not only for the embedding dimension, but also for the different sample sizes and parameter values. Serletis and Dormaar (1996) mark, gold, heating oil, unleaded gas, Japanese yen, platinum, Swiss franc, and silver. RS denotes rejection at the 5% level of significance using the critical values derived from the response surface, whereas H and N correspond to rejections at the 5% level of significance based on the critical values given by Hsieh (1991) and by the asymptotic standard normal distribution, respectively.
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Conclusion
The BDS test is well known for being very powerful against a wide class of alternatives. However, the asymptotic standard normal distribution of the BDS statistic does not hold when the test is applied to GARCH standardized residuals due to nuisance parameter effects. de Lima (1996) demonstrates that a logtransformation of the squared standardized residuals suffices to meet the conditions for the nuisance parameter free property. This transformation, however, hurts the power of BDS test against alternative hypotheses of asymmetric nature.
To avoid the specificity of Monte Carlo simulations, we employ a response surface methodology to pinpoint the sources of the size distortions. In particular, our multivariate response surface examines the influence of the values of the GARCH parameters and the embedding dimension on the finite-sample properties of the BDS test. Moreover, it permits revisiting the empirical results found in the literature. We show, for instance, that some of Dormaar's (1996) results are actually an artifact due to the inadequate critical values they consider.
Our results help establish a better understanding of the behavior of the BDS test statistic in situations other than GARCH filtering. Indeed, applications of the BDS test to the standardized residuals of the autoregressive conditional duration (ACD) models recently proposed by Engle and Russell (1998) also suffer for nuisance parameter effects. In view that the ACD processes are very similar to the GARCH filtering, we expect that the persistence of the duration process will play a major role, as well. Serletis, A. & Dormaar, P. (1996) 
