Abstract. In this paper we consider the numerical approximation of systems of Boussinesq-type to model surface wave propagation. Some theoretical properties of these systems (multi-symplectic and Hamiltonian formulations, well-posedness and existence of solitary-wave solutions) were previously analyzed by the authors in Part I. As a second part of the study, considered here is the construction of geometric schemes for the numerical integration. By using the method of lines, the geometric properties, based on the multi-symplectic and Hamiltonian structures, of different strategies for the spatial and time discretizations are discussed and illustrated.
Introduction
In a previous paper, [13] , the authors considered systems of Boussinesq-type in the form 
where ν , μ ∈ R and 0 θ 1 . The family of Systems (1.1), (1.2) can be proposed as approximation to the full Euler equations for surface wave propagation along horizontal, straight channel in the case of long, small amplitude waves and a Stokes-Ursell number [33] of order unity. The real-valued functions η = η (x, t) and u = u (x, t) represent, respectively, the deviation of the free surface at the position x along the channel and time t and the horizontal velocity at (x, t) at a nondimensional height y = − 1 + θ (1 + η (x, t)) , see Bona et al. [4, 5] .
One of the highlights of [13] is the derivation of models of the form (1.1) with multisymplectic (MS) structure. A system of partial differential equations (PDEs) is said to be multi-symplectic in one space dimension if it can be written in the form
for some d 3 , where z (x, t) : R × R + −→ R d , K and M are real, skew-symmetric d × d matrices, the dot · denotes the matrix-vector product in R d , ∇ z is the classical gradient operator in R d and the potential functional S (z) is assumed to be a smooth function of z .
The multi-symplectic theory generalizes the classical Hamiltonian formulations, [3] , to the case of PDEs such that the space and time variables are treated on an equal footing. For more details related to the fundamentals of the theory and applications of MS systems we refer to [6] . One of the main features of the multi-symplectic formulation is the existence of a multi-symplectic conservation law
where 5) with ∧ being the standard exterior product of differential forms, [31] . Note that condition (1.5) is local, it does not depend on specific boundary conditions. Additionally, when the function S (z) does not depend explicitly on x or t , then local energy and momentum are preserved:
6)
Defining the generalized energy E and generalized momentum I densities as
and corresponding fluxes
The symbol · , · denotes the standard scalar product in R d . Throughout the paper, I n will stand for the n × n identity matrix.
For the specific case of the present study, it was shown in [13] that when a = c , α 1 2 = 2 β 1 1 , on a suitable functional space for (η, u) , where the co-symplectic matrix operator J is given by
and δH δη , δH δu ⊤ denotes the variational derivative, [26] , and the Hamiltonian functional is defined as
with
Additional conserved quantities are
Similarly to the symplectic integration to approximate Hamiltonian ordinary differential equations, [30] , the construction and analysis of multi-symplectic methods for PDEs with MS structure appeared as a natural way to include the geometric numerical integration, [16] , as essential part of the numerical treatment of the multi-symplectic theory, [7, 12, 14, 25] . As mentioned in [27] , a first numerical approach of MS type was derived by Marsden et al. [22] , by discretizing the Lagrangian of the Cartan form in field theory which appears in the MS structure for wave equations. A new definition is due to Bridges & Reich, [7] , who consider a numerical scheme as multi-symplectic if it preserves a discrete version of the corresponding conservation law (1.4) . This definition agrees with that in [22] when the governing equations are given by a first-order Lagrangian.
Several properties of these geometric integrators have been pointed out (see e.g. [9] and references therein). The most remarkable may be their behaviour with respect to local conservation laws, the preservation, in some cases and in the sense described in [1] , of a discrete version of the dispersion relation of the corresponding PDE and, finally, the development of a Backward Error Analysis (BEA) for MS integrators, [24] . In particular, the numerical dispersion relations of some multi-symplectic methods do not contain spurious roots and preserve the sign of the group velocity, cf. [15] .
The literature includes the construction of MS schemes for nonlinear dispersive equations like, among others, the celebrated Korteweg-de Vries (KdV) equation, the Nonlinear Schrödinger (NLS) equation, the Zakharov-Kuznetsov and shallow water equations and the 'good' scalar Boussinesq equation (see [9] for more cases). These references seem to distinguish two lines of research for constructing multi-symplectic integrators. The first one (see e.g. [1, 2, 7, 14, 17, 21, 32] ) is based on applying symplectic integrators in time and in space (not necessarily the same). This seems to be the natural discretization of the MS property, which is translated to a discrete MS conservation law and some other consequences, where the time and space variables are treated, as in the continuous case, on equal footing. As mentioned in [23] , this approach generates several drawbacks that must be overcome. The main ones concern the inclusion of boundary conditions (which breaks the initially equal treatment of the independent variables) and the proper definition of a numerical method after the symplectic discretization. These drawbacks are particularly relevant for traditional families of symplectic integrators like the Gauß-Legendre Runge-Kutta (GLRK) methods, cf. [16] . More recently, the use of the Lobatto IIIA-IIIB Partitioned Runge-Kutta (PRK) methods to multi-symplectic systems was studied in [29] : sufficient conditions on the system for a spatial discretization with these methods to lead to explicit semi-discrete system of Ordinary Differential Equations (ODE) are discussed, and different properties (multi-symplectic character, dispersion analysis and global error) are studied. The PRK semi-discretization avoids the singularity in cases like the nonlinear wave equation, the NLS equation or the 'good' Boussinesq equation [29] , and the dispersion relation does not contain spurious waves, although only covers a discontinuous part of the continuous frequency.
A second approach in constructing MS integrators may be represented e.g. by the references [8, 11, 18, 20] , where a discrete multi-symplectic property of a discretization based on Fourier pseudospectral approximation in space and a symplectic time integration is analyzed in different PDEs with MS structure. This approach pays attention to the boundary conditions (of periodic type in the cases treated in the previous references), showing how they force to treat time and space variables in a different way. The meaning of the MS character is also adapted through corresponding discrete MS conservation laws, local conserved quantities and dispersion analysis.
These two approaches inspired the work developed in the present paper, whose main results are now highlighted:
• The paper introduces the numerical approximation to the periodic Initial-Value Problem (IVP) of (1.1), (1.2) from the point of view of the geometric integration. The choice of this type of boundary conditions is motivated by mainly two reasons: their typical use in the literature when implementing MS integrators (see e.g. [8, 28] ) and the experimental context where the Boussinesq equations (1.1), (1.2) may be considered (e.g. dynamics of waves or comparisons with the Euler system, see [13] ) and for which periodic boundary conditions are usually imposed in the simulations. A first task treated here is the extension of the multi-symplectic and Hamiltonian structures of the initial-value problem for the corresponding families of Systems (1.1), (1.2). In the first case, since symplecticity is a local concept, the MS conservation law does not depend on specific boundary conditions, [28] , but other related properties, such as the preservation of the total symplecticity or the global energy and momentum, do and this is first studied for the case of the Boussinesqtype systems.
• The paper will then discuss the properties and drawbacks presented when the first approach in constructing MS integrators, above mentioned, is applied to the periodic IVP for (1.1), (1.2) . Different properties will be illustrated by considering the approximation given by the Implicit Midpoint Rule (IMR). Among them, the requirement, proved in [23] , of odd number of discretization points when the MS system is discretized in space by a GLRK method, in order to have a well-defined semi-discrete ODE system, is emphasized. The use of PRK methods is also studied.
Here the MS formulation of (1.1), (1.2) will be shown to not satisfy the conditions derived in [29] (i.e. conditions that imply that the resulting ODE system from the spatial discretization with the Lobatto IIIA-IIIB methods is well defined). Several discretizations with the two-stage scheme of the family and different partitions of System (1.1), (1.2) were still tried and they required similar conditions to those of the GLRK methods, in order to avoid the singularity.
• In view of these drawbacks, the second alternative is analyzed. Our approach here consists of discretizing the MS formulation of (1.1), (1.2) with a general grid operator approximating the first partial derivative in space and a symplectic integrator in time. Conditions on the spatial grid operator in order to obtain a well-defined semi-discrete ODE system are derived, along with a semi-discrete version of the MS conservation law, the preservation of semi-discrete energy and momentum, a linear dispersion analysis and the preservation of the Hamiltonian structure in the corresponding cases. We observe that some of these results are not exclusive of Equations (1.1), (1.2); they can be applied to a general MS System (1.3) with periodic boundary conditions and the approach with a general grid operator generalizes the particular case of the pseudospectral discretization typically used in the literature, [8, 11, 18, 20] . Then the time discretization of the semi-discrete system with a symplectic method is shown to give a corresponding fully discrete conservation law, a numerical dispersion relation and the preservation of global quantities in the Hamiltonian cases. These results will be illustrated with the implicit midpoint rule and several remarks on the generalization to other symplectic integrators will be made.
The paper is structured as follows. Section 2 is devoted to the extension of the MS and Hamiltonian structures to the periodic IVP for (1.1), (1.2). In Section 3 some properties and drawbacks derived from the discretization with GLRK methods and Lobatto IIIA-IIIB PRK methods are described and illustrated. The alternative of a different numerical treatment of the independent variables, in the sense described above, is analyzed in Section 4. Conclusions are outlined in Section 5.
On the periodic initial-value problem
We first study the influence of the imposition of periodic boundary conditions on the dependent variables and their derivatives on the possible multi-symplectic and Hamiltonian structures of Equations (1.1), (1.2) . In the case of the MS formulation (1.9), (1.10), (1.11) , recall that the MS conservation law (1.4), (1.5) does not depend on specific boundary conditions. On the other hand, integrating (1.6), (1.7) on a period interval ] 0, L [ , periodic boundary conditions imply the preservation of global energy and momentum
These can be written in terms only of η and u as
where
Note also that the integration of (1.4) on ] 0, L [ and the periodic boundary conditions imply the preservation of the total symplecticity ∂ tω ≡ 0 wherē
As in the case of the IVP, when (1.12) holds, the periodic IVP of the (a, b, a, b) System (1.1), (1.2) admits a Hamiltonian structure (1.13) with respect to (1.14) and Hamiltonian function
with G given by (1.16). The corresponding versions of the invariants (1.17) and (1.18) are
Remark 1. When the IVP of the MS System (1.1), (1.2) is considered on the space of smooth functions (η, u) which vanish, along with their spatial derivatives, at infinity, then the preservation of the global energy and momentum
also holds. In this sense, the solitary wave solutions
, studied in [13] , can be understood as MS relative equilibria, since the ODE system satisfied by the profiles η s , u s (see [13, Equations (3.2) 
, (3.3)]) can be written as
leading to some functional dependence between E and H and between I and I .
Symplectic in space and symplectic in time methods
As mentioned in the introduction, the discretization of a MS System (1.3) with symplectic one-step methods in space and time defines a multi-symplectic integrator in the sense of the preservation of a discrete version of the conservation law (1.4), [8] . Some properties and drawbacks of this approach have been described in several references, [23] , and the purpose of this section is to analyze its application to the MS systems of the periodic problem for Equations (1.1), (1.2). This will be done by studying the spatial discretization given by the Implicit Midpoint Rule (IMR) and the two-stage Lobatto IIIA-IIIB PRK method. On the one hand, the approximation with the IMR will serve us to illustrate the behaviour of the GLRK methods, typically used in the multi-symplectic integration, [28] . On the other hand, the two-stage Lobatto IIIA-IIIB method as spatial integrator will show if the alternative given by this family of PRK methods to generate an explicit semi-discretization, [29] , can improve the performance of the GLRK methods in our case.
The following notation will be used to discretize a general MS System (1.3) with periodic boundary conditions on an interval ] 0, L [ . For an integer N 1 and a uniform grid
For the case of (1.1), (1.2) in the MS form, we will make use of the previous definitions with d = 10 and (1.8) -(1.11). We define the operators
Because of periodicity, z h (t) will be sometimes identified by its first N components z h, j (t) , j = 0, . . . , N − 1 throughout the section. Similarly, for simplicity, M x and D x will also denote the restriction (with periodic boundary conditions) of the original operators to S d·N h and on R N , with matrix representations in this last case given respectively by
Discretization with IMR
The spatial discretization of (1.3), (1.9) -(1.11) with the IMR leads to the semi-discrete system
for j = 0, . . . , N − 1 and where periodic boundary conditions are used. By using some properties of the Kronecker product of matrices, denoted by ⊗ , in compact form (3.3) reads
where on the left hand side of (3.4) ∇ S M x · z h (t) stands for the 10 · N vector with
In terms of the components
(Subindices were dropped for the sake of notation compactness.) A direct simplification of the variables φ j , v j , w j , p j , j = 1, 2 in (3.5) leads to
Note then that, in order for (3.6), (3.7) to define an explicit ODE system, an odd number N of nodes is required, since the operator M x is invertible only in that case. This is how [23, Theorem 2.1], concerning the spatial discretization of MS systems with GLRK methods, is illustrated in our case. The corresponding semi-discrete version of the MS conservation law (1.4) has the form
When N is odd and the ODE System (3.6), (3.7) is integrated in time by a symplectic method, the result is a MS scheme in the sense that it preserves the corresponding fully discrete version of (1.4), cf. [7] . Thus, for example, the Preissman Box scheme is derived when the time integrator is also the IMR,
where z n ∈ S h , n = 0, 1, . . . and 9) with ∆t as the time stepsize. A similar strategy to that in [1, 19] for the KdV equation and NLS equation can be applied here to derive an equivalent version to (3.8):
which shares the same discrete MS conservation law
Additional properties of (3.3) and (3.8) are described below.
Dispersion relation
The first property is concerned with the dispersion relation of (1.3) or, equivalently, of the MS system
where K, M are given by (1.9), (1.10) and 
is the (symmetric) matrix corresponding to the linear part of ∇ z S (z). The dispersion relation between frequency ω and wavenumber k of (3.13) reads
that is [4] :
Now, those results in the literature concerning the numerical dispersion relation for GLRK methods can be applied to our case, see [15, 23] . Thus, for each (ω, k) satisfying (3.15), the IMR semi-discrete system (3.3) has a discrete periodic solution
Furthermore (see [23, Corollary 2.4] ), the semi-discretization preserves the entire dispersion relation up to a diffeomorphic remapping of frequencies, for all h , with no parasitic waves, as well as the sign of the phase and group velocities. If the ODE system (with N odd) is integrated by a GLRK method, then the corresponding numerical dispersion relation can be studied by using the results of [15] . This is illustrated here with the Preissman scheme (3.8). The preservation of (3.15) is in the following sense, [1, 7, 9] : there are diffeomorphisms ψ 1 , ψ 2 which conjugate the exact and the numerical dispersion relations such that to each pair (ξ, Ω) satisfying the numerical dispersion relation there corresponds a pair (ψ 1 (ξ), ψ 2 (Ω)) satisfying the exact dispersion relation. By dropping the nonlinear terms in (3.10), (3.11) both equations can be simplified to
And substituting η n j = e i (j ξ + n Ω) the corresponding numerical dispersion relation is
where D is given by (3.14) and
Conservation properties
The lack of skew-symmetry of the operator D x determines the behaviour of (3.3) and (3.8) with respect to discrete versions of the local energy and momentum, as well as the global quantities. By way of illustration, observe that natural discretizations of (2.2), (2.3) are respectively h E h and h I h where
where e h denotes the N−vector with all components equal to one and G represents the corresponding version of (2.4) with the products understood in the Hadamard sense. We note then that the non skew-symmetry of D x in (3.2) prevents the preservation of h E h and h I h . The same argument applies to the preservation of the natural discretization h I h of the quadratic quantity I L in (2.7) for the Hamiltonian case, where
Also because of the non skew-symmetry of D x , the Hamiltonian structure (1.13) is broken by the semi-discretization (3.3). Finally, note that
then it is not hard to see that (3.17) and the commutativity of D x with the inverses of
The preservation of the corresponding fully discrete versions of (3.18) also holds when any symplectic time integrator (actually, any Runge-Kutta integrator) is applied, cf. [16] .
Discretization with PRK methods
The use of symplectic PRK methods as an alternative to construct MS schemes was recently proposed in [23, 29] . One of the reasons for that is in the possibility of avoiding the singular character of the ODE system after spatial discretization. This was analyzed in [29] , where conditions on the MS system for the family of Lobatto IIIA-IIIB PRK methods to lead to an explicit semi-discrete system were derived. These conditions (see [29, Theorem 4.1] ) are concerned with the structure of the MS system (1.3) and are not satisfied by corresponding one to the Boussinesq equations (1.1), (1.2). Specifically, the Darboux normal form of the matrix K is 
However, the corresponding change of coordinates does not transform (1.3) into a system of the form required by the result in [29] . Thus the use of PRK methods to generate MS schemes in our case is an open question. A first approach was developed here, taking the twostage Lobatto IIIA-IIIB method to discretize in space the system with several partitions. We observed that the form of the matrices (1.9), (1.10) forces somehow to include the variables v i , w i , i = 1, 2 into the same vector of any partition, and this complicates the derivation of a nonsingular ODE after spatial discretization. This can be illustrated by taking
for which the discretization with the two-stage Lobatto IIIA-IIIB method leads to the system
which, after simplifications, has the form
and it can be seen that the matrices
x . This leads to a similar condition to that of the GLRK methods. No further approaches that may improve these results are however discarded.
Remark 3. One of these approaches may start from the natural partition
which allows to write (1.1), (1.2) in the form 
21) where
The special form of (3.21) may work out well for the application of another strategy with symplectic PRK methods.
An alternative approach to MS discretizations
An alternative to construct geometric numerical methods for the periodic IVP of the MS System (1.1), (1.2) is described in this section. As mentioned in the introduction, this is based on the search for approximate operators to the spatial partial derivative in order to obtain well-defined and geometric (in the numerical sense, [16] ) semi-discretizations and their numerical integration with symplectic in time schemes. The approach generalizes that of previous references, [8, 11, 20] , with spectral methods and some results can be extended to a general MS system (1.3). They will be mentioned in the exposition below.
Semidiscretization in space
Let D h be some grid operator on S N h approximating the first partial derivative in space. The semi-discretization, based on D h , which approximates the MS System (1.3) with periodic boundary conditions will have the form 
where on the left hand side of (3.4) ∇ S z h (t) stands for the d·N vector with components
The multi-symplectic character of the approximation (4.2) is understood as follows [7] : if U, V ∈ R d·N are solutions of the variational equation associated to (4.1), then, using the skew-symmetry of M , we have
3) Equation (4.3) is the MS conservation law preserved by (4.2) . Note that, due to the structure of I N ⊗ K , we have
representing the semi-discrete version of the preservation of the total symplecticityω in (2.5).
Remark 4. The requirement D
⊤ h = − D h will
be then the first property in this approach in order to construct MS discretizations. In this sense, two classical examples are introduced. The first one is the operator of central differences
(the boundary conditions are used in (4.4) when defining the components j = 0, N − 1) and matrix representation 
The second example of grid operator is given by the pseudospectral discretization. For each Z ∈ S N h , let Z p be the p th −discrete Fourier coefficient 
in such a way that Z j = Z h (x j ) . The pseudospectral differentiation operator on Z is defined by differentiating (4.6) with respect to x and evaluating at the x j :
which, in terms of the discrete Fourier coefficients, reads 
where η h
Thus, in order for (4.8), (4.9) to define an explicit ODE system for the approximations η h , u h , the grid operator D h must be chosen in such a way that
It is straightforward to check that (4.10) is satisfied by the two examples of D h described in Remark 4.
In order to provide additional geometric properties to the semi-discretization (4.2), some new conditions on D h are required. This will be described in the following sections.
Dispersion relation
We assume that ω , k and a ∈ R d satisfy the plane wave solution
where L def := S ′′ (z) . Now we look for solutions of the linearized system from (1.3) of the form
Note that in order to have z h (t) ∈ S h , we need e i N ξ h ≡ 1 , that is
Susbstitution of (4.12) into (4.1) leads to . Then, the dispersion relation yields
Note that if (4.13) holds, then in particular
Thus, the identification of e as eigenvector of D h associated to the eigenvalue λ = i k leads to some relation k = k (ξ) , which depends on the choice of D h . For the examples presented in Remark 4, one can check that k = k (ξ) = sin ξ h h for (4.4) and k = k (ξ) = ξ for (4.7).
Preservation of local conservation laws
In this section we study the behaviour of the semi-discretization (4.1) with respect to the local energy and momentum. We first make the following definitions. For Q : 
On the other hand, if S :
The operators (4.14), (4.15) and (4.16) are necessary here and in the following subsection.
Similarly, 
Preservation of global quantities and Hamiltonian case
As mentioned in Section 2, the presence of periodic boundary conditions implies the preservation of the global energy and momentum given by (2.2) and (2.3) respectively. The semi-discrete version, based on (4.1), of this result is as follows.
Theorem 2. Let us assume that D h is skew-symmetric and z
be a solution of (4.2) and define
19)
where S h is given by (4.16). Then
The preservation of (4.20) holds when some symmetry conditions are additionally imposed, in the same line to that considered in [10] 
Assume now that
Then one can check that 
Therefore ( cf. [10])
where 0 N denotes the N × N zeros matrix. The discrete Hamiltonian is given by
with the products in the Hadamard sense. 
and similar comments apply; in particular, those concerning the preservation when approximating symmetric solutions, like solitary waves.
Full discretization with symplectic methods
The formulation of a full MS discretization from (4.2) is performed by using a symplectic method as time integrator. The resulting scheme will preserve by construction the corresponding discrete version of the semi-discrete conservation law (4.3). This will be here analyzed by taking the IMR as a case study. The corresponding full discretization of (4.1) has the form
where (3.9) . In compact form, (4.28) reads with d = 10 and the elements of the MS formulation given by (1.9) -(1.11), the simplified version reads
As usual, in terms of z n + 1/2 j , Equation (4.29) becomes a fixed point system for each step of the form
with z n + 1 = 2 Z − z n . The system (4.32) can be iteratively solved by dividing the gradient term 
for ν = 0, 1, . . . We now derive the corresponding discrete conservation law. Let U , V be solutions of the variational equation associated to (4.29):
Substracting the inner product of (4.33) with V n + 1/2 and the inner product of (4.34) with U n + 1/2 , after some simplifications we have
which is the fully discrete version of the MS conservation law satisfied by (4.29) . Observe that if D ⊤ h = − D h , then the last two terms in (4.35) are cancelled, leading to the fully discrete version of (2.5).
Using some results of previous sections additional properties of (4.29), related to the MS and Hamiltonian formulations are summarized in the following sections.
Numerical dispersion relation
The numerical dispersion relation for (4.29) makes use of the results obtained in the semi-discrete case and several references, [15, 23] . Thus, for the linearized system
the ansatz of a periodic solution
with a solution of (4.11) and ξ satisfying (4.1.1), leads to the dispersion relations
where the first equation can be alternatively written as
and k = k (ξ) follows the approach developed in Section 4.1.1 and for ω , k satisfying the continuous dispersion relation. Formula (4.36) typically corresponds to the IMR as time integrator; see [1, 15, 23] for the derivation of the corresponding formulas when any other method of the GLRK family is used.
Conservation properties
We focus now on the behaviour of the type of full discretization represented by (4.29) with respect to the global quantities of the associated semi-discrete problem. Standard theory of Runge-Kutta (RK) methods [16] , establishes the preservation of the linear invariants (3.18)
where (η n , u n ) is a solution of (4.30), (4.31) with initial condition (η 0 , u 0 ) . As for the quadratic quantities I h , I h , under the symmetric conditions explained in Remark 8, the preservation also holds by the numerical solution given by any symplectic method, cf. [10] . This is illustrated in Figures 1 and 2 . The scheme (4.29) was implemented on the segment [ −256, 256 ] and with h = 0.125 . The operator D h is given by the pseudo-spectral differentiation operator to simulate classical (CSW) and generalized (GSW) solitary-wave solutions of (1.1), (1.2) in cases with MS and Hamiltonian structures and with the MS structure only. They show the approximate η profile of the solitary wave and the time behaviour of the error of the corresponding quantity and different time step sizes. The results confirm the preservation when simulating symmetric solutions like these profiles. As far as the energy quantities E h and H h are concerned, the good behaviour when approximating solitary waves is expected, due to the relative equilibrium condition (2.9). This behaviour is observed in Figures 3 and 4 . They display the error in the energy and the Hamiltonian as functions of time when simulating the solitary waves solutions considered in Figures 1 and 2 . 
Concluding remarks
In the present paper the numerical approximation of the periodic IVP of some systems of Boussinesq type, proposed as models for surface wave propagation, is discussed. The analysis is focused on the preservation, in some numerical sense, of the multi-symplectic and Hamiltonian structures of some of the equations, studied previously by the authors in a recent paper [13] , as well as some consequences of these structures, such as the linear dispersion relation and the behaviour with respect to local and global invariant quantities. Following the literature on the subject, two approaches are considered. The first one is based on constructing MS discretizations by integrating, in both space and time, with symplectic methods, [1, 2, 7] . Some of the properties and drawbacks of this classical approach, discussed here, are obtained from direct application of previous, general results on this matter, [7, 8, 15, 23, 28] , to the Boussinesq-type equations under study. Among them, we confirm the difficulties to define an explicit ODE system when the equations are discretized in space with GLRK methods, [23, 28] . As a first attempt to overcome this main drawback, we also study the application of PRK methods into this approach, recently proposed in [29] . We find that our systems cannot be written in a Darboux normal form which leads to a well-defined ODE system when using semi-discretizations in space based on the family of Lobatto IIIA-IIIB PRK methods. We still explore these schemes directly, using different partitions of the variables, with no improvements with respect to the GLRK methods and leaving this point as an open question for future research.
The origin of the second approach considered in this paper for the numerical approximation of the Boussinesq-type equations is in accordance to the strategy adopted in some references, [8, 11, 18, 20] , where the corresponding equations are discretized in space with spectral methods and in time with a symplectic integrator. Generalizing this idea, we introduce semi-discretizations in space based on a general grid operator approximating the spatial partial derivative and discuss the requirements on it leading to a explicit ODE semidiscrete system, as well as semi-discrete versions of the MS conservation law. The linear dispersion relation and the preservation of local and global quantities of the periodic IVP are also studied. The approach is developed for a general MS system and specific results for the Boussinesq-type equations under study are emphasized. The semi-discrete system is then integrated in time with a symplectic method. For the present paper, the implicit midpoint rule is chosen; the corresponding fully discrete MS conservation law and the linear dispersion relation are derived, while the behaviour with respect to the semi-discrete global quantities is discussed, some analytically and some computationally, emphasizing the good behaviour when simulating solitary-wave solutions. These results can be adapted in a relatively direct way if other symplectic methods, such as another one of the GLRK family or any composition method based on the implicit midpoint rule, is used. We leave this generalization to future works. 
