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ABSTRACT 
In x-ray crystallography, one needs to consider matrices of the form P = 
(XrX)/M, where X E RMx” hasrowsXi.withl,<i<MsuchthatlX,.ul>cand 
11X,.11 = 1 for some given c E (0,l) and u E IV’. Using the theory of majorization, we 
give a short proof for some inequalities relating the eigenvalues of I’-’ when P is 
invertible. Matrices X that minimize det P-’ or tr P-’ are constructed. These extend 
some results of Ortner and Krktter and confirm their conjecture on the subject. 0 
Elsevier Science Inc., 1997 
1. INTRODUCTION 
In x-ray crystallography one needs to construct a full rank matrix X E 
(w Mx n such that 
Ixiaul > c, i = 1,2 ,..., M, (1) 
and 
IIXi.ll = 1, i = 1,2 ,..., M, (2) 
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where c E (0, 1) and u E R” are given. (Here Xi. denotes the ith row of X.) 
The rows of X correspond to measurement directions, and one wants to 
choose these so that tr (X ‘X)-l or det (XrX)-’ is minimized. This problem 
has been studied by Ortner and Krkter [2]. We give a more concise 
development of some of their results and then prove a conjecture. 
Before analyzing the problem we make some observations to simplify our 
study. Firstly, if c < l/ 6, then the problem is very easy (see [2, Theorem 
1, (1.5), (1.7)]). So we need only consider the case c > 1/ 6. Secondly, it is 
sufficient to consider only u = (LO,. . . , O)r E R”, rather than general u, 
and we do this. Thirdly, we may multiply a row of X by - 1 without changing 
the spectra of XTX and ( XTX)-‘. Thus we may assume that Xi .u > c. Since 
u = (IO,. . . ) O>T, this is equivalent to Xi, > c, i = 1,2,. . . , M. Thus we are 
left with the problem of minimizing det (XrX)-’ or tr (XrX)-’ over 
27E (x E IWMX” : det XrX > 0, Xi, > c, IIXi.ll = 1, i = 1,2, . . . , M}. 
Ortner and Krauter gave lower bounds for det ( X rX )- ’ and tr (X rX )- ‘. 
We extend their result to a set of inequalities involving the eigenvalues of 
(XrX)-’ and give a much shorter proof in Section 2. Matrices X that 
minimize det(XrX)-’ and tr(XTX)-’ are studied in Section 3. In particu- 
lar, we confirm a conjecture of Ortner and Krauter. Other constructions of 
optimal matrices are mentioned in Section 4. Exceptional cases, namely, 
when (M, n) = (2p + I, 2) or (2p + 1,2p) for some positive integer p, as 
identified in Section 3, are discussed in Section 5. 
2. SOME INEQUALITIES 
Let x E R”. We use xtil to denote the ith largest element of r. Given 
x, y E R”, we say that y weakly (sub>majorizes x (denoted x <w y> if 
k k 
C x[i] Q C Y[i]T k = 1,2 ,..., n. (3) 
i=l i=l 
If in addition (3) is an equality for k = n then we say that x is mujorized by 
y (denoted x < y). For an rr X n real symmetric matrix H, denote by 
A(H) E R” the vector of eigenvalues of H with entries arranged in descend- 
ing order. Furthermore, for u = (u,, . . . , u,jT E R” with positive entries, let 
V -’ =(u~‘,...,u~1)Tandlogu=(logu,,...,logv,)T.Wehavethefollow- 
ing result. 
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PROPOSITION 1. Let X E9’and let P = (XTX)/M. Then 
and 
( n-l n-l lT 1-c - - +IL A(P_‘), 2 ‘***’ 1 _ c2 ’ c2 i (5) 
i.e., the product (respectively, the sum) of the k largest entries of ((n - 
l)/(l - 2), . . . ,(n - 1)/O - c2>, l/~~)~ is less than or equal to the prod- 
uct (respectively, the sum) of the k largest entries of A( P-‘) for all 
k = l,..., n. Furthermore, the vectors in (5) are equal if and only if any one 
of following conditions holds: 
(a) The columns X.j of X are orthogonal, and 
M(l-2) , 
llx.jl12= cn_1l , J=z,...,n. 
(b) tr(P-‘> = (n - 1)2/(1 - c2) + 1/c2. 
(c) det( P-l) = (n - l)“-l/{(l - c~)“-~c’}. 
Proof. We may assume that the diagonal entries of P satisfy P, > *** 
> P,,,. Otherwise we can permute the second to the last columns of X. It is 
well known that the vector of eigenvalues of a real symmetric matrix 
majorizes the vector of its diagonal elements [l, Theorem 9.B.11, and so 
(PW.., P”,)’ + A(P)* (6) 
Since tr XTX = tr XXT = M, it follows that 
k Pii = i tr XTX - P,, = 1 - P,,. 
i=2 
Replacing some elements of a vector by their average gives a new vector that 
is majorized by the first vector, and so 
( 1 - Pll p,,, - l-P,, T - n-l ‘...’ n-l I + (P,,,...,P”JT. (7) 
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Furthermore, since c > 1/ 6, we have 
( 1 -cc2 l-c2 T I_?,---- - n-l”“’ n_l 1 i 1 - Pi, + Pi,, - l-P,, r - ’ (8) n-l ‘...’ n-l 1 
It follows from (6)-(8) that 
i 
1 - c2 l-c2 T 
c2, - - n-l”“’ n-1 1 
4 A(P). 
By [l, Theorem 5.A.l.d], we have 
( 1 - c2 l-c2 T -log c2, n_l,...,- n-l 1 <W - log A(P). 
Since the entries of A( P-‘) are just the entries of h(P)-’ arranged in the 
reversed order, we have (4). By [l, Theorem 5.A.11, we have (5). (In fact, (5) 
also follows from (4) by [l, Theorem 5.A.2.bl.j This is the first part of the 
lemma. 
Now consider the case of equality. It is clear that condition (a> implies the 
equality of the vectors in (5), which in turn implies conditions (b) and (cl. 
Since the functions (t,, . . . , t,) * Cyz’=,tt:’ and (t,, . . . , t,> * lJy==,t;l are 
strictly Schur convex on positive vectors (e.g., see [l, Chapter 311, if condition 
(b) or (c) holds, then all the vectors in (6), (7), and (8) are equal. It follows 
that the vectors in (5) are equal. 
Finahy, suppose the vectors in (5) are equal. Then alI the vectors in (6), 
(7), and (8) are equal. The equality 
( 1 - c2 c2, - l-c2 T - n-l”“’ n-l 1 = (Pi,,..., &“I’ 
holds if and only if the last n - 1 columns of X have the same length. The 
equality A(P) = (P,,, . . . , P,,,jT holds if and only if the set of eigenvalues of 
P is the same as the set of diagonal elements of P. One can easily show that 
this is equivalent to P being diagonal, which in turn is equivalent to the 
columns of X being orthogonal. Hence condition (a) holds. ??
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3. OPTIMAL MATRICES 
Now let us consider the pairs (M, n) for which there exists a matrix 
X Ep satisfying condition (a> in Proposition 1, i.e., 
1 
( 
1 - c2 
P=~X~X=diag c2,- 
1 - c2 
_ 
I 
n_l”“’ n_l ’ (9) 
If (9) holds, then the columns of X are orthogonal, and hence the columns of 
X(XTX)-‘/2 are orthonormal. Furthermore, because the rows of X have 
unit length, and the first column of X has all entries c, and the remaining 
columns of X have equal length, it follows that the rows of X(XTX)-‘/2 
also have equal length. 
Conversely, if Y E lRMX n has orthonormal columns, if its rows have equal 
length, and if the entries in its first column are constant and positive, then 
one can check that (9) holds for X = YQr/’ with 
1 -cc2 - 
n-l”“’ n-l * 
Thus when c > l/ 6 the problem of finding a matrix X such that (9) holds 
is equivalent to finding a matrix Y E RMx” such that 
YTY = z,, w-9 
yil = l/b@, i=l >a.., n, (11) 
IIYJ = Ilyi.11, i,j = 1,2 ,-*-, M. (12) 
If Y E RMX” satisfies (lo), (ll), and (121, we will call it an uptimd matrix. 
LEMMA 2. There is an M X n optimal matrix if and only if there is an 
M X (M - n + 1) optimal matrix. 
Proof. Since M - (M - n + 1) + 1 = n, it is sufficient to prove the 
“only if” direction. Suppose that Y E I4 MX ” is optimal. Since the columns of 
Y are orthonormal, one can append columns to Y to make it an orthogonal 
matrix 
u = [Y z] E RMXM. 
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(In computation, one can first append columns to Y to form an invertible 
matrix and then apply the Gram-Schmidt process to the columns of the 
resulting matrix.)AWe claim that 2 = [Y. i Z] E iRMX (M-n+1) is optimal. It is 
easy to see that Z satisfies (10) and (11). For (121, observe that 
l12i.l12 = ll~.l12 - llyi.l12 + yiI> 
which is independent of i because IlV,.ll = 1, llYi.l12, and Yi, are independent 
of i. ??
Now we can prove our main result, which confirms Conjecture 1 in [2]. 
THEOREM 3. L,et 2 < n < M be given. Then there is no optimal matrix 
if and only if M is odd and n E (2, M - 1). 
Proof. We first demonstrate the cases of nonexistence. By Lemma 2, we 
need only consider the case when M is odd and n = 2. If Y E R MX 2 is 
optimal, then we require that Yil = l/ @ for all i = 1,. . . , M. However, 
the condition (12) now requires that YiIi, = f l/ fi for all i = 1,2,. . . , M. 
Since M is odd and the elements in the columns of Y are equal in absolute 
value, it is not possible that Y.: Y. 2 = 0, and so (10) cannot hold. 
Now let us construct optimal matrices in the other cases. Let e = 
(1,. . . , l)r/ fi E R”. If M = n, then one can construct an orthogonal 
matrix with e as the first column, and get an optimal matrix. So we may 
assume that M > n in the following. 
First consider the case where M is arbitrary and n is odd. Define 
S,C~R~~~suchthatforalll~i~Mand1~j~k, 
and Cij = 
2&j 
- cos - 
M ’ 
where k = (M - 1)/2 if M is odd and k = M/2 - 1 if k is even. Using 
standard results such as 2 sin A cos B = sin( A + B) + sin( A - B), one 
readily checks that 
z = [e s., c., “’ s.k c.k] E (WMXcPk+l) 
satisfies ZTZ = 12k+l. 
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Fornoddwriten=2p+landset 
Y = p.1 a-* Z.“] E RMX”. 
The columns of Y are orthonormal by construction. The rows of Y have the 
same length; 
1 2P n 
=M+M=M. 
Thus Y is an optimal M X n matrix. 
Now consider the case where both M and n are even. In this case 
I? = M - n + 1 is odd, and by the above construction there is an M X h 
optimal matrix. Lemma 2 implies the existence of an M X n optimal matrix. 
We are left with the case when M is odd and n > 2 is even. The 
construction is slightly more complicated here. By Lemma 2, we may assume 
M > 2n - 1. Thus there exists k > 1 such that M = kn + r with 2n - 1 > 
r > n - 1. Clearly, r + 1 is even and is larger than n. Set 
where the Ai are defined as follows: 
(a) A, = *** = A, = &U, where U is an n X n orthogonal matrix with 
first column equal to (1, . . . , l)r/ 6, 
(b) A, is an (n - 1) X n matrix such that the first column equals 
(1,. . . , l)r, the second column equals ~(1,. . . , l)r, and the third to the last 
columns form a matrix of the form bV, where V is an (n - 1) X (n - 2) 
matrix obtained by deleting the first column of an (n - 1) X (n - 1) ortho- 
gonal matrix with first column equal to (1,. . . , l)r/ 43. Here a and b 
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are real numbers satisfying 
1 + a2 + (n - V” 
=n 
n-l 
which ensures the rows of A, have length 6 equal to the length of the rows 
of A,, A,,..., A,. We have one degree of freedom in choosing a and b. We 
shall need this in part (c> below. 
(c) A,, is an (r + 1) x n matriv such that the first column equals 
(1,. . . , 1)*, the second column equals ~(1,. . . , #, and the third to the last 
columns form a matrix of the form dW, where W has orthonormal columns 
in ((1,. . . , l)T} * c R(‘+ ‘). (The existence of W follows from the fact that 
r + 1 is even and is at least n.) Here c and d are real numbers satisfying 
1 + c2 + (n - w2 
=n 
r+l 
(n - 1)a2 + (r + 1)c2 = b2 + d2, 
and 
(n - l)a + (r + 1)” = 0. 
The first condition ensures that the rows of A, have length 6, which is the 
length of the rows of A,, A,, . . . , A,. The second condition ensures that the 
second to the last columns of A have equal lengths. The third condition 
ensures that the first two columns of A are orthogonal. (The orthogonality of 
the other pairs of columns is immediate from the construction.) 
Solving these equations for a, b, c, d, we see that 
Note that our assumptions n 2 4 and 2n - 1 > r ensure that n2 - 2n - 
r > 0. Hence the value b is real. One readily checks that Y = A(ArA)-1/2 
is an optimal matrix. ??
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Note that in every case where there is an optimal matrix we have given a 
construction in our proof. 
4. OTHER CONSTRUCTIONS 
The optimal matrices constructed in the proof of Theorem 3 are not 
unique-even up to permutation. If Y E RMx ” is optimal, then so is 
Y([l] @ U) for any orthogonal U E [w (“- 1)x(“- ‘). In addition to this there 
are several special cases where other constructions are known. For instance, if 
M and n satisfy a divisibility condition, then [2, Theorem 31 gives a construc- 
tion of a Hessenberg-like optimal matrix. In [2, Section 3.31 there are several 
constructions for special values of M and n that are based on regular 
polyhedra. In the following, we describe some other constructions that might 
be used in applications. 
First, we construct optimal matrices using trigonometric functions when 
M = 2p is even. To this end, let w be the primitive pth root of unity. Then 
the p X p corn 
9 
lex matrix B = (bij) with b,, = w(‘- W- ‘) is unitary. Let 
B=B,+ - 1 B,, where B, and B, are real matrices. Then the M X M 
matrix 
is orthogonal such that all entries in the first column equal l/ Ilii?, all entries 
in the ( p + 0th column have equal magnitude, and for any 1 < j 4-p the 
M X 2 matrix formed by the jth and the ( p + j)th columns of B have 
constant row lengths. If n = 2 k is even, we can construct A using the first k 
columns and the ( p + 0th to the ( p + k)th columns of B’. If n = 2k - 1 is 
odd, we can construct A using the first k columns and the ( p + 2)th to the 
( p + k)th columns of B’. 
Next, we construct an optimal matrix when both M and n are odd. By 
Lemma 2, we may assume M > 2n - 1. If M > 2n - 1, we can construct 
such that A,/ 6 is an n X n orthogonal matrix with first column equal to 
l)T/ 6, and As is an (M - n) X n matrix with first column equal to 
, . . . , l)T, all rows have length equal to those of A,, the second to the last 
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columns have equal length, and the columns of A, form an orthogonal set. 
(The existence of A, follows from the fact that M - n is even and is at 
least n.) 
If M = 2n - 1 and n is odd, we can construct 
such that: 
(a) A,, = (1, - dx, 0,. . . ,O>. 
(b) A, is an (n - 1) X n matrix such that the first column equals 
(I,. . . , l)r, the second column equals ~(1, . . . , ljT, and the third to the last 
columns form a matrix of the form bV, where V is an (n - 1) X (n - 2) 
matrix obtained by deleting the first column of an (n - 1) X (n - 1) orthog- 
onal matrix with first column equal to (1,. . . , ljT/ &?. Here a and b are 
real numbers satisfying 
1+a2+ 
(n - 2)b2 
=n 
n-l 
which ensures the rows of A, have length equal to that of A,. 
(c) A, is an (n - 1) X n matrix such that the first column equals 
(1,. . . , l)T, the second column equals ~(1,. . . , ljT, and the third to the last 
columns form a matrix of the form dv, where V is the matrix defined in (b). 
Here c and d are real numbers satisfying 
1+c2+ 
(n - w = 
n-l n, 
which ensures the rows of A, have length equal to that of A,, 
(n - l)(a2 + c2 + 1) = b2 + d2, 
which ensures the second to the last columns of A has equal lengths, and 
(n - l)(u + c) = &Pi, 
which ensures the first two columns of A are orthogonal. 
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Solving the equations with the additional assumption that a > 0 > c, we 
have 
(a,c) = ,& (1+ &F-i, 1 - &ii?), 
b = + (2n - l)(n - 1) - &F-i- 1’2 
- 
( 2(n - 2) i ’ 
d=f 
(2n - l)(n - 1) + &F-i 
2(n - 2) 
One readily checks that Y = A(ATA)-li2 is an optimal matrix. 
5. EXCEPTIONAL CASES 
By Theorem 3, there is no optimal matrix if (M, n) = (2~ + 1,2) or 
(2~ + 1,2p) for some positive integer p. However, one would still want to 
find X ~9 that minimize det(XTX)-’ or/and tr(XTX)-‘. When (M, n) 
= (2 p + 1,2), Ortner and KGuter [2] solved the problem under the assump- 
tion that the first column of X has constant entries equal to c. We have the 
following general result. 
THEOREM 4. Suppose (M, n) = (2p + 1,2) for some positive integer p. 
Zf X E 9, then 
det ( XTX)-l > [c2d-(M2 - 1)l-l and 
tr( X’X)-l > [c2dg(M2 - l)]-‘M. (13) 
Any one of the equalities in (13) holds if and only if all the entries in thejrst 
column of X equal c and k (respectively, M entries in the second 
column of X equal dg (respectively, - with k = p or p + 1. 
Proof. Let X ~9’ be such that Xi1 = cos ti and Xi, = sin t. for i = 
1 > * * * 1 M, with ti E [-to, to], where 0 < t, < r/4, as c > l/ & by our 
314 CHI-KWONG LI AND ROY MATHIAS 
assumption on c. To minimize det (XrX)-‘, it is equivalent to maximize 
det XrX. Note that 
det XrX = ( c cos’ ti )( C sin2 ti) - ( C cos ti sin ti)2. 
For each i = 1,. . . , M, one easily checks that det XTX is a convex function 
on [--t,, to], say, by computing the second derivative with respect to ti. Thus, 
if det XTX attains the maximum, then ti = +t,, i.e., Xi, = c, and Xi2 = 
5 m for i = 1,. . . , M. It then follows that 
det XTX = det 
Mc2 (2k - M)cs 
(2k - M)cs Ms2 ’ 
where s = \/I-c2 and k ’ h is t e number of positive entries in the second 
column of X. Clearly, the maximum occurs if and only if X must have the 
said structure with I2k - ml = 1, i.e., k = p or p + 1. 
For tr ( XTX)-‘, since XTX is a 2 X 2 matrix with tr X’X = M, we have 
tr ( XTX)-’ = det(XTX)-‘(trXTX) = det(XTX))rM. 
By the arguments in the preceding paragraph, we have the second inequality 
in (13) and the condition for equality. ??
The corresponding problem for the case (M, n> = (2 p + 1,2p) seems 
more difficult, and we have not been able to solve it yet. It would be nice if 
one could reduce the problem to the (M, n) = (2p + 1,2) case as was done 
in the other cases (cf. Lemma 2 and Theorem 3). 
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