The validity of brain tumour segmentation is an important issue in image processing because it has a direct impact on surgical planning. We examined the segmentation accuracy based on three twosample validation metrics against the estimated composite latent gold standard, which was derived from several experts' manual segmentations by an EM algorithm. The distribution functions of the tumour and control pixel data were parametrically assumed to be a mixture of two beta distributions with di erent shape parameters. We estimated the corresponding receiver operating characteristic curve, Dice similarity coe cient, and mutual information, over all possible decision thresholds. Based on each validation metric, an optimal threshold was then computed via maximization. We illustrated these methods on MR imaging data from nine brain tumour cases of three di erent tumour types, each consisting of a large number of pixels. The automated segmentation yielded satisfactory accuracy with varied optimal thresholds. The performances of these validation metrics were also investigated via Monte Carlo simulation. Extensions of incorporating spatial correlation structures using a Markov random ÿeld model were considered.
INTRODUCTION

Image segmentation
Surgical planning and image-guided intervention procedures increasingly employ automated segmentation algorithms. MR imaging of the brain provides useful information about its anatomical structure, enabling and facilitating quantitative pathological or clinical investigation. Brain segmentation is a useful image processing method [1] . It assigns unique labels to two or more classes, e.g. skin, brain tissue, ventricles, and tumour, representing an anatomic structure to each pixel in an input grey-level image [2] [3] [4] .
Binary (i.e. two-class) manual segmentation is the simpliest, most frequently employed, and yet time-consuming procedure. It also has the additional di culty of di erentiating subtle intensity variations among pixels, particularly for those on the border of a tumour. However, the results of such manual segmentations, i.e. outlining a tumour by hand, is stilled often regarded as the gold standard. When performed by experts, such 'truth' may ultimately in uence the amount and degree of tumour removal, and thus is a critical step in clinical practice.
Recently, Warÿeld et al. [5, 6] have proposed an automated segmentation algorithm that yields continuous pixel-wise probabilistic measures indicative of pixel-wise malignancy, with an application to brain tumours [6] . It assigns 0 as non-malignancy to 1 as malignancy. Thus, the appropriate methodology for validating this and similar continuous segmentation algorithms are required, which motivated our investigation. Our goal was to examine several validation metrics to compared the fractional segmentation against multiple experts' manual segmentations as the gold standard.
Gold standard
The most important element in validating the accuracy of a segmentation algorithm is the gold standard. Particularly, in the image segmentation problem, it is the classiÿcation truth of each pixel. For simplicity, let us assume a two-class truth by labelling the non-tumour class as C 0 and tumour class as C 1 . Medical images typically present a challenge with a large number of pixel data available, for example, N = 256 × 256 = 65 536 in a grey-scale image. The fraction of target malignant class varies depending on the type of the disease. In this application, the brain tumours occupied about 10-20 per cent of the entire brain, which still comprised a large number of pixels within the tumour regions [7] . However, one may also construct a 'region of interest' (ROI), a subset of the entire brain pixels, which contains the target tumour of interest. The size of the ROI can vary, depending on the speciÿc image processing task and the clinical information included in this region.
Summary accuracy measures
It is common to assume that all pixels are independent. In discriminant imaging analysis, mixture models such as normal, normal mixture, or histograms are used. For example exible histogram approach [8, 9] , classiÿcations of several target features may be conducted by treating pixels as a set of independent samples drawn from a mixture distribution [10] . A distribution of feature vectors using Parzen windows was modelled. Despite a simpliÿcation by ignoring the natural pairing induced by pixels and the dependence between pixels in close proximity, the independence approaches, i.e. essentially analyses of histograms, are frequently employed in image processing and explorative analyses. These methods tend to give reasonable results and are much less computationally intensive than those assuming spatial correlation structions (see Section 1.5 for methods to incorporate spatial information).
For the purpose of comparing two sets of binary segmentation results, summary statistics for the analysis of contingency tables may be adopted [11] be conducted between segmentations and the corresponding binary gold standard values. To evaluate the agreement between the binary segmentation and the gold standard, one may also compute the kappa statistic [11, 12] . By considering spatial information, Jaccard (JSC) [13] and Dice (DSC) [14] similarity coe cients are typically used as a measure of overlap, where DSC ranges from 0, indicating no spatial alignment between these two sets of binary segmentation results, to 1, indicating complete alignment. In addition, boundary measures such as the Hausdor distance between segmentation and the gold standard, may be computed [15] .
To evaluate the performance of a 'continuous classiÿer', the distributions in the two distinct classes, here labelled as C 0 and C 1 , respectively, may directly be compared using the classical two-sample statistics with appropriate assumptions. A popular visual method for assessing the overall classiÿcation accuracy is to plot a receiver operating characteristic (ROC) curve, a function of sensitivity vs (1-speciÿcity). See several review articles on the ROC methodology [16] [17] [18] . Previously, we have developed several ROC methods including non-parametric, semi-parametric and parametric transformation models, for estimating and comparing ROC curves derived from continuous data [19] [20] [21] . Regression methodology has also found in the literature [22] [23] [24] [25] . To utilize spatial correlation in the image feature space, medical image classiÿcation applications have used techniques, e.g. the co-occurrence matrix (CM) developed by Haralick et al. [26] , to enhance image features and to capture texture information. A CM is a probability density distribution of two pixel intensities, conditioned on distance and angle between the two pixels. Other methods for incorporating spatial information are given in Section 1.5.
Because a large number of pixels are typically present, a test of statistical signiÿcance may not be meaningful clinically. We suggest avoiding relying on statistical hypothesis testing, along with the use of p-values, which fails to convey important quantitative information. Thus, in this article, hypothesis testing over pixels is not conducted. Instead of focusing on the resulting statistical signiÿcance based on p-values, we conÿne attention on estimation of several summary accuracy measures as metrics of valid segmentation.
However, hypothesis testing may still be conducted in a subset of the entire image based in an ROI. Statistical hypothesis tests include a Student's t-test, and a non-parametric MannWhitney U -statistic [27] [28] [29] . Alternatively, a Kolmogorov-Smirnov test may be used to directly compare the two underlying distributions [30] . To consider spatial information between the two sets, we have recently developed hypothesis testing methods using the method of CM in prostate imaging segmentations [26, 31] . We scaled 256 × 256 image intensity data to ÿt a range between 0 and 255 by mapping these 256 levels into the range of [max{0; (mean − 3 SD)}; (mean + 3 SD)]. For each centre pixel, the CM matrix was constructed by a number of neighbours that were equidistant from the centre pixel. To model the texture di erences of the tissues of classes, log likelihood ratios, log{Pr(C 1 )=Pr(C 0 )}, with C 0 for non-prostate tumour pixels and C 1 for prostate tumour pixels, for each of these neighbouring pairs. We used the median of the log-likelihoods as the feature statistic; Pr(C 1 ) and Pr(C 0 ) were the conditional probabilities of tumour and non-tumour pixels, respectively, obtained from the CM entries that correspond to the pair of pixel intensities and distance between pixels. Because image interpreters often considered the slice above or below the current image slice for conÿrmation of prostate cancer, we have also extended the CM method to three-dimension by constructing CM one slice above and below the current slice.
Optimal threshold
The optimal threshold, or operating point, is of importance in developing guidelines for clinical decision-making. Optimal operating threshold value may be computed using decision approaches or via optimization. For example, one may simultaneous maximize a function of predicting a sensitivity and a speciÿcity (see Section 4.4) over a range of thresholds [32] [33] [34] [35] . Alternatively, one may consider maximizing a function of these accuracy values or their utilities, along with the prevalence of the disease and cost issues associated with misclassiÿcations of both positive and negative outcomes [36, 37] .
Incorporation of spatial correlation
There exist several solutions, which incorporate spatial correlation structures: For example, an image segmenter may correctly identify a target object, but unfortunately may locate it incorrectly. Thus, the task is not only a classiÿcation but also a localization problem. In the diagnostic literature, an extension called LROC was predicted from either a binary or multicategory ROC, as well as the number of possible locations of the LROC [38] [39] [40] . The y-axis is the proportion of responses both correctly detected and localized, while the x-axis is the false positive rate.
Second, a spatially varying prior probability of the target class, C 1 , may be adopted to re ect a priori about the spatial information. For example, when assessing brain segmentations of white matter from other classes (e.g. grey matter, cerebral spinal uid and fat), a probabilistic atlas [41, 42] of the distribution of white matter, derived from a large group of subjects, can provide the spatial knowledge of the location at each pixel. Clustered samples may be taken from regions of the image, and statistical parametric inferences may be made. However, frequently, such an atlas is not available for many structures of interest.
Alternatively, a Markov random ÿeld (MRF) prior may be used, as in this work. The MRF model assumes that the spatial information in an image is encoded through contextual constraints of neighbouring pixels. The constraints make it more likely that the neighbouring pixels belong to the same class. Expectation-maximization (EM) algorithm is often used to derive the summary statistics of each labelling class [43] [44] [45] . The MRF method will be brie y considered.
Overview of the methodology
The goal of this work is to develop three accuracy metrics, ROC curve, mutual information, and Dice similarity coe cient for validating automated probabilistic brain tumour segmentations. Our methods are developed mainly under the pixel independence assumptions. Brief extensions to spatial correlation are also made.
This article is organized as follows. In Section 2, we introduce notations for the classiÿcation problem. The composite gold standard is estimated using an EM algorithm in Section 3. In the same section, mixture modelling will be developed for continuous probabilistic segmentation, with parameters estimated by matching-moments. In Section 4, we examine three di erent functions of these estimated parameters, which are subsequently used as the validation metrics for evaluating image classiÿcation accuracy. Based on each metric, an optimal threshold is recommended by maximizing the likelihood function. The performance of these validation metrics is investigated via Monte Carlo simulation in Section 5. Section 6 presents a clinical example of MRI of three di erent types of brain tumours, with these validation metrics illustrated on nine brain tumour cases. Finally, discussion and extensions to include pair-wise spatial correlation structures using an MRF model are provided in Section 7.
NOTATIONS AND ASSUMPTIONS
For simplicity, we assume that individual pixels belong to one of two distinct and independent populations (i.e. non-tumour control class, C 0 vs tumour class, C 1 ), determined by the gold standard (truth), T . Consider two random samples, X i (i = 1; : : : ; m) and Y j (j = 1; : : : ; n), drawn from C 0 and C 1 , respectively. 
We assume that the gold standard, T , has a Bernoulli distribution, with a probability of Pr(T = 0) = = m=(m + n) for class C 0 , and the tumour probability of Pr(T = 1) = = 1 − = n=(m + n) for class C 1 . By Bayes' Theorem, the marginal distribution of Z is a mixture of F and G, with mixing proportions and . That is, c.d
Specifying any arbitrary threshold, ∈ (0; 1) for Z, yields a discretized version of a decision random variable, D . This implies the equivalence of the following events: {D = 0} ≡ {Z6 } and {D = 1} ≡ {Z¿ }. Thus, a 2 × 2 contingency table (Table I) is constructed. Decision vs truth
Marginal total where
Note that the marginal totals, p11 + p21 = and p12 + p22 = , are related to the Bernoulli parameter of T . Let p = F( ) and q = G( ) (see Section 4.1) [5, 6] . 
A MIXTURE MODEL
Estimation of the gold standard
Instead of directly observing the gold standard, T , we conduct manual segmentations by a total of R expert readers, each performing binary manual segmentation labelled B lr (l = 1; : : : ; N = m+n; r = 1; : : : ; R). Such repeated reading will enable us to estimate a combined gold standard, using the missing data approach similar to those found in the literature [46, 47] . Let Q 0r and Q 1r represent the true accuracy rates under the classes, C 0 and C 1 , respectively. The inter-expert decisions are assumed to be conditionally independent, given the latent truth. We only observe binary classiÿcation decision B lr , i.e. (B lr |T l ; Q 0r ; Q 1r ) ⊥ (B lr |T l ; Q 0r ; Q 1r ), for any two di erent experts, r = r .
We now wish to estimate the latent vector T, of length N , byT = arg max T Pr(B|T; Q 0 ; Q 1 ), for all N = m + n pixels. However, these segmenter-speciÿc classiÿcation qualities, Q 0 and Q 1 , each a vector of length R, are unknown quantities. To estimate the pixel-wise gold standard, we have developed a software program named 'Simultaneous Truth and Performance Level Estimation' (STAPLE) [48, 49] using the following iterative (k = 1; : : : ; K) EM algorithm [50, 51] :
The expectation (E) step: In the (k−1)th iteration (k = 1; : : : ; K till convergence is reached), let
) and
Deÿne the weight variable in the common notations for EM algorithms [50, 51] based on the (k − 1)th iteration:
where = Pr(T = 0), = Pr(T = 1), and + = 1, as given before. At k = 0, the initial estimates of the Q 0r 's and Q 1r 's may be based on a voting scheme to drive the gold standard, using a majority rule over B.
The maximization (M) step: At the kth iterative step, to maximize the log-likelihood,
and that for the rth segmenter,
is the weight variable from the (k − 1)th iteration, and w
. The MLEs of the accuracy quality parameters are, respectively: In our experience, typically only K¡20 iterations were necessary till convergence. More details on this algorithm have been described in separate articles [48, 49] . Relevant software codes are available from the authors.
Modelling of probabilistic segmentation data
Recall that the continuous random variables, X and Y , are the probabilistic segmentation results for classes C 0 and C 1 , stratiÿed by the gold standard T , respectively. Because both X and Y take values between [0; 1], it is conventional and exible to assume independent beta distributions, i.e. F(x) ∼ Beta( 0 ; ÿ 0 ) and G(y) ∼ Beta( 1 ; ÿ 1 ). It is known that a beta distribution is exible in modeling probabilistic data and is conjugate to a binomial distribution, and thus has a potential for Bayesian extensions [52] . In the simulation study presented later, we will consider several mixtures of beta distributions.
Due to a large number of pixels in image processing, instead of estimating the parameters of the beta distributions by their iterative MLEs [53] , we use a matching-moment approach. Usually there is a lack of e ciency when using the method of moments; however, the loss of e ciency is small or negligible with a large number of pixels available in our problem. Furthermore, the lack of e ciency for the method of moments does not relate to bias.
The expectation and variance of a Beta( ; ÿ) distribution are given by =( +ÿ) and ÿ={( + ÿ) 2 ( + + 1)}, respectively. Thus, the estimates (ˆ 0 ;ÿ 0 ) of the shape parameters based on the x-sample of C 0 may be obtained by matching the ÿrst two moments (mean and variance).
In order to match the sample mean x and standard deviation s x of the x-sample, it can be shown thatˆ
Similarly forˆ 1 andÿ 1 , computed based on the two moments, y and s y , of the y-sample of C 1 . We now present three validation metrics in the following section, with a higher value in [0; 1] indicating higher accuracy.
VALIDATION METRICS
Sensitivity, speciÿcity, and ROC curve
The accuracy of a diagnostic test can be summarized in terms of an ROC curve [16] [17] [18] . It is a plot of sensitivity (true tumour fraction) vs (1-speciÿcity) (true non-tumour fraction) based on Z and T , at all possible thresholds.
Conventionally, p = F( ) is labelled as false positive rate (FPR or 1-speciÿcity), on the x-axis of an ROC curve. True positive rate (TPR or sensitivity) is q = G( ) at the speciÿed , or q p = G • F −1 (p) at any speciÿed p, on the y-axis of an ROC curve. The ROC curve is given by (
There is always a trade-o between these two false positive and false negative error rates, or speciÿcity and sensitivity.
An overall summary accuracy measure is the area under the ROC curve (AUC):
q(p) dp (2)
Dice similarity coe cient
At any arbitrary threshold , the Dice similarity coe cient [14] , DSC , may be computed as a function of the sensitivity and speciÿcity. Following the convention of an ROC plot, here we label the false positive rate p = P(Z¿ |T = 0) = P(D = 1|T = 0) and the true positive rate q = P(Z¿ |T = 1) = P(D = 1|T = 1). According to the Bayes' Theorem, the Jaccard similarity coe cient at , JSC , is ÿrst deÿned as the pixel ratio of union and intersection between the two tumour classes determined separately by D and T [13] :
Note that as we tend to conÿne our attention to the spatial overlap in the tumour class, DSC for the non-tumour may be computed analogously, but is generally not be of interest. A generalized overall DSC over all threshold levels is deÿned as a simple function of JSC and by integrating out [14] , by assuming a uniform distribution for :
Entropy and mutual information
The mutual information (MI) between the binary decision D at any threshold and the gold standard T can be computed as follows [54] :
where 
with the joint probabilities, (p 11 ; p 12 ; p 21 ; p 22 ), given in Table I . MI between the continuous random variable Z and T may also be computed using a conditional entropy approach:
where k(z) = f(z) + g(z) as in (1).
Determination of an optimal threshold
The above accuracy criteria may be maximized numerically over the entire range of to derive an optimal threshold,ˆ opt , as the recommended operating cut-o point [32] . Because there is always a trade-o between sensitivity and speciÿcity (that is, when sensitivity is 1, speciÿcity is 0, and vice versa).
Note that the expression for the area under the ROC curve in (2) is free of after being integrated out. Thus, we only illustrate the square root of the sum of squares of sensitivity and speciÿcity values as our optimization criterion.
Other functions, such as the mean accuracy values of sensitivity and speciÿcity may also be considered for maximization. Furthermore, may be computed by maximizing the mutual information MI , and Dice similarity coe cient (DSC ).
A SIMULATION STUDY
Designs
A Monte Carlo empirical simulation study was ÿrst undertaken to examine the estimated validation metrics by simulating a region-of-interest with varied pixels. The following realistic values were ÿxed for this study in the context of image processing with typically a large number of pixels in a region of interest. Under each combination of sample size and distributional assumptions, 500 random samples were drawn repeatedly with data generated in the following two experiments:
Experiment 1: The e ect of the size of a region of interest: The size of the brain tumour was ÿrst realistically ÿxed at n = 1000 for class C 1 . However, the background non-tumour pixels in an ROI was varied at m = {1000; 3000; 9000}, for class C 0 , implying that the target tumour of ÿxed size occupied anywhere in = {50 per cent; 25 per cent; 10 per cent}. In e ect, we increased the size of an ROI. This is clinically useful, as sometimes features and structures other than the tumour alone in the ROI may provide additional clinical information in performing segmentations.
Experiment 2: The e ect of the size of a tumour: The total size of the brain, excluding extra surrounding background, was ÿxed at N = m+n = 10 000, for class C 0 and C 1 combined. However, the proportion of the tumour in the entire brain pixel varied. The numbers of pixels were assumed to be (m; n) = {(8500; 500); (9000; 1000); (8500; 1500)}, thus, the proportions of tumour occupied = {15 per cent; 10 per cent; 5 per cent} of the brain. In e ect, the tumour size decreased within the brain of ÿxed size.
The e ect of the beta mixture models employed in both experiments: Under each combination of m and n, the beta mixture distributions were generated using the following combinations of four shape parameters for classes C 0 and C 1 under the equal variances assumption, 
Results
Experiment 1: The e ect of the size of a region of interest : Tables II and III show the estimated validation metrics under the combinations when tumour size was ÿxed at 1000 pixels the varied ROI size. We observed that the biases of the estimates of the beta parameters were small.
The estimated AUC ranged from 0.500 to 1.000; MI ranged from 0.000 to 0.992; DSC ranged from 0.152 to 0.889 over all of the combinations of sample size and distributional assumptions.
All accuracy metrics varied if the distributional assumptions di ered. The mean values of these metrics increased if the separation between the two beta distributions under c 0 and C 0 became more apparent.
We observe that among these three metrics, the means of the AUC values were quite robust with respect to the choice of the non-uniform beta mixtures. In addition, they were fairly constant regardless of the size of the ROI.
MI, on the other hand, was sensitive to both the distributional assumption and particularly the size of the ROI. Even given under the same distributions, it varied dramatically over di erent ROI sizes. For example, MI was 0.465 when the tumour occupied only 10 per cent of the ROI of a total size of 10 000, but was improved to 0.992 when it occupied 50 per cent of the ROI of the same total size. The DSC was in uenced somewhat by the sample sizes, but more so by the distributional assumptions.
This suggested that perhaps segmentation tasks are better performed if an ROI surrounding the target tumour can be pre-determined as close as possible to the actual location of the tumour. However, sometimes it would be di cult to crop the image into a rather small ROI if the original brain image contains additional important and useful information and features, in which case it may not be reasonable to perform segmentation tasks within a restricted ROI.
Experiment 2: The e ect of the size of a tumour: Tables IV and V show the estimated values of the validation metrics under the combinations when the total brain ROI size was ÿxed at 10 000 while the proportion of the tumour varied. We observed that the biases of the estimates of the beta parameters were also negligible.
The estimated AUC ranged from 0.500 to 1.000; MI ranged from 0.000 to 0.604; DSC ranged from 0.152 to 0.800, over all of the sample size and distributional assumptions considered.
We demonstrated that, again, the means of the AUC values were robust in terms of the choice of the non-uniform beta mixtures and the size of the ROI. MI tended to take on low values (0.283-0.604) even under extremely skewed betadistributions with parameters ( 0 ; ÿ 0 ; 1 ; ÿ 1 ) = (1; 9; 9; 1), especially for tumours that occupied no more than 15 per cent of the brain. The DSC was in uenced somewhat by both sample size and by the distributional assumptions, and the values were intermediate, i.e. lower than the corresponding AUCs but higher than the MIs.
This suggested that the segmentation method works better for larger tumours in the brain. Therefore, for very smaller tumours, perhaps it is sensible to deÿne an ROI in advance rather than using the entire brain image, as in Experiment 1, in order to increase the relative size of the tumour to the background prior to performing either manual or automated segmentation tasks.
A CLINICAL EXAMPLE
Materials and methods
The cases: A total of nine patients were randomly selected from a neuro-surgical database of 260 brain tumour patients, of which three had meningiomas (M), three astrocytomas (A), Table IV . Estimated accuracy metrics (ROC, MI and DSC) and standard errors by Monte Carlo simulations (based on 500 repetitions) under the equal variance assumption, with the total number of pixels (N = m + n) ÿxed while the proportion of the tumour pixels (n) varied. and three other low-grade gliomas (G) [7, 55] . Visually the meningiomas enhanced better on grey-scale images than the remaining two tumour types.
Imaging protocol: Patient heads were imaged in the sagittal planes with a 1.5T MR imaging system (Signa, GE Medical Systems, Milwaukee, WI), with a postcontrast 3D sagittal Table V . Estimated accuracy metrics (ROC, MI and DSC) and standard errors by Monte Carlo simulations (based on 500 repetitions) under the unequal variance approach, with the total number of pixels (N = m + n) ÿxed while the proportion of the tumour pixels (n) varied. spoiled gradient recalled (SPGR) acquisition with contiguous slices ( ip angle, 45
Pixel counts
• ); repetition time (TR), 35 ms; echo time (TE), 7 ms; ÿeld of view, 240 mm; slice-thickness, 1:5 mm; 256 × 256 × 124 matrix). The acquired MR images were transferred onto a UNIX network via Ethernet.
Automated probabilistic segmentation: The automated probabilistic segmentation was the relative tumour probability of lesion per pixel with signal intensity modelled as a Gaussian mixture of the two classes, based on an initial semi-automated binary segmentation [7] .
Manual binary segmentation and gold standard estimation: An interactive segmentation tool (MRX, GE Medical Systems, Schenectady, NY) was employed and ran on an Ultra 10 Workstation (Sun Microsystems, Mountain View, CA). The structures were outlined slice-wise by expert operators using a mouse on a Sun Workstation. The program connected consecutive points with lines. An anatomical object was deÿned by closed contour, and the program labelled every pixel of the enclosed volume. For the purpose of validation, we randomly selected one single 2D slice for each case from the subset of the MR volume with the tumour. Manual segmentation was performed independently by three experts (blinded to the machine segmentation results) to outline the brain and the tumour. The pixel-wise composite gold standard was determined by the EM Algorithm STAPLE [48, 49] . The remaining pixels were labelled as background. Stratiÿed analyses are conducted by case and tumour type.
Statistical computing: All computations and optimizations were performed on a SunMicrosystem SunBlade 100 Workstation and in Matlab6, S-Plus6.0 and C languages.
Results
As an example case, we show the grey scale MR image of a meningioma case 1 (Figure 2 ). The corresponding semi-automated binary segmentations of this image is also displayed (Figure 3) . It was then used to derive the probabilistic results. The resulting empirical and approximated beta mixture densities are plotted in Figure 4 .
For all cases, we now report in Table VI the pixel counts (m; n), and the relative proportion of the tumour size, stratiÿed by the ground truth. The sample means and SDs of the nontumour and tumour probability data are reported. These sample moments were used to estimate the shape parameters of the beta mixture distributions. As shown in this table, the proportion and size of the tumours varied anywhere between 2.6 and 16.3 per cent. In general, the three low-grade gliomas tended to have larger number of pixels with higher proportions. The estimated beta distributions were variable and were skewed under both non-tumour and tumour classes, evidenced by the unequal and ÿ parameters as they would under symmetry.
The overall validation accuracies presented in Table VII were generally high but were variable. The estimated ROC curves for all cases by tumour type are displayed in Figure 5 . Based on AUC and DSC, the probabilistic segmentation algorithm was most accurate for meningiomas but least for astrocytomas. The accuracy was more variable among the astrocytoma cases. Although MI appeared low in about half of these cases but were still above 0, suggesting a possible reason that these brain tumours were quite small compared to the entire brain.
In the same Table VII , the recommended optimal thresholds would depend heavily on the metric criterion used for optimization. One may suggest basing the function of sensitivity and speciÿcity as the criterion if both quantities are important. If the spatial consideration of the 'tumour class' is more important, then the threshold based on the overlap statistics would be appropriate. However, an overall recommended metric is AUC, while the operating threshold would be based on the MI as an optimization criterion.
DISCUSSION
In this work, we have presented systematic approaches to validating the accuracy of automated image segmentation results leading to pixel-wise probabilistic interpretation of the tumour class. We developed an EM algorithm for estimating the latent gold standard. In addition, we modelled the probabilistic segmentation results using a mixture of two beta distributions with di erent shape parameters. Summary accuracy measures, including ROC curve, mutual information, and Dice similarity coe cient, were estimated. An optimal threshold was also derived under each metric. The example data generally showed satisfactory accuracy based on our automated segmentation algorithm, particularly illustrated by the high AUC and DSC values. In addition, the estimated MI values were above zero even for small tumours relative to the entire brain. The recommended optimal threshold, however, seemed to be case-and task metric-dependent. Thus, for di erent optimization purposes, one may consider di erent clinical meaningful threshold as their operating point of choice, and the basis for such optimization depends largely on the clinical goal.
The main advantage of our approaches is that the parametric beta mixture modelling for continuous automated probabilistic segmentation data was simple and probabilistic. The estimation procedures for the beta shape parameters are straightforward, fast and unbiased, using the moment-based approach. In addition, we derived a composite gold standard by an EM algorithm, which was essential for many validation purposes. It is known that there frequently exists inter-and intra-observer variability even among or within experts' manual segmentation results. Thus, the proposed methods may be generalizable to similar statistical validation tasks of combining segmentation methods. In addition, these metrics may be used in the context of assessing general diagnostic tests or classiÿcation algorithms. Our recommendation as to which metric to use is as follows: When the overall classiÿcation accuracy is of interest, an ROC analysis may be appropriate. When a more reÿned index examining the accuracy, which is sensitive to changes in the sizes of the tumour and number of pixels, the mutual information should be adopted. Finally, when spatial alignment and conÿguration are of interest, then the overlap measure should be considered. Depending on the di erent validation purposes, the appropriate optimal threshold can be recommended. Such selections of the appropriate metrics should ultimately re ect the relevant clinical task and disease type. Unfortunately, because of these varied tasks, the optimal thresholds tend to di er, based on the particular validation metrics employed as the optimization criteria.
We have assumed an independence model, and spatial information may be incorporated using a pair-wise MRF model (see the appendix). Clinically, most segmentation errors occur at the interface between two structures. The i.i.d. assumption in each class may also be a simpliÿcation although such an assumption is often used and is easy to interpret. Nevertheless, the lack of independence between scores in di erent pixels would result in di erent estimates. The MRF modelling in the appendix is rather computationally intensive. Unfortunately, in our example little di erence was observed under the independence and MRF models in terms of the pixel-wise gold standard estimates. In the particular meningioma case illustrated in Figure 6 , the non-MRF and MRF gave very similar results. If we were to binarize the estimated gold standard, then there would not be di erences in the estimated boundaries of this tumour. This is partly due to having only three segmentations, and the very smooth boundary of the tumour.
To further investigate the complexity of the interior and surface of the tumour, we have conducted a preliminary analysis using logistic regression to examine the e ects of the distance between the pixel and the centre of a tumour the angle, and the probabilistic segmentation result, to predict the gold standard. Encouragingly, our result showed that the automated segmentation method performed well even on the boundary of the tumour in increased distance away from the centre. Moreover, di erent intra-cluster correlations may be present, separately for pixels on the border and for pixels in the middle of a tumour, and thus should be incorporated in the validation. The above issues are beyond the scope of this article but will further be invested in future research without assuming pixel-wise independence by adapting the Ising model, cluster analysis, and the MRF model [56, 57] . We plan to develop an hierarchical approach to estimate the validation metrics by incorporating both pixel-level, cluster-level (e.g. border vs centre), and even higher-level (e.g. tumour type) covariate information.
Finally, apart from the Monte Carlo simulation experiments conducted in Section 5, a digital brain phantom with simulated image data placing realistic tumours and possibly additional complex anatomical structures will be constructed to evaluate the performances of our validation metrics.
In summary, the proposed three validation metrics can provide a simple way to evaluate and validate a continuous segmentation or classiÿcation algorithm in imaging processing and analysis. More sophisticated statistical methodology is called for to deal with complex imaging data as encountered frequently in medical diagnosis and treatment planning.
APPENDIX A: INCORPORATION OF A SPATIAL PRIOR
A pair-wise MRF model may be employed to incorporate spatial homogeneity. We have extended our EM algorithm in the STAPLE program for estimating the pixel-wise gold standard T l as a more reÿned standard to validate the automated algorithm on.
At each pixel l, we assume that the segmenter quality estimates are independent of the underlying gold standard, (Q 0r ;Q 1r ) ⊥ T l . Then an MRF prior is added by assuming pairwise interactions between all neighbouring pixels l and l (l = l ; {l; l } = 1; : : : ; N ) in order to induce spatial homogeneity.
Maximization (M) step with an MRF prior: Following closely the notations of Greig [56] , at the kth iteration the log-likelihood of the pixel-wise gold standards becomes log f(T|B;Q where Á ll ¿0 and encodes a spatial prior indicating an interaction weight between neighbouring pixels l and l . If Á ll ¿0, then these neighbouring pixels have spatial homogeneity; Á ll = 0 implies pixel-wise independence. In practice, Á ll = Á, for adjacent pixels (l; l ). The estimate of T l is e ciently made using a (maximum ow)−(minimum cut) network ow problem [56] .
In Figure 6 , a comparison between the estimated gold standard with the frequencies of three manual segmenters' results is provided (left panel). The MRF modelling (right panel) is presented for the meningioma Case 1, using the spatial prior Á ll = Á = 2:5. The independence model described earlier and the MRF models yielded slight di erences in probabilities of the presence of tumour under the MRF model to that under the independence model, particularly in regions on the boundary of the tumour. However, such di erences were not perceptible in the index scale. In the future, we will further investigate the di erences and incorporate such MRF modelling in the three validation metrics, which will be beyond the scope of this work.
