may be biased unless great effort is made to achieve the same level of competence across all algorithms. A high level of expertise is difficult to obtain: detailed user manuals are rarely provided for academic software, and experience is gained only through trial and error. Unless a program's developers provide a benchmark data set and results, it is difficult to know when one has achieved expertlevel use. In addition, different programs may use different file formats, and the conversion of data between formats provides another source of error.
How, then, can we foster confidence in analyses that compare software tools? A few general problems can be easily overcome, and we propose the following four steps to provide uniformity in comparisons.
Provide benchmark data sets Developers should provide a positive control with a standard data set and present results along with the parameter file so that new users can be confident that they performed the analyses correctly. A benchmark data set provides a 'chain of legitimacy' for all subsequent comparisons. make all test sets available Developers should make all data sets used to document special performance characteristics freely available, so that other laboratories can replicate results. A current problem is that sites for data sharing appear to be collapsing, with the exception of PRIDE, which at present does not allow the deposition of the raw data necessary to provide background noise and dynamic range for a fair test of sensitivity and specificity. In the absence of a repository in a governmentbased organization, we have established a Informatics has driven mass spectrometry-based protein analysis to create large-scale methods for proteomics. As software algorithms have developed, comparisons between algorithms are inevitable. We outline steps for fair and objective comparisons that will make true innovations apparent.
Proteomic analysis of peptides and proteins using mass spectrometry is enabled by the development of software tools that can identify 1-5 and quantify [6] [7] [8] peptides and their modifications 9,10 on a large scale. The publication of an original algorithm to analyze proteomic mass spectrometry (MS) data is often followed by reports of similar software tools. Such tools may have new features or scoring strategies or may have been developed on mass spectrometers with different mass analyzers or collision cells, thus creating new or different performance characteristics. Dissemination of software to other laboratories validates these tools and verifies that they can be used with other instrument platforms or in other types of experiments.
The creation of software tools that are claimed to be novel or to improve on published algorithms frequently compels authors to compare them with existing tools to illustrate performance differences. However, such comparisons are often unintentionally biased, simply because the user is inexperienced with the existing software and a detailed operating manual is unavailable. In addition, a user may not make a strong effort to optimize foreign software for a particular data set. These issues can lead to confusing comparisons that are intended to be fair and objective but instead raise doubts about the veracity of the analyses or the expertise of the authors. For example, Balgley and colleagues 11 conducted a comparison of the protein search engines Mascot, the Open Mass Spectrometry Search Algorithm (OMSSA), Sequest and X! Tandem and claimed that OMSSA identified the largest number of tandem mass spectra. In contrast, Nahnsen and colleagues 12 evaluated Mascot, X! Tandem and OMSSA and found that OMSSA generated the lowest number of identified peptides from a digested 18-protein mixture. Our own experience suggests that the results of Balgley and colleagues were incorrect, but when we requested access to their test data set to verify their results, the authors claimed that it was proprietary, leaving us unable to confirm or refute their results.
Another recent study compared four quantitative-analysis tools: Census, MaxQuant, MsQuant and Mascot Distiller 13 . The authors reported a very wide range of results: Census yielded 454 quantified proteins, MaxQuant 1,452, MsQuant 2,066 and Mascot Distiller 2,092. We obtained the data set from the authors and found strikingly different numbers in our re-analysis. Using the same version of Census and the same quality metric used by the study authors, we found 2,178 quantified proteins. In this case, the authors of the study did not specify in the Census parameters a mass shift that was necessitated by protein modifications introduced during the experiment. This led to selection of incorrect precursors for all modified peptides, causing the program to miss most of the modified peptides.
The examples cited here demonstrate some of the pitfalls of comparing software for proteomic analysis. Comparisons are easily influenced by the authors' familiarity and expertise with the programs, and results
