This study considers the problem of formation control for second-order multiagent systems. We propose a distributed nonlinear formation controller where the control input of each follower can be expressed as a product of a nonlinear term that relies on the distance errors under the leader-follower structure. In the leader-follower structure, a small number of agents are assumed to be the leaders, and they are responsible for steering a group of agents to the specific destination, while the rest of the agents are called followers. The stability of the proposed control laws is demonstrated by utilizing the Lyapunov function candidate. To solve the obstacle avoidance problem, the artificial potential approach is employed, and the agents can avoid each possible obstacle successfully without getting stuck in any local minimum point. The control problem of multiagent systems in the presence of unknown constant disturbances is also considered. To attenuate such disturbances, the integral term is introduced, and the static error is eliminated through the proposed PI controller, which makes the system stable; the adaptive controller is designed to reduce the effect of time-varying disturbances. Finally, numerical simulation results are presented to support the obtained theoretical results.
Introduction
Distributed or decentralized coordination control of multiagent systems has received increasing research attention in the control community; it has been widely used in many practical applications, such as unmanned surface vessels, unmanned aerial vehicles, satellite clusters, and military surveillance [1] [2] [3] [4] [5] [6] [7] . The multiagent systems are generally composed of a team of agents, in which all the agents are required to interact with others and then perform various kinds of tasks.
Three main structures are commonly utilized in the existing literature for the formation control of multiagent systems, i.e., leader-follower, behavioral, and virtual structures. The leader-follower structure is widely used because of its simplicity and implementation, in which a small percentage of agents (or multiple leaders) are designated as the leaders, and the rest are called followers. The reference signals for a group of agents is assumed to be available to the designed leaders. In the behavioral structure, the specified behaviors, for example, collision and obstacle avoidance, are first specified for each agent. The agents possess a rigid geometric configuration using a virtual leader to present the formations in the virtual structure, where the virtual leader will never fail. The more advantages and disadvantages, as well as the distinctions among these three structures can be found in [8] [9] [10] . Two methods are considered for the formation control of multiagent systems, namely, the centralized [11] and decentralized controllers [12, 13] , according to the interaction topology of sensing graph. In the centralized controller, each agent is assumed to have access to all the states collected from the central controller. This controller may fail to achieve the control objective in the presence of faults. In the decentralized controller, each agent can achieve its own tasks defined according to the desired formation only based on the local measurements, which might provide reliable control when communication between agents is limited or even unavailable [14] . As discussed above, the decentralized controller devised for each agent under the leader-follower structure is considered in this study. The geometrical structure of the desired formation can be defined by inter-distances, relativepositions, and inter-bearings. The distance-constrained formation control methods can be used to fulfill translational and rotational formation maneuvers [15] , which can also be used to solve the obstacle avoidance problem; further, relative position constrained formation control methods are used to achieve the translational formation maneuvers [16] , and bearing constrained formation control methods are employed to achieve the translational and scaling formation maneuvers [17] , according to the properties of invariant of the constraints. Generally, the distance-and bearing-only-based formation control are nonlinear control problems, whereas the relative position-based formation control and bearingbased formation control are linear control problems [18] [19] [20] [21] . The consensus patterns of multiagent systems have appeared in the literature [22, 23] . In [11] , the authors proposed a class of nonlinear consensus control laws, which were applied in smart buildings, autonomous space satellites, and frequency of power systems, and PI controllers were designed for eliminating the state errors. In [10] , distributed distancebased methods are employed to deal with the formation control for first order dynamics multiagent systems. The consensus problem with unknown disturbance is addressed in [24] . The obstacle avoidance problem is not considered in [10, 11] . Compared with the consensus, the formation control is more challenging as other physical constraints need to be satisfied.
As mentioned, one of the important problems in the formation control of multiagent systems is the requirement to consider acquiring the desired control performance, which is referred to as obstacle avoidance problem. Cooperative obstacle avoidance of multiagent systems needs to be solved in many practical formation controls owing to its difficulty and complexity. To solve this problem, the artificial potential field (APF) (or) repulsive force approaches are applied. Geometrically, the obstacles can be viewed as static agents, which steer all the dynamic agents away from the static agents (obstacles). The obstacles can be modeled as a single particle/point [25] , elliptical shapes, and rectangular shapes, in general [8, 13] . In [13] , the distributed control strategy based on an artificial potential function is proposed to address the formation control and obstacle avoidance with the rectangular agents, which solved the obstacle avoidance problem. In [8] , the authors investigated the formation control of a group of robots under virtual and behavioral structures, in which a rotational potential field is employed to drive the autonomous mobile agent away from the obstacle without getting stuck in the local minimum points. APF approaches are also utilized in [25] to deal with the obstacle avoidance problem. This study also considers the relative positionbased formation control of multiagent systems in the presence of unknown constant disturbances. As is well known, multiagent systems are generally vulnerable to disturbances, which leads to failure in achieving the control objective. To eliminate the static errors caused by the bounded unknown constant disturbances, PI controllers are usually introduced for obtaining the desired performance when the systems suffer from constant disturbances, because the PI controllers have high-frequency gain and thus filter any noise produced by the input signals. In [11] , distributed PI controllers are employed to address the consensus for first-and secondorder dynamics of systems, which can attenuate the static errors caused by the unknown disturbances. In [17] , using PI controllers, the authors proposed bearing-constrained formation control in the presence of input disturbances. Other practical problems such as acceleration saturation, and collision avoidance are also considered in that study. A similar idea was adopted in this study.
As discussed above, formation control with obstacle avoidance problems for second-order dynamics of multiagent systems under the leader-follower control structure is addressed, and the formation control under the constant disturbances are also considered in this study. The main contributions are stated as follows.
(a) The distributed control scheme for achieving and maintaining the desired formation is presented, which only depends on the local measurements, where the nonlinear interaction weights are employed to characterize the convergent behavior for agents appropriately.
(b) The obstacle avoidance problem can be solved by employing the artificial potential function. The agents cannot get stuck into the local minimum points with the assistance of the navigation function, i.e., the attraction function created by the following agents and the leader agents, where the leader agents are assumed to have access to the reference signal for a team of agents.
(c) Multiagent systems are susceptible to various disturbances, such as constant-and time-varying disturbances, while the bounded properties of these disturbances are required in general. We focus on the systems with the bounded disturbances in this study, which will cause a drift effect on the formation characterized by the relative measurements. To address this additional issue, we apply the PI controller to attenuate the bounded unknown constant disturbances, and the static errors can then be eliminated. The control systems with time varying disturbances are also discussed by using the adaptive technique.
The remainder of this paper is organized as follows. In Section 2, the basic concepts of graph theory and artificial potential function are given. The second-order dynamics of multiagent (or system model) are defined in Section 3. The distributed control algorithms for formation control of a multiagent system and artificial potential function approaches for obstacle avoidance of the agents based on leader-follower structure are proposed, respectively. The practical issue of constant disturbances for multiagent systems is studied by using the integral control action in Section 4. In Section 5, the simulation results are provided to illustrate the effectiveness of the proposed control strategy, and conclusions are provided in Section 6.
Preliminaries
Let G = (V, E) denote a directed graph consisting of n vertices (nodes), where = {V 1 , . . . , V } and E ⊆ {(V , V ) ∈ × } containing the ordered pairs of vertices are called the node set and edge set, respectively;
= [ ] × is the weighted ∈ E, otherwise m ij = 0. Furthermore, the possibility of a self-loop is not considered, by convention; i.e., m ii = 0. The property of time-invariance of G is assumed.
In view of M, the diagonal matrix = { 1 , ⋅ ⋅ ⋅ , } can be easily obtained, i.e., each entry is calculated as the sum of i-th row of M . Laplacian matrix of the directed graph is then given as
From (1), one obtains l ii > 0 and
The properties of the interaction topology of a graph are characterized by the Laplacian matrix. Note that the Laplacian matrix has the following useful properties:
(i) L1 = 0, where
(ii) only one eigenvalue is equal to 0, which is also referred to as the trivial eigenvalue. The real part of the rest of eigenvalues are positive.
(iii) L is a positive semidefinite. With the above properties at hand, the following result is easily obtained; namely, the graph is connected if the smallest eigenvalue of L is equal to zero, which is a straightforward consequence according to the property (ii).
To achieve and maintain the desired formation, we further assume that the followers have access to the local information from the leaders under the leader-follower structure. We denote the weight matrix of interaction topology as Δ L = diag { 1 , . . . , }, where m denotes the cardinality of a set of the leaders with a slight abuse of notion, and the sum of the diagonal entries of Δ is greater than zero, i.e., 1 + 2 +. . .+ m > 0. It is observed that the size of L equals to size of Δ , i.e., size(L) = size(Δ ). We choose m ≤ 0.2 n, for the sake of generality, in this study.
According to the properties of Laplacian L and weight matrix Δ , the following result is easily obtained:
Note that the new matrix (L + Δ L ) is a positive definite, which is a stable matrix, because all the eigenvalues of (L + Δ L ) are always positive. Agent j is said to be a neighbor of agent i if agent j moves to the feasible sensing area of agent i under the assumption that each agent has the limited sensing range R s . The neighborhood of x is defined as Ω z : = { ∈ | ‖ -‖ < } with Ω x and denoting the non-empty set and sufficiently small positive constant, respectively. Then, the following result is obtained; that is, the neighborhood set N i of agent i is defined as the set of agents (or nodes) that are adjacent to agent i, that is N i = {( , ) ∈ , ∈ ( , )}. Figure 1 shows the information topology G for directed graph of six nodes (viewed as agents). As per the directed graph theory, the following results are directly obtained as follows:
Assume that the total neighbor set for six agents, i.e., denoted
, and N 5 = {3, 4}, respectively. There is no loop, i.e., m ii = 0 and self-loop in the directed graph.
Assumption 1.
To generate the sensing interaction topology G of the directed graph, e.g., as shown in Figure 1 , there exist any three edges e ij , e jk , and e ki in the edge set E such that the directed graph satisfies the following conditions: ‖ ‖ + ‖ ‖ < ‖ ‖, ‖ ‖ + ‖ ‖ < ‖ ‖, and ‖ ‖ + ‖ ‖ < ‖ ‖. The connected graph considered in this study is assumed.
We further assume that the desired (or target) formation is infinitesimally rigid by applying the Henneberg sequence in this study [10, 26] .
Assumption 2. The control gain ij (⋅) of agent i is continuous and Lipschitz, which only depends on the difference y ij of inter-distance between all pairs of agents, for all (i, j) ∈ E, namely, ij ( ij , y ij ) = s ij ij (exp( )−1) for y; otherwise, ij ( ij , y ij ) = s ij y ij , where ij ∈ R + are hyper-parameters, and ij ∈ R + are scale factors. Note that ij is also interpreted as interaction function.
Remark 3.
To obtain the control law for each follower agent i, we introduce the nonlinear control gain ij ( ij , y ij ). As expected, agent i can follow its neighbors with the same direction (or orientation), which can guarantee the desired convergence performance for the overall system under the Assumption 2. In other words, y ij = 0 implies ij ( ij , y ij ) = 0, the desired formation is achieved, as will be shown in Section 4. Note that the distributed control law of agent i for the part of controlling the geometrical formation is nonlinear.
To solve the obstacle avoidance problem, we introduce the concept of artificial potential function as follows.
The artificial potential function (APF) V APF (y ik ) is a nonnegative differentiable and radially unbounded between agents i and obstacles k such that
where y ik denotes the distance errors between the actual distance d ik and the minimal repulsive distance threshold ik , i.e., y ik = | − |, R APF denotes the maximal distance that the artificial potential can be generated. It is further assumed that R APF is less than the sensing range R s of each agent, i.e., R APF < R s .
Consider an artificial potential function (APF) for agents i as
The time derivative of V i APF (y ik ) is given aṡ
Applying the gradient-based control approach, the repulsive force for each agent i is defined as
If agent is approaching the obstacle k, the repulsive force is generated to steer agent i to move toward gradient direction of the repulsive potential function (3), i.e., the agent i is driven away from the obstacle, which implies that obstacle avoidance problem can be solved by implementing the obstacle control law u obs , implying that the agents can be steered away from any possible encountered obstacle.
Problem Statement and Control Objective

System Model.
It is assumed that each agent is endowed with second-order integrator dynamics. Therefore, the multiagent system consisting of n agents is characterized aṡ 
respectively.
Taking the first derivative of (8a) and (8b), we obtain the error dynamicṡ=
As discussed in the above sections, it is assumed that the leader dynamics is given aṡ
where q r ∈ R m and p r ∈ R m represent the position and velocity parameters of leader agent, respectively. Note that the knowledge of (10) is now available to the follower agents.
Remark 4.
Under the leader following control scheme, equation (6) is used to characterize the reference trajectory for a team of agents. Then, the desired formation can be achieved and maintained under the manipulation of the control law proposed in the sequel.
Assumption 5 (see [11, 25] ). A function f (⋅) with domains P and Q is Lipschitz if there exist two positive constants = [ , ] ∈ R + : for p ∈ P, q ∈ Q, and i = 1, . . ., n.
with̃(
Note that = [ , ] are viewed as the Lipschitz operators.
Assumption 6. We assume that two system reference variables q r and p r for the leader agent satisfy the following properties:
for some positive constants 1 ∈ R + and 2 ∈ R + .
Assumption 7 (see [18] ). For a given desired formation control, a Lyapunov function candidate V(z) and z(p) satisfy the following constraints. formation control system is locally stable if Θ( ) is the local space; the system is globally stable, otherwise. In practice, it is difficult to obtain the attraction region of the whole space for nonlinear control systems. It is noted that the constraint (b) in Assumption 7 implies Assumption 6. For example, in distance-based formation control, as addressed in [8, 10, 27] , the desired formation can be achieved if and only if the actual interdistance converges to the desired interdistance as time tends to infinity. Thus, Assumption 7 is reasonable and verified.
With the above results at hand, we introduce the following useful definition.
Definition 8 (achieving the desired formation). The desired formation for a multiagent is said to be achieved if the following constraints are satisfied under the Assumptions 5 -7.
and
respectively. Here, -is the desired local displacement between agent i and the leader, and -is the desired local displacement (or position) between agent i and follower agent j. The velocity p i of agent i converges to the reference velocity p r as time t evolves. Note that equation (9a) and (9b) not only determines the orientation of the desired formation but also specifies the desired interdistances among agents by calculating the magnitudes of -and -, respectively.
We are now prepared to state the control objective for multiagent system as follows.
Control Objective.
The control objective in this study is to design the distributed control law such that the system satisfies the physical constraints given as follows:
(a) achieve the desired formation shape; (b) track the reference trajectory with the same reference velocity for each follower agent; (c) solve the obstacle avoidance problem.
To fulfill the control objective, we first present the error dynamics as follows.
Substituting (6), (10) , and (12) into (9a) and (9b), yieldṡ = ,
which is expressed in a condensed form as
anḋ= , =̃(⋅) + ( , ) .
which is also rewritten in a condensed form as
respectively, where
Formation Control and Obstacle Avoidance
As discussed in the previous sections, it is supposed that each follower has no more than two neighbors in the information interaction topology of the directed graph. The leader has access to all the information, i.e., position and velocity, of the reference trajectory, while the followers do not know the information from the reference trajectory. To achieve the control target, we propose the control law as follows, the stability analysis of multiagent system is provided, then the distributed control algorithm for obstacle avoidance problem is presented. As a result, we analyze the stability properties of system according to the formation and obstacle control, without loss of generality, followed by the associated proofs.
Design of Formation Control.
The general formation control law u i is given as
where
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Mathematical Problems in Engineering with ‖ − ‖ = ∈ + , ‖ ‖ = ∈ + , and ‖ ‖ = ∈ + denoting the desired distance of edges which connect agent i to j and the leaders l, respectively, which satisfy Assumptions 1 and 2. The control in (20) is clearly distributed as the control of agent i only relies on the local measurements from its neighboring agents (the leader or other followers). Here, m ij ∈ R and m ir ∈ R denote some constant numbers, respectively; they are taken from the adjacency matrix M. Physically, m ij represents the interaction weights between agents i and j, and m ik represents the interaction weights between agent i and k-th leader agent. u i obs will be given in Section 4.3. As observed in (21), the control gains are some unknown positive constants; therefore, equation (21) [11] for the follower agent i and the leaders and follower agent j are assumed as
respectively. Here, s ij and ij remain the same as Assumption 2. y ij is defined as y ij = ‖ ‖ − ‖ ‖ = − , for all i, j = { − 1, − 2, . . . , }.
Consider the follower agent and the leaders, for ease of notation, simply called j. As a result, the geometrical interpretation of (18) is provided and stated as follows: (1) agent i moves away from the agent j if the initial distance ‖ ‖ is less than the desired distance ‖ ‖, and then the control gains are chosen as s ij /(exp(y ij ) + 1); (2) agent i moves toward from the agent j if the initial distance ‖ ‖ is greater than the desired distance ‖ ‖, and then the control gains are selected as s ij d ij . Therefore, the desired formation is achieved if and only if y ij = 0 as time t evolves, i.e., ‖ ‖ = ‖ ‖, which implies the actual velocity v i converges to the reference velocity v r in terms of (7), (8a), and (8b).
As outlined in the previous sections, in order to achieve the control objective, assume that at least one follower has a neighbor of the leader agent. By replacing m ij and m ik with ij ( ij , y ij ) and ik ( ik , y ik ), respectively, in terms of (8a) and (8b), we obtain
respectively. Differentiating (24) and (25), we havė
anḋ(
respectively. To continue the analysis, define the formation control as
It is noted that (28) represents distributed (or decentralized) nonlinear control laws as (28) only depends on the local information from their neighbors.
Substituting (28) into (27) yieldṡ
With the above results in hand, we are now ready to present the formation stability analysis as follows. As a rule, the stability analysis for the overall system is divided into two parts: (1) formation stability analysis and (2) obstacle avoidance analysis. The analyses for the above two parts are presented in Sections 4.2 and 4.3, respectively, as follows.
Formation Stability Analysis.
Define the Lyapunov function candidate as
which is continuously differentiable.
To proceed, we define the formation error dynamics as
where i (⋅) = diag { , . . . , , . . . , }.
Taking the first time derivative of V iF , one getṡ
Substituting (31) into (32) yieldṡ
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Since the positive semidefinite of (34), it follows that (33) is verified.
Theorem 9. Consider the multiagent system (6) with the reference trajectory (10) under the leader-following structure. For any given bounded initial condition, the control objective is achieved under the action of the proposed control law (20).
Proof. The Lyapunov function candidate in (30) attains the minimal value if and only if e qi and e pi are simultaneously equal to zero, i.e., z ij − = 0, − = 0, and p i = p j = p r because of nonnegative control gains ij ( ij , y ij ) and ik ( ik , y ik ). In terms of (33), the first time derivative of V iF is seminegative positive, i.e., V iF / t ≤ 0, implying that V iF (t) − V iF (0) ≤ 0. Therefore, the system is asymptotically stable. This concludes the proof.
Lemma 10. The matrix A L in (31) is positive definite, implying that −A L is Hurwitz (or stability), for any m ij and s ij ; namely, the system is asymptotically stable.
Proof. Letting be the eigenvalues of −A L , then
As a consequence, det( I n + A L ) = 0, and we obtain
The eigenvalues in (36) have a strictly negative real part according to Definition 8, implying that −A L is Hurwitz, which completes the proof.
Obstacle Avoidance in the Leader-Follower Structure.
In this subsection, we propose a distributed control strategy for avoiding obstacles of a group of autonomous agents based on the leader-follower structure. In this study, geometrically, it is assumed that each obstacle k is viewed as a circle. Without loss of generality, the boundary of each obstacle can be recognized by each agent equipped with visual sensor.
Consider the artificial potential function as
0, > .
(37) where = ‖ -‖ denotes the distance between agent i and obstacle k. ik remains the same as in Definition 8.
From (37), the artificial potential function is unbounded when agent i gets close to the obstacle k, namely, d ik → ik . The artificial potential is produced or vanishes if the distance d ik lies in ( ik , R ARF ) or d ik > R ARF . As a result, the associated repulsive force for each agent i is devised as
Using the control law (38), we can solve the obstacle avoidance problem.
Agent 1 can avoid two obstacles without getting stuck in the local minimum points by using the attractive force produced by agent 1 and the reference trajectory, which is illustrated in Figure 2. 
Bounded Constant and Time-Varying Disturbances.
In many practical applications, multiagent systems are vulnerable to exterior constant disturbances. The constant disturbances (which can sometimes be viewed as constant velocities) cannot be rejected by the distributed proportional control laws. Toward this end, we apply the PI controller for double-integrator dynamics to achieve the desired formation under the constant (or static) disturbances.
To continue our analysis, we analyze a distributed (or decentralized) PI formation controller with the constant disturbances for a multiagent system, where each agent i only uses the local position and velocity measurements from its neighbors. Hence, this controller not only provides an advantage of eliminating the static errors but also improves the convergence performance. Therefore, the desired formation is achieved under the proposed control laws in the presence of constant disturbances. We first devise the distributed controller for agent i aṡ
with c i denoting some positive constant number, which is referred to as integral gains. Equation (39) relies only on the local measurements. The diagram of the distributed PI controller is shown in Figure 3 . Note that the system for each agent i may be unstable when a minor local measurement error occurs.
Integrating the first equation of (39), we obtain 
Remark 12.
To address the problem in the presence of the constant disturbances, we introduce the control term of integral action, which can eliminate the static errors and guarantee the desired performance. In other words, the actual relative position vector converges to the specified relative position vector; thus, the control objective is achieved.
Proof. From (39) and (41), by introducing a new state vector = [ 1 , . . . , ] , we may write the corresponding augmented matrix in a compact form as
for i = {1, . . . , }, together with the bounded initial condition. Here, k qi ∈ R + and k pi ∈ R + are positive numbers, respectively, − is the desired relative position vector given in advance, and ×1 are constant (static) disturbances. Note that the aim of (42) is to stabilize system with respect to the parameters, i.e., i , e qi , e pi .
Taking the time derivative of (42), we obtain
To obtain the eigenvalues of A Aug , the characteristic polynomial of A Aug is calculated as
To continue the analysis, consider the characteristic polynomial of (L + Δ L ) as
where i ∈ R + are the eigenvalues of (L + Δ L ), i.e., i > 0. Comparing (44) with (45), we learn that all the eigenvalues of A Aug have strictly negative real parts because of the positive eigenvalues of i as mentioned before, which implies A Aug is Hurwitz (or stable), and the system is therefore asymptotically stable. Furthermore, one can also place the poles according to the characteristic polynomial (47) such that the system is asymptotically stable. To this end, the control gain can be easily computed by using the command of place (⋅) in MATLAB. As discussed, A Aug is Hurwitz, and we then obtain
From (46), one can get
which implies that the proposed distributed PI controller (39) can eliminate the static errors caused by constant but unknown disturbances and implies that the relative positions between agents i and j converge to the desired relative positions, the desired formation is achieved and, maintained, meanwhile the velocity errors between agents i and j converge to zero. The proof is thus completed.
Remark 13.
If the errors are equal to zero, i.e., the actual relative position equals the desired relative position, the proposed controller stops to calculate the changes, implying that the desired formation is achieved. It is noted that the convergence rate of the overall system is dominated by the smallest eigenvalue of A Aug . As expected, the static error is successfully eliminated by introducing the integral control terms, depicted by blue lines in the left subfigures, whereas the static error is not eliminated without the aim of the integral control, shown in red lines in the right subfigures, in x and y coordinates, respectively. The right two subfigures show the convergence performance of the system in the presence of two different constant disturbances. The convergence rate is bigger when the disturbance is smaller, i.e., d 1 = [0.78 0.25] , and the resulting trajectories of agent 1 are depicted by blue lines. Therefore, the system is asymptotically stable under the proposed control law.
With the above results in hand, to attenuate the bounded time-varying disturbances, assume that | ( )| ≤ i i (t), where i is unknown constant, i (t) is bounded function of time t, the robust controller is derived by the following procedure:
wherêis an estimate of ,̃= −̂is the parameter error; , , and are positive constants. Equation (48) is continuously differentiable. The time derivative of V iṡ
Design the adaptive control u as
Substituting (50) into (49), we havė To guarantee the negative semidefinite oḟ, the adaptation law is chosen aṡ=
Substituting (52) into (51) yieldṡ
which is continuously differentiable function and negative semi-definite, implying that V (t) − V (0) ≤ 0, with the equality is satisfied if and only if e = 0 and̂= ; it follows that e = 0. Therefore, the system is asymptotically stable, the desired formation is achieved, and the time-varying disturbances are attenuated under the adaptive control law (50).
Simulation Results
In this section, numerical simulation results are given to support the obtained theoretical results. Consider a fiveagent system under the leader-follower structure as shown in Figure 1 . Consider the second-order dynamics for multiagent system aṡ=
To characterize the desired formation, the desired relative position vector is provided, i.e., 
Without loss of generality and for simplicity, the Laplacian matrix is defined as Figure 6 . Figure 6 illustrates the formation trajectory for a group of agents, where the squares denote the final positions of the agent at each simulation instant. As seen, the desired formation cannot be achieved at 4 s. As time t evolves, the target formation is achieved and maintained from at approximately 8 s. The corresponding distance errors converge to zero as time t evolves, which is shown in Figure 7 .
As the agents sense each obstacle, the corresponding obstacle avoidance control term is then activated, which leads to the desired formation trajectory being changed. After avoiding the obstacle, the desired formation of five agents is rebuilt and achieved under the attractive force of the proposed formation control law at approximately 22 s. Figure 8 depicts the formation for multiagent system approaches to three obstacles, respectively. Figure 9 shows the distance errors between the actual distances and the corresponding desired distances among agents. Clearly, the distances errors tend to zero after avoiding each obstacle, implying that the actual distances converge to the corresponding desired distances as time t evolves. The desired formation is therefore achieved. Moreover, we can see that the distance errors increase sharply when agents approach the obstacles, which implies that the repulsive potential field increases and steers the agents away from obstacles, as expected.
Without loss of generality, consider the multiagent system with constant bounded disturbance is given as = [15.16 0 0 0 0; 19.48 0 0 0 0] ; namely, agent 1 is assumed to be disturbed in this setup.
The comparative results between without and with integral actions are given in Figures 10 and 11 , respectively. The desired formation is not achieved and maintained in Figure 10 , implying that the system is unstable, whereas the desired formation is achieved and maintained under the integral action, which is shown in Figure 11 . For agent 1, the static error e21 is not eliminated without using the integral control term, which is illustrated in Figure 12 . The static error e21 can be eliminated with the aim of integral action, which is shown in Figure 13 . The comparative results between without and with adaptive control actions are given in Figures 14 and 15 , respectively. The desired formation is not achieved and maintained in Figure 14 , implying that the system is unstable, whereas the desired formation is achieved and maintained under the adaptive control action, which is shown in Figure 15 , which is further supported by the distance error shown in Figures 16 and 17 , respectively. Figures 18 and 19 show the trajectories of estimates of parameters 41 and 42 , and the curves of parameter estimation errors are depicted in Figure 20 , which implies that the errors converge asymptotically to zero. Figure 21 shows the trajectory of the adaptation laws.
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Conclusion
A distributed nonlinear formation scheme was proposed for second-order dynamical systems, where the control input of each follower can be expressed as a product of a nonlinear term under the leader-follower structure. To deal with the obstacle problem, the artificial potential function approaches were applied to steer the agents away from the obstacles without getting stuck in local minimum positions. The stability analysis for a multiagent system is proved based on the theory of Lyapunov stability. Using the proposed control law, the desired formation is achieved and maintained while avoiding the obstacles. The formation control for multiagent systems in the presence of unknown bounded disturbances is investigated as well. Finally, the numerical simulation results are provided to demonstrate the effectiveness of the proposed distributed strategies.
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