Abstract: Modeling of dispersion of air pollutants in the atmosphere is one of the most important and challenging scientific problems. There are several natural and anthropogenic events where passive or chemically active compounds are emitted into the atmosphere. The effect of these chemical species can have serious impacts on our environment and human health. Modeling the dispersion of air pollutants can predict this effect. Therefore, development of various model strategies is a key element for the governmental and scientific communities. We provide here a brief review on the mathematical modeling of the dispersion of air pollutants in the atmosphere. We discuss the advantages and drawbacks of several model tools and strategies, namely Gaussian, Lagrangian, Eulerian and CFD models. We especially focus on several recent advances in this multidisciplinary research field, like parallel computing using graphical processing units, or adaptive mesh refinement.
Introduction
Chemical species including toxic materials have various emission pathways into the atmosphere. They can be emitted either from approximately point sources (e.g., accidental release at nuclear power plants (NPP) or volcanic eruptions) or from area sources (e.g., emission of photochemical smog precursors and forest fires). Moreover, time interval of releases can be diversified. These air pollutants can travel hundreds, even thousands of kilometres from * E-mail: mrobi@nimbus.elte.hu their release across the globe depending on their chemical and physical properties (e.g., chemical composition, solubility in water, or size distribution for aerosol particles), and they affect the human health and result in a long-term effect on our environment. Such incidents can have a huge economic impact. For example the eruption of Eyjafjallajökull in Iceland over a period of six days in April, 2010 caused enormous disruption to air travel in most parts of Europe because of the closure of airspace, due to volcanic ash ejected to the atmosphere. The estimated loss of airlines' revenue was about US$ 1.7 billion [1] . Another emblematic example is the effect of the photochemical air pollution. Photochemical smog can affect human health and reduce crop yield due to its oxidative nature. To save human lives and to reduce economic losses, computational models of air pollutant dispersion are being developed to understand and predict the outcome of these phenomena and accidents. Model simulations should be fast and must have a high degree of accuracy to be used in real time applications (e.g., decision support). Therefore, one of the main challenge of atmospheric dispersion modeling is to develop models and software that can provide numerical predictions in an accurate and computationally efficient way. Disaster at Chernobyl NPP has stimulated the development of such accidental release and decision support software (e.g., RODOS). Underestimating the concentrations or doses of air pollutants (e.g., radionuclides) can have serious health consequences. However, in case of overestimation in regions where significant dose will not be reached would waste valuable human and financial resources. The transport and transformation of air pollutants in the atmosphere is mainly governed by advection (wind field). Other processes such as turbulence, chemical reactions, radioactive decay and deposition can also play important roles in the dispersion of toxic substances. Therefore, strategies for model development require an interaction of researchers from different fields (e.g., meteorology, geophysics, chemistry, IT). Another important issue in modeling the dispersion of air pollutants is the analysis of the lifetime of the chemical species and the characteristic distance that species can be transported, which is correlated with the lifetime. If the emitted species have short lifetime (minutes-hours) in the atmosphere (usually reactive species or aerosols), they cannot be transported long-range and their effects will be concentrated on local scale (e.g., effect of the PM -particulate matter). However, chemical species such as NO , SO 2 , which have longer lifetimes (hours-days) can have wider impact zones. Therefore, in such cases regional or continental modeling approaches are needed. Some pollutants (e.g., CO, NH 3 ) have long lifetimes (days-weeks) resulting in long-range transport, so for these pollutants continental and global transport models need to be employed. For simulating the dispersion of air pollutants, various modeling approaches have been developed. The main aim of this article is to provide a brief review of air pollution modeling tools and their application. The paper is structured as follows. Section 2 provides a general overview of the related physical problems and air pollution modeling. The following three sections describe three families of models: Gaussian, Lagrangian and Eulerian dispersion models in detail with their advantages and drawbacks. Finally, Sections 6 and 7 discuss parallel computing and computational fluid dynamics models for environmental modeling.
Overview of atmospheric dispersion modeling
In this section we will give a brief overview how to describe mathematically and parameterize various important processes in the atmosphere. We will start with the atmospheric transport equation, which describes the spatialtemporal change of the concentrations of air pollutants. Next we will focus on turbulent parameterization and finally show how to handle deposition and chemical transformation in the atmosphere.
The transport equation
In a fluid, the mass conservation of a component described by concentration c can be expressed as:
where is the wind vector, S is the source term and D is the diffusion coefficient. Eq. (1) represents the change of the concentration at a specified point as the sum of the advective flux, the source terms and the diffusive flux, respectively. Dry and wet deposition and chemical or radioactive decay are part of the S term, while gravitational settling can be added as an extra advection component. Turbulent diffusion, however, is not represented in Eq. (1) . Turbulence is usually taken into account with Reynolds' theory that splits the wind and concentration field into time-averaged and turbulent perturbation values:
For turbulent flows, the transport equation can be written in the same form as Eq. (1) with the addition of three eddy covariance terms, yielding a form that is widely used in atmospheric dispersion modeling:
The right hand side of Eq. (4) describes advection, source terms, molecular diffusion and horizontal and vertical turbulent fluxes. In the atmosphere, turbulent mixing is several orders of magnitude more efficient than molecular diffusion, thus the third component of Eq. (4) can usually be neglected, except in the laminar ground layer.
To calculate the eddy covariance terms in Eq. (4), the gradient transport theory was developed as an analogy of Fick's law for molecular diffusion. Gradient transport theory is based on the assumption that the turbulent flux is proportional to the gradient of the concentration field. This approach leads to a form where turbulent fluxes are expressed as an additional diffusion term:
where K is a diagonal matrix of the eddy diffusivities K , K , K . Due to the different atmospheric turbulent processes in horizontal and vertical directions, K cannot be assumed to be isotropic. Furthermore, while D is a property of the chemical species, K is a property of the flow, thus it varies in both space and time. Assuming an incompressible fluid, isotropic horizontal turbulence and neglecting the molecular diffusion, the transport equation can be written in the form:
where ∇ is the horizontal divergence operator, K is the horizontal and K is the vertical eddy diffusivity. The eddy diffusivities describe the turbulence intensity in the boundary layer, considering both thermal and kinetic turbulence. The vertical profile of eddy diffusivities is calculated through various parameterizations based on methods briefly described in Chapter 2.2.
Turbulence parameterization
Near-surface atmospheric turbulence is caused by mechanical and thermal effects. Friction forces in a viscous flow generate mechanical turbulence, which is driven by wind shear. Therefore, three-dimensional wind field data is necessary to estimate the intensity of mechanical turbulence. However, near-surface wind shear can be estimated using the surface roughness, a parameter that represents the strength of friction between the surface and the atmosphere. Thermal turbulence is driven by buoyancy and can be characterized with atmospheric stability measures. Surface radiation budget has a critical effect on atmospheric stability, therefore correct estimation of sensible and latent heat fluxes has a key importance in the estimation of thermal turbulence intensity. Under stable conditions, the boundary layer turbulence is dominated by mechanical effects, thus turbulent mixing is driven by wind shear (stable boundary layer, SBL). In unstable atmosphere, turbulence is mostly generated by thermal convection (convective boundary layer, CBL). Turbulence intensity can be described using various measures. Using the standard Reynolds-averaged (RANS) approach of turbulence, the turbulent kinetic energy (T K E, J kg −1 ) represents the average kinetic energy of the subgrid scale wind fluctuations [2] :
where , , are wind component fluctuations with respect to the time-averaged wind. Dispersion-oriented turbulence characteristics try to estimate the mixing efficiency instead of describing the turbulence itself. Mixing efficiency is often treated as the deviation of a Gaussian plume, which is widely used in Gaussian (section 3) and puff (section 4.2) models. The vertical profile of vertical eddy diffusivity (Figure 1 ) shows near-zero values very close and very far from ground, 
Figure 2.
A typical daily cycle of the planetary boundary layer in fair weather (after [2] ).
and a maximum in the lower part of the boundary layer [3] . In the region above the maximum diffusivity, the height where vertical turbulent mixing becomes negligible is defined as h planetary boundary layer (PBL) height. Negligible vertical turbulence causes no upward transport of air pollutants, thus pollution of sources in the PBL will remain in the boundary layer. Concentration values are largely influenced by the volume that is available for the dilution of released pollutants in a given period of time; this volume is defined by the PBL height and the advection velocity.
Intensity of boundary layer turbulence has a significant diurnal and annual variability [4] : PBL height can reach 2000 m or above in convective situations, typically in the summer, but can be as low as 10-50 meters on clear nights with low wind speed. The daytime mixed layer collapses shortly before sunset, when direction of surface heat fluxes is reversed and thermal turbulence is ceased ( Figure 2 ). Thermal turbulence driven boundary layers are often referred to as convective boundary layer (CBL), while in stable boundary layers (SBL), stable thermal stratification destroys mechanical turbulence. An SBL keeps pollutants from surface sources close to the ground causing significantly higher concentrations than a CBL, especially during nighttime.
Stability classes
Turbulent mixing in the atmosphere is driven by wind shear and buoyancy. An obvious approach to calculate turbulence parameters is to define categories regarding radiation parameters, wind speed, surface roughness and cloud cover. The widely used method of Pasquill defines six stability classes from the very unstable A to the moderately stable F based on wind speed, sun elevation and cloud cover (Table 1 ) [5, 6] . The advantage of Pasquill's method is that turbulence parameters can be directly estimated from basic meteorological measurements; however, the accuracy of pre-defined values of the six discrete classes is often low compared to more sophisticated parameterizations.
Richardson number
The ratio of the thermal to mechanical turbulence is characterized by the gradient Richardson number [8] :
where ρ 0 is the reference density and is the surface acceleration of gravity. Thermal turbulence (buoyancy) is described by the numerator of Eq. (8) 
Monin-Obukhov theory
The most widely used approach to describe vertical profile of turbulence intensity was developed by Monin and Obukhov in 1954. They combined the turbulent vertical fluxes of heat and momentum into a parameter with dimension of length, the L Monin-Obukhov-length:
where T , , are the temperature, horizontal and vertical wind turbulent fluctuations, T is the temperature and κ is the von Kármán constant, usually taken equal to 0.4 [2] . Hardly measurable turbulent fluxes can be estimated with the definition of two parameters: the friction velocity * and the turbulent heat flux . There are different methods for the determination of * and using net radiation components and (potential) temperature gradient, which largely differ in the convective and in the stable boundary layer [9, 10] . The Monin-Obukhov length in Eq. (9) is a reference scale for boundary layer turbulence, thus any height can be given with the dimensionless stability parameter /L. Monin and Obukhov defined universal functions for neutral, stable and unstable cases that describe the vertical profiles of wind and temperature as a function of the /L height [11] . The eddy diffusivities in Eq. (6) are parameterized based on the vertical profiles obtained from the Monin-Obukhov-theory ( Figure 1 ) [3] . The Monin-Obukhov theory was validated against numerous measurement and advanced computational fluid dynamics datasets, and although some weaknesses were shown, it still provides the most reliable basis for all fields of atmospheric modeling [3, 9, 10, [12] [13] [14] . Typical values of the Monin-Obukhov-length are given in Table 2 .
Deposition
The removal of gases and particulates from the atmosphere can occur by dry or wet deposition (Figure 3) . The importance of each deposition form varies with species and locations. Dry deposition is a continuous process, while wet removal can be realized only in the presence of precipitation. Both dry and wet depositions depend on the properties of the gases or particles, and removal processes are governed by several environmental factors. The effect of both dry and wet depositions can be incorporated in models as a first order reaction taking into account dry deposition ( ) and wet deposition ( ) coefficients through reaction = − / , where is the concentration of the component of the system.
Dry deposition
The exchange of trace gases between the surface and the atmosphere is mainly governed by turbulent diffusion. The deposition can be estimated by the widely used "bigleaf" model, in which the deposition velocity is defined as the inverse of the sum of the atmospheric and surface resistances [16] [17] [18] : (10) where R , R , and R are the aerodynamic resistance, the quasi-laminar boundary layer resistance, and the canopy resistance, respectively. Each term is given by more or less detailed parameterization in different models. The deposition of numerous trace gases (e.g., ozone, nitrogen oxides, ammonia) can be estimated using this simple model. In contrast to the previous case, the dry deposition of particles is highly dependent on their characteristic size. Smaller particles are deposited similarly as gases, while the removal of larger ones is mainly governed by gravitational settling (sedimentation). Dry deposition processes for particles with a size between 0.1 and 1 µm are less efficient. The dry deposition velocity can be written then as [19] :
where is the gravitational settling velocity (or terminal settling velocity), and the resistance terms R , and R are the same as those for gases (see above). As we assume that all deposited particles stick to the surface, the surface resistance (R ) is zero for particles. The dry deposition coefficient, , can be derived from the deposition or settling velocity simply dividing it by a characteristic height, where the deposition occurs.
Wet deposition
Precipitation cleanses the air by capturing pollutants and depositing them onto the surface. The efficiency of this process can be expressed by the fractional depletion rate of pollutant concentrations in the air. This rate is generally characterized by the so-called scavenging coefficient. During the parameterization of wet deposition (or wet scavenging), in-cloud scavenging (rainout) and below-cloud scavenging (washout) are usually distinguished. However, for a more complete estimation of wet deposition, explicit information about clouds and precipitation rate at all model levels would be required. Instead of these complex parameterization schemes [19] , the wet deposition is often estimated by a simple method in chemical transport models. The species dependent scavenging coefficient (kw in s −1 ) can take the simple form:
= AP B (12) where P is the rate of rainfall (in mm h −1 ) and A and B are constants specific for gas or aerosol particle. In some models A and B vary also as a function of scavenging type (rainout, washout), or in case of aerosol particles as a function of particle radius [20] .
Chemical reactions and radioactive decay
Chemical reactions and transformations (e.g., radioactive decay) of air pollutants can be very complex in the atmosphere, where thermal and photochemical reactions can simultaneously occur. Photochemical reactions usually produce radicals that have high affinity to react with each other and with other chemical species in the atmosphere. These radicals can initiate various reactions, and reactions in the atmosphere can be described as a complex reaction network. This reaction network can be interpreted as a set of reaction mechanisms. A reaction mechanism consists of elementary reactions by which overall chemical change occurs. Chemical reactions can be described and calculated by a set of ordinary differential equations (ODEs) = α (13) where is the chemical rate coefficient for the reaction and α is the order of reaction with respect to chemical species . Radioactive decay differs from chemical reactions due to its nature, because during the radioactive decay the atomic properties are changed. However, from the mathematical point of view this process can be interpreted as a first order chemical reaction:
The solution of Eq. (14) is a monotonically decreasing exponential function with time. The radioactive decay constant k is an inherent property of the radionuclides. In models, consecutive decays can be easily taken into account and the solution can be expressed analytically.
In environmental models Eqs. (13)- (14) are included in the source term (S ) of the atmospheric transport equation [Eq. (10)]. Eulerian models can easily handle this mean field description by using (quasi-continuous) concentration field.
However, if the dispersion of chemical species are considered as a transport of small particles (e.g., in Lagrangian models), application of the chemical and decay rate constants are meaningless, because these quantities represent "bulk" properties of the system, and they are not related to property of individual particles. This problem can be overcome using a probabilistic description of the processes (radioactive decay, first order chemical reaction and deposition). The probability that individual particles during a time step will transform, decay or deposit can be calculated by the following expression
where is either the "macroscopic" first order rate constant (reaction rate constant, radioactive decay constant) or wet/dry deposition constant. In this way microscopic quantities can be coupled to macroscopic properties.
Gaussian dispersion models

Theory and limitations of Gaussian models
The transport equation [Eq. (6)] is a partial differential equation that can be solved with various numerical methods described in section 5. Assuming a homogeneous, steadystate flow and a steady-state point source at (0 0 ), Eq. (6) can also be analytically integrated and results in the well-known Gaussian plume distribution (see derivation in [21] ):
where¯ is the time-averaged concentration at a given position, Q is the source term, is the downwind, is the crosswind and is the vertical direction and¯ is the time-averaged wind speed at the height of the release . The standard deviations σ and σ describe the crosswind and vertical mixing of the pollutant. Eq. (16) describes a mixing process that results in a Gaussian concentration distribution both in crosswind and in vertical directions, centered at the line downwind from the source (Figure 4 similar) for each receptor point instead of solving differential equations. This calculation is almost immediate even on common computers, however, meteorological data preprocessing and sophisticated turbulence parameterizations can increase the computational cost. Gaussian models are widely applied in decision support software where robust model setup and fast response time is a key priority [22] .
Gaussian models provide poor results in situations with low wind speeds, where the three-dimensional diffusion is significant. Unfortunately, these situations have proven to be the most dangerous ones in real-life atmospheric dispersion problems as they are often connected to a stably stratified atmosphere or low-level inversions [23] . Inspired by the fast increasing computational capacity and serious environmental incidents, Gaussian models have been developed to increase their accuracy and take into account some of the unrepresented physical processes. In state-of-the-art Gaussian models like AERMOD, CTDM or ADMS, the impact of complex terrain [10] or convective boundary layer turbulence [24] is parameterized to provide more accurate prediction in environmental applications.
One of the most widely used atmospheric dispersion model is the open-source AERMOD, developed by the US Environmental Protection Agency (EPA). AERMOD includes modules to handle complex terrain and urban boundary layer [9] , as well as the Plume Rise Model Enhancements (PRIME) algorithm to estimate downwash effects near buildings. AERMOD calculates eddy diffusivities based on the Monin-Obukhov-theory (see section 2.2.3).
Despite the advanced features of AERMOD, it still uses a steady-state approximation for the flow and the source, thus it can be used only within a distance of 10-100 km from the source. It is mostly used for long-term statistical impact studies to estimate air pollution around industrial sites [26, 27] , environmental protection or agricultural areas [28, 29] . For mountain regions, EPA has also developed the Complex Terrain Dispersion Model (CTDM) that provides tools to estimate concentrations above complex terrain without the costly simulation of the mesoscale wind field [10] . Besides AERMOD, the British ADMS model is also widely used for air quality simulations. It provides a range of modules specified for different locations like urban, coastal or mountain areas, and is able to calculate deposition and radioactive doses [30] . ADMS has become very popular in Europe for environmental impact studies and urban air quality prediction [31] . For the latter purpose, ADMSUrban module includes pre-defined emission scenarios and a chemistry model to calculate interactions between plumes of several point and line sources in an urban area [32] . There are several other Gaussian models available like CALINE3 for highway air pollution, OCD for coastal areas, BLP and ISC for industrial sites or ALOHA for accidental and heavy gas releases (see [33] for a detailed list). They are widely used by authorities, environmental protection organizations and industry for impact studies and health risk investigations [34, 35] . Their short runtime allows the users to make long-term statistical simulations [36, 37] or detailed sensitivity studies [5, 38] , and provide immediate first-guess information in case of an accidental release. They are often coupled with GIS software to create an efficient decision support tool for risk management [22, 39] . While the earlier industrial incidents in Seveso (Italy) and Bhopal (India) and other air pollution episodes had been concentrated on a local scale, the Chernobyl accident in 1986 had serious consequences in several countries and the radioactive 131I gas was measured globally [40] . It was clear that the steady-state assumption of Gaussian models could not handle continental scale dispersion processes, however, existing Eulerian and Lagrangian models provided precious information in the estimation of the impact of the accident [40, 41] . The fast development of computers and NWP (Numerical Weather Prediction) models allowed researchers to create more and more efficient dispersion simulations using gridded meteorological data. Eulerian and Lagrangian models, presented in sections 4 and 5, are state-of-the-art tools of recent atmospheric dispersion simulations [42] [43] [44] .
Lagrangian models
Lagrangian models calculate trajectories of air pollutants driven by deterministic (wind field and buoyancy) and stochastic (turbulence) effects. These trajectories are calculated based on ordinary differential equations (ODEs) instead of using partial differential equations (PDEs) in the original dispersion problem, which is computationally an easy task, and avoids spatial truncation errors and numerical diffusion. The final distribution of a large number of particles gives an estimation of the concentration field.
Computational cost of Lagrangian models is independent of the output grid resolution, therefore this approach is exceptionally efficient for short-range simulations compared to gridded computations with very fine resolution. However, long-range simulations require the calculation of a large number of single trajectories that rapidly increases the computational cost. Nested models use Lagrangian approach near the source and interpolate the concentration field to an Eulerian grid at a given distance to perform large-scale Eulerian simulation [45, 46] . The trajectory equation for a single particle is an ordinary differential equation
where is the position of the particle, is the deterministic particle speed (consisting of advection, settling and buoyancy), while 1 is the turbulent wind fluctuation vector.
The turbulent fluctuation is often estimated as a random walk, described by the Langevin equation [47] :
Where is the vertical turbulent fluctuation, T L is a Lagrangian integration time step, σ is the vertical turbulent velocity fluctuation and W represents a white noise process with mean zero and variance . The Lagrangian timescale T L is a key parameter and is often given explicitly [48] , or computed from velocity fluctuations [14] . Numerical representation of the white noise process in Eq. (18) requires an efficient random number generator that can significantly increase the computational cost of the model.
Puff models
Puff models show similarities with both Gaussian and Lagrangian dispersion models. They treat the pollution as a superposition of several clouds, "puffs" with a given volume, and calculate the trajectories of these puffs. Puff models separate the model physics by scale: the subpuff scale processes are treated with Gaussian approach (Eq. (16) or similar), while above the puff size, Lagrangian trajectories are calculated [48] . The result is a Gaussian plume transported along a wind-driven trajectory instead of a straight centerline as in the standard Gaussian approach ( Figure 5 ). The final concentration field is given as a Figure 5 . Schematic representation of Gaussian plume and puff models. Puff models still estimate a Gaussian dispersion, but are able to take into account temporal and spatial wind changes.
superposition of the concentration field of each puff. With this two-way approach, puff models can handle spatial and temporal changes of wind direction with keeping the computational cost reasonably low. Puff models include the effect of turbulence in two different ways: with a stochastic random-walk approach in the trajectories of the puffs (Eqs. (17)- (18)); and through the deviation of a normal distribution inside each puff. It can be interpreted as a separated treatment of large-scale and sub-puff-scale turbulence. Several puff models are available with a wide range of applications in risk management and environmental protection [45, 49, 50] . The Danish RIMPUFF model is part of the RODOS decision support system, the European framework for nuclear security [51] . The US EPA offers the CALPUFF system as a preferred model for environmental protection and public health studies. CALPUFF has been used worldwide for scientific and regulatory purposes [52] [53] [54] [55] . The RAPTAD puff model was specifically designed for simulations around complex terrain [56, 57] with both industrial and urban applications [58, 59] . One of the most popular dispersion models is HYSPLIT, a hybrid puff-particle model developed by the NOAA Air Resources Laboratory. HYSPLIT has been used in numerous studies to estimate consequences of an accidental release or identify source regions of pollution [60] [61] [62] [63] . It can be run in both single trajectory and puff mode, or with a mixture of a vertical trajectory and a horizontal puff simulation [64, 65] .
Trajectory models
Trajectory models perform stochastic simulation of numerous single point particles, each of them corresponding to a fraction of the released mass of pollution. The trajectory of a single particle is driven by advection, buoyancy and turbulence (random walk), calculated through Eqs. (17)- (18) . Trajectory models provide a fine estimation of turbulent mixing without solving partial differential equations, on the other hand, a large number of single trajectories have to be calculated that largely increases the computational cost.
With the fast increase of computational capacity, trajectory models have become state-of-the-art tools of regional to global scale atmospheric dispersion simulations with calculation of millions of long-range trajectories [42, 66] . Two of the most popular models are the NAME, developed by the UK Met Office, and the open-source FLEXPART. NAME and FLEXPART have an impressive background of validation studies and environmental applications [66] [67] [68] [69] and provided valuable information for authorities in critical situations like the 2001 foot-and-mouth disease epidemic [49] , the Eyjafjallajökull eruption [42] or the Fukushima nuclear accident [44, 70] . We note that the HYSPLIT model, presented in section 4.1 as a hybrid puff-trajectory model, can also be used in trajectory mode.
Besides the prediction of air quality and dispersion pathways, trajectory models are often used in backward mode to identify source regions of air pollution [63, 71, 72] .
Backward simulations provide a source-receptor sensitivity field that corresponds to probabilities of possible source locations [71] .
Eulerian models for solving atmospheric transport equation
General principles
The main idea in the Eulerian models is to solve numerically the atmospheric transport equation [Eq. (1)] in a fixed coordinate frame. Mathematically, it is a second order partial differential equation, and its solution with the appropriate initial and boundary conditions provides the spatiotemporal evolution of the concentration . There are several numerical methods to solve PDEs. In general, these methods consist of two steps: (i) spatial discretization, (ii) the temporal integration of the derived ordinary differential equations. The spatial discretization, which is mostly performed on a grid, reduces the PDE to a system of ODEs depending on a single (time) variable. The system of ODEs then can be solved as an initial value problem, explicit implicit
and a variety of powerful methods and software tools exist for this purpose. There are several Eulerian models developed and used by a large number of scientific communities. The GEOS-Chem model is a global three-dimensional dispersion model using assimilated meteorological observations from the Goddard Earth Observing System of the NASA Global Modeling and Assimilation Office. This model can be used to solve various atmospheric composition problems on global scale [73] . WRF-Chem is the Weather Research and Forecasting (WRF) model coupled with chemical transformations occurring in the atmosphere. The model takes into account the emission, transport, turbulence and reactions of chemical compounds in gas phase and aerosols coupled to the meteorology. The model can be used for investigation of regional-scale air quality problems and cloud-scale interactions between clouds and chemistry [74] . The Community Multi-scale Air Quality (CMAQ) modeling system has been developed to solve multiple air quality issues, such as tropospheric ozone, aerosols and acid deposition. CMAQ is a multi-platform model that can be used for either urban or regional scale air quality modeling. For this purpose governing equations in the model are expressed in a generalized coordinate system. CMAQ simulates various chemical and physical processes that are important in tropospheric trace gas transformations. The model contains three types of modeling components: a meteorological modeling system for the description of atmospheric states and motions, emission models for man-made and natural emissions and a chemistry-transport modeling system for simulation of the chemical reactions [75] .
To illustrate the concept of Eulerian models, we will present some techniques for a two-dimensional atmospheric transport equation
on the physical domain Ω. This equation describes a simplified situation, where the spread of a pollutant occurs by advection (wind) and turbulent diffusion. Here we adjust the coordinate system to the direction of the wind, which is assumed to be steady. To have a well-posed problem, we need to complete Eq. (19) with initial and boundary conditions. In the derivations, we use homogeneous Dirichlet boundary conditions, namely, we assume that the concentration is zero at the boundary of the physical domain, which is a good approximation if the boundaries are far away from the source.
A simple approach: the finite difference method
In this simple approach, all the derivatives are approximated by finite differences. The spatial derivatives are discretized on a grid with uniform rectangles of size ∆ × ∆ . We assume that is sufficiently smooth (differentiable). This is justified by the presence of the diffusion term. We use the notation to approximate the values of ( ∆ ) at the time level and at grid points ( ). As a feasible choice we can use central finite differences (20) to approximate the derivatives
∂ 2 , respectively in the grid point ( ) on the right hand side of Eq. (20) . In both cases, the truncation error is O(∆ ) 2 . Additionally, the approximations of the derivatives should be modified such that the boundary condition for all is incorporated for those indices ( ) which lie on the boundary. To simulate the time evolution in Eq. (20), we first recognize that the above procedure results in an ODE system, where the unknowns are the values with ∈ 0 T ∆ . To approximate it for = 1 2 we should apply time integration, or in other words, we have to use an ODE solver. This can be either explicit or implicit and can contain one or more time steps. Explicit methods are easy to implement and can be calculated quickly: here using the values { } for all possible indices and one can calculate the values { +1 }. It is also possible that for the calculation of the values { +1 } we already use them, which results in a system of equations to be solved for these unknowns. These possibilities are depicted in Table 3 .
As an example, we give a finite difference scheme for Eq. (20) , where second order differences are used for the spatial approximation and the time integration is executed using the so-called Crank-Nicolson method: and -refinement (right). Reprinted with permission from [76] .
This method is implicit, since we have used values at the time level + 1 for the spatial discretization. In this way, we obtain a system of equations for the set of unknowns { +1 }. It turns out that we arrive at the same scheme if the cell averages {¯ } are the unknowns (this is a socalled finite volume discretization) and a trapezoidal rule is utilized for the time integration.
Further numerical details
All of the methods above can be further developed by applying a time-dependent discretization [76] . In practice, one uses a variable grid with finer resolution at locations where the numerical error is high (usually where the concentration gradient is large); this is called adaptive gridding. There are two groups of adaptive gridding techniques called -refinement ("refine grid locally" and where stands for the element size) and -refinement ("relocate a grid"). H-refinement dynamically changes the total number of grid elements within a computational domain for which the original structure remains fixed. This technique is also known as mesh enrichment or local refinement, and it is carried out by subdividing grid elements into smaller self-similar components [16, [77] [78] [79] [80] . An example ofrefinement is shown in Figure 6 . Higher refinement levels can be achieved by further subdivision of cells. R-refinement techniques, commonly referred to as mesh moving or global refinement, relocate mesh nodes to regions warranting increased resolution, and subsequently increase grid element concentration in areas where the greatest inaccuracies occur [81, 82] . In this technique, the total number of grid points remains constant. Figure 6 illustrates the conceptual differences of -and -refinement. Figure 7 and 8 show these two types of adaptive gridding strategies for simulating the dispersion of air pollutants from a single point source. Another generalization is provided by the discontinuous Galerkin method, which differs from the finite element approach in the sense that the basis functions are not necessarily continuous. In each case, we arrive at a large linear system of sparse matrices to solve, the size of which is the number of unknowns . Typical shape of such matrices is depicted in Figure 9 . One has to apply such a solver that can exploit this property. Also, it is especially useful to apply parallel solvers. Several software packages include feasible solvers. The main message of the mathematical analysis is that the discretization parameters cannot be chosen independently. In practice, for an up-to-date forecast it is favorable to choose a large time step. At the same time, for any explicit method there is a strict constraint for the time step to ensure the convergence of the numerical solution to the real one. In general, if diffusion terms are present then the condition ∆ = O (∆ ) 2 should be satisfied, which -at a precise spatial grid -allows only very tiny time steps. Many of the implicit methods do not require such constraints, but in each time step a large linear system has to be solved. Therefore, one has to evaluate which approach needs less computational resources in every concrete situation. In practice, we mostly face advection dominated problems, where the average displacement of the pollutant by advection is much more than the displacement caused by diffusion, meaning that K and K . The finite element solution of these problems needs special care. Numerical methods for PDEs have a vast literature. Many of the important principles and methods can be found in general textbooks [83, 84] . The finite difference method is discussed in detail in [85] and a good source on finite volume methods is [86] . A practical exposition of finite element methods can be found in [87] , while the application of the discontinuous Galerkin methods for atmospheric problems is discussed in [88] .
Operator splitting
From the mathematical point of view, the basis of air pollution models is a set of partial differential equations that are coupled to each other. The right-hand side of these equations contains several terms describing different physical and chemical sub-processes such as advection, turbulent diffusion, reactions, deposition and emission. The definition of the sub-process is quite flexible, for instance, the advection can be treated as one sub-process, and the horizontal and vertical advection can be interpreted as two separated sub-processes. The numerical solution of these transport equations is a difficult and challenging computational task, especially in large-scale global models. In these models the number of gridpoints can reach a few hundred thousand, and the number of chemical species can be up to several hundred. Usually these partial differential equations cannot be efficiently solved numerically in one integration step, especially in case of complex reaction mechanisms that take into account the chemical transformation of species at different time scales. This time scale separation of chemical processes causes the stiffness of the system, which means that a stable and convergent numerical solution can be only obtained using a very small time step (i.e., the numerical integration scheme cannot provide solution within a reasonable time). Solving a set of equations that describes all sub-processes at the same time is challenging and, in most cases, impossible. However, the physical background of the sub-processes has been thoroughly investigated, and efficient numerical methods exist for solving the models of these sub-processes (e.g., diffusion and advection equations) as well as to solve the system of stiff equations for chemical reactions. This provides the idea of operator splitting: division of the right-hand side of the original system into several simpler terms and solution of the corresponding systems -which are coupled to each other through the initial conditions -successively in each time step of the numerical solution [89] [90] [91] [92] [93] . In this way, the original model is replaced with a model in which the sub-processes take place successively in time. This de-coupling method allows the solution of a few simpler systems instead of the original and more complicated system. To illustrate the concept of the operator splitting, we present a splitting method used in the Danish Eulerian Model [93] [94] [95] . This is a long-range air quality model that has several subsystems describing the horizontal advection (22) , horizontal turbulent diffusion (23) , chemical reactions with emissions of air pollutants (24) , deposition (25) and vertical turbulent diffusion (26) by the following set of partial differential equations:
for = 1 , where is the number of chemical species, E and R are emission and reaction terms, respectively. The original system of PDEs is split into five simpler sub-systems, which can be solved one after the other in each time step in the following way. We assume that the concentration vector ( 1 ) at the beginning of the time step is known. System (22) is solved by using this vector as an initial condition (starting vector). The obtained solution is an initial vector for the next system (23), and so on. The solution of the fifth system is considered as an approximation to the concentration vector at the end of the time step, i.e, the numerical solution of the full system. This procedure has a competitive advantage, because the sub-systems are easier to solve numerically than the original system. In special cases one of the sub-problems can be even solved analytically. However, it should be noted that the operator splitting may cause inaccuracy in the solution, since the original model is replaced by a model in which the sub-processes take place one after the other, and this error is called splitting error [96] [97] [98] .
Parallel computing
Introduction to parallel computation
The main limitation of all atmospheric dispersion models beyond their theoretical capabilities is the computational effort needed to calculate predictions with them. There is always a trade-off between speed and accuracy, however, both are requirements for reliable decision support. Naturally, the solution to increase computational performance is parallelization.
For numerical applications, such as the dispersion simulation of air pollutants, parallelization is usually considered on the level of processes and threads that run on different processing units (processor cores, machines) and perform different parts of the computation at the same time. Depending on the memory structure, parallel computing systems can be classified as distributed or shared memory systems. The distinction is fundamental in determining the type of computation that best fits these systems, i.e., which atmospheric dispersion model fits which system. The most distributed and heterogeneous form of parallel computing is called grid computing [99, 100] , in which regular standalone computers in numbers ranging from a few dozen up to several thousand are connected by conventional networks or the Internet. There is high communication latency between computers, therefore in general, these systems best fit for computations that do not require any cooperation (sharing data) between different parts. Clusters are another, large family of parallel computing systems. Clusters are "homogeneous", consisting of identical computing units, called nodes. A node can be either a regular desktop computer [101] , or a mere computing board with basic hardware (CPU, RAM, and network interface) [102] . Nodes are connected by a dedicated high-speed network, and data transfer is managed by specialized software frameworks, e.g. MPI [103] or PVM [104] . Although clusters have distributed memory, these frameworks enable applications to see the entire cluster as a shared memory system. Multicore workstations [105] and the recently developed technology of using graphics processors (GPUs) for general purpose computation (GPGPU, [106] ) are examples of shared memory systems. GPU computing has been successfully applied in atmospheric dispersion modeling [107, 111] as well as in closely related fields [112] [113] [114] [115] [116] . Depending on the type of computation, the GPU's speedup over a single CPU can be one or two orders of magnitude [117, 118] , and accordingly, a single high-end video card can compete with a smaller cluster of computers. It is important to note, that theoretically the achievable speedup using parallel computation, regardless of the number of parallel processors used, is limited by the ratio of the non-parallel parts of the computation to the entire run time (Amdahl's law [119] ), whenever the size of the computation is fixed. However, the size of the computational task is usually scaled up as the parallel performance increases, therefore the speedup tends to increase with increasing number of processes (Gustafson's law [120] ). Indeed, in practice, we tend to increase system size or model complexity if increased parallel performance is available, because the time allowed for an atmospheric dispersion prediction is usually fixed, while the demand for accuracy keeps increasing.
Parallelization of atmospheric dispersion models
The basic question in parallelization of an atmospheric dispersion calculation is how to split the task to smaller parts that fits well to a certain parallel computing system. In certain cases, parallelization is not necessary at all [121] . The simplicity (hence, shortcomings) of Gaussian models are reflected in their small computational needs: Gaussian models only require simple equation evaluations for a prediction, since these models employ analytical approximation formulas. Generally, they do not need parallel computation. In Lagrangian models, the computational task is the timeintegration of SDEs or ODEs describing the motion of particles. Parallelization is based on exploiting the independence of particle trajectories. Any number of trajectories can be computed independently in parallel, and communication is required only to distribute tasks and gather results. Such a computation is called an embarrassingly parallel problem, and fits well to any parallel computing architecture, including grids [122, 123] , clusters of any size [124, 125] , and GPUs [107] [108] [109] . Most commonly, implementations follow the master-slave paradigm. The parallel computation consists of three steps: First, a master thread assigns particles to available computing units (threads), then each slave thread calculates trajectories in parallel, and finally the master collects partial results from each slave and calculates a statistical average to provide the air pollution prediction (see Figure 10) . By repeating these steps multiple times, one can reduce statistical errors and increase the precision of the prediction. In Eulerian models, the task is computing numerical solutions of PDEs. Here the common technique used is domain decomposition, where the discretized spatial domain is divided to subdomains and assigned to different computing units, and time evolution in these subdomains are calculated in parallel. In principle, a functional decomposition is also possible for highly complex models exploiting operator-splitting: each processor can calculate different operators at the same time. However, in this case the entire domain must be shared between processing units after each iteration, leading to prohibitive communication overhead for distributed memory systems. The main issue in domain decomposition is calculation of discretized spatial derivatives on the boundaries of the domains, because it requires information from neighbouring domains, assigned to different threads. Therefore, data must be shared regularly with neighbours in a wellcoordinated fashion, and the time spent with transferring information must be significantly less than the time spent with computation, for high efficiency and scalability. Therefore, grids are not suited well for Eulerian models; low latency clusters [126] [127] [128] [129] [130] and shared memory systems such as multi-core workstations and GPUs [110-112, 114, 116] are the best options. For clusters, communication is coordinated by message passing between neighbour nodes; for shared memory systems each thread waits for neighbours to make a local copy of the boundary of the spatial domain before updating it in the next iteration. The procedure is illustrated in Figure 11 . Note, that some clusters (e.g., [102] ) feature multidimensional connection topologies between neighbour nodes. Following the same topology for splitting the spatial domain of computation greatly enhances communication efficiency and increases the overall simulation performance.
Computational Fluid Dynamics models
In urban air pollution problems, source and receptor points are often located within a few hundred meters from each other, surrounded by a very complex geometry. NWP models have far too coarse resolution to represent the wind field within an urban area, thus existing Eulerian and Lagrangian dispersion models cannot be used. As urban air quality has become more and more important part of environmental and health protection, computational fluid dynamics (CFD) models have been introduced in environmental modeling. CFD tools are flexible, efficient general purpose solvers of the Navier-Stokes equation [2] : (27) where is the wind field, ρ is the density, is the pressure, ν T is the eddy viscosity and is the gravitational acceleration vector. Eq. (27) is very similar to the one solved in NWP models, however, the coordinate system, grid, boundary conditions and physical parameterizations are completely different [59] . Main parts of a CFD model are the mesh generator, the solver and the turbulence model. As CFD models are often used around complex geometry, a fine grid resolution is required to explicitly calculate turbulence up to a very small scale, which results in extremely high computational costs. However, subgrid-scale turbulence still has to be estimated, which in most cases is assumed to be isotropic. Among the various turbulence models for CFD, the -ε approach has become the most popular for both engineering and atmospheric applications [131] . -ε turbulence model uses the Reynolds-averaged (RANS) approach, solving time-averaged equations of motion and considering turbulent fluctuations as eddy viscosity and diffusivity terms. In order to estimate these, the -ε closure introduces two new transport equations for the turbulent kinetic energy and its dissipation rate. However, in the atmosphere, anisotropy of turbulence can cause large errors in -ε results [132] , thus modified atmosphere-oriented turbulence closures are applied [59, 133] . A state-of-the-art solution for turbulence modeling is Large Eddy Simulation (LES), which filters the large scale (anisotropic) and small scale (isotropic) eddies, and performs direct simulation on the former [134] . Despite its huge computational cost, LES has become a popular tool for planetary boundary layer case studies, and its results are often used as a verification dataset for other models [13, 135] . CFD-based street canyon models are widely used to predict air quality in urban and industrial areas [59, [134] [135] [136] [137] [138] [139] . However, several weaknesses were pointed out that made CFD results less reliable as the scale increased [132, 133] . Although nesting CFD into NWP models is difficult due to their different coordinates, governing equations and variables, [140] presented promising results using WRF and a three-dimensional CFD code. 
Summary
We provided here a brief overview of the problems of air pollution modeling in the atmosphere. We discussed several possible modeling strategies and tools that can be used to support decision makers. The models can be successfully used for different purposes, however, choosing an appropriate model in a particular case is key to handling the problem and successfully estimating the dispersion of air pollutants. Atmospheric dispersion modeling approaches and their applicable scales are summarized in Table 4 .
Validation is a necessary step in development in order to test capabilities of models and use models in decision making. There are several opportunities to validate models. For instance, the model performance can be compared to the European Tracer Experiment (ETEX) inventory [141] . ETEX consisted of two releases to atmosphere of tracers (perfluorocarbons) sampled for three days after the beginning of the emission using a sampling network (more than 100 measuring sites) spread over Europe. During these campaigns about 30 modeling research groups could test and analyze the performance and capability their emergency response models. This also contributed to the developments of model parameterizations and showed the importance of the application of high resolution meteorological data. Moreover, validation of the model results can be done against remote sensing data (e.g., sulfur dioxide) or imission data obtained from measuring sites (e.g., ozone, nitrogen oxides).
There are several challenges and possible future developments for air quality modeling. As we discussed earlier NWP and CFD models provide reliable wind data for all scales of atmospheric dispersion simulations, but their connection proved to be difficult. Recent developments of NWPs achieve more and more detailed resolution, CFD models with enhanced computational capacity, parallel computing and LES simulation for anisotropic turbulence are becoming even better for planetary boundary layer simulations. Both the modification of an NWP model to perform microscale simulations (the domain size is~100 m) [59] , and the extension of a CFD software for atmospheric studies hold promise, and these are current topics of research in both the meteorological and environmental engineering fields [132, 134, 140] .
Another promising research avenue is in coupling dispersion models to meteorological (or climatological) models [142] and to ensemble forecasting. Ensemble forecasting has been operationally used since 1990's and can incorporate the stochastic nature of weather processes by using either different physical parametrizations or varying initial conditions [143] . Such amodeling approach can reduce the uncertainty in the dispersion pattern of air pollutants. Finally, we should emphasize that the further development of dispersion models will shift towards multi-scale modeling approaches that can contain sophisticated parameterization of cloud physical processes and biogeochemical interactions. 
