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Introduction
The number of applications of magnetic materials in the last century have grown
enormously. Permanent magnets, which were earlier found only in a small niche
of specialized motors, dynamos and microwave generators, nowadays have become
indispensable components of many consumer goods including hybrid cars, wind
turbines, radars, automotive sensors, microphones and loud-speakers. Magnetic
materials have also revolutionized information technology. This revolution dates
back to 1956 when the first commercial magnetic hard drive, RAMAC, was intro-
duced. As many magnetoelectronic applications of modern materials aim to enter
the market of information technology, we briefly present how this field developed.
The concept of coding the information as a polarity of magnetic domains has been
utilized in hard discs from the very start of the computer era. Initially, the informa-
tion in magnetic bits was detected as a voltage induced by the electromotive force in
the read/write process. In 1991 the inductive sensors were replaced by more sensi-
tive sensors relying on anisotropic magnetoresistance (AMR). AMR effect describes
the change in resistance of a ferromagnetic conductor when the angle between its
magnetization and the current direction changes. In hard drives the AMR-type of
a read head induces a change of magnetization of a magnetic unit and, if switched,
detects the accompanying change in its resistance. Typically, such a change reaches
one or two percent at room temperature in Fe and NiFe alloys. Although advanta-
geous over inductive sensors, AMR sensors could not satisfy the growing demand
for more compact information storage. A true breakthrough came with the advent
of read head sensors relying on giant magnetoresistance (GMR).
The GMR effect was discovered in 1988-89 by two independent groups led by
Albert Fert [1] and Peter Grünberg [2]. This effect describes the change in the resis-
tance of two ferromagnetic layers from low to high when their relative magnetization
direction changes from parallel to antiparallel. This effect is a consequence of a dif-
ference in the scattering of majority (spin up) and minority (spin down) electrons in
the ferromagnet. Magnetization of the second ferromagnetic layer permits or blocks
the flow of spins injected by the first layer, thereby acting as a valve on spins. As a
result the GMR sensor in hard discs is often called a spin-valve read head.
In 1997, soon after the discovery of the GMR effect, the GMR-based sensors were
introduced in commercial products. This started a decade during which the areal
density of magnetic units in hard discs greatly increased, from 1 to 200 Gbit/in2.
Such a rapid increase in memory capacity made the storage of large quantities of
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Figure 1: Evolution of the areal bit density in hard disc drives over time. The superparamag-
netic limit describes the minimum size of the magnetic domain to retain magnetiza-
tion. For domains of size below this limit the thermal fluctuations suffice to change
their magnetization and the domains display superparamagnetic behavior. Adapted
from [3–5].
data like music, pictures, and videos possible, and helped in the development of
servers for Internet communication. Fig. 1 summarizes this time evolution of the
read head technologies and the corresponding storage densities.
Currently the miniaturization of hard drive units still continues due to the dis-
covery of tunneling magnetoresistance (TMR), which is a twin effect to the GMR.
However, a saturation of these trend is soon foreseen. Magnetic units cannot shrink
indefinitely due to the instability of their magnetization when the domain size is re-
duced below the superparamagnetic size limit. Alternative methods like racetrack
memories for information storage and spin transistors for information processing
are currently being explored, making the field of magnetic materials and their inter-
actions a very active research area.
In the periodic table only three elements, Iron, Cobalt and Nickel, are ferromag-
netic above room temperature. Nevertheless, the family of magnets for commercial
applications is quite large and includes various kinds of ferromagnetic metal alloys
and oxides. Ferromagnetic ordering originates from the exchange interactions be-
tween unpaired magnetic moments (spins) of electrons. In ferromagnetic materials
like ionic insulators and semiconductors, these magnetic moments are localized on
cations like Fe2+ or Eu2+, which have partially filled d or f orbitals. Magnetic met-
als and alloys like Fe and Py (permalloy) also contain atoms with partially filled d
3or f orbitals. Their electrons are, however, delocalized, whereas spins are unevenly
distributed between spin-dependent energy bands.
Over the decades of research a paradigm was established that the room-tem-
perature ferromagnetism can exist only in materials having a high concentration of
magnetic atoms and in the presence of strong exchange coupling between them. In
the last years, however, there appeared reports claiming room-temperature ferro-
magnetism in materials in which such magnetic elements are in principle absent.
First reported in graphite and some carbon-based derivatives [6–10], then it was
subsequently found in various oxide insulators, including HfO2 [11], TiO2 [12–14],
ZnO [15–18], MoS2 [19, 20] and SiC [21, 22]. All these materials are called d0 ferro-
magnets, because they lack 3d- and 4f -orbital atoms normally present in the mag-
netic materials. Ferromagnetism in such materials is explained by the presence of
non-magnetic defects [14, 23–25], and for this reason it is also called defect-induced
magnetism (DIM). Such origin of magnetism challenges conventional knowledge
and, unsurprisingly, is treated with suspicion. There is always a supposition that
the investigated samples contain ferromagnetic impurities (magnetite or cementite)
or were contaminated during, for example, handling with steel tweezers [26, 27].
Therefore the ability to discern the ferromagnetic signal of unconventional origin
from the signal of, for example, ubiquitous iron contamination is very critical.
Besides the fundamental research interest, room-temperature ferromagnetism in
graphite and carbon-based systems is very attractive for applications. Organic d0
ferromagnets offer the prospect for light magnetic materials with low fabrication
costs, ease of processing and chemical functionalization. Such metal-free magnets
could also find applications in medicine and in biology, as a unique biocompatible
magnetic material. Even more promising are their applications at the nanoscale: in
a new generation of devices operating on electron spins (spintronics), in which the
GMR effect plays an essential role, and in quantum information processing. The road
to applications, however, may still be long because, what many theoretical studies
indicate, such DIM in graphite strongly depends on the defects texture [24]. As we
cannot engineer the defect location with atomic precision, we can only investigate
samples with random defect distribution. This aspect can explain the low magnitude
of ferromagnetic signal and its poor reproducibility. The isolation of graphene, a
highly conductive two dimensional sheet of graphite, achieved by Andre Geim and
Konstantin Novoselov in 2004 [28, 29], brought another carbon allotrope as a testing
ground for possible defect-induced magnetism [30–33].
The choice of graphene as a study material for d0 magnetism has important ad-
vantages over the other carbon-based materials. A graphene monolayer offers max-
imum surface area for embedding defects and allows for patterning their arrange-
ment. The use of graphene reduces the level of (magnetic) metal inclusions common
in graphite and makes the identification of impurities more straightforward. On the
other hand, the maximum number of magnetic defects created in a single graphene
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sheet is too small to be detected by standard magnetometry tools.
An option to increase such a magnetic signal is to analyze a bundle of defective
graphene sheets (graphene laminates) [31, 34]. In this thesis, however, we employ
an alternative approach, using the methods suitable for nanometer size conductive
samples, to detect the DIM. As magnetism originates from interactions with electron
spins, we choose the spin transport techniques and a spin-valve effect to unveil them.
In pristine graphene spin transport displays a very long spin coherence length
and time [35, 36]. This is because graphene has properties which minimize spin
scattering, namely: (1) it is diamagnetic, (2) it has a very small spin-orbit coupling
and (3) it has low content of 13C isotope. When graphene becomes ferromagnetic its
magnetization, like in any other ferromagnet, has to display hysteresis in an external
magnetic field. Sweeping of the field in the spin-valve or spin precession measure-
ments will affect the graphene’s magnetization and will induce hysteretic features
in the signal. Such hysteresis is absent in the spin transport measurements of non-
magnetic graphene; therefore, it can indicate magnetic interactions. Besides that, the
spin-transport-based approach allows for direct inspection of magnetic interactions
at the nanoscale and within a framework directly related to spintronic applications.
In this thesis we use a nonlocal spin-valve technique as a diagnostic tool to iden-
tify various sources of spin scattering, including defects and hyperfine fields. By
analyzing spin transport in pristine and hydrogenated samples, we study the pres-
ence of magnetic ordering induced by defects. These observations are important for
understanding the origin of magnetism in graphene and its consequences for spin-
tronics.
Outline of this thesis
The first two chapters of this thesis are introductory and describe concepts that are
crucial for understanding the further content of this thesis. Out of all used experi-
mental techniques, we describe only those which are newly developed in the Physics
of Nanodevices group. The details of the standard nanofabrication techniques to-
gether with the specific recipes for the device fabrication can be easily found in
Ref. [37–39]. Chapters 3 to 7 are presented as they were published in different jour-
nals but with minor changes. This thesis omits the experiments performed in the
last phase of my PhD on spin pumping from ferromagnetic insulator Yttrium Iron
Garnet to graphene. The spin pumping effect describes the injection of spins from
ferromagnet to graphene caused by momentum relaxation of precessing magneti-
zation of the ferromagnet. The precession of magnetization is driven to resonance
by a microwave field. The proper interpretation of the experimental results requires
incorporation of electron, spin, heat and magnon transport effects. Our overview
on the role of these effects is insufficient to interpret the obtained data and such an
5analysis falls out of the scope of this thesis.
In summary:
• Chapter 1 describes the fundamental properties of graphene relevant for elec-
tronic transport. Here we also discuss two sources of magnetism in graph-
ene: point defects and proximity to the magnetic substrate. This thesis focuses
on identifying the presence of magnetic moments in graphene using the spin
transport measurements. Therefore, we first describe the spin transport theory
in non-magnetic graphene, and then extend the formalism to the case when
either localized magnetic moments from defects or nuclear spins are present.
We discuss how different magnetic interactions affect the spin-valve and Hanle
precession signal.
• Chapter 2 presents the experimental techniques employed to fabricate and char-
acterize graphene samples. Firstly, we describe the chemical vapor deposition,
which is a synthetic method of growing graphene. We also highlight the differ-
ences in growth mechanisms on Copper and Nickel substrate. Then we com-
pare two methods – PDMS-based and PMMA-based – of transferring graphene
from a metal foil to an arbitrary substrate. Finally, we present two optical char-
acterization methods: one based on relative optical contrast, e.g. optical mi-
croscopy, and the other based on phonon scattering, e.g. Raman spectroscopy.
• Chapter 3 focuses on the effect of spin confinement due to the finite device ge-
ometry on the spin-valve and Hanle signal. Such a confinement is important
when the spin relaxation length is comparable to the channel length – a typical
situation in exfoliated graphene devices. We explain how the finite device size
can be accounted analytically and identify the regimes of device lengths for
which the standard approach has to be extended.
• Chapter 4 presents the results of Ar/H2-plasma hydrogenation developed to
introduce hydrogen defects into graphene. The amount of induced defects
and the reversibility of the plasma treatment is analyzed using Raman spec-
troscopy. By linking the intensity of the defect band in the Raman spectrum
with the graphene electron mean free path, we establish the hydrogen cover-
age and the cross-section for charge scattering by a hydrogen adatom.
• Chapter 5 characterizes the surface of graphene and graphite after hydroge-
nation using scanning tunneling microscopy (STM). After hydrogenation the
topography images of both samples show the formation of hydrogen clus-
ters. The average local density of states is measured at different stages of hy-
drogenation/dehydrogenation process revealing opening and closing of the
bandgap in graphene. The formation of the bandgap is absent in graphene
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after Argon exposure, proving that the established hydrogenation technique
does not produce substantial lattice damage.
• Chapter 6 compares spin transport in graphene before and after hydrogenation.
The increase of spin relaxation time is carefully analyzed with the focus on
finding the typical fingerprints of magnetism.
• Chapter 7 presents the effect of hyperfine interactions in isotopically pure 13C-
graphene on spin transport. It reports several different measurement schemes
used to build-up and detect a coherent nuclear polarization. The hyperfine ef-
fect is also evaluated in a finite-element model of spin transport under oblique
angles. Both the measurements and simulations confirm the absence of hyper-
fine signatures in the spin signal at the experimentally achievable conditions.
• Chapter 8 summarizes the results of this thesis and discusses their implications.
It gives a brief outlook on new developments and remaining open questions in
the field of defect-induced magnetism in graphene.
• The Appendix in part A presents in detail the implementation of the finite-
element spin transport model with Hanle precession effect in COMSOL soft-
ware package. Part B gives details on the preparation of the PDMS stamp.
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1Chapter 1
Charge transport, spin transport, and
magnetism in graphene.
Abstract
In this chapter the fundamental properties of graphene relevant for charge and spin trans-
port are presented. Firstly, we analyze the graphene’s peculiar linear band structure and
show its relation to the density of states and the number of transport carriers. The latter
can be tuned by sweeping a gate voltage in a graphene field effect transistor, allowing
to switch between electron and hole transport. At large doping the transport in graph-
ene is unipolar, meaning that it uses only electrons or only holes as carriers. At low
doping, the broadening of states due to the finite temperature and potential fluctuations
across graphene results in coexistence of both types of carriers, causing the transport
to become bipolar. The initially non-magnetic graphene can obtain magnetic properties
in the presence of lattice defects, or through the proximity to a ferromagnetic substrate
like EuO. We summarize the important theoretical and experimental advances in iden-
tifying defect-induced magnetism and magnetic proximity in graphene. The choice of
graphene as a study material allows for increasing the surface area for embedding the de-
fects. However, the few-micron-size samples would produce too small signal for standard
magnetometry techniques like SQUID or VSM. For this reason we choose an alternative
approach that utilizes spin transport in nonlocal spin-valve devices on graphene. We
use the fact that magnetic defects introduce new spin scattering mechanisms in graphene
and give rise to new features in the spin transport signal. Before dealing with defective
graphene, we first give a general introduction to the spin transport in pristine graph-
ene. We explain the two-spin-channel model and the principles behind local and nonlocal
spin-valve measurements. Using the spin Bloch equation we describe the precession of
spins in a perpendicular magnetic field, the so-called Hanle effect. This effect is especially
useful for extraction of the spin relaxation time τs and the spin relaxation length λs, and
therefore it serves as a diagnostic tool for the sources of spin scattering. We describe the
two main spin scattering mechanisms present in pristine graphene. Then we explain how
the local magnetic moments from defects or from nuclear spins affect the line shape of
spin-valve and Hanle precession curves. We show that by analyzing the spin transport in
perpendicular and oblique external magnetic fields we can verify the presence of magnetic
interactions in graphene.
1
2 1. Charge transport, spin transport, and magnetism in graphene.
1.1 Fundamental properties of graphene
Graphene is an one-atom-thick planar sheet of graphite in which carbon atoms are
arranged in a honeycomb lattice. Each unit cell contains two atoms, which form two
interpenetrating triangular sublattices (labeled A and B in Fig. 1.1(a)). As a result,
the graphene lattice is called a bipartite lattice.
Each carbon atom is separated by about a ' 1.42 Å from its three neighbors and
shares with them s and px, py orbitals, forming three σ bonds of sp2 hybridization.
These σ bonds are responsible for the robustness of the lattice structure. The corre-
sponding σ bands in the energy band structure are completely filled and form deep
valence bands. The remaining non-hybridized pz orbital is oriented out of the lattice
plane and forms a pi bond with the parallel pz orbitals of the adjacent atoms. The
electrons in the corresponding pi band are delocalized, giving rise to a conjugated pi
electron system. Since each pz orbital has one electron, the pi band is half filled. The
pi bands are responsible for most of the peculiar electronic properties of graphene.
Below we summarize those which are the most relevant for electronic transport in
graphene. For more comprehensive reviews see [1–4] .
The electronic band structure of two-dimensional graphene was calculated first
in 1947 by Wallace [5] as a starting point on deriving the band structure of graphite.
It can be represented by two cones: the pi band, which is a valence band, and the
pi∗ band, which is a conduction band. These two cones touch at six points of the
Brillouin zone, see Fig. 1.1(b). At these points the density of states (DOS) vanishes.
These are also referred to as Dirac points or charge neutrality points (CNP) because
in pristine graphene the Fermi level, indicated as a plane in Fig. 1.1(b), crosses exactly
through them. The symmetry allows a reduction of the band structure formed by
these six apex points to two: K and K’, and the respective double cones are referred
to as the K and K’ valley.
Since the conduction and valence band touch at the Dirac points, graphene lacks
a bandgap and is often referred to as a zero-gap semiconductor (or a semi-metal). In
the electronic transport studies, only the low-energy states can be accessed. There
the bands have linear (conical) dependence on the momentum k, see Fig. 1.1(b).
In this range the energy dispersion is formally equivalent to the energy dispersion
of relativistic particles; therefore graphene electrons are also called massless Dirac
fermions [6]. The dispersion relation near theK points reads as:
E± = ±}vF |k −K|, (1.1)
where the Fermi velocity vF = 1.1× 106 m/s and } is the reduced Planck constant.
Unlike semiconducting 2D systems with a parabolic dispersion, the graphene
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(a) (b)
Figure 1.1: (a) Graphene honeycomb lattice. Different colors mark carbon atoms belonging
to different sublattices: A and B. The unit cell is marked in gray and contains two
atoms. (b) The energy dispersion of the pi and pi∗ bands in graphene. The bands are
touching in the plane of E(kx, ky) = 0, at the so-called Dirac points. Out of these
six points two are non-equivalent: K and K′. They are labeled in yellow and
white respectively. The zoom into one of the double cones illustrates the linear
shape of the band structure at low energies.
where gs = 2 and gv = 2 represent the spin and valley degeneracy. The number
of carriers n at the Fermi level EF can be calculated by integrating ν(E) weighted
by the Fermi-Dirac distribution fFD(E) from the Dirac point to EF . The Fermi-Dirac
distribution for electrons is feFD(E) = (1 + exp(
E−EF
kBT
))−1 and for holes is fhFD(E) =
1 − feFD(E) = (1 + exp(EF−EkBT ))−1, where kB is the Boltzmann constant and T is the










By shifting the Fermi level across the Dirac point, one can change the type of trans-
port carriers from electrons to holes. The change in the number of available carriers
n directly affects graphene resistivity ρ = (neµ)−1, where µ is the carrier mobility.
In pristine graphene mobility is the same for electrons and for holes. Away from
the Dirac point, the resistivity ρ decreases inversely with n, while at the Dirac point
it is at its maximum. This can be easily demonstrated using an electrical gating of
graphene in a field effect transistor, as described in Sec. 1.1.2.
1.1.1 Broadening of the density of states
In ideal graphene the states vanish at E = 0 and therefore, when the Fermi level is
at the Dirac point, there are no carriers at zero temperature, see Fig. 1.2(a). However,
1
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in real samples there are several mechanisms which mask the zero-density intrinsic
nature of graphene. Firstly, at any finite temperature there are thermal fluctuations,
which create electron-hole excitations. These result in a finite carrier concentration,
even for a Fermi level lying exactly at the Dirac point. For example, integrating
Eq. 1.3 at room temperature, where kBT ' 26 meV, results in ne = nh = pi(kBT )
2
6(~vF )2 '
8.2×1010cm−2 forEF = 0, where ne and nh are concentrations of electrons and holes
respectively.
Another source of self-doping in graphene is related to the presence of impuri-
ties, point defects, vacancies or edges. Such defects create a strong Coulomb poten-
tial and pin locally the electron density. Graphene is also sensitive to doping from
the environment through charge transferring adsorbates [7–9] or through the sub-
strate [10]. All of these effects locally shift the position of the Fermi level and cause
inhomogeneous p- and n-doping or electron-hole puddles [11–13].
(a)



























































Figure 1.2: Carrier concentration as a function of the Fermi energy: (a) in ideal graphene at
zero temperature and (b) in graphene at room temperature with the DOS broad-
ened by the Gaussian distribution, with σ˜ = 65 meV. In ideal graphene the electron
(blue) and hole (red) doping do not coexist and there are no carriers at the Dirac
point [ne(0) = 0, nh(0) = 0]. In real graphene the electron and hole doping is finite
at the Dirac point and both carriers coexist at low energies [ne(0) > 0, nh(0) > 0].
These doping effects can be heuristically included by multiplying ν(E) by the
Gaussian distribution g(E) = 1√
2piσ˜
exp(− E22σ˜2 ), where the standard deviation σ˜ quan-
tifies the level of the broadening of states. The broadened density of states ν∗(E) [14]
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The example of the broadening effect on carrier distribution is presented in Fig. 1.2(b).
From the above we can see that at room temperature neither the ideal graphene nor
real graphene, with the broadened density of states, is a purely one-type carrier sys-
tem. Even when the Fermi level lies exactly at the Dirac point, both types of carriers
are present. This has important consequences for electronic transport and is dis-
cussed in Sec. 1.1.2.
Diffusion
The charge diffusion constant Dc is another property, next to the carrier concen-
tration, which depends on the DOS and its broadening. Normally Dc is calcu-
lated from the conductivity σ, where σ = (ρ)−1, using the Einstein relation σ =
e2ν(E)Dc. Ignoring any broadening or temperature effects and using the fact that












In this formula Dc is diverging at the charge neutrality point because ν(0) = 0 in the
denominator. However, in Eq. 1.9 we combine the ideal DOS ν with the experimental
ρ, the latter being affected by thermal fluctuations, inhomogeneities of the electric
potential (electron-hole puddles) and external dopants/impurities. The maximum
of ρ corresponds not to the case where ne = 0 and nh = 0, but to the case where
the number of electrons and holes compensate each other, ne = nh. To obtain a
realistic Dc in Eq. 1.9, one substitutes ν with the broadened DOS ν∗ from Eq. 1.6.
Another difficulty arises from the fact that ν∗ is expressed in terms of energy, while ρ
is expressed in terms of the gate-induced carrier charge concentration ngate = nh−ne,
where the ’−’ sign arises from the negative charge of an electron. In the case of
ideal graphene at zero temperature, there exists only one type of carrier at any EF .
Therefore, ngate = n for either electrons or holes and, by using Eq. 1.4, we can directly
1
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calculate the position of the Fermi level from ngate. When the DOS is broadened,
electrons coexist with holes around the Dirac point, and translating ngate to the Fermi
energy requires the determination of ne and nh separately. For this we can use the
reverse approach. We first calculate ne and nh as a function of EF from the Eq. 1.7
and 1.8 for a particular σ˜. σ˜ can be extracted from fitting experimental values of ρ to
the theoretical function ρ = ρ(σ˜) using Eq. 1.15, see Sec. 1.1.2. Alternatively, σ˜ can
be obtained from the best fit of the charge diffusion Dc to the spin diffusion Ds, see
Sec. 6.6.3 and Ref. [14].
Mean free path of electrons
An important material property for electronic transport is the electron mean free
path lmfp, which describes the average distance an electron travels between the two
consecutive scattering events. In graphene lmfp is very high, typically of the order
of hundred nanometers in clean samples. This is because the scattering of electrons
by acoustic phonons is relatively weak whereas the optical phonons have very high
frequency (∼1600 cm−1) so that their contribution to scattering becomes important
only at high applied electric fields [15, 16]. The weak influence of phonons on graph-
ene transport is also reflected by the weak increase of the carrier mobility between
room and liquid helium temperatures [17, 18]. Although in ultra pure graphene de-
vices it is possible to enter a ballistic transport regime [19, 20], for typical samples
on a SiO2 substrate, carriers undergo many elastic and inelastic collisions and the
transport becomes diffusive. The scattering mean free path lmfp in two-dimensional





where one has to either use the ideal or realistic Dc from Eq. 1.9.
It is important to note that the equations derived with the ideal DOS can be con-
fidently used in the large doping regime, the so-called metallic regime, where the
contribution to n from the opposite transport carriers, residual charges and thermal
fluctuations is negligible comparing with the number of the majority carriers.
1.1.2 Field effect in graphene
A graphene field effect transistor (FET) is a device in which graphene is placed on
top of an insulator like SiO2, with a back gate below, for example doped silicon
substrate. Like in the case of a parallel plate capacitor, Vg induces the surface charge
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where 0 is the permittivity of free space, 0 ' 8.854 × 10−12 F/m, r = 3.9 is the
relative permittivity of SiO2, t is the thickness of SiO2 layer and e is the electron
charge. After substituting these values we find αg ' 7.2× 1010 cm−2V−1 for 300 nm
thick SiO2 and αg ' 4.32 × 1010 cm−2V−1 for 500 nm SiO2. Application of a gate
voltage Vg induces a mirror charge in graphene, shifting its n and EF . The induced
charge ngate adds up to the intrinsic doping of graphene. The intrinsic doping can
be extracted from the Dirac point VD, also referred as charge neutrality point (CNP),
which is the voltage for which ρ is at its maximum. The carrier concentration in
graphene obeys:
ngate = αg(VD − Vg), (1.12)
where ngate > 0 (ngate < 0) corresponds to hole (electron) doping. The ρ of graphene
is calculated from its resistance R normalized by the square area ρ = R/, where
 = L/W is the ratio between length L and width W of the graphene conducting
channel.
1.1.3 Bipolar transport at charge neutrality point
In ideal graphene the transport is carried always by one type of carriers, either elec-















where n represents either electrons (when Vg > VD) or holes (when Vg > VD) and B
is the perpendicular magnetic field. ρxx and ρxy can be measured simultaneously in
a device having the Hall bar geometry, see Fig. 1.3(a). The longitudinal resistivity ρxx
is simply referred to as ρ in the devices where contacts are placed across the strip-like
graphene channel.
In real graphene the broadening of the DOS results in a coexistence of electrons
and holes around the Dirac point, see Fig. 1.2(b). Therefore, the transport at the Dirac
point should be treated as bipolar [21–23] and Eq. 1.13 has to be replaced by:
ρˆ =
1 + (µB)2
eµ[(nh + ne)2 + (µB)2(nh − ne)2]
(
nh + ne −Bµ(nh − ne)
Bµ(nh − ne) nh + ne
)
, (1.14)
where ne is the number of electrons, nh the number of holes. We use the fact that
both electrons and holes have the same mobility, µe = µh = µ. The longitudinal




















8 1. Charge transport, spin transport, and magnetism in graphene.
From Eq. 1.14 we see that for a large doping (ne  nh or nh  ne), the simplified
unipolar formula from Eq. 1.13 is recovered.
The presence of a residual doping at CNP can be represented by the standard de-
viation σ˜ in the broadened DOS ν∗(E) of Eq. 1.7 and 1.8. σ˜ determined from experi-
ments in graphene devices on SiO2 at room temperature is typically 60−90 meV [14].
The line shapes of ρxx and ρxy from Eq. 1.15 and 1.16 as a function of gate voltage and
charge doping for σ˜ = 65 meV and µ = 5000 cm2/Vs are presented on Fig. 1.3(b). In
(a) (b)

































Figure 1.3: (a) An FET graphene device in a Hall bar geometry. The scheme illustrates how
Rxx and Rxy are measured. From them we get ρxx = Rxx/ and ρxy = Rxy .
(b) Longitudinal, ρxx, and transversal, ρxy , resistivity of graphene as a function
of gate voltage Vg relative to the Dirac point VD . The carrier concentration is cal-
culated for 300 nm of SiO2. ρxy is obtained at the perpendicular magnetic field
B = 0.5 T.
graphene on SiO2 the maximum of ρ as a function of Vg reaches 4− 5 kΩ and is very
broad. Much higher peaks and narrower resistivity line shapes are obtained for sus-
pended graphene [19, 20, 24, 25] or graphene on boron nitride BN [26, 27], where the
broadening effects are weaker. The broadening of ρ is correlated with the graphene
quality and carrier mobility µ though the relation µ = (neρ)−1. In exfoliated graph-
ene on SiO2, mobility is around a few 1000 cm2/Vs, while for suspended graphene
or graphene on BN it can exceed 100 000 cm2/Vs [20, 24–27].
1.2 Evidence of magnetism in graphite and graphene
Pure carbon allotropes are diamagnetic due to the absence of unpaired electrons in
the electronic orbitals of C atom [28, 29]. However, several experimental groups
reported ferromagnetic signals of various strength in defective graphite/graphene,
1
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obtained by irradiation [30–39] or chemical modification [40–49], even at room tem-
perature. The reported measurements are mainly performed on macroscopic sam-
ples using standard magnetometry tools like vibrating sample magnetometer (VSM)
or superconducting quantum interference device (SQUID), see Fig. 1.4.
(a) (b)
Figure 1.4: Hysteresis loops (magnetic moment versus external applied field) measured with
SQUID at 300 K for the virgin (red) and proton-irradiated (black) HOPG samples.
The linear diamagnetic background is subtracted. (b) The zoom of the low-field
region of the hysteresis loop, demonstrating finite magnetic remanence and coer-
civity in the samples. Adapted from [50].
Also other techniques are explored including X-ray magnetic circular dichro-
ism (XMCD) [50, 51] or magnetic force microscopy (MFM) [36, 48, 52]. For exam-
ple, using XMCD it was confirmed that the magnetic order is restricted to the top
≈ 10 nm of the irradiated sample, where the penetrating protons created most of
the defects[50]. Nevertheless, many of such experiments are treated with skepti-
cism because often the ferromagnetic signals measured were weak and could origin
from magnetic-metal contamination. Sometimes paramagnetic behavior is detected
instead [53–55].
1.2.1 Defect-induced magnetism
Following the Mermin-Wagner theorem, ferromagnetic order cannot exist at any fi-
nite temperature in one- and two-dimensional isotropic systems [56], to which ideal
graphene belongs. However, the magnetic order in graphene could be stabilized by
breaking its symmetry and inducing intrinsic anisotropy. Such stabilizing role can be
played by electronically coupled substrate (for example buffer layer in SiC) or by de-
fects. A defect, in a form of vacancy or chemisorbed atom, creates a strong impurity
potential at sublattice A and induces a zero-energy state in the complementary sub-
lattice (B), introducing the necessary anisotropy [57]. Among the relevant defects are
1
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chemisorbed non-magnetic atoms and complexes like H, O, F, -CN, -OH [58–65], sin-
gle vacancies and edges/boundaries [66–68]. Spin polarized density functional cal-
culations SP-DFT show that various types of point defects produce spin-dependent
quasi-localized states close to the Fermi level, which are asymmetric in the density
of states, see Fig. 1.5(a). Formation of these states is accompanied by a short-range
antiferromagnetic (AF) (more precisely, ferrimagnetic) electron spin ordering with a
finite net magnetic moment of about one Bohr magneton ∼ 1µB [60, 69].
Although a single point defect in graphene produces relatively large magnetic
moment, the increase of the number of defects does not directly buildup the ferro-
magnetic ordering. The net magnetic moment M due to the defects depends on the
density of defects and their relative distribution between A and B sublattices [69–
71]. For example, when two H adatoms occupy the same graphene sublattice like in
the meta configuration, the ferromagnetic ordering is favorable, however when they
occupy different sublattices like in the ortho or para configuration, then they couple
antiferromagnetically and their magnetic contributions cancel out, see Fig. 1.5(b). In
Fig. 1.5(b) one can see the example of complex spin texture related to the random
distribution of defects in both sublattices. M can be estimated using a simple for-
mula: M = µB |NdA − NdB |, where NdA and NdB are the numbers of defects in the
A and B sublattice respectively [57]. A proposal of enhancing M by introducing
adatoms only into one sublattice meets several obstacles. For example, in the case
of the H adatoms, the chemisorption of the second H to the same sublattice - a meta
configuration - is energetically least stable [53, 72] and the predicted ferromagnetic
ordering [73] is suppressed by regrouping of H dimers into more stable ortho and
para configurations [74].
Irradiated or chemically treated graphene/graphite samples consist of individual
defects and defect clusters, randomly distributed across the lattice. Depending on
the particular configuration of the defects, these samples might exhibit a small, par-
tially compensated magnetization associated with the imbalance in the occupancy of
different sublattices. However, the random nature of the defect distribution poses a
challenge in reproducing the ferromagnetic characteristics [75], and in many experi-
ments the paramagnetic nature of these defects dominates [54, 76].
1.2.2 Magnetic proximity effect
Another approach to induce ferromagnetic ordering into graphene can be realized
by placing a ferromagnet in its close proximity. The exchange splitting is partially
transferred from the ferromagnet to an adjacent non-magnetic material through the
contact interface [77–80]. Although the magnetic proximity can be exerted by mag-
netic conductors [77, 81] as well as insulators [82], a metallic substrate naturally
short-circuits the graphene layer, limiting its functionality in charge/spin transport
devices. Therefore, for inducing proximity effects to graphene, ferromagnetic insula-
1
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(a)
(b)
Figure 1.5: (a) Comparison between two typical graphene defects: a chemisorbed hydrogen
(upper) and vacancy (lower). From left to right: geometrical structure, projection
of the spin density on the graphene plane and the spin-resolved DOS. A dashed
curve shows the DOS of ideal graphene as a reference. The Fermi level lies at E =
0. Exchange-split peaks, which correspond to quasi-localized (QL) and dangling-
bond (DB) states, are labeled. (b) On the left: configuration of hydrogen atoms
for three types of dimers: para, meta and ortho. On the right: an average magnetic
moment per triangular unit of graphene lattice for defects randomly distributed in
sublattice A (H) and in sublattice B (N). Adapted from [57, 60].
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tors are of special interest, as they can preserve gate tunability and lateral transport in
graphene. However, such insulators are scarce and usually have a low Curie temper-
ature TC . For example, TC(EuO) = 69 K [83], TC(YTiO3) = 29 K [84], TC(BiMnO3) =
105 K [85]. Yttrium Iron Garnet Y3Fe5O12 (YIG) being a strong insulator with the
energy gap of about 2.9 eV and Néel temperature TN (YIG) = 550 K (TN is the equiv-
alent of a Curie temperature in ferrimagnets) is exceptional [86–88]. These prop-
erties make YIG a good candidate for the experimentation on proximity effect in
graphene. On the other hand, a computational analysis of such a hybrid system
is challenging because YIG has a large unit cell (containing 20 atoms and having a
height of c ∼12.38 Å[89].
A qualitative understanding of the magnetic proximity effect, however, can be
obtained from SP-DFT calculations of graphene on another magnetic insulator: EuO
[76]. Interactions between pi orbital electrons of graphene and 4f orbital electrons
of Eu lead to: (1) the shift of the Dirac point by about 1.5 eV down in energy into a
valence band of EuO; (2) exchange splitting of graphene bands with spin polariza-
tion p = (n↓ − n↑)/(n↓ + n↑), reaching 24% at the Fermi level; and (3) developing a
spin polarized bandgap for spin up ∆↑=143 meV and for spin down ∆↓=98 meV, see
Fig. 1.6. The EuO influence on the graphene band structure reduces with increas-
ing the distance between the graphene layer and the substrate; the band structure
of pristine graphene is recovered when the distance between Eu and C atoms ex-
ceeds 8 Å. A similar decrease of the proximity effect is expected to happen for a
non-uniform interface, poor graphene adhesion, or in the presence of contaminants
between EuO and graphene. Recently, a stoichiometric EuO layer was successfully
deposited on graphene [90]. However, the verification of ferromagnetic proximity in
spin transport measurements still awaits experimentation.
1.3 Theory of spin transport in a diffusive system
While the electric effects are best investigated by charge transport measurements, the
potential magnetic properties of graphene are best observed by spin transport mea-
surements. Below we briefly summarize the crucial elements for understanding spin
transport, namely spin injection, spin detection and spin transmission. This descrip-
tion applies to any non-magnetic diffusive system, including graphene. There are
also charge transport methods that can probe the magnetism of defects in graphene
in an indirect way. These include measurements of the Kondo effect [91], anisotropic
magnetoresistance [44] and weak localization/antilocalization effects [92]. They are,
however, omitted in this thesis.
In a ferromagnet (FM), unlike in a normal metal, there is an imbalance in the
number of states for spin up ν↑(E) and spin down ν↓(E) at the Fermi level due
to the strong exchange interactions between the spins, see Fig. 1.7(a). From the Ein-
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Figure 1.6: (a) A side view and top view of atomic structure of EuO substrate with graphene
on top. (b) The spin up and spin down density of states of pz orbitals in graphene
on EuO as a function of energy. The polarization at the Fermi level is 24%. (c) Band
structure of graphene-EuO hybrid. Green (blue) and black (red) represent spin up
and spin down bands of EuO (graphene) respectively. Inset zooms at the Dirac
cone, revealing a formation of the spin-dependent bandgap in graphene. Adapted
from [76].
1
14 1. Charge transport, spin transport, and magnetism in graphene.
stein relation we can calculate the conductivity corresponding to each spin direction:





where the total conductivity σ = σ↑+σ↓. In the non-magnetic material (NM) ν↑ = ν↓,
see 1.7(b), and D↑ = D↓, hence σ↑ = σ↓ = σ/2. Typically, in bulk ferromagnets
the polarization at the Fermi level is about 40% [95]. When the spin-flip scattering
is weak, which is the case for metals, the spin up and spin down electrons do not
mix over long distances. Then the electrical conduction occurs in parallel for each
spin direction [96–99]. In this case we can describe the transport for two separated
channels, analogously to a circuit with two parallel resistors of resistances 1/σ↑ and
1/σ↓. For this reason it is called the two-spin-channel resistor model.
When two FMs are connected in series through a thin normal metal spacer, their
resistance is low when their magnetizations are parallel (↑↑) and is high when an-
tiparallel (↑↓), see Fig. 1.8(a). This is a basic principle of the giant magnetoresistive
(GMR) effect [100, 101]. By using two FMs with different coercive fields, we can sep-
arately switch their magnetization by sweeping external magnetic field from ↑↑ to ↑↓
and then to ↓↓. The two terminal resistance switches accordingly, from low to high
and again to low value, as if it was a valve for spin polarized electrons. This is called
a spin-valve effect, see Fig. 1.8(b).
Placing a non-magnetic material between two FMs into a FM/NM/FM structure
(a)

















































Figure 1.7: Calculations of the spin polarized DOS for (a) Cobalt and (b) Copper. The dashed
line indicates the position of the Fermi level. For Co the spin up and spin down
densities are similar, but shifted with respect to each other by about 1 eV. Adapted
from [93, 94].
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gives the possibility to investigate spin transport and spin scattering in the non-
magnetic layer. This way one can determine how well the non-magnetic channel
preserves spins – a desired property for spin transmitters. In commercial applica-
tions vertical device structures, with an injector below and a detector above the non-
magnetic layer, dominate over lateral ones, where the injector is placed next to the
detector, both of which are on top of the non-magnetic channel. This is because in
the vertical configuration the length of the channel can be very short, thus reduc-
ing the spin scattering across the channel and increasing the switching amplitude.
However, the lateral geometry allows for fabrication of several detectors (terminals)
across the non-magnetic channel, and therefore it offers more flexibility in probing
the spin accumulation, spin scattering and spin diffusion in the channel. Not sur-
prisingly, the lateral device structures are often used in fundamental studies, where
the large signal amplitude is not critical.
A more sophisticated alternative to the local measurement of the spin-valve ef-
fect in lateral geometry is its nonlocal version, in which the current loop is separated
from the detection circuit, see Fig. 1.9(a). This method was pioneered by Johnson et
al. [102, 103] and revived by Jedema et al. [104, 105], who applied it to the meso-
scopic systems. The key property utilized in the nonlocal spin-valve transport is the
spin diffusion. Unlike the net electronic charge, which flows only along the applied
electric field, the diffusion causes the injected spins to distribute in all device direc-
tions. This allows for decoupling of the electron current from the spin current, and





Figure 1.8: (a) Circuit schemes of the two-spin-channel resistor model representing the two
FM layers with parallel and antiparallel magnetization alignment. The parallel
case has much lower resistance than the antiparallel. (b) Scheme of the spin-valve
measurement. The relative magnetization of the layers changes upon sweeping
of the magnetic field. These changes are accompanied by changes in the device
resistance.
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or spin Hall effects. The nonlocal spin-valve transport is a central technique for this
thesis; therefore, it is explained in details in the next sections.
1.3.1 Spin accumulation and spin diffusion
Spin transport through a non-magnetic material can be successfully modeled in a
framework of two spin channels by introducing the spin electrochemical potential
µ↑ and µ↓ for each of the channel [106]. When electrons are sent from the FM into
the NM, the spin imbalance of the FM is transferred to NM, creating there a spin
accumulation µs = (µ↑ − µ↓)/2. As there is no spin imbalance in the intrinsic NM,
the accumulated spins diffuse away from the injection point d = 0 into the bulk,
where µs = 0. During diffusion spins lose their spin orientation in a process called
spin relaxation (also referred as spin dephasing). The steady state can be described
by the spin diffusion equation:
dµs
dt
= Ds∇2µs − µs
τs
= 0, (1.18)
where Ds is the spin diffusion constant and τs is the spin relaxation time. The spin
relaxation length is λs =
√
Dsτs. Eq. 1.18 describes a general case where both real
and spin space are three-dimensional. However, in thin conductors like graphene
or few layer graphite, we can ignore the transport in the direction normal to the
conductors plane, reducing the transport description to two dimensions. Further,
for devices where contacts cover the whole width of the non-magnetic strip, the spin
profile is uniform along the contact and the real space description can be further
reduced to one dimension. The solution of the one-dimensional case of Eq. 1.18
is µs(d) = µ0sexp(−d/λs). It describes the exponential decrease of µs with the
distance d from the point injector. In spin space every spin projection x, y and z in
Eq. 1.18 experiences the same exponential decay. However, in spin-valve devices we
use elongated FM electrodes, asserting that the injected spins are oriented in-plane,
following the magnetization direction of the FM injector. As the FM injector supplies
spins only in the y direction: µ0s = (0, µ
0
s,y, 0), then we can simplify µ0s to a scalar,
µ0s = µ
0
s,y . The index y is skipped till the end of this section.
The injection of the spin polarized current I results in a build-up of the spin chem-
ical potential µ0s = ePiIρλs/2W , where e is the electron charge, ρ is the resistivity of
the channel and W its width. The factor of 2 in the denominator comes from the
fact that in lateral devices the injected spins diffuse in both directions of the channel,
see Fig. 1.9(a). Pi represents the polarization of the injector, which is different than
that of the bulk FM material due to the quality of the interface and the conductiv-
ity mismatch, even when a tunnel barrier is applied [107–109]. The same reduction
happens to the polarization of the ferromagnetic detector Pd.
The detected nonlocal voltage Vnl = Pdµs(L)/e − P ′dµs(L′)/e is the difference
between the electrochemical potential of the ferromagnetic detector at distance L
1
1.3. Theory of spin transport in a diffusive system 17
and the outer reference contact at the distance L′. In nonlocal spin-valve measure-
ments, similar to its local version, we observe the switching of the spin resistance
Rnl = Vnl/I when changing the in-plane magnetic field oriented along the FM con-
tact. When L′  λs or when the outer contact is non-magnetic (P ′d = 0), the reference
potential is zero and Vnl = Pdµs(L)/e, see Fig. 1.9(a). In that case, there are two resis-
tance levels in the spin-valve measurement: one corresponding to parallel, and one




where ’+’ holds for ↑↑ and ’−’ for ↑↓ relative magnetization alignment, see Fig. 1.9(b).
In practice, we first set a large in-plane magnetic field to align the magnetization of
all ferromagnetic contacts into parallel orientation. Then we reduce the field to zero
and slowly increase the field opposite to contact magnetization. The wider contacts
have lower coercive field and switch their magnetization at a lower value of the
magnetic field. In this way we achieve an antiparallel configuration. Increasing
the opposite field further will switch another contact, and we obtain the parallel
configuration again. The absence of the charge current strongly reduces the signal
offset, compare Fig. 1.9(b) with Fig. 1.8(b).






Figure 1.9: (a) Scheme of injection/detection circuit in the nonlocal spin-valve measurement
and the corresponding spin electrochemical potential across the graphene chan-
nel. The potential decays exponentially from the injector. Two inner electrodes are
magnetic, two outer are non-magnetic, hence the reference voltage is zero (black
dot). Depending on the magnetization direction, the detector measures either a
positive voltage: the case of parallel alignment (blue dot), or negative voltage: the
antiparallel case (red dot). (b) The switching of resistance upon changes in relative
contact magnetizations. A red curve shows a trace and a blue shows a retrace of
the magnetic field sweep.
1
18 1. Charge transport, spin transport, and magnetism in graphene.
rent drain and the second detector, are magnetic because then the reference voltage
is non-zero. In such cases Rnl can display up to four different switching levels [109–
111].
By placing the contacts at different distances from the injector, we can fit the sig-
nal amplitudeRnl to the exponential function in Eq. 1.19 and determine λs. However,
the amplitude ofRnl is sensitive to the polarization of the contacts involved. Because
of comparing signals measured by different contacts, there is substantial scattering
of the data and a large fitting error. In the next section we present an alternative
method based on the Hanle precession effect from which Ds and τs can be indepen-
dently determined and then substituted to λs =
√
Dsτs. Such a calculation of λs is
more accurate as we avoid comparing the signals between many different contacts.
1.3.2 Spin precession
If the external magnetic field B is non-collinear with the spin orientation, the spins
start to precess. This effect is called Hanle precession. The Eq. 1.18 gets an additional
precession term, ωL × µs, and reads:
DS∇2µs − µs
τs
+ ωL × µs = 0, (1.20)
where ωL = gµBB~ is the Larmor frequency, g = 2 is the gyromagnetic factor of the
spin carrier and µB is the electron Bohr magneton. This equation is also known as
the spin Bloch equation. Importantly, the cross product with B requires to treat the
spin accumulation as a vector µs = (µs,x, µs,y, µs,z).
First, we analyze the most common case when the field is perpendicular to the
device plane B = (0, 0, B) and ωL = gµBB~ is a scalar. Writing Eq. 1.20 explicitly
yields:
Ds 52 µx − ωLµy − µx
τs
= 0, (1.21)
Ds 52 µy + ωLµx − µy
τs
= 0, (1.22)
Ds 52 µz − µz
τs
= 0. (1.23)
As the cross product does not affect the µs,z component and the injected spins are
aligned in the y direction, we can consider µs only in two dimensions: µs = (µs,x,
µs,y). To solve Eq. 1.20 one sets the boundary condition of an infinite channel so that
µs → 0 for d → ∞, where d is the distance from the point injector. This condition
is practically fulfilled for d > 5λs, due to the fast exponential decay of the spin
accumulation with d. The ferromagnetic detector, which is sensitive to the projection
of the spin accumulation on its own magnetization direction y, detects the signal
modulated by precession.
1
1.3. Theory of spin transport in a diffusive system 19






















. The nonlocal spin resistance measured at the distance L,
referred also as a Hanle signal, is:
Rnl(B,L) = ±PiPd ρ λs
2Wµ0s,y
µs,y(B,L), (1.25)
where + refers to ↑↑ and − to ↑↓ alignment of injector/detector magnetizations.
The Eq. 1.24, although very useful as a fitting function, has a quite cumbersome
form. A much deeper insight into spin dynamics gives its integral version; therefore,
we briefly present it below. Both solutions are equivalent in the diffusive regime.
When a spin passes straight through the NM channel without scattering or relax-
ation, thenBz rotates its direction like∼ cos (ωLt), where t is the time the spin travels
before it reaches a detector at the distance L, see Fig. 1.10(a). In diffusive transport,
the time t for each spin is different due to the difference in scattering it undergoes.









see Fig. 1.10(b). In addition, during the diffusion through the channel, spins also
undergo relaxation. The probability that after time t they still maintain their initial
spin orientation is: ℘τ = exp(−t/τs). When including the precession term, then
at a finite magnetic field the signal displays oscillations, which decay with t, see








℘τ℘D cos (ωLt) dt, (1.27)
where the prefactor 2
√
Ds/τS arises from the constrain µs,y(B = 0, L = 0) = µ0s,y .





℘Dexp(−t/τs) cos (ωLt) dt. (1.28)
where again + refers to ↑↑ and− to ↑↓ configuration. The line shape of a Hanle curve
strongly depends on the spin coefficients Ds and τs but also on the injector/detector
distance L, see examples in Fig. 1.10(d). Typically, for the same Ds and τs, the width
of the Hanle peak narrows down with the increasing L and shoulder-like dips, sym-
metric around the magnetic field, develop. Similar peak narrowing happens when
τs increases or when Ds decreases [109].
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Hanle precession is a very reliable tool to determine spin properties in non-
magnetic materials provided that highly resistive tunneling contacts are used, and
the distance between injector/detector and channel ends is long comparing to λs.
The tunneling contacts limit the spin dephasing of the spin accumulation underneath
the contact and circumvent the conductivity mismatch. The conductivity mismatch
affects not only the amplitude of the Hanle signal but also its line shape, resulting
in an underestimation of the extracted τs [113]. The device geometry, especially the
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Figure 1.10: (a) Scheme of spin precession in a nonlocal spin-valve measurement. In this figure
the perpendicular field B rotates the spins by 180o on the distance L, as if the in-
jector was antiparallel to the detector. Therefore, the detected voltage is negative.
(b) Distribution of spins with different arrival times t to the detector at distance
L = λs, expressed in units of 2
√
Ds/τs. ℘D describes the spin distribution for
diffusive transport and ℘D℘τs for diffusive transport with relaxation. (c) Mod-
ulation of the spin distribution at L = λs over time for different B, expressed
in units of 2
√
Ds/τs. (d) Various line shapes of the Hanle effect for different L,
τs = 400 ps and Ds = 0.04 m2/s. The arrow indicates the narrowing of curves
and the formation of a shoulder-like dip with increasing L.
1
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plays a role. As it is discussed in Ch. 3 the short channel length causes spin confine-
ment, and it leads to the overestimation of the extracted τs [114].
1.4 Spin relaxation mechanisms in graphene
Graphene has three important properties which make it a promising material for
spin transmission. It has a low atomic number, which makes its spin-orbit interac-
tions weak; a low abundance of the 13C isotope, which makes the hyperfine inter-
actions negligible; and a large electronic mobility, which makes it a good conductor
of spin carriers. The first demonstration of spin transport in graphene revealed un-
usually long λs ' 2 µm and τs ' 150 ps at room temperature [115]. However, the
theoretical estimations for λs of hundreds of micron and τs of micro-seconds [116] are
much higher then the experimental findings [117–119], posing a question on relevant
spin relaxation mechanisms. Whereas any scattering event can perturb an orbital
state, changing the spin angular momentum requires a magnetic torque. First, we
describe the origin of such torque and its consequences on spin transport in pristine
graphene. Then we extend the spin transport formalism to account for fluctuating
paramagnetic moments from defects and hyperfine fields from 13C isotopes.
1.4.1 Elliott-Yafet scattering
Elliott [120] and Yafet [121] independently found that conduction electron spins can
relax via ordinary momentum scattering by impurities, lattice defects and phonons.
The origin of this effect is relativistic. During the scattering event the electron’s tra-
jectory gets perturbed in a periodic crystal potential. In the electron’s frame of refer-
ence, this perturbation is seen as a change in a magnetic field, thus it exerts a torque
on the electron’s spin. Each momentum scattering has a certain probability to flip the
spin from ↑ to ↓. Typically, an electron has to undergo 105 scattering events before
a spin flip occurs. The Elliott-Yafet (EY) scattering is dominant in materials of large
spin-orbit (SO) coupling like metals.
In graphene the intrinsic SO coupling is very weak, ∆int ' 0.8 µeV, due to the
poor overlap between the σ and pi orbitals, which makes a spin-flip event a second
order effect [122]. Ripples and finite curvature of graphene membrane can enhance
SO coupling to ∆curv ' 20 µeV, which is still 2 orders of magnitude too small to
be measurable [123]. However, the presence of sp3 impurity changes the orbital
hybridization and significantly increases the SO coupling, up to ∆sp3 ' 7 meV [124,
125]. This increase of the SO coupling was also confirmed experimentally [126].
As in the EY mechanism the probability of the spin-flip increases with the number






and Dc is charge diffusion constant from Eq. 1.9. In graphene
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where ∆EY represents the effective SO coupling for the EY scattering [127, 128]. The
above dependence implies that the higher the crystal quality the higher the result-
ing τs. This is encouraging because it implies that the improvement of the sample
quality should lead to the increase of τs. However, a purely EY scattering mecha-
nism cannot explain the linear scaling between momentum and spin relaxation time
in graphene [14], nor the relatively low τs in the high mobility samples: suspended
graphene [118] and graphene on BN [119]. These results point to the coexistence of
the EY mechanism with other relaxation mechanisms [123].
1.4.2 D’yakonov-Perel scattering
Another candidate for spin relaxation in graphene is the D’yakonov-Perel (DP) mech-
anism. While the EY mechanism causes dephasing at the scattering event, the DP de-
phases spins during the time between the scatterings. Between the scattering events
the Rashba SO coupling [128, 129], which arises from the in-plane electric field, acts
as an effective perpendicular magnetic field and causes the spin to precess. The
elastic scatterings change the electron momentum and the associated magnetic field,
randomizing precession axes and precession frequencies. In the DP mechanism the
spin flip occurs when the electron travels far enough that the SO field manages to






where ∆DP is the effective SO coupling for the DP process. In the DP scattering τs is
inversely proportional to τp, and its contribution increases with crystal quality [128].
The recent spin transport experiments in high mobility samples suggest the co-
existence of both DP and EY scattering mechanisms, but their actual strength vary
from sample to sample. For graphene on BN, the reported ∆DP ranges between 50
and 100 µeV whereas ∆EY ranges between 1 and 2 meV [119].
1.4.3 Spin scattering by magnetic defects
While the spin scattering due to the EY and DP mechanisms do not depend on the
magnetic field, the scattering by the magnetic defects does. Observations of the
changes of spin-valve signal as a function of in-plane as well as out-of-plane (also
oblique) magnetic field can provide information on the internal magnetic fields cre-
ated by such defects. When spins diffuse through the lattice, they experience varying
1
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magnetic moments from defects occupying the A and B sublattices. In the local frame
of the electron, the effect of these moments can be described by a time-dependent,
randomly fluctuating magnetic field. One should note that the quantum mechanical
nature of such interactions means that the field experienced by the electron is dif-
ferent from the actual field produced by the defect and its strength depends on the
efficiency of the electron-defect exchange interactions. Below we present the key el-
ements of the theoretical description of spin transport in the presence of fluctuating
magnetic fields [130]. Then we apply the presented model to the case of paramag-
netic defects.
An external field considered here consists of two components. The first compo-
nent is perpendicular to the graphene plane and time-independent: B0 = (0, 0, B0),
for which the Larmor precession frequency is ω0 = (0, 0, ω0) and ω0 = gµB} B0. The
second component is time-dependent: B(t) = (Bx(t), By(t), Bz(t)), for which the
Larmor frequency ω(t) = (ωx(t), ωy(t), ωz(t)) = gµB} B(t). Following [130], Ch. 16,
we assume that the field fluctuates around zero and is correlated on the timescale of
τc:
ω(t) = 0, ωi(t)ωj(t′) = δi,jω2i exp(−|t− t′|/τc), (1.31)
where indexes i, j denote Cartesian coordinates and the overline denotes averaging
over different realizations of field fluctuationsB(t). We first analyze the Bloch equa-
tion (Eq. 1.20) consisting only of a precession term: µ˙s = ωtot × µs, while ignoring
diffusion and relaxation; ωtot = ω + ω0 and the dot represents the time derivative.
For simplicity of notation we skip the index ’s’ in µs. Writing this equation explicitly
yields:
µ˙x = −µy (ω0 + ωz(t)) + µz ωy(t), (1.32)
µ˙y = −µz ωx(t) + µx (ω0 + ωz(t)), (1.33)
µ˙z = −µx ωy(t) + µy ωx(t). (1.34)
By regrouping terms, averaging µ over a timescale of τc and using the properties of
the fluctuating field from Eq. 1.31, we can reduce the right side of Eq. 1.32−1.34 to
the time-independent form (for full derivation see Ref. [130]):
µ˙x = −ω0µy − µx
T2,x
, (1.35)
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T2,x and T2,y are called spin dephasing times (or transverse times) and they describe
the time it takes for the transverse spins, which initially precess in phase in the per-
pendicular magnetic field, to loose their phase coherence. Different processes are
described by the time T1, which is called the spin relaxation time. T1 describes the
time it takes for the spins, aligned opposite or alike to the direction of the magnetic
field and hence having different Zeeman energy, to reach the equilibrium in their en-
ergy distribution. During such a (thermal) relaxation the energy is exchanged with
the environment (lattice).
After incorporating the above time-independent precession model into the stan-
dard Bloch equation, Eq. 1.20, the steady-state equations read:



























Eq. 1.41− 1.43 are similar to Eq. 1.21− 1.23, with the difference that now the spin re-
laxation time (terms in brackets) becomes anisotropic and field dependent. The same
form of the differential equations yields a similar solution; just the constant spin re-
laxation time and length in Eq. 1.24 need to be replaced with their field dependent
equivalent.
Let us now analyze the specific case of paramagnetic defects [54, 131]. The ex-
ternal field Bext polarizes these defects so that, next to random field fluctuations, an
additional magnetic fieldBpm is created along the direction of the applied field. The
magnitude of such a paramagnetic field is described by:
Bpm = bpmJBJ(ξ)/(gµB), (1.44)
where bpm is a proportionality constant representing the efficiency of the paramag-
netic field. It depends on the number of defects and the exchange coupling between
the localized moments and electron spins. Further, ξ = JgµBkBT Bext, J is the spin mo-
ment of the defect, which for the point defect is J = 1/2 [54]; kB is the Boltzmann
1
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In Hanle experiments the perpendicularly applied field is kept below 0.5 T to pre-
vent pulling of the contacts magnetization out of plane. In spin-valve experiments
even smaller field scans are sufficient because the in-plane contact switching oc-
curs already below 100 mT. In these field regimes ξ  1 and the Brillouin func-




Bext = χBext, where χ > 0. We can also assume that the random
fluctuations in the directions perpendicular to the applied field are isotropic such
that ω2i = ω2, where i is the Cartesian coordinate in the direction perpendicular to
the applied field. From that we get T2,x = T2,y = T2. Note that, due to simplifi-
cations of the spin Bloch equations (Eq. 1.41 − 1.43), the x, y, and z components of
random field fluctuations ω enter only to the spin dephasing/relaxation times, and
do not add up to the static magnetic field.
Next, let us consider the effect of a paramagnetic field in spin-valve measure-
ments. The external field Bext and the induced internal field Bpm are set in the y
direction. In terms of Larmor frequencies, we have ωtot = (0, ωext + ωpm, 0), where
ω0 = ωext + ωpm =
gµB
} Bext(1 + χ). The presented model (Eq. 1.32 -1.34) considers
the field Bext applied in z direction. To match it to the spin-valve case, we have to
rotate the whole coordinate system (x, y, z) → (y, z, x) = (x′, y′, z′) and therefore
the spin-valve signal is represented by µy′ = µz from Eq. 1.43. The effective spin





, and it de-
pends on both fields Bext and Bpm via ω0. The Rnl can be calculated from Eq. 1.19 by
setting λs =
√
Dsτy′ . It displays the dephasing dip around the zero applied mag-
netic field, see Fig. 1.11(a, c, e). The strongest dephasing, or the smallest spin-valve
amplitude, occurs when the paramagnetic moments are the least polarized. On the
other hand, with increasingBext the defects magnetization becomes aligned with the
injected spins, thus reducing their dephasing effect.
In the Hanle experiment both Bext and Bpm are in the z direction, which matches
the direction of the external field in the presented model. Expressing the field in
terms of Larmor frequencies gives ωtot = (0, 0, ωext + ωpm). The measured com-
ponent µy is described by Eq. 1.24 with the relaxation time τy satisfying 1/τy =
1/τs + 1/T2 = 1/τs + ω2τc + 1/(2T1), where λs,y =
√
τyDs and where the mag-
netic field is rescaled, Bext(1 + χ). Such rescaling causes the narrowing of the Hanle
line shape, see Fig. 1.11(b, d, f).




. In Fig. 1.11 we compare the spin-valve and Hanle line shape for different
bpm, BF and τc. We can see that bpm determines the broadening of the spin-valve dip
and the narrowing of the Hanle peak, but it does not affect the dip/peak amplitudes,
1
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Figure 1.11: Spin-valve (a, c, e) and Hanle (b, d, f) signals for various values of bpm, BF , and
τc, which describe the field fluctuations of paramagnetic defects. The curves are
scaled with R0nl = Rnl(B = 0) obtained in the absence of magnetic fluctuations
(no defects). All the signals are calculated at L = 2λs, τs = 200 ps, and Ds =
0.02 m2/s, taking T = 4.2 K. bpm affects the width of the spin-valve dip and
Hanle line shape, but not its maximum. τc and BF affect the amplitude of the
spin-valve dip and the Hanle peak height but hardly its width.
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see Fig. 1.11(a, b). BF and τc act in the opposite way: they determine the amplitude
of the dip in the spin-valve measurement, as well as the peak height of the Hanle
curve, but not its width, see Fig. 1.11(c, d, e, f).
The increase of the effective precession field fromBext to (1+χ)Bext can be seen as
a change in the g-factor of the Larmor frequency (ωL), such that geff = (1 + χ)g. The
Hanle line shape is determined by three factors: Ds, τy and g. However, only two
of these coefficients can be independently extracted from the fitting. This is a con-
sequence of the Hanle function being invariant under the transformation g → cg∗,
τy → τ∗y /c, Ds → cDs. This property implies that an increase in the g-factor results
in an underestimation of Ds and an overestimation of τy when fitted using the stan-
dard Hanle formula with g = 2. To circumvent this problem, one can compare the
spin diffusion Ds extracted from the Hanle fit with the charge diffusion Dc extracted
independently from the Einstein relation, Eq. 1.9. Normally Dc ' Ds [14], there-
fore a large discrepancy between Dc and Ds suggests the presence of the internal
fields and the need for using geff as a fitting parameter. One should note that in such
a fit the effective spin relaxation time τy is treated as a field-independent constant.
This assumption is justified only when the dip in the spin-valve cannot be resolved,
meaning that the τc and BF are very small [132]. In the opposite case both the spin-
valve and Hanle signals have to be simultaneously fitted using τs, τc, bpm and BF
as a fitting parameters. Despite the complex non-linear form of the fitting functions,
it is possible to independently extract all four parameters, provided that the spin-
valve signal clearly shows a zero-field dip. Such an extraction provides quantitative
information about the nature of paramagnetic defects and field fluctuations.
1.4.4 Spin scattering due to nuclear magnetic moments
Non-zero nuclear spins, especially in materials built of elements having large nu-
clear magnetic moment like GaAs or InSb, can provide another source of electron
spin dephasing. In graphene this effect is ignored due to the low abundance of 13C
isotope with nuclear spin IN = 1/2. However, the hyperfine effect can be of impor-
tance when the concentration of 13C isotope is synthetically enhanced (as we analyze
in Ch. 7).
The nuclei carry a magnetic moment µI ∝ e~/M that is about 300 times smaller
than the electrons µB due to heavier mass of a nucleus M . However, in case of semi-
conductors the number of atoms with non-zero nuclear spin can outnumber the con-
ducting electrons. The effective field produced by nuclei ∼ NµI can be comparable
to or greater than the field produced by electrons ∼ nµB , where N is the density of
atoms with nuclear spin µI and n is the density of conducting electrons. This means
that when the nuclei are coherently polarized, they can produce a sizable nuclear
magnetic field and significantly contribute to the spin dephasing.
The nuclear polarization required for a coherent buildup of the nuclear field can
1
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arise from the ’flip-flop’ angular momentum exchange with spin polarized electrons,
also referred to as dynamical nuclear polarization (DNP) [133, 134]. The efficiency
of this process is determined by the strength of the hyperfine interactions and the
level of localization of the electron. After transfers of the angular momentum from
the electrons to the nuclei, the average nuclear field Bn (the Overhauser field) has
the same orientation as the electron spins, therefore no spin dephasing is induced.
However, when one applies an external magnetic field Bext at an oblique angle, the
nuclear spins will immediately precess around the total magnetic field Bext + Be,
where Be is the average magnetic field created by electrons (the Knight field). Fol-
lowing Paget et al. [135] we can express Bn as:
Bn = fbn
(Bext + Be) · 〈S〉(Bext + Be)
(Bext + Be)2
, (1.46)
where Be = be〈S〉, 〈S〉 is the average electron spin polarization (|〈S〉| = 12 for a fully
polarized system). bn and be are the effective magnetic fields produced by the nuclear
and electron spins respectively, in the case of their complete polarization. f . 1 is the
leakage factor, which relates the spin relaxation due to hyperfine interactions with
other relaxation processes [136, 137]. Note that Bn adds vectorially to the external
magnetic field Bext.
In regular Hanle effect [Bext = (0, 0, Bz)], the hyperfine field Bn is parallel to
Bext. Bn adds up to Bz and causes the narrowing of the Hanle peak, as the effective
field is stronger. In this configuration, however, it is difficult to differentiate the
enhancement of the precession by Bn from the effect of τs and Ds on the Hanle
linewidth. For this reason the oblique Hanle geometry needs to used [135, 136, 138].
With both internal and external non-collinear magnetic fields, the Bloch equation
(Eq. 1.20) requires full three-dimensional treatment in spin space; thus, the spin ac-
cumulation is µs = (µs,x, µs,y, µs,z). Moreover, from the formula 1.46 we see that
Bn is proportional to the average electronic spin |〈S〉| = β × 12 , where β is the elec-
tron polarization or the ratio between the number of polarized carriers and the total
number of carriers: β ' ∫ EF+µs
EF
ν(ε)dε/n(EF ), where ν(E) is the DOS of the spin
transmitting material and n is the number of states at the given Fermi level EF . The
polarization directly depends on the spin accumulation µs,y , and carrier concentra-







∗ is the effective mass of the carrier. For graphene we
combine Eq. 1.2 and Eq. 1.4 at the zero-temperature limit and get β = 2µs√
pin}vF . β,
and in consequence Bn, can be modified in two ways: either by changing the dop-
ing n, or by changing µs, for example by sending a larger current. The mutual,
non-linear dependence of Bn and µs requires solving the Bloch equation, Eq. 1.20,
self-consistently. If the experimental time scale is longer than the time necessary for
the nuclei to adapt to the external magnetic field, then we can define the problem
as time independent. For that we choose a finite-element method package COM-
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SOL [139].
We present the hyperfine effect using the example of doped GaAs, where the
hyperfine effects are relatively strong and the effective coefficients bn and be are
known [135, 136, 138]. The charge and spin transport coefficients used in the COM-
SOL simulation are: bn = −5.3 T, be = −5 mT, τs = 10 ns, λs = 5 µm, L = 10 µm,
GaAs polarization βGaAs = 3µs2EF , where EF ' 7.5 meV, and Pi = Pd = 20%.
For small external fields, when be〈S〉 > Bext, Bn is almost aligned with 〈S〉. In
this regime the dephasing features of nuclear origin are best observed in spin-valve
measurement. They produce dips around B = 0 when a small out-of-plane com-
ponent Bz is added to the sweeping in-plane field, see Fig. 1.12(a) and 1.12(c). The
structure of these dips mirrors along the B = 0 axis when the polarization of con-
tacts reverses (from ↑↑ to ↓↓), see inset in Fig. 1.12(a). This is directly related to the
change in the vectorial configuration of the Be and Bn fields. In the absence of nu-
clear polarization, bn = 0, the oblique spin-valve shows a broad single dip, which
corresponds to the inverted Hanle effect due to the presence of the small constant
out-of-plane field component Bz .
For large external fields, when be〈S〉  Bext, Bn is almost aligned with Bext.
In this regime Bn can be identified by setting a magnetic field at an angle θ from
the normal axis, Bext = (0, B cos θ,B sin θ). The hyperfine effects are best observed
at large L because the full Hanle line shape can be recorded within a smaller field
range, avoiding switching of the contact magnetization.
Under the influence of the nuclear field, the central Hanle peak reduces, broad-
ens and shifts to the right, while the B = 0 peak splits into two, see Fig. 1.12(b) and
1.12(d). The asymmetry in the line shape increases with the increase of Idc or with
the increase of θ. With the increase of θ, the Bz component related to the preces-
sion decreases, while the in-plane contribution related to the spin-valve amplitude
increases; therefore, the Hanle baseline in Fig. 1.12(d) increases. These complex line
shapes are a result of the subtle interplay between all of the magnetic fields involved.
The features in Hanle signal are less pronounced than the dips in the spin-valve and
require sending much higher spin polarized current in order to be resolved. From
above we see that, to identify the hyperfine interactions, it is necessary to set the
magnetic field at an oblique angle. When the field sweep is not slow enough to al-
low for equilibration of nuclear spins after flip-flop momentum transfer, then the
double dip in spin-valve measurement merges into a single dip [138].
Although the features like narrowing of the Hanle line shape and the emergence
of a dip in the spin-valve signal seem similar between the case of hyperfine interac-
tions and the case of paramagnetic defects, their origin and field dependence are fun-
damentally different. In the analysis of hyperfine effects, we assume that the nuclei
are polarized through the DNP process and that their polarization is non-zero even
atBext = 0. With the oblique external magnetic field, we rotate the nuclear fieldBn
1
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Figure 1.12: Oblique spin-valve (a, c) and Hanle (b, d) signals in presence of nuclear magnetic
field. The double dip in the spin-valve increases with polarizing current Idc and
with out-of-plane field component Bz , where Bext = (0, B,Bz). The inset in
(a) presents the parallel and antiparallel signal at Idc = 0.2 mA. With the increase
of Idc or with the increase of the oblique angle θ, where B = (0, B sin θ,B cos θ),
the central Hanle peak broadens and shifts to the right, while the B = 0 peak
splits, see the inset in (b). The dashed lines in (a, b) present the signal in the
absence of the hyperfine interactions (bn = 0). The dashed lines in (c, d) present
the signals with hyperfine effects in a standard, non-oblique field configuration.
making it non-collinear to the electron spin, in order to resolve the precession, which
Bn induces. In the case of paramagnetic defects, their polarization builds up due to
the external magnetic field and it disappears whenBext = 0. Moreover, in the case of
paramagnetic defects, setting Bext at oblique angle does not provide any additional
information about the internal magnetic fields to what one can extract from standard
in- and out-of-plane measurements.
The presented models of fluctuating paramagnetic defects and of hyperfine inter-
1
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actions demonstrate the power and sensitivity of the spin-valve and Hanle measure-
ments for detecting magnetic fields at nanoscale. Through the analysis of the signal
line shape and values of spin coefficients, Ds and τs, we are able to identify the
types of the internal magnetic fields and their strength. Not only do the spin-valve
measurements overcome the limitations of the standard magnetometry techniques
related to the sample sizes, but they also allow for an analysis of the spin-defect in-
teractions and for studies of the correlations between randomly distributed magnetic
defects. The latter are very important for possible spintronic applications. All these
properties motivate our choice to use the nonlocal spin-valve technique in attempts
to reveal magnetism in graphene.
1
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Chapter 2
Fabrication and characterization of graphene
Abstract
There are several ways to produce graphene, each of them having their advantages but
also limitations. Here we present two methods of graphene production: micromechanical
exfoliation and synthetic growth on a catalytic substrate. Both methods are used in the
experiments presented here. For many applications the latter method requires transfer-
ring graphene from the metal foil to the desired substrate. We describe two techniques:
PDMS-based and PMMA-based graphene transfer, and we analyze the compatibility of
each approach to the requirements of different experiments. Further, we present two
non-invasive graphene characterization methods: optical microscopy and Raman spec-
troscopy. They allow for a non-invasive determination of the graphene structural quality,
especially important in case of synthetic graphene.
240 2. Fabrication and characterization of graphene
2.1 Different forms of graphene
Initially, graphene was extracted from natural graphite by a micromechanical cleav-
age [1]. This is still a very popular method in research laboratories and in the studies
on prototypes [2]. However, the raising interest in various properties of graphene,
both in fundamental research as well as in industrial applications, results in a boost
of synthetic fabrication methods [2–6]. The synthetic methods to grow graphene are
an appealing alternative to poorly reproducible and low-yield mechanical exfolia-
tion. A large scale production of graphene, with reproducible properties, is also a
prerequisite for developing any commercial applications. Currently, there are two
main methods complying with this requirement: graphitization of a single crystal
SiC [7, 8] and chemical vapor deposition (CVD) of carbon on metal [9–11]. CVD
is especially attractive due to the possibilities of transferring a large area graphene
sheet onto an arbitrary substrate [12], low fabrication costs, and compatibility with
the metal-oxide semiconductor (CMOS) technology.
2.1.1 Exfoliation of graphene
In the process of micromechanical cleavage, pieces of graphite are exfoliated onto
a scotch tape, see Fig. 2.1(a), and then pressed against the SiO2/Si substrate, see
Fig. 2.1(b). This way graphite sheets get separated from each other and some ad-
here to the target substrate. We use Adhesive Plastic Film 1035R from Ultron Sys-
tems Inc., which has a low tack properties and leaves a negligible amount of glue
residues. For the graphite source we use highly ordered pyrolytic graphite (HOPG)
from GE Advanced Ceramics, grade ZYA; and ultra-pure Kish graphite. Exfoliation
produces single and multilayer flakes of relatively small area (∼10 µm2), irregular
shapes and distributed at random locations, see Fig. 2.1(c). This makes the identifi-
cation of a single layer time consuming and the fabrication of graphene-based device
very flake-specific. The main advantages of exfoliation are that it is relatively simple,
cheap and does not require any advanced equipment. At the same time the obtained
electronic quality of graphene is very high; exfoliated flakes often display very high
carriers mobilities, above 10 000 cm2/Vs and the quantum Hall effect, even at room
temperature [13, 14].
Although the micromechanical cleavage of graphene is the oldest method to ex-
tract graphene [1], in terms of structural integrity and the amount of intrinsic defects
it offers the best quality. Therefore, any other fabrication method is evaluated by
comparing to the properties of pristine exfoliated graphene, mainly to its mobility,
transparency and crystallinity.




Figure 2.1: Scheme of graphene exfoliation: (a) cleavage of graphene with adhesive tape,
(b) deposition of graphene on the substrate and peeling off the tape. (c) Optical
image of exfoliated Kish graphite on SiO2/Si substrate with Au markers. The ar-
rows indicate single-layer graphene (SLG) and bilayer graphene (BLG) next to the
thicker graphite flakes.
2.1.2 Chemical vapor deposition of graphene
The CVD process uses a transition metal film as a catalyst. On its surface the organic
vapors decompose, diffuse and clusterize to form graphene islands. In case of graph-
ene the lattice matching with the substrate does not play an important role. Graph-
ene growth has been demonstrated on Co(0001) [15] and Ni (111) [16], where the lat-
tice mismatch is less than 1%, but also on Pt(111) [17], Ru(111) [18] or Ir(111) [19, 20],
where the lattice mismatch is above 1% and the growth is incommensurate, leading
to formation of Moiré patterns [21]. Below, we give a general description of the CVD
growth of graphene. The experiments in this thesis use the CVD graphene grown
on Ni and Cu [22]; therefore, we highlight the differences in the resulting graphene
films grown on these two metals.
2.2 CVD graphene: growth and sheet morphology
2.2.1 Growth conditions
CVD growth of graphene consists of three phases: pre-annealing of the substrate,
actual growth, and cooling. Each of these phases influences the quality of the re-
sulting graphene sheet. Usually, one starts with either metal foil (for Cu foil typical
thickness is 12-100 µm) or with a Si wafer coated with a thermally evaporated thin
metal film (mostly with polycrystalline Ni). The pre-annealing step in a hydrogen
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or hydrogen-argon atmosphere aims to increase the grain size, to improve surface
morphology, and to reduce the native oxide on the metal surface (CuO, Cu2O or
NiO). Such oxidation suppresses the catalytic activity of the metal. Typically, the
metal film/foil is annealed for 30 min at 1000◦C. Next, the gas mixture of CH4 and
H2 at a process specific ratio, flow rate, and pressure is let to the process chamber,
initiating the graphene growth. The process temperature is usually 1000◦C and the
exposure time varies from few minutes to hours, depending on the specific recipe. In
this step the hydrocarbon is chemisorbed on the surface of a catalyst, where it ther-
mally decomposes and diffuses [5], see Fig. 2.2(a). After passing the critical point of
carbon supersaturation, cnuc in Fig. 2.2(a), the adatoms nucleate and form graphene
domains. The growth stops either when the amount of carbon species is consumed,
see phase (iii) in Fig. 2.2(a) and 2.2(c), or when the coalescing domains completely
cover the surface of the metal, see phase (iv) in Fig. 2.2(a). Finally, the sample is
cooled in Ar atmosphere at a specific cooling rate.
The as grown graphene has many wrinkles, which originate from the difference
in thermal expansion coefficients between graphene and the metal substrate [25–27].
During the cooling step the substrate significantly shrinks whereas the graphene
expands, causing large compressive strains. This mainly leads to a formation of
wrinkles, but it may also result in cracks [28]. The presence of many independent
nucleation sites like atomically thin terraces or crystalline edges with high density
of dangling bonds, leads to a formation of independent grains of various crystallo-
graphic orientation, see Fig. 2.2(b). They coalesce with each other through the irreg-
ular grain boundaries [24, 29], see Fig. 2.2(b). These grain boundaries are prone to
tearing upon mechanical stress and are a source of electron scattering in electronic
transport [30, 31].
As there are many factors determining the quality of CVD growth of graphene [5,
6, 23, 30, 32–35] the best results are often difficult to reproduce. Therefore, each of the
prepared sample batches, especially when coming from different providers, requires
individual characterization.
2.2.2 Comparison of graphene grown on Cu and Ni
The Ni-based CVD graphene has a large distribution of single and multilayer patches
whereas graphene on Cu predominantly forms a single layer. This difference arises
from different carbon solubility for each catalyst. Cu has a very low carbon solubility
(<0.001 atomic %), therefore the synthesis of graphene is limited to its surface. Once
this surface is passivated with a continuous graphene layer, the access to the catalyst
for other hydrocarbons is reduced and strongly hinders the formation of the next
layer, see Fig. 2.3(a). For high carbon solubility catalysts like Ni (>0.1 atomic %),
the substantial amount of carbon provided during the growth step dissolves into the
bulk of the metal. This process is additionally promoted by the elevated temperature.
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(a) (b)
(c)
Figure 2.2: (a) Scheme of CVD growth of graphene, indicating four growth phases:
chemisorption, diffusion of carbon on the surface, clustering, and attachment to
the larger crystals. The time line represents the changes in the carbon concentra-
tion on the Cu surface during the exposure to hydrocarbons and the correspond-
ing structural changes in graphene morphology. Adapted from [23]. (b) Struc-
ture of polycrystalline graphene obtained from merging different nucleation cen-
ters. Different colors indicate single crystals connected together by grain bound-
aries of hexagons, pentagons, heptagons and other non-hexagonal rings. Adapted
from [24]. (c) SEM image of graphene on Cu, for which the growth was terminated
before the continuous coverage was achieved. White voids indicate the breaks be-
tween different crystal domains. Adapted from [11].
In this case graphene synthesis happens in two phases: a surface growth during the
exposure to hydrocarbons, and precipitation of carbon from bulk to the surface of the
metal upon cooling, see Fig. 2.3(b). Carbon preferentially precipitates out at the grain
boundaries of polycrystalline Ni, hence there the thickness of graphene/graphite is
substantially larger than within the grains.
As the CVD growth on Cu gives predominantly a single layer of graphene, in fur-
ther sections we present the characterization and transport measurements for sam-
ples grown on Copper. Nevertheless, similar methodology of graphene transfer and
characterization can be applied to samples grown on Nickel.




















Figure 2.3: Schematic growth of graphene: (a) on Copper, where only surface desublimation
plays a role; and (b) on Nickel, where two growth mechanisms, surface desub-
limation and carbon precipitation from the bulk, play a role. Optical images of
CVD graphene: (c) on Cu, where arrows indicate bilayer structures, and (d) on Ni,
showing many dendritic structures of multilayer graphene.
2.2.3 Copper oxidation
The most straightforward way to characterize the quality of deposited graphene
films is by the optical microscopy. Although graphene is only one atom thick, it
is possible to visually distinguish the presence of graphene multilayers on a cat-
alytic substrate, see Fig. 2.3(c) and 2.3(d). However, often the crystallographic grains
and color variations of the metal substrate dominate over the minute contrast vari-
ations caused by graphene, making the quantitative analysis of graphene continuity
and uniformity challenging. These difficulties can be circumvented by transferring
graphene onto a SiO2/Si substrate. The transferring process itself, however, often
leads to cracks and folds in graphene, so the characterization of graphene after the
transfer might not reflect properly the quality of the as grown graphene.
An easy and non-invasive method to enhance the contrast between graphene and
graphene-free areas on a Cu substrate is by inducing copper oxidation. The short
annealing of Cu-graphene samples under moderate temperatures differentiates the





Figure 2.4: The Copper foil with graphene: (a) as received, (b) after annealing on hot plate for
10 s at 250◦C. The areas of oxidized Cu are marked by the arrows and indicate the
large holes in graphene. Many small cracks can also be identified. Obtained using
12C on Cu from Ref. [22].
color between the areas covered by graphene, which acts as a protective layer against
oxygen, and the areas without graphene, where the oxygen has open access. The
darker area of the copper oxide can then be clearly distinguished under an optical
microscope, revealing possible holes and cracks in the grown graphene, as can be
seen in Fig. 2.4. The annealing was done at 250◦C for 10− 15 seconds on a hot plate
under ambient conditions. The use of higher temperatures or prolonged annealing
times is not recommended, as eventually the areas covered by graphene also start
discoloring, and the relative contrast is reduced.
2.3 Transfer techniques
A study of the in-plane electronic transport in graphene requires replacing the metal-
lic substrate with an insulating one. Most of the transfer methods first etch away
Copper, typically in iron(III) chloride, ammonium persulfate or hydrogen chloride.
During this process graphene is supported by the polymeric material like poly(me-
thyl methacrylate) PMMA [10, 11, 36, 37], polydimethylsiloxane PDMS [9, 11, 38, 39]
or thermal released tape [40, 41], and afterwards it is stamped/released onto a des-
tined substrate. Alternatively, one can etch Cu without any support for graphene,
and then pick up the freely floating graphene directly by the substrate (from the top
or from the bottom) [11, 42]. The step of etching Cu can be avoided in electrochemi-
cal delamination methods [43, 44] or by solidifying the PDMS stamp directly on the
Cu foil [45]. A separate class of graphene transferring methods is developed for the
exfoliated flakes and used to build heterostructure stacks of graphene and other 2D
crystals, see Ref. [46–48], but it lies outside of the scope of this thesis .
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Here we describe two transfer methods, one using PDMS stamp, of which strong
viscoelastic properties allow the release of graphene on the desired substrate, and
one using PMMA, in which the stamp is dissolved after the transfer. Both methods
carry inherent advantages and disadvantages which are highlighted below. Irrespec-
tive of the chosen method, first, one needs to cut the Cu foil to a desired shape. If
graphene is deposited on both sides, then the graphene from a sacrificial side has to
be etched away, for example in an oxygen plasma. Before etching a protective layer,
for example PMMA, should be deposited on the side of graphene to be transfered in
order to prevent its accidental damage.
For etching Cu, we use a hexahydrated ferric chloride, FeCl3·6H2O, dissolved in
deionized (DI) water. In water FeCl3 dissociates into ions: Fe3+ and Cl−. A slightly
acidic pH allows the redox reaction, in which the Cu is dissolved, to occur:
2Fe3+ + Cu(s) 2Fe2+ + Cu2+.
Eventually, as the Cu2+ concentration increases past the solubility point, cupric chlo-
ride (CuCl) precipitates from the solution as a green-blue solid. Importantly, in this
process Cu is etched without formation of any gaseous products, which could cause
cracking or degradation of the graphene film. Etching Ni by FeCl3 happens in simi-
lar fashion.
2.3.1 PDMS-based transfer
The PDMS is a transparent silicon based organic elastomer with excellent viscoelas-
tic properties [49]. It is often used in soft lithography as a relief for patterning struc-
tures down to nanometric resolution. The solid PDMS stamp has a hydrophobic
surface [50], allowing the graphene sheet, which is also hydrophobic, to adhere well
to it. The recipe how to prepare the PDMS film is in the Appendix B. The flat surface
stamp is cut out in a shape of a cuboid. PDMS stamps can be used in combination
with water and alcohol solvents without any material deformation. Most organic
solvents, however, diffuse into PDMS and cause its swelling and degradation [51].
As the stamp does resist infiltration or swelling from the inorganic aqueous solvents,
it is therefore compatible with the FeCl3 etching solution used here.
The PDMS transfer consist of several steps:
1. placing a stamp on a glass microscope slide;
2. gradual pressing of the Cu foil to the stamp with graphene facing the stamp,
see Fig. 2.5(a);
3. dipping the stamp into the FeCl3 aqueous solution (1 g/ml) to etch away the
Cu. The etching speed depends on the thickness of the Cu foil; typically, it
takes 15 min to etch away 25 µm thick foil, see Fig. 2.5(b);
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4. cleaning off the etching residues by sequential dipping in DI water (three times
in 250 ml of DI water) and blow-drying with nitrogen;
5. gradual pressing of the substrate onto the stamp followed by its gradual re-





      peeling
(d) (e) (f)
Figure 2.5: Illustration of the main processing steps of PDMS transfer: (a) placing of the Cu
foil with graphene underneath onto the transparent PDMS stamp, (b) etching Cu
in FeCl3, (c) peeling off the stamp from the substrate, leaving some graphene on
the substrate. (d-f) Optical images of graphene on SiO2 after the PDMS transfer to:
(d) a bare substrate, (e) a substrate with Au markers. Transfer to prepatterned sub-
strate shows some cracks in the graphene around the protruding markers. (f) Effect
of strong bending of the stamp during the graphene release. Elongated cracks run
perpendicular to the bending direction.
The release of graphene onto the substrate happens thanks to viscoelastic/sheer
forces. Although the stamp after cleaning can be reused, this is not advised as it
may introduce residual contamination to the sheet, which is transferred next. To
minimize the cracking of transferred films it is important to ensure a good adhe-
sion between the target substrate and the transferred graphene film. In case of hy-
drophilic surfaces like SiO2 one can heat up the substrate just before placing it onto
the stamp. The Cu etchant solution can be reused, although after several applica-
tions its etching efficiency decreases. Importantly, the mechanical strain imposed
onto the stamp-graphene interface during the deposition of Cu foil and then during
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the deposition/release of the target substrate can cause cracks and mechanical tear-
ing in graphene, especially perpendicular to the direction of the applied force, see
Fig. 2.5(c) and 2.5(f). Also, protruding structures on the substrate like a pattern of
markers, can cause similar tearing, see Fig. 2.5(e). Non-uniform adhesion leads to
many irregular shapes and holes in transferred sheets, see Fig. 2.5(d). Even then the
uniform and continuous areas of graphene typically exceed 100 µm2.
An important limitation in using the PDMS stamp is the surface roughness of the
Cu foil and of the target substrate. Good adhesion of the Cu foil to the flat stamp
requires a large surface contact area. Therefore, the foil needs to be macroscopically
flat, without any protruding structures, and with a thickness below 100 µm, so that
it is flexible enough to conform the surface of the stamp. One can avoid the problem
of conformation to the rough Cu surface by pouring a liquid PDMS solution onto the
Cu foil and then hardening it in situ like in Ref. [45]. This approach was not tested
here.
As a dry transfer technique, the PDMS stamp leaves very little or no residues on
the transferred surface and therefore it does not induce external doping of graph-
ene. This was confirmed by AFM measurements and the observation of the Dirac
point systematically close to the zero-gate voltage in electronic transport measure-
ments. PDMS-based transfer, as a relatively clean technique, can be used to pre-
pare samples for the scanning tunneling microscopy (STM) and scanning tunneling
spectroscopy (STS) characterization. In STM, when studying graphene on insulating
substrate, the large graphene areas are preferred for an easy positioning of the STM
tip. Additionally, any extra organic contamination has to be avoided as it hinders
the intrinsic graphene properties. PDMS transfer is fast and does not involve any
post-annealing, therefore it can be used for transfers to thermally fragile or quickly
oxidizing substrates.
Although it has many advantages, PDMS transfer also suffers from many limi-
tations. It is compatible only with very smooth thin Cu foils, and the quality of the
transfer, in terms of size and location of the crackless areas, is quite random. This is-
sue can be overcome by a PMMA-based transfer technique, which we describe next.
2.3.2 PMMA-based transfer
The transfer of graphene using a PMMA layer as a support is the most widely used
method in laboratories and in industry. As such it undergoes constant develop-
ment [11, 36, 37, 39, 52]. Here we describe the particular variation of the method
which has given us the best results in terms of quality and sizes of the transferred
sheets. The initial step of removing graphene from the backside of the Cu foil is the
same as for the PDMS transfer method. We also use the same type of Cu etchant.
PMMA transfer consists of the following steps, see Fig. 2.6:
1. spin-coating of PMMA 4%, of 950 000 average molecular weight dissolved in
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Anisole, at 4000 rpm on graphene on a Cu foil;
2. cleaning of the backside of the foil with acetone in order to remove the eventual
PMMA residues from the spinning process;
3. hardening PMMA on top of the Cu foil on a hot plate at 180◦C for 90 s;
4. placing the foil into the FeCl3 aqueous solution (1 g/ml) to etch away Cu,
see Fig. 2.6(a). The PMMA layer, which floats upwards, should not touch the
etchant. FeCl3 makes PMMA non-solvable in acetone [39];
5. removing the FeCl3 with a pipette and the sequential changing of the DI water
bath, while keeping the PMMA-graphene floating (6 times in ∼50 ml of DI),
see Fig. 2.6(b);
6. placing the substrate into the water bath underneath the floating PMMA-graph-
ene and gradual removing the water so that graphene can gently rest onto the
substrate, see Fig. 2.6(c);
7. gradual annealing of the sample on the hot plate from 90◦C to 180◦C within 30
min;
8. dissolving PMMA in hot acetone (for minimum 10 min);
9. annealing graphene on a hot plate at 180◦C for 15 min to improve final adhe-
sion to the substrate.
The removal of the Cu substrate is performed by placing the foil with the graph-
ene-PMMA film into the etching bath until a free-floating graphene membrane is
formed. This membrane is strong enough to allow for handling with tweezers;
therefore, it can be easily placed on the desired substrate. The PMMA transfer re-
sults in continuous large area graphene sheets with a highly reduced number of
cracks or holes, see Fig. 2.6(d). The deposited sheet smoothly conforms the initial
pattern on the substrate, without any breaks or tearing, see Fig. 2.6(e). On the other
hand, the capturing of water between the substrate and graphene during the pick-
up step results in many macroscopic folds of the graphene. These water bubbles
may also tear and crack the graphene, see Fig. 2.6(f). PMMA transfer, in combina-
tion with the FeCl3 etchant, leaves more persistent residues, some of which cannot
be removed even by strong organic solvents like PRS-3000 [53] or RemoverPG [54]
used at elevated temperatures (∼ 80◦C). Besides, PMMA leaves residues which p-
dope graphene. This is corroborated by the fact that the Dirac point VD in the field
effect transistors from PMMA transferred graphene is found between 20 and 60 V in
vacuum [55]. Another disadvantage of the PMMA transfer is the need for anneal-
ing, which makes the transfer time consuming. This method is incompatible with
samples which quickly degrade in air.
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Figure 2.6: Illustration of the main processing steps of PMMA transfer: (a) placing of the Cu
foil with graphene and hardened PMMA on top on the FeCl3 solution, (b) etching
Cu, (c) placing the substrate underneath the floating graphene and removing wa-
ter. (d-f) Optical images of graphene on SiO2/Si after the PMMA transfer: (d) onto
a bare substrate and (e) on a substrate with Au contact pattern, where graphene
smoothly convolutes protruding structures. (f) Rippling of graphene edges after
dissolving PMMA due to the insufficient adhesion of graphene to the substrate.
The change between the D band intensity in the graphene Raman spectrum on
Cu foil and on the SiO2/Si substrate, when measured at the continuous uniform ar-
eas after the transfer, is very low for both the PDMS and PMMA transfers. Therefore,
the high quality of graphene is well preserved after the transfer for both described
methods.
2.4 Optical contrast of graphene
Graphene, despite being only one atom thick, shows quite significant absorption of
light. The graphene opacity is about 2.3±0.1% with negligible reflectance (below
0.1%) [56, 57], both practically independent on the excitation wavelength in the vis-
ible range. A stack of few graphene layers adds 2.3% per layer to its opacity. The
complex refractive index for graphene (n˜ = n − i · k) in the visible range is found
to be n = 3.0, k = C1λ/n, where C1 = 5.446 µm−1 and λ is the wavelength of the
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Figure 2.7: Scheme of optical multireflections and interference in a four-layer system.
absorbed light [58]. Importantly, in graphite n˜ is slightly higher (n˜ = 2.6− i ·1.3) and
is wavelength independent.
Single-layer graphene, similar to many other 2D crystals like mica [59], MoS2,
NbSe2 [60, 61] or BN [62], can easily be identified on a Si substrate if coated with an
appropriate thickness of SiO2. The high optical visibility of graphene originates from
multiple interference of the light reflected from different interfaces of the stratified
medium, namely from the air/graphene, graphene/SiO2 and SiO2/Si interfaces, as
illustrated in Fig. 2.7. The intensity of the light reflected from the multilayered sam-
ple can be derived from the Fresnel law [63, 64] by summing different optical paths.












The subindexes 0, 1, 2, and 3 refer to air, graphene, SiO2, and Si respectively. ni is




the relative indexes of refraction (e.g. r01 is the refraction index at the air/graphene
interface), and Φi = 2pinidi/λ is the phase shift due to changes in the optical path
between two interfering beams of a wavelength λ. r′ represents the total refraction
from the layers underneath graphene, here SiO2 and Si.
In systems with even more (semi)transparent layers, the calculation of rtot re-
quires a recursive evaluation of the refractive indexes from subsequent interfaces r′,
r′′ and so on, or applying the characteristic matrix formalism [65, 66].
The intensity of the reflected monochromatic light is I(λ) = |rtotr∗tot|. After eval-
uating rtot for a four-layered medium, the reflected intensity reads:
I(λ) =
∣∣∣∣r01ei(Φ1+Φ2) + r12e−i(Φ1−Φ2) + r23e−i(Φ1+Φ2) + r01r12r23ei(Φ1−Φ2)ei(Φ1+Φ2) + r01r12e−i(Φ1−Φ2) + r01r23e−i(Φ1+Φ2) + r12r23ei(Φ1−Φ2)
∣∣∣∣2 . (2.3)
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The contrast C of graphene on any substrate is defined by the relative intensity of
the light reflected in the presence of graphene: Iw gr, and in the absence of graphene:
Iw/o gr (the Weber definition of contrast):
C =
Iw/o gr − Iw gr
Iw/o gr
· 100%, (2.4)
where the absence of graphene can be represented as a presence of an air layer, n1 =
n0, in the Eq. 2.3.
We evaluate C by taking ngr(λ) = 3.0 − i · C1λ3 and the graphene thickness d =
0.335 nm. nSiO2(λ) and nSi(λ) are obtained from the refractive index database [67].
Fig. 2.8 presents the calculation of C as a function of SiO2 layer thickness d2 for
different wavelength in the visible spectrum. The highest optical contrast C = 14% is
achieved for λ = 585 nm and dSiO2 = 90 nm. However, also for two most commonly
used thicknesses of SiO2: 300 nm and 500 nm, the contrast exceeds the threshold
sensitivity of the human eye [68] in green-yellow range [λ ∈ (560, 670) nm], see
Fig. 2.8(b). Under the exposure to white light, the total contrast is the integral of the
contributions from each wavelength separately, and is few times smaller then the
maximum contrast for a particular oxide thickness. To improve the contrast one can
use appropriate optical filters to suppress the destructive contribution to C from the
other wavelengths. This approach, however, requires careful matching between the
monochromatic filter, substrate type and substrate thickness.
A more versatile and easier to realize approach is to explore the spectral sensitiv-
ity of the CCD camera for different color channels: red, green, blue. This selectivity
is equivalent to the insertion of a broad bandpass optical filter. Typically, one can
tune the response of each channel from 0 to 1, enhancing or suppressing the con-
tribution from the related frequency range. The spectral characteristic of the micro-
scope camera used here, ColorView IIIa with SONY sensor ICX282AQ, is presented
in Fig. 2.9(a). In this case, the contrast depends on the five elements: C(λ) from
Eq. 2.4 and Eq. 2.3, the spectral characteristic for different RGB channel weighted
depending on the camera color settings, transmittance of UV/IR filter, and halogen
lamp spectral intensity, see Fig. 2.9(b). The total contrast is the product of all these
components integrated over all wavelengths in the visible range. We analyze the
contrast for individual channels by setting the weight of its spectral characteristic
to 1 and of the other colors to zero. In Fig. 2.9(c) we plot the total contrast for in-
dividual red, green and blue channels as a function of SiO2 thickness. We can see
that by proper tuning the contributions of each channel, we can detect graphene on
a Si substrate with almost any SiO2 thicknesses. In Fig. 2.9(d), 2.9(e), and 2.9(f), we
compare the contrast of single and bilayer graphene on 500 nm SiO2 obtained from
a microscope camera, which is set to detect only one of the RGB channels. For easier
inspection we convert the color pictures to a monochromatic scale. We plot the con-
trast in the form of a step height across the line passing through three different areas,
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Figure 2.8: Optical contrast as a function of SiO2 thickness and illumination wavelength λ.
(a) A cross-section profile for λ = 532 nm, (b) a cross-section profile for two typ-
ical thicknesses of SiO2 = {300, 500} nm, and (c) a full dependence of the optical
contrast on λ and SiO2 thickness. The two color lines indicate profiles presented
in (b).
see Fig. 2.9(g). We see that the contrast between SiO2 and SLG is the weakest for the
blue channel, while it is the same for the red and green channel, about 20%. For the
green channel, the contrast change between SLG and BLG is the same as between
the substrate and SLG, while for the red channel it is weaker by 30%. Although the
achieved contrast is far beyond a 2% threshold of an eye sensitivity, the spatial color
variation within the flake and the noise in the camera detector restrict the possibility
to discern graphene to contrasts exceeding 10%.
The presented analysis serves solely to explain the concept behind the contrast
enhancement by adjusting the RGB channels of the camera. Although the model
does not match quantitatively the recorder contrast of graphene images, it suffi-
ciently motivates tuning of the camera settings before an image acquisition. These
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Figure 2.9: (a) Spectral sensitivity of a CCD camera sensor for three color channels: red, green
and blue. (b) Radiation power of a halogen lamp at different wavelengths at tem-
perature T = 3400 K and the spectral characteristic of IR/UV filter. (c) The total
contrast for three different color channels as a function of SiO2 thickness. The
dashed lines indicate the oxide thicknesses used in our experiments. (d-f) Camera
images of single and bilayer graphene on 500 nm thick SiO2 when only one color
channel is recorded. The black solid line indicates the cross-section along which
the color contrast is plotted in figure (g). (g) The contrast between graphene and
SiO2 along the black line in the flake images (d, e, f). The SLG/SiO2 step height is
roughly the same for green and red channels whereas it is zero for blue.
approach is especially useful when many different types of substrates, some of un-
known refractive index or thicknesses, are used. It was successfully applied to the
graphene on mica and on Yttrium Iron Garnet (YIG).
2.5 Raman spectroscopy of graphene
Raman spectroscopy is another powerful optical characterization technique, based
on inelastic scattering of light by the crystal lattice [69]. Thanks to the strong cou-
pling between electrons and optical phonons in graphene, the incident light is sen-
sitive not only to phonon vibrations but also to the electronic states and defects [70].
Moreover, Raman spectrum is relatively quick and easy to measure, is non-invasive,
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and poses minimal requirements on sample preparation.
The hexagonal structure of graphene in real space, spanned by vectors ~a1 and ~a2
in Fig. 2.10(a), leads to the same hexagonal structure in a reciprocal space, spanned
by vectors ~b1 and ~b2 in Fig. 2.10(b). The high symmetry points, Γ in the center andK,
K′ at the corners of hexagons, define the cutting planes along which the phonon dis-
persion is usually plotted. Since graphene has 2 atoms per unit cell, it has 6 phonon
bands: three acoustic (A) and three optical (O). Among the optical modes there is
one out-of-plane mode (oTO), which is Raman inactive, and two in-plane modes:
longitudinal (iLO) and transversal (iTO), which are degenerate at the center of the
Brillouin zone (Γ point) and are Raman active, see Fig. 2.10(c). Usually Raman spec-




Figure 2.10: (a) A real lattice of graphene with two non-equivalent atoms (labeled A and B)
in the unit cell. The unit cell area is marked in gray (b) The reciprocal lattice
of graphene. The position of high symmetry points (Γ,K,K′) are labeled in
red. (c) Calculated phonon dispersion in graphene along different directions in
the reciprocal space. There are three acoustic modes (oTA, iTA, iLA) and three
optical modes (oTO, iTO, iLO). Adapted from [71].
When a light hits the crystal, it causes absorption and re-emission of photons.
Most of the light is elastically scattered, which is also referred to as the Rayleigh
scattering. However, a tiny fraction of photons, one per million or less, does inter-
act with lattice vibrations, and their emission energy is changed by the portion of
energy absorbed or emitted by phonons. This is referred to as Stokes or anti-Stokes
scattering and results in the Raman signal. The interactions between photons and
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phonons are mediated through electrons. The quantum mechanical description of
Raman scattering involves three transitions:
1. an electron is excited by an incoming photon of a wavevector k;
2. the excited electron interacts with phonon of a wavevector q through the elec-
tron-phonon coupling, which changes its energy and wavevector to k + q;
3. the electron returns to its ground state by emitting a photon of a wavevector
k + q.
When the electronic transition conserves energy and momentum of the real elec-
tronic state, the probability of such a transition greatly increases. Such a transition is
called a resonance transition. If the Raman process involves one resonance and one
virtual transition, it is a first order process, whereas if it involves two resonant and
one virtual transition, it is a double resonant Raman scattering or a second order
process. All resonant modes, their combinations and overtones are contributing to
the Raman spectrum with various intensity.
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Figure 2.11: (a) Raman spectrum for pristine graphene obtained with λ = 532 nm laser wave-
length. Similar to graphite, only two peaks are present: G and 2D. (b) Few exam-
ples of phonon transitions contributing to theG band and 2D band intensity [71].
A typical Raman spectrum of pristine graphene is presented in Fig. 2.11(a). It
comprises of two peaks: a G peak around 1580 cm−1, which corresponds to the
first order transitions in phonon spectrum in Fig. 2.10(c), and a 2D peak around
2680 cm−1, which is a double resonance transition. In Fig. 2.11(b) we analyze in de-
tail few possible realizations of Raman active transitions for G and 2D bands. The G
band transition follows the three aforementioned steps and is a vertical transition. It
consists of one resonant and one virtual transition, with no change in the momentum
of the electron involved. The usually much stronger 2D band actually comprises of
few different transitions, all of which include inelastic scattering between the elec-
tronic states of two inequivalent Dirac cones K and K′ (inter-valley scattering), and
the momentum exchange with two phonons.
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Figure 2.12: (a) Scheme of first two transitions steps in double resonance scattering of bilayer
graphene. There are four different possible scenarios due to the presence of two
additional bands in BLG around K = 0. (b) Comparison between the Raman
spectrum of SLG and BLG at 532 nm excitation laser. Unlike in SLG, in BLG the
2D band is much weaker than the G band. It is also much broader than in SLG
and displays fine structure. (c) Deconvolution of the 2D band of BLG into four
Lorentzian peaks representing four different scattering transitions indicated in
panel (a).
2.5.1 Identification of the number of layers
In bilayer graphene the unique linear electronic band structure of a single-layer
graphene changes into four parabolic bands. The presence of the new bands in BLG
allows for four different transitions within the double resonant 2D mode, which are
closely spaced in energy, see Fig. 2.12(a). These transitions create a very distinct sig-
nature in Raman spectra and allow for easy differentiation between SLG, BLG and
graphite [72–74]. In bilayer graphene the full width at half maximum (FWHM) of
the 2D band, which in this case is a convolution of all four peaks, has at λ = 532 nm
about 52 cm−1, roughly twice larger than FWHM(2D) of single layer, see Fig. 2.12(b).
Even if the resolution of the spectrometer does not allow for resolving all four of the
2D transitions separately, they cannot be properly fitted with a single Lorentzian
peak, see Fig. 2.12(c). For three and more layers, the individual transitions between
the electronic bands are more difficult to resolve; eventually they all converge to a
broad double peak in the bulk graphite.
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2.5.2 Signatures of defects and disorder
Once in the graphene lattice there appear defects which change the original sp2 hy-
bridization to sp3 or sp1 (e.g. oxygen, hydrogen adatoms or carbon vacancies), then
few new transitions become Raman active, see Fig 2.13(a). The strongest among
them is the peak around 1340 cm−1, referred to as a D band or sometimes a defect
band, and it is forbidden in perfect sp2 graphene. The D band transition, similar
to the 2D transitions, is a double resonance process. The difference between these
two is that the D band transition involves elastic scattering by the defect of the crys-
tal and the phonon, while 2D transition involves scattering by two phonons, see
Fig. 2.13(b). The similar origin of both the D and 2D bands is reflected by their en-
ergy dependence: the 2D band appears at a twice larger wavenumber than the D
band. In graphene with defects, one can also distinguish a small D′ peak around
1620 cm−1, see Fig. 2.13(a). It is formed by another double resonance transitions
which happen within the single Dirac cone, K or K′; thus, it is referred to as an
intra-valley transition.
(a)























Figure 2.13: (a) Raman spectra of defective graphene obtained with λ = 532 nm laser wave-
length. Two additional bands can be resolved: D at 1340 cm−1 and D′ at
1620 cm−1. (b) Examples of phonon transitions contributing to the D band and
D′ band [71].
For the case of D, D′ and 2D transitions, their peak position strongly depends on
the laser excitation energy. Since the electronic energy dispersion is linear, higher en-
ergies of incident photons lead to higher values of the wavevector q of the phonons
involved in the transition. In case of the D and 2D band, their dispersion is 50 cm−1
per 1 eV and 100 cm−1/eV respectively [71, 75, 76]. The D′ band has a weaker dis-
persion, 10 cm−1/eV, because the phonon involved in the transition does not lie at
the Γ point [77].
TheD andD′ band intensities increase with the number of defects, therefore they
can serve as a diagnostic tool on a structural disorder in graphene. The Raman spec-
tral intensity is expressed in arbitrary units because the number of counts collected
by a photodetector depends on, among others, an integration time, laser intensity
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and numerical aperture, making the comparison between absolute intensities from
different measurements erroneous. Instead, one can relate the peak heights obtained
in the same measurement; therefore, we define the intensity ratio ID/IG and I2D/IG.
Both ratios can be monitored while increasing the defect concentration, see examples
for hydrogenated and oxidized graphene in Fig.2.14.
With increasing disorder the I2D/IG ratio displays a monotonic decrease while
ID/IG ratio initially increases and then decreases. Such a behavior of the bands ratio
is general for graphene [79–82] and for graphite [70, 83–86], independently of the de-
fect type. The decrease of I2D/IG is correlated with the structural disorder and the
decreasing probability for a double resonance scattering. The non-monotonic behav-
ior of the ratio ID/IG is explained by the local activation model [83, 84, 87, 88], where
this ratio is correlated with the mean distance between the defects LD, the radius of
the structural deformation by the defect rS , and the radius of the ’activation’ area
for the D band scattering rA. For low defect concentration ID/IG increases with the
number of defects because of the increase of the D band active areas ∼ pi(r2A − r2S).








where CA is the proportionality constant. Without discriminating between defect
types and corresponding sizes of rA and rS , one can see that ID/IG ∝ L−2D . At higher
defect concentrations the defect-activated areas start to coalesce, LD < 2rA, whereas
the area of structural disorder, where the graphene band structure is degraded and
Raman selection rules do not apply, increases. This leads to an overall decrease of

























































Figure 2.14: Examples of an evolution of the Raman intensity ratios: ID/IG and I2D/IG upon
exposure to (a) hydrogen plasma, and (b) oxygen plasma. Adapted from [78, 79].
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ratio with the electron mean free path and the scattering cross-section, making the
techniques of Raman spectroscopy and electronic transport characterization comple-
mentary.
The absence of the D and D′ peaks in the Raman spectrum is a good indicator of
high crystal quality of graphene and can be used as a diagnostic tool in growth op-
timization of CVD process or in selecting the best graphene areas/flakes for further
processing and device fabrication.
2.5.3 Doping of graphene
Next to structural disorder, Raman spectroscopy provides information on doping in
graphene [70, 89–93]. With the increase of hole or electron concentration, the G band
shifts up from ∼ 1580 cm−1 at 532 nm excitation laser, by approximately 1 cm−1
per 1012 of carriers added, and its FWHM reduces. This dependence can be used
to crudely determine doping of graphene without complex fabrication of graphene
FET. On the other hand, the 2D band does not show strong change with doping,
though its width can be correlated with the graphene electronic mobility [94]. There
were also attempts to correlate the height of the D band with the sample mobil-
ity [95]. In both cases there is a large margin of error when establishing such a corre-
lation and they can be only used qualitatively.
2.5.4 Experimental characteristics of merit
In this section we discuss the practical aspects of measuring Raman spectra, describe
the experimental resolution, and the choice of the laser wavelength. There are three
primary components to any Raman spectrometer: an excitation source, a probing
stage and a spectrometer working as a detector. A laser is an optimal choice for
the excitation source because its collimated monochromatic light enables measure-
ments of relatively small Raman shifts, while the intense beam allows to improve
spatial resolution and signal-to-noise ratio. Measuring spectra of a few-micron-size
graphene requires accurate positioning of the laser spot, therefore one integrates the
Raman components with a microscope into a micro-Raman spectrometer.
In Fig. 2.15 we present the scheme of such a Raman system. The excitation laser is
led to the sample through the single mode fiber and then through the beam splitters.
The use of the single mode fiber minimizes the presence of stray wavelengths in the
beam illuminating the sample. Note that there are two beam splitters: one for the
laser light and one for the microscope lamp. The latter allows for visual inspection of
the sample and accurate positioning of the laser beam on the flake. During the spec-
tra acquisition, however, the lamp is always switched off to reduce the stray light
coming to the detector. Since the Raman effect is extremely weak, the signal must be
collected at the angle of incidence. This causes interference with the much stronger
















Figure 2.15: Scheme of a Raman microscope, indicating common path for incident and re-
flected laser beam (green) and the position of filters and microscope camera.
elastic scattering and therefore the collected signal has to be filtered out with notch
or edge filters prior to entering to the spectrometer. The scattering cross-section for
inelastic Stokes scattering is about six orders of magnitude smaller than for the elas-
tic Rayleigh scattering; therefore, long integration times and a cooling system for the
spectrometer (to reduce the dark noise) are often required to measure a discernible
signal. The signal in the spectrometer is dispersed using optical gratings and then
the separated frequencies (bins) are detected by the photodiode and/or CCD cam-
era.
Raman shifts ∆q are typically reported in wavenumbers, as this value is directly
proportional to the energy via the formula: hc/λ. Following the convention, ∆q is









where λ is the excitation wavelength, and λsp is the Raman spectrum wavelength,
both expressed in nanometers. For example, a green laser of 532 nm has the energy
of 2.33 eV. The Raman shift of 1600 cm−1 corresponds to the energy scattering of
about 200 meV.
The resolution of a Raman spectrometer characterizes the instrument’s ability
to separate two adjacent narrow spectral lines. Even if the sample emits a spec-
trum which consists of a single monochromatic wavelength (δ-function peak), the
detected line profile has some finite width, and this broadening effect is called the
instrumental bandpass. In practice, the full width at half maximum (FWHM) of the
recorded spectral peak is a convolution of various contributions to the line broaden-
ing from the instrument, including some aberration effects, spectrometer slit widths;
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and a natural width of the measured line. Assuming the Gaussian line profile for





sample. Let us analyze the
case of graphene 2D band, the width of which indicates the number of layers. In
532 nm laser light, FWHM(2D)= 24 cm−1. Assuming the instrumental resolution of
10 cm−1, which is common for standard single grating spectrometers, the measured
FWHM(2D) will be about 26 cm−1. Because the 2D band for bilayer is 52 cm−1, the
SGL and BLG can be resolved even using a low resolution spectrometer. The only
limitation is the intensity of the measured signal and the signal-to-noise ratio.
From a detailed quantum evaluation of the Raman effect, it can be shown that the
cross-section for Raman process is proportional to λ−4, where λ is the wavelength
of the excitation laser [96]. The power of the scattered light Ps is proportional to the
intensity of the incident photons I0, therefore:
Ps ∼ I0/λ4. (2.7)
From this dependence we see that the largest signal is obtained using a short exci-
tation wavelength and a high power excitation source. These conditions are, how-
ever, not always optimal because with the decrease of the excitation wavelength, the
parasitic signal from fluorophoric molecules and some polymers increases. On the
other hand, the increasing of the laser intensity may lead to excessive heating (above
2 mW) and even burning of graphene.
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3Chapter 3
Transition between 1D and 0D spin transport
studied by Hanle precession
Abstract
The precession of electron spins in a perpendicular magnetic field, the so-called Hanle
effect, provides an unique insight into spin properties of a non-magnetic material. In
practice, the spin signal is fitted to the analytic solution of the spin Bloch equation, which
accounts for diffusion, relaxation, and precession effects on spin. The analytic formula,
however, is derived for an infinite length of the 1D spin channel. This is usually not satis-
fied in real devices. The finite size of the channel length ldev leads to a confinement of spins
and an increase of the spin accumulation. Moreover, reflection of spins from the channel
ends leads to spin interference, altering the characteristic precession line shape. In this
chapter we study the influence of finite ldev on the Hanle line shape and show when it can
lead to a twofold discrepancy in the extracted spin coefficients. We propose the extension
of the Hanle analytic formula to include the geometrical aspects of the real device and
obtain an excellent agreement with a finite-element model of spin precession, where this
geometry is explicitly set. We also demonstrate that when the channel length is shorter
than the spin relaxation length λs, the spin diffusion is negligible and a 0D spin trans-
port description with the Lorentzian precession dependence applies. Finally, we provide a
universal criterion for which transport description, 0D or 1D, applies depending on the
ratio ldev/λs. The corresponding accuracy of such a choice is also discussed.
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3.1 Introduction
Spintronic devices require, in addition to efficient spin injection and detection com-
ponents, also a good spin transmitting material, causing minimal loss of spin infor-
mation [1]. The proper extraction of spin properties in a particular material such as
the spin relaxation time τs, the spin diffusion coefficient Ds, and the spin relaxation
length λs =
√
τsDs, is essential for understanding spin-dephasing mechanisms and
for improving the spin performance of materials. So far, the most promising mate-
rials for electronic spin guide are Silicon [2], with λs ' 0.5 µm , and graphene, with
λs ' 5 µm at room temperature [3].
Spin properties are mostly characterized by the electronic transport in a lateral
spin-valve structure: a device with a ferromagnetic injector and detector separated
by the non-magnetic material of interest [2–7]. Utilizing the Hanle effect, especially
in a four-terminal nonlocal geometry, is considered the most reliable way for deter-
mining spin coefficients [8, 9]. First, it enables the spin signal to be separated from a
spurious background, and second, it allows τs andDs to be independently extracted.
Although very powerful, the fitting of the Hanle measurements requires much care.
For example, the effects of invasive contacts on the Hanle signal are discussed in
Ref. [10]. The influence of the finite device geometry has so far only been discussed
in relation to the amplitude of the spin accumulation [5, 11, 12], ignoring the effects
on the Hanle signal. However, the geometrical confinement leads to interference ef-
fects due to reflection of spins from the channel ends. This modifies the line shape of
the Hanle signal and is critical for extracting τs and Ds.
Here we address the spin confinement effects, in particular the compatibility of
the standard analytic Hanle formula, derived for infinite channel length, with the
signal obtained in the devices of the finite length ldev. Such a situation is common
when dealing with micromechanically cleaved graphene [3, 6]. We determine how
the finite length of the spin channel alters the Hanle precession line shape and the
spin coefficients extracted when fitting with the standard analytic solution. We es-
tablish the length scale at which the device size is important and propose an analytic
extension of the Hanle formula to include the multiple reflections of spins from the
channel ends. We verify our analytic model with a finite-element numerical model
of spin precession, where the device geometry is explicitly defined. Our analytic
model can easily be adapted to any lateral strip-like device geometry. We also in-
dicate when the confinement of the spins results in a transition from 1D to 0D spin-
transport description with a simple Lorentzian-type of Hanle. The chapter concludes
with instructions on how to account for the finite geometry effects in the Hanle fit-
ting procedure. We show that the role of geometry scales universally with λs. The
presented description can be applied to any channel material such as non-magnetic
metals or semiconductors, including graphene.
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3.2 Hanle effect in an infinite channel
Spin transport through a non-magnetic material can be successfully modeled by dis-
tinguishing two spin channels: one for majority and one for minority spins, and by
introducing the spin accumulation µs = (µ↑−µ↓)/2, which is the difference between
the electrochemical potential for each spin channel [13]. We focus our analysis on
nonlocal spin transport, where the current flows through the part of the device that
is outside of the detection circuit. We base our analysis on graphene as a channel
material to reduce the spin transport description to a 2D case. Moreover, in strips,
where contacts cover the whole width of the channel, the spin profile is uniform
along the contact and the description can be further reduced to 1D. We also exclude
conductivity mismatch effects and contact induced dephasing [10, 14], as they can
be circumvented by setting a highly resistive tunnel barrier.
The device geometry and the four-terminal nonlocal measurement scheme con-
sidered here is presented in Fig. 3.1(a). The outer electrodes (current drain and ref-
erence probe) are non-magnetic, therefore in a linear transport regime their specific
location does not matter [15]. The injected spins are oriented in-plane, following
the magnetization direction of the ferromagnetic injector along the y axis. When one
applies a perpendicular magnetic field B = Bz , the spins start a precession in the
x− y plane.
In the steady state these processes can be described by the one-dimensional Bloch
equation for µs = (µs,x, µs,y):
DS∇2µs − µs
τs
+ ωL × µs = 0, (3.1)
which includes spin diffusion: the term with Ds; spin relaxation: the term with τs;
and spin precession: the term with Larmor frequency ωL = gµBB~ , where g = 2 is
the gyromagnetic factor of the spin carrier and µB is the electron Bohr magneton. To
solve this equation one sets the boundary condition of an infinite channel: µs → 0 for
d → ∞, where d is the distance from the injector. This is practically fulfilled for d >
5λs, due to the fast exponential decay of spin accumulation with d. The spin signal
is detected by the ferromagnetic detector, which is sensitive to the projection of spin
accumulation on its own magnetization direction. It measures the µs,y component,






















and µ0s,y = ePiIρλs/(2W ) is the spin accumulation at
the injector at B = 0, where e is electronic charge, I is the injected current, Pi is the
polarization of the injector, ρ is the resistivity of the channel, and W is its width. The
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nonlocal spin resistance defined as Rnl = Vnl/I is:
Rnl(B,L) = ±PiPd ρ λs
2Wµ0s,y
µs,y(B,L), (3.3)
where + refers to parallel and − to antiparallel alignment of the injector and detec-
tor magnetization respectively, and Pd is the polarization of the detector. Rnl(B,L)
from Eq. 3.3 can be implemented as a fitting function with unknown parameters: τs,
λs, PiPd; often one assumes the same polarization for injector and detector: Pi =
Pd = P . All three parameters can be independently extracted from the fit of the
experimental results.
3.3 Hanle effect for confined channel
In a device where the channel length is comparable to λs, the assumption of vanish-
ing spin relaxation at the device ends is not fulfilled. There are three relevant lengths
for the problem: spacing between the injector and the detector L, and two distances
from the injector to the channel ends: l1 and L + l2, where ldev = L + l1 + l2, see
Fig. 3.1(a). We can view the randomly diffusing spins as being reflected back from
the channel ends; see Fig. 3.1(a). We assume that the reflection from the device ends
do not induce extra spin dephasing. In this situation the electrochemical potential
µs,y at the detector, d = L, will interfere, either constructively or destructively, with
the potential created by reflected spins, which effectively travel larger distances. The
resulting signal is the sum over all combinations of trajectories, which pass from
d = 0 to d = L, namely L,L+ 2l1, L+ 2l2, L+ 2l1 + 2l2, L+ 2ldev and so forth. The
resulting potential Σµs and nonlocal resistance ΣRnl then reads:
Σµs,y(B,L, l1, l2) =
∞∑
n=0
[µs,y(B,L+ 2nldev) + µs,y(B,L+ 2(l1 + nldev))+
µs,y(B,L+ 2(l2 + nldev)) + µs,y(B,L+ 2(l1 + l2 + nldev))] (3.4)
and
ΣRnl(B,L, l1, l2) = ± P
2ρλs
2Wµ0s,y
Σµs,y(B,L, l1, l2), (3.5)
where the integer n > 0 counts the number of times spins pass back and forth
through the channel. As µs,y from Eq. 3.2 decays exponentially with d/λs, one can
terminate the sum for trajectories > 5λs. The error of such approximation is less
than 1%. One should note that we obtain the same signal when we mirror the de-
vice geometry ΣRnl(B,L, l1, l2) = ΣRnl(B,L, l2, l1). A special case is a semi-infinite
device for which only n = 0 terms in Eq. 3.4 are relevant giving ΣRnl(B,L, 0,∞) =
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Figure 3.1: (a) Scheme of the device geometry and nonlocal transport measurement, with
two ferromagnetic inner electrodes and two non-magnetic outer electrodes. The
dashed lines indicate few possible trajectories for the spin, for which d = L,L +
2l1, L + 2l2. All the contacts are highly resistive and do not induce spin relax-
ation. (b) Numerical evaluation of µs,y along the spin channel for three differ-
ent device lengths at B=0. (c) Amplitude of ΣRnl from Eq. 3.5 as a function of
channel extension l1 = l2 = l. (d) Normalized ΣRnl for different ldev and con-
stant L = 0.1λs. Following the direction indicated by the arrow are curves for
ldev/λs = {0.1, 0.5, 1, 1.5, 2, 3, 10}. Only the last one can be properly fitted with
the standard Hanle formula from Eq. 3.3.
2Rnl(B,L). The signal is twice larger than that obtained when the channel extends
to infinity on both sides.
Alternatively, one can define the problem on a discrete grid and solve Eq. 3.1
numerically. For that we use a finite element software (COMSOL Multiphysics). We
define the spin-dependent electrochemical potential as variables µ↑, µ↓ in x−y space,
and link them only by spin relaxation. For details see Appendix A. We solve Eq. 3.1
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at various perpendicular magnetic fields B and various channel geometries L, l1,
l2. All presented results are evaluated using typical spin properties for graphene:
Ds = 0.02 m2/s, τs = 200 ps, λs = 2 µm. We set the contact polarization P = 20%,
the channel resistivity ρ = 150 Ω, and the tunnel barrier resistivity ρt = 10 Ω/m, to
avoid the conductivity mismatch problem.
In Fig. 3.1(b) we present the numerical evaluation of the spin chemical potential
µs,y across the device for three different channel lengths. We can directly see that the
presence of the channel ends at distances comparable to λs suppresses the exponen-
tial decay and amplifies the magnitude of µs,y . The numerical model gives exactly
the same Hanle precession curves as the standard analytic formula (Eq. 3.3) only for
the case of a very long channel strip (where l1, l2  λs). When reducing l1 and l2,
the obtained curves change both in magnitude and line shape such that they cannot
be fitted by Eq. 3.3. Instead, there is an excellent agreement in magnitude and in line
shape with the analytic sum of Hanle contributions ΣRnl(B,L, l1, l2) from Eq. 3.5,
where as a cut-off criterion we take 2nldev & 5λs. We examine these agreements for
various geometries (l1 = l2, l1 6= l2) and for various spin properties: λs = {2, 4} µm,
see Sec. 3.6.1, each time recovering the general scaling of the problem with λs.
As the analytic formula is easier to implement, all the following results are eval-
uated using the expression for ΣRnl. To reduce the parameter space, we vary the
channel length evenly on both sides such that l1 = l2 = l. With the increase of ldev,
the amplitude of the spin signal drastically decreases (see Fig. 3.1(c)) and asymptoti-
cally tends to the value for an infinite device. To observe that not only the magnitude
of the signal but also its dependence on B changes, in Fig. 3.1(d) we plot normalized
Hanle curves for different ldev while keeping the same L. The differences in the
Hanle line shape are most apparent when L < λs and ldev . λs as the contribution
of reflection from the channel ends increases with confinement.
3.3.1 Comparison between standard and extended analytic Hanle
formula
Next, we analyze the discrepancy between true and extracted spin coefficients when
enforcing a standard Hanle fit Rnl using Eq. 3.3 to the signal from a device of finite
length, which is properly described by the sum ΣRnl from Eq. 3.5. The accuracy of
the fit depends on L and l, and their relation to λs. We first construct Hanle line
shapes of the form ΣRnl(B,L, l, l) for different geometries (L, l) and individually fit
them using Rnl from Eq.3.3. The fitting uses the least squares method for magnetic
field range of (−0.4, 0.4)T, and the extracted coefficientsDfits , τfits , and λfits are collected
irrespective of the visual discrepancy between the ΣRnl and the fitting curve. In
Fig. 3.2 we present the ratio between true and extracted spin properties for two cases:
L = 0.1λs and L = 1λs. For large l the spin coefficients Dfits , τfits and λfits converge
to the true spin properties of the channel: Ds, τs, λs. However, for l < 3λs there is
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Figure 3.2: (a) Dfits , (b) τfits , and (c) λfits extracted from fitting of ΣRnl(B,L, l, l) signal from
Eq. 3.5 with Rnl(B,L) from Eq. 3.3 for two different cases: L = 0.1λs (upper) and
L = 1λs (lower). The fitted coefficients are normalized by the true spin properties
of the channel.
a strong modulation of the extracted coefficients due to the interference mechanism
between spins multireflected from the channel ends. The maximum discrepancy in
τfits , irrespective of the L/λs ratio, appears for l ' λs. In this range and for L = 0.1λs,
τfits gets overestimated by more than a factor of 2, but the corresponding discrepancy
betweenDs andDfits is about 70%. Increasing the ratio ofL/λs improves the accuracy
of the fit because the contribution from the reflected spins vanishes. Dfits tends to zero
when L and l  λs, which is the case for a strongly confined structure. Further we
show that in this range the spin transport is zero-dimensional, with a characteristic
Lorentzian dependence.
3.3.2 The limit of 0D transport
When ldev  λs, the spin chemical potential distributes evenly along the channel
due to the spin backflow and multireflection, which reduce the process of diffusion.
Without diffusion one enters a zero-dimensional (0D) transport regime, a case more
familiar in optical spin polarization experiments in semiconductors [16] and the
three-terminal (3T) Hanle precession measurements [17]. The 0D steady-state be-
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Figure 3.3: (a) Sum of Hanle signals ΣRnl(B, 0.1λs, 0, 0) for the confined spin channel and its
least square fit to the Lorentzian curves. For the Lorentzian fit τfits ' τs whereas
τfits ' 2τs when the standard Hanle fit from Eq. 3.3 is used. (b) τfits extracted from
the Lorentzian fit of ΣRnl for L < λs, normalized by the true τs of the channel.




= ωL × µs, (3.6)
and its solution is the Lorentzian function: µs,y =
µ0s,y
1+(ωLτs)2
. In Sec. 3.6.2 we ver-
ify the correlation between the Lorentzian dependence and ΣRnl from Eq. 3.5 for a
strongly confined channel.
In Fig. 3.3(a) we present a comparison between the Hanle signal for confined
channel ΣRnl(B, 0.1λs, 0, 0) and its Lorentzian fit. There is a very good agreement in
the line shapes between these two curves even though their amplitudes are different,
see the explanation in Sec. 3.6.2. In an experimental situation, however, only the line
shape, which determines the τs, is relevant. Next, we perform the same Lorentzian
fitting for different ΣRnl(B,L, l, l), where L < λs, to establish the geometrical range
where the quasi-Lorentzian dependence still holds and gives a good estimation of
τs, see Fig. 3.3(b). Indeed, for ldev < λs and L . λs/4 there is a good agreement
between the true τs and τfits . Therefore, the transport in that range can be considered
as zero-dimensional.
Note that performing a 3T Hanle measurement does not readily imply that a 0D
transport description is applicable. Particularly, in devices with a long spin channel
and a narrow injecting contact, the diffusion from the injector still plays a role. In
such a case, Eq. 3.2 with d = 0 should be used in the fitting procedure instead of the
33.4. Interpretation of the spin transport measurements 77











3.4 Interpretation of the spin transport measurements
The finite length of the spin channel largely affects the magnitude of the spin ac-
cumulation, the Hanle precession line shape, and the extracted fitting coefficients.
From the above analysis we find that in the case of tunneling contacts, when injector
and detector are located far from the channel ends (or l1, l2 > 3λs), we can apply the
standard Hanle formula from Eq. 3.3 for 1D spin transport, even for L . 0.1λs. For
the case when L < 0.25λs and ldev . λs, we can use a zero-dimensional description
with the Lorentzian formula and extract τs with less than 15% discrepancy. For all
the ranges in between, the error in extracted coefficients largely depends on specific
lengths of L, l1 and l2 in relation to λs. In these ranges, the standard fitting formulas
should be replaced by a more universal formula of ΣRnl from Eq. 3.5. In practice,
the spin coefficients extracted from the standard Hanle fitting using Eq. 3.3 can be
applied for a crude approximation of the true spin coefficients. When the device
geometry in relation to the extracted λs requires, one should repeat the fit with few
additional Hanle terms in Eq. 3.5, keeping the same Ds, τs, and P for all of them.
It is important to note that using the presented Hanle line shape analysis, one can
also investigate how the reflection from the edges and channel ends affects the spin
interference pattern and determine the validity of the assumption about nondephas-
ing edges [7, 19, 20].
The largest discrepancies between the precession signal and standard 1D Hanle
curves are predicted for devices with a total length smaller than λs. So far, there
are no experimental works reporting spin precession in such devices. This limits
the experimental verification of the presented model. Also, in the specific case of
graphene, λs typically varies from device to device, even in very long devices where
the standard Hanle analysis is justified. Nevertheless, the current progress in the
preparation of graphene spintronic devices indicates that the realization of devices
with reproducible spin transport parameters and having dimensions smaller than λs
is possible in the near future [21]. Therefore, we are at the start of the exploration
of graphene spintronic devices with nanoscale dimensions, where the presented for-
malism is important.
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3.5 Conclusions
We discuss how a finite length of the spin channel leads to a spin confinement and
spin interference, affecting two characteristics of the spin transport: the spin accu-
mulation and the Hanle precession line shape. To properly account for these geo-
metrical effects we extend the standard Hanle formula, which depends only on the
distance between injector and detector L, into a sum of Hanle functions, which de-
pends also on distances to the channel ends l1, l2. We confirm this model numerically
by solving the spin Bloch equation on a finite device geometry. Further, we analyze
the discrepancy one gets when fitting the signal from a confined channel by the stan-
dard Hanle formula derived for an infinite channel. The error in extracted τfits can
be more than twofold when the device length is comparable to λs and L . 0.1λs. In
the regime of very short spin channel, the spin diffusion is strongly reduced and the
zero-dimensional spin transport description applies. We present how the proposed
sum of Hanle curves reflects this transition and show the conditions when a fit to the
zero-dimensional Lorentzian line shape yields an accurate spin lifetime.
This work provides a solid foundation on the interpretation of Hanle spin preces-
sion experiments at the nanoscale where device dimensions are comparable to λs. It
gives a useful insight into the interference effects in finite-size devices and into the
transition between 1D and 0D spin transport regimes.
3.6 Supplemental information
3.6.1 Analytic versus numerical Hanle signal in a finite device.
In this section we compare the Hanle signal obtained from a finite-element simula-
tion of spin transport in COMSOL, where the device geometry is set explicitly, with
the introduced analytic summation formula ΣRnl(B,L, l1, l2) after Eq. 3.5. We trun-
cate the sum in Eq. 3.5 using the criterion d > 5λs as in the main text. The electronic
and spin properties of the channel are set to the same values in both numerical and
analytic cases. The non-invasive nature of contacts in COMSOL is assured by plac-
ing a highly resistive tunneling barrier between the contacts and the channel. We
examine the signal line shape for various geometries: l1 = l2, l1 6= l2, and for vari-
ous spin properties: λs = {2, 4} µm. This always results in an excellent agreement
between the COMSOL simulation and formula ΣRnl(B,L, l1, l2) both in the magni-
tude and in the line shape of a Hanle signal. In Fig. 3.4(a) and 3.4(b) we present two
examples of such an agreement for the cases of symmetrically and asymmetrically
spaced contacts from the channel ends, keeping both L = 0.1λs and the channel
length, ldev = l1 + L + l2, the same. For reference, we also plot the standard Hanle
signal for an infinite channel length,Rnl(B,L) after Eq. 3.3. As motivated previously,
the fitted Hanle curve does not agree neither in the amplitude nor in the line shape
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to the signal from a confined channel.
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Figure 3.4: Comparison between the numerical and two analytic expressions for the Hanle
effect: Rnl(B,L) from Eq. 3.3 and ΣRnl(B,L, l1, l2) from Eq. 3.5. (a) Case when
the injector-detector are spaced symmetrically from the channel ends: l1 = l2.
(b) Case when the injector-detector are located asymmetrically from the channel
ends: l1 6= l2. The spin properties of the channel are: Ds = 0.02 m2/s, τs = 200 ps,
λs = 2 µm, Pd = 20%, ρ = 150Ω.
3.6.2 Transition from Hanle to Lorentzian dependence in strongly
confined systems
In the 0D case there is no diffusion of spins, and the spin dynamics reduces to a linear




. The very same Lorentzian dependence is obtained for
three-terminal (3T) spin transport [17], when the size of the injecting contact is much
larger than λs and all reflection effects from the device ends can be ignored. In 3T
the injecting contact is at the same time a voltage probe; therefore, the measured
signal can be viewed as a sum of standard Hanle signals from Eq. 3.2 for L equal to
all possible distances between injection and detection points within the contact. The
continuous nature of the contact makes L a continuous variable. Therefore, the sum
of Hanle signals can be expressed as the integral
∫∞
0
µs,y(B, x)dx. Using the fact that∫∞
0
exp(−ax) cos(bx)dx = a/(a2 + b2) and ∫∞
0












Unlike for the 3T case, here we consider a device which has narrow contacts, but
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in addition the channel length is also very small, ldev < λs, leading to a strong spin
confinement. The expression for Σµs,y(B,L, l1, l2) from Eq. 3.4 is very similar to the
discretized version of Eq. 3.8, when L, l1, l2  λs. However, there are some subtle
differences. For example, in the case of l1 = l2 = 0 we have Σµs,y(B,L, 0, 0) =
4µs,y(B,L) + 4µs,y(B, 3L) + µs,y(B, 5L) + .... This sum contains only contributions
from odd terms of L, while the Lorentzian sum from Eq. 3.8 contains both odd and
even terms L: µs,y(B,L) +µs,y(B, 2L) +µs,y(B, 3L) +µs,y(B, 4L) +µs,y(B, 5L) + ....
In numerical integration we can approximate these missing terms by the preceding
terms, µs,y(B, (2n+ 1)L) ≈ µs,y(B, 2nL), so eventually the sum Σµs,y(B,L, 0, 0) will
be twice larger than the corresponding Lorentzian sum, Eq. 3.8, but the characteristic
line shape will be preserved. When the distances l1, l2 > 0 then the correlation of the
sum Σµs,y(B,L, l1, l2) with a Lorentzian is less straightforward, but for l1, l2 < λs
the terms for L,L+ 2l1, L+ 2l2, L+ 2l1 + 2l2, L+ 2ldev, ... can be seen as a change
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4Chapter 4
A road to hydrogenating graphene by a
reactive ion etching plasma
Abstract
We report the hydrogenation of single and bilayer graphene by an argon-hydrogen plasma
produced in a reactive ion etching (RIE) system. Electronic transport measurements in
combination with Raman spectroscopy are used to link the electron mean free path to
the optically extracted defect concentration. We emphasize the role of the self-bias of the
graphene in suppressing the erosion of the flakes during plasma processing. We show that
under the chosen plasma conditions the process does not introduce considerable damage to
the graphene sheet and that hydrogenation occurs primarily due to the hydrogen ions from
the plasma and not due to fragmentation of water adsorbates on the graphene surface by
highly accelerated plasma electrons. For this reason, the hydrogenation level can be well
controlled. The hydrogenation process presented here can be easily implemented in any
RIE plasma system.
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M. Wojtaszek, N. Tombros, A. Caretta, P. H. M. van Loosdrecht and B. J. van Wees,
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4.1 Introduction
Hydrogenation of carbon materials, e.g. graphite, carbon nanotubes or carbon foams,
has triggered a large technological and scientific interest, with its main focus on hy-
drogen physisorption in hydrogen storage systems [1]. However, for electronic ap-
plications the chemisorption of hydrogen is even more interesting, as it allows for
tuning of electronic properties in carbon conjugated systems. An excellent candi-
date for such manipulation is graphene, a single layer of graphite, built only from sp2
carbons and demonstrating high carrier mobilities [2]. Similarly to single wall nano-
tubes [3], the small volume and large contact area of graphene makes chemisorption
of hydrogen an efficient way to modify its electronic properties [4, 5]. Depending
on the H coverage, one can tune the transport properties of graphene from metallic
to semiconducting, and ultimately to an insulating state for its fully hydrogenated
derivative graphane [6]. Opening of a bandgap by hydrogenation in otherwise gap-
less graphene can be a way to fabricate a circuit consisting of a single material, with
both metallic and semiconducting parts.
Apart from microelectronic applications, the influence of hydrogen on electronic
transport in graphene has great scientific relevance as well. In particular, it allows to
study the role of localized defects as scattering centers limiting carrier mobility [7],
the transition in charge transport from the Drude type (in pristine graphene) to the
variable range hopping type (in strongly hydrogenated graphene) [6], or predictions
of magnetism originating from hydrogen defects [8, 9].
Chemisorption of hydrogen on a graphene surface changes the carbon electronic
orbitals from sp2 to sp3 hybridization and results in a localized state. The potential
barrier for hydrogen adsorption to the flat surface of graphene ranges from 0.2 to
0.4 eV [10]. Part of this energy is consumed by the displacement of the carbon out
from the graphene plane to obtain the tetragonal sp3 geometry. This adsorption bar-
rier is lower in initially curved or protruding structures, where structural deforma-
tion is already present, e.g. at grain boundaries, lattice defects or on ripples [10]. For
effective and controllable hydrogenation of graphene, several techniques have been
already explored, including exposure to an atomic hydrogen source [11–13], electron
beam (e-beam) exposure of highly hydrated lithography resist HSQ [14], and e-beam
exposure of a water adhesive layer on graphene [15, 16]. Each of these approaches
has some crucial limitations. Exposure to atomic hydrogen saturates at very low
coverages (after all ’easy’ binding sites like lattice defects or ripples, are populated)
and requires an exposure time of hours [12]. Patterning hydrogenated structures
with an electron beam is more technologically demanding, time consuming, and the
resulting hydrogen coverage is limited by the type of source used (HSQ/water). On
the other hand, exposure to an argon-hydrogen plasma produced in a DC [6] or RF
source [17] has an important advantage due to the higher energy and reactivity of
the hydrogen ions than neutral hydrogen atoms. This enables their chemisorption
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even on the flat surface of graphene. Hydrogenation by an Ar/H2 plasma yields a
very high hydrogen uptake, it does not require special sample preparation and is
compatible with microfabrication techniques.
Estimation of the H content in micromechanically cleaved graphene flakes after
hydrogen treatment is very difficult. The standard methods known from graphite
like thermal programmed desorption (TPD) [18–20], are insensitive to the possible
amounts of desorbed hydrogen from a few-micron-size flake. Estimation of H cov-
erage from scanning tunneling microscopy (STM) topography images carries limita-
tions because STM probes the surface only locally, measurements are time consum-
ing and difficult when graphene is deposited on the insulating substrate. An appeal-
ing alternative is Raman spectroscopy, which is a relatively easy, non-destructive,
non-contacting and quick method to probe H coverage from even micrometer sized
samples and can be carried out at room temperature and atmospheric pressure.
Chemisorption of H induces Raman bands which are normally symmetry forbidden
in the graphene spectrum. The assignment of these bands to hydrogen adsorbates
allows an indirect estimate of the H content [21].
In this chapter we demonstrate the hydrogenation of graphene by an RF plasma
of an argon-hydrogen gas mixture using reactive ion etching (RIE). This technique
has not been explored for graphene hydrogenation before, despite the fact that RIE
is widely used for electronic device microfabrication. We characterize the hydro-
genation properties of the RF plasma and its reversibility under moderate thermal
annealing by means of Raman spectroscopy. Further, we present the electronic trans-
port measurements in single-layer (SLG) and bilayer graphene (BLG), which enables
us to relate the structural defects to graphene transport properties. In the control ex-
periment we compare the effect of the Ar/H2 plasma with the pure Ar plasma in
two types of samples (in bare flakes on insulating substrate and in graphene de-
vices). The observed differences highlight the role of the floating potential of the
non-contacted graphene flakes for acceleration of the graphene erosion. As this ef-
fect is completely suppressed in graphene devices, we conclude that there graphene
hydrogenation happens primarily due to the hydrogen ions and not due to highly
accelerated plasma electrons fragmenting water add-layer on graphene surface, as
suggested in Ref. [22] .
4.2 RF plasma conditions
The hydrogenation is performed in a reactive ion etching reactor with a parallel plate
geometry, schematically depicted in Fig. 4.1. The diameter of the bottom electrode,
on which the samples are placed, is 300 mm, while the opposite top wall of the
chamber serves as a grounded counter-electrode. A high frequency generator oper-
ating at 13.56 MHz is capacitively coupled to the bottom electrode, and a matching
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Figure 4.1: Schematic drawing of the reactive ion etching chamber used in the experiment.
The sample is placed on the bottom electrode, connected to the RF power source,
while the top electrode and the walls are grounded. On the right the correspond-
ing potential profile during the plasma operation is drawn. The positive bias, VP ,
inside the plasma and negative self-bias, VSB, at the sample are indicated. Graph-
ene can be insulated from the bottom electrode by the SiO2 substrate or connected
to it by fabricated metallic contacts. In the latter case graphene will have the same
self-bias as the bottom electrode.
of the electrical network to the plasma is accomplished by mechanical tuning of the
impedance in the circuit.
In view of safety considerations, we use a gas mixture of H2 (15%) with Ar (85%)
as a balance gas. The ionization energy of Ar, EAr = 15.76 eV, is very close to the
ionization energy of H2, EH2 = 15.42 eV, therefore the induced plasma is composed
of ions from both species. The inlet of gas is controlled by an Ar mass flow controller.
In all presented plasma hydrogenation processes, the gas flow is kept constant at
200 sccm and the pressure in the chamber is 0.05 mbar. To reduce the reactivity
of the plasma, especially carbon sputtering by Ar ions, we use the plasma at the
lowest ignition power, P = 3 W (power density is ∼ 4 mW/cm2), and we tune the
circuit impedance to reduce the built-in DC self-bias between the bottom electrode
and the plasma (VSB in Fig. 4.1) down to zero. Reducing VSB to zero minimizes the
ion acceleration and possible sputtering effects on graphene. We analyze two cases,
one where the graphene flakes are electrically insulated from the chamber electrodes
(by the SiO2 substrate) and one where the flake is in electric contact with the source
electrode. In the first case, the potential of the flake is floating, which may result in
negative charging of the flake before the plasma quasi-equilibrium state and VSB=0
is reached (in the first 3 seconds after the plasma ignition). This charging is largely
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suppressed for a graphene device which is in electrical contact with the chamber
electrode. On the basis of work of Nunomura et al. [23], we estimate that we are in a
collisional regime, with the ion bombardment energy in the range of 5 − 20 eV. The
dominant hydrogen radicals are H+3 , with a much smaller concentrations of H
+
2 and
H+. We note that the processing conditions and hydrogenation speed are different
from the one explored in Ref. [17]. The gas pressure in that process is two orders of
magnitude higher than in the one used here, and Luo et al. used a grounded bottom
electrode.
4.3 Raman spectroscopy of pristine and hydrogenated
graphene
Information about the H content can be obtained indirectly from Raman spectra [17].
In pristine graphene only two vibrational modes are Raman active: a G band at
1580 cm−1, which is an in-plane optical vibration of E2g symmetry produced by sp2
carbon network; and a 2D band (sometimes called a G′ band) around 2670 cm−1,
which arises from resonantly enhanced two phonon scattering processes. The pres-
ence of sp3 defects breaks the translational symmetry in the graphene lattice and
activates other resonant transitions. The most significant is the so-called defect band
D at 1340 cm−1, forbidden in the ideal sp2 graphene lattice. The D band results from
a second order process involving intervalley elastic scattering of electron by defect
and inelastic scattering by phonon. The 2D mode is an overtone of the D peak,
with the difference that in case of the 2D band an electron is scattered by a second
phonon instead of a defect. Additionally, sp3 defects induce a much weaker D′ band
at 1620 cm−1, coming from intravalley defect scattering, and a peak, which can be
assigned to the combination of theD andGmode (G+D) at∼ 2940 cm−1 [21]. These
properties of graphene make Raman spectroscopy a sensitive tool for the detection
of chemisorbed H defects. It is worth noting that the physisorbed molecules do not
change the hybridization of carbons and hence do not contribute to the Raman sig-
nal of the D band. In the Ar/H2 plasma process presented here, one has to also take
into account the effect of the Ar ions, which by bombarding graphene could induce
other sp3-type defects: vacancies. These defects also contribute to the D band inten-
sity in Raman spectra; therefore, care must be taken when one assigns the D band
intensity solely to the H adatoms. Later in this chapter we confirm by using thermal
desorption that the sputtering effect of Ar ions is largely suppressed in the chosen
plasma conditions (considerably low RF power, high gas pressure). This assures the
hydrogen origin of sp3 defects. To quantify the level of hydrogenation, we use the
integrated intensity ratio ID/IG of the Raman bands, which relates the amount of
sp3 defects in the graphene lattice to its inherent sp2 bonds.
Raman spectra are obtained using a Horiba T 64 000 micro-Raman spectrometer
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Figure 4.2: (a) Raman spectrum of pristine single-layer graphene (black) and after 20 min of
exposure to the Ar/H2 plasma (blue). Exposure induces additional Raman bands:
a D band around 1340 cm−1 and a weaker D′ band around 1620 cm−1. The in-
crease of FWHM of original graphene bands (G, 2D) is apparent. (b) The inte-
grated intensity ratio between the D and G bands of SLG after different Ar/H2
plasma exposure times. The scattering of the data for different samples is at-
tributed to the floating potential of the graphene flakes during the exposures.
(c) The change of the ID/IG ratio of the exposed flakes under annealing on a hot
plate for 1 min. The plasma exposure time for each flake is indicated next to the
corresponding ID/IG values. In flakes exposed for less than 1 h the D band could
be almost fully suppressed (ID/IG < 0.2), which confirms the H-type origin of
defects. In samples exposed for longer time (80 min and 2 h) annealing does not
significantly reduce ID/IG, which suggests a different nature of defects therein,
e.g. vacancies.
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with 532 nm laser excitation wavelength, spectral resolution of ∼ 2 cm−1, laser spot
size <10 µm in diameter and power density below 0.5 mW to avoid laser induced
heating. First, we study the evolution of the D band and its amplitude in compar-
ison with the G band in Raman spectra at various plasma exposure times. For that
purpose we select a set of graphene flakes deposited on SiO2/Si substrate (300 nm
of SiO2) by micromechanical cleavage of Kish graphite. For each flake we obtain
a pristine Raman spectrum, which we use to exclude the presence of initial disor-
der. By analyzing the shape and FWHM of the 2D band, we confirm the number of
layers in the chosen flakes [24, 25]. Then, each sample is exposed separately to the
Ar/H2 plasma for a specific amount of time, and immediately after that, the Raman
spectrum in ambient conditions is acquired.
A typical Raman spectrum of graphene before and after the plasma exposure
is shown in Fig. 4.2(a). Hydrogenation results in an activation of additional vibra-
tional modes, two of which are depicted in Fig. 4.2(a): a disorder induced D band at
∼ 1340 cm−1 and a D′ band at 1620 cm−1. The evolution of the integrated intensity
ratio between the D and G bands in the Raman spectrum, ID/IG, after different ex-
posure times is shown in Fig. 4.2(b). We note its similar behavior to that presented in
Ref. [17]. The increase of the exposure time results in the increase of the ratio between
the D and G band up to the point where there are so many defects in the graphene
lattice that the graphene electronic band structure is degraded, reducing possible op-
tical transitions for both D and G bands [26]. The initial increase and then decrease
of the ID/IG ratio with an increasing number of defects in graphene is reported irre-
spective of the origin of the defects [27–29]. After hydrogenation, all original Raman
bands of graphene show an increase of their FWHM, which is attributed to the local
deformation of the lattice and a larger variation in vibrational/phonon energy.
4.3.1 Reversibility of hydrogenation under annealing
To confirm that the defects in graphene detected by Raman spectroscopy originate
from H adsorbates, we study the change of the ID/IG ratio after heat treatment. The
comparative studies of hydrogen desorption in graphite by TPD show that H starts
to desorb already at moderate temperatures, above 60 oC, with the desorption max-
imum at 170 oC and 290 oC [20]. Note that these temperatures are too low to heal
possible vacancies in graphene. We perform the heating in a nitrogen environment
on a hot plate, with temperature ranging from 75 oC to 275 oC, each time for 1 min.
As can be seen in Fig. 4.2(c), heating results in a decrease of the ratio ID/IG. This
decrease begins already at 75 oC and continues with an increase of heating temper-
ature. After heating at 275 oC, ID/IG drops below 0.2 in the case of the samples
exposed to plasma for less than 1 h. The samples exposed for 80 min and 2 h show
a much smaller decrease of defect band intensity with temperature. This means that
after prolonged exposures the D band in these flakes must originate primarily from
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carbon vacancies rather than H adsorbates. In a control experiment we expose the
graphene flakes to the pure Ar plasma at the same RIE exposure conditions. We
observe that the pure Ar plasma induces substantial etching of graphene, with com-
plete erosion of the flake after about 30 min. The different etching rate of the Ar/H2
plasma versus pure Ar plasma can be explained by the mass difference between H
and Ar ions. Lighter H ions are accelerated faster by the bias difference between
the plasma and graphene, and they reach the graphene surface earlier than Ar ions.
Because of charge transfer, H ions effectively neutralize the negative potential of the
flake, reducing the self-bias voltage between the sample and the plasma, hence re-
ducing the acceleration of much heavier Ar ions. Although the carbon vacancies
seem to contribute substantially to the D band signal after the plasma exposures
with Ar, this effect is completely suppressed in graphene devices, where the flake is
in electric contact with the bottom electrode. Exposure of the contacted flake to the
Ar plasma did not produce any defect related Raman bands, even after prolonged ex-
posure (>3 h). In next section we show no significant change in graphene electronic
mobility under the Ar plasma treatment. This emphasizes the role of the floating
potential of the graphene sample for amplifying the etching speed.
4.4 Electronic transport in hydrogenated graphene
To gain more information about the role of different H coverages on electronic trans-
port, we perform four-terminal resistivity measurements in single and bilayer graph-
ene devices after sequential exposure to the Ar/H2 plasma (devices are exposed si-
multaneously). The measurements are done at room temperature and in vacuum
shortly after the plasma exposure. The inset of Fig. 4.3(a) shows the example of
resistivity ρ at different charge carrier concentrations for the SLG device. The car-
rier concentration n can be extracted from the charge induced by the gate voltage
Vg with respect to the voltage of the charge neutrality point (CNP) VD (also called
the Dirac point) by using the formula: n = Cg(VD − Vg)/e, where gate capacitance
Cg=115 aF/µm2 for 300 nm SiO2. Upon exposure the position of the Dirac point
shifts to positive voltages, indicating the hole doping from H. Linking this shift di-
rectly to the amount of adsorbed H, however, is not appropriate here, as the mea-
surements are done ex-situ and other dopants, like physisorbed water molecules,
could screen the doping induced by H [30]. For that reason we focus on the resistiv-
ity changes at the CNP and in a high doping regime, where graphene shows metallic
behavior (here arbitrarily taken at ∼ 2× 1012 cm−2).
In Fig. 4.3(a) one can see that with the increase of the exposure time, the SLG
resistivity changes from a few kΩ to MΩ and for BLG from a few kΩ to hundreds of
kΩ. Upon hydrogenation the resistivity difference between CNP and a high doping
regime changes from∼3 kΩ to∼300 kΩ, and its gate voltage characteristic broadens,
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Figure 4.3: (a) Resistivity of single- (blue dots) and double-layer graphene (black squares) af-
ter several exposures to the Ar/H2 plasma. Filled circles represent the resistivity
at the Dirac point, open circles represent the resistivity in a metallic regime (at
n = 2× 1012 cm−2). For comparison, filled and open diamonds describe the resis-
tivity changes in SGL after the Ar plasma exposure. The inset presents an example
of the resistivity curve for SLG. (b) Mean free path lmfp of charge carriers in graph-
ene after the Ar/H2 plasma exposures. The shaded area indicates the values below
the length of C-C bond, where the calculations of lmfp from the Drude model loses
its physical meaning.
indicating the large amount of charge impurities/inhomogeneities. (If one defines
the width of the resistivity dependence ρ from n as the distance between its deflec-
tion points, then upon hydrogenation this width changes in SLG from 8× 1011 cm−2
to > 1 × 1014 cm−2). As one might expect, the increase of graphene resistivity with
exposure time is slower for BLG than for SLG, as in BLG the second graphene layer
underneath is mainly unexposed. Moreover, BLG shows a monotonic increase of
resistivity with exposure whereas for SLG we observe a non-monotonic change in
resistivity, which suggests a change in the transport mechanism for exposure times
>30 min.
The same behavior is reflected by the electron mean free path lmfp, calculated
here using the formula: lmfp = 2Dc/vF , where vF is Fermi velocity of electrons in
graphene, vF = 106 m/s, and Dc is a diffusion coefficient, obtained from Einstein
relation Dc = (e2νρ)−1, ν is the density of states of graphene, Eq.1.2. In the calcula-
tion we neglect the effect of finite temperature on the density of states (DOS) and any
broadening due to charge impurities. The DOS of bilayer graphene is ν(E) = 2E+γ1
pi}2v2F
,
where the interlayer coupling γ1 = 0.4 eV, after [31]. Figure 4.3(b) shows the change
of lmfp with the H plasma exposure. It decreases monotonically for BLG and non-
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monotonically for SLG. The shaded area marks lmfp values below the length of the
C-C bond (∼1.4 Å). There the diffusion transport model loses its physical meaning.
The fact that the estimated mean free path for SLG after ∼2 h of exposure enters
this range provides us with the evidence that the transport there can no longer be
described by the semi-classical Drude model. Low temperature measurements pre-
sented in Ref. [6] show that in the heavily hydrogenated samples the transport en-
ters a variable range hopping regime, but the full description of this transition is still
missing.
Additionally, in a control experiment we perform the same electrical character-
ization of graphene devices exposed to the pure Ar plasma. The change of graph-
ene resistivity upon exposure is confronted with the effect of Ar/H2 treatment in
Fig. 4.3(a). We see that after Ar exposure graphene resistivity does not change, re-
maining in the kΩ regime and also no D band could be resolved in the Raman spec-
trum. Both characterization techniques show negligible influence of the Ar plasma
on the graphene devices in spite of strong graphene erosion upon Ar plasma ex-
posure of non-contacted flakes (such flakes are completely sputtered after 30 min).
This confirms that with the chosen plasma conditions, no detectable damage is in-
troduced by Ar ions. Therefore, in the flakes with zero self-bias the defects detected
by Raman spectroscopy come only from H adsorbates. These findings also disprove
the suggestion of Ref. [22] that under exposure to the Ar/H2 plasma, the observed
defect band in Raman comes from the fragmentation of a water add-layer by high
energy plasma electrons. If that was the case, we should see the Raman band after
exposure to Ar in graphene devices even when the Ar plasma does not introduce
defects itself. The high energetic plasma electrons from Ar ions should similarly
fragmentate a water add-layer, which is always present in the vicinity of graphene
due to the used substrate (SiO2 is hydrophilic). Since no Raman band is observed
after Ar exposure, the Ar plasma does not cause graphene erosion, and that water
layers do not contribute to hydrogenation in the plasma process described here.
4.4.1 Relation between the mean free path and defect density
Having ascertained that the defects characterized by Raman spectra originate only
from H, we can relate lmfp to the defect distances LD extracted from the ID/IG ra-
tio. The commonly used Tuinstra-Kroenig experimental dependence [32], which
relates the ID/IG ratio to the size of graphite nanocrystallinities, and therefore de-
fect distances, was obtained from X-ray diffraction measurements. Estimation of
defect concentration from that relation is inappropriate here because in the Tuinstra-
Koenig experiment only the edge defects and not the whole surface area contribute
to the Raman scattering. We therefore apply a relation established for low energy (90
eV) argon ion bombarded graphene from Ref. [27], which in the regime measured
electronically here (ID/IG <2.5) has a form ID/IG = (102 ± 2)/L2D. The propor-
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tionality coefficient was obtained experimentally for Raman laser wavelength λ =
514.5 nm, which is close to the one used here (λ = 532 nm); therefore, we neglect
its possible energy dispersion [33]. As we measure Raman spectra after three differ-
ent exposures (see inset in Fig. 4.4), the ID/IG ratios for the exposures in between
are estimated assuming their linear increase in time between the consecutive ratios.
The estimated defect distance is compared to lmfp extracted from transport measure-




































Figure 4.4: Nonlinear correspondence between estimated LD and the calculated lmfp in single
and bilayer graphene. The inset presents the measured ID/IG ratio for SLG and
BLG devices at three different exposure times.
Assuming a parabolic dependence of the mean free path from defect distance,
lmfp = L
2
D/σ, we obtain a scattering cross-section σ of 7 nm for SGL and 4 nm for
BLG. This confirms that the cross-section for electron scattering by the impurity po-
tential is larger than the size of the structural disorder caused by this impurity. σ is
roughly the same within the first four exposures and then it strongly increases, sug-
gesting a coalescence of the hydrogenated regions. The lower scattering cross-section
in BLG supports the theoretical predictions that the impurity potential is screened
more effectively in BLG than in SLG [34]. After the last exposure, the H coverage
determined from LD is ∼0.05% when an individual H adsorption is assumed.
As in Ref. [17] we find that after the Ar/H2 plasma exposure the ID/IG ratio for
BLG device is larger than that for SLG device (see inset in Fig. 4.4). This observation
is in contradiction to the Raman ratios after exposure of graphene to atomic H and
when other defects are introduced [35]. It is also counterintuitive, as in the bilayer
the presence of the second graphene layer reduces the rippling imposed by the amor-
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phous SiO2 substrate, which should increase the potential barrier for chemisorption
of H. In addition, the intensity of the G band in the case of BLG should be greater
than in SLG, as a bilayer resting on a substrate can absorb H only on the top layer,
leaving the layer beneath intact. With the same surface disorder, the ID/IG ratio for
BLG is estimated to be 3.5 times smaller than for SLG [14]. From this we conclude
that the binding of H in our process is effectively 4 times larger for BLG than for
SLG. The observed discrepancy may be inherent to the reactivity of H+3 ions, the
most dominant hydrogen-based component in RF plasma, and to their dissociation
mechanisms at the graphene surface. Details of this process, together with the exact
evolution of the ID/IG ratio with the number of exposed layers, need computational
verification.
Monte Carlo simulations of graphite bombarded with H atoms predict that the
highest adsorption rate is for H-beam with incident energy of 5 eV; in a higher energy
range (around 15 eV) the H atoms are reflected back from the surface and at even
higher energies (>30 eV) H atoms are able to penetrate through the hexagonal ring
and initiate chemical sputtering [36]. Here the plasma ion kinetic energy ranges from
5 eV to 20 eV, which covers both, chemisorption and reflection, regimes for H ions.
This may explain the somewhat longer exposure times for similar hydrogenation
levels than in Ref. [17]. This also indicates that the efficiency of this process may be
still further improved, for example by increasing the gas pressure or by increasing
the RF power. Although the maximum hydrogenation limit is not explored here, this
plasma technique is expected to allow a much higher hydrogen uptake than the one
reported here (0.05%).
4.5 Conclusions
In this chapter we report the realization of graphene hydrogenation in reactive ion
etching (RIE) system. We study the evolution of the intensity ratio of Raman bands
ID/IG, and on this basis we quantify the induced disorder. With moderate heating
we are able to reverse the hydrogenation to almost the initial level, which confirms
that the observed disorder in Raman spectra stem from adsorbed H. We empha-
size the importance of the graphene electric potential during the plasma exposure
to suppress erosion of the flakes. We perform electrical studies of single and bi-
layer graphene after several plasma exposures and link them with the amount of the
structural disorder characterized by Raman spectroscopy. The nonlinear correspon-
dence between the mean free path and the estimated defect distances is highlighted.
We confirm that under the chosen plasma conditions, hydrogenation occurs primar-
ily due to the hydrogen ions and not due to fragmentation of a water add-layer
by highly accelerated plasma electrons. We also demonstrate that by controlling
the electric potential of the graphene during the plasma exposure, we suppress the
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sputtering of carbon atoms in graphene. For that reason, the hydrogenation level
can be well controlled and reversed. The described hydrogenation process can be
easily implemented in any RIE system, which we believe will stimulate the research
of hydrogenated and functionalized graphene.
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5Chapter 5
Reversible hydrogenation and bandgap
opening in graphene probed by STM
Abstract
The effects of hydrogenation on the topography and electronic properties of graphene
and graphite surfaces are studied by scanning tunneling microscopy and spectroscopy.
The surfaces are chemically modified using an Ar/H2 plasma. By analyzing thousands
of scanning tunneling spectroscopy measurements, it is determined that the hydrogen
chemisorption on the surface of graphite/graphene opens on average an energy bandgap
of 0.4 eV around the Fermi level. Although the plasma treatment modifies the surface to-
pography in an irreversible way, the change in the electronic properties can be reversed by
moderate thermal annealing and the samples can be hydrogenated again yielding a simi-
lar, though slightly reduced, semiconducting behavior after the second hydrogenation.
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5.1 Introduction
Since its first experimental realization by mechanical exfoliation from graphite onto
SiO2 surfaces [1], graphene has attracted a lot of attention because of its unique elec-
tronic properties [2–6]. Graphene is a zero-gap semiconductor with a linear energy-
momentum dispersion relation, which implies that the charge carriers behave as
massless Dirac fermions [7]. This fact made possible the experimental observation
of very unusual effects such as the fractional quantum Hall effect [8], Klein tunnel-
ing [9], and bipolar supercurrent [10]. However, the application of graphene in mi-
croelectronic devices is hampered by the lack of a bandgap around the Fermi level.
Such an energy bandgap is mandatory to fabricate electrically switchable devices
with large on/off ratio based on graphene. To date, several strategies have been
developed to open a bandgap in graphene [11–17]. Among them, chemical function-
alization of the graphene surface can be very attractive for industrial applications
because it is compatible with large-scale production of semiconducting graphene.
In particular, the exposure of the graphene surface to hydrogen plasma [12, 18, 19]
or hot atomic hydrogen [13, 20] leads to the chemisorption of hydrogen atoms and
induces the sp3 hybridization of the carbon network. As a consequence the num-
ber of delocalized sp2 electrons is reduced, and a bandgap opens. The size of the
bandgap Eg depends on the level of hydrogenation. For instance, in graphone [21],
a graphene layer with one side of the surface fully hydrogenated, the calculation
yields Eg = 0.45 eV – but it is respectively lower for partially hydrogenated graph-
ene surfaces [22]. The dependence of the actual bandgap size on a hydrogen cover-
age allows for tailoring the graphene transport properties according to the required
semiconducting behavior.
Herein, we report studies of the effect of hydrogenation on graphene using hy-
drogen plasma in a reactive ion etching (RIE) system as described in Ch. 4 and in
Ref. [23]. Hydrogenation using plasma, next to hot atomic hydrogen exposure, is
the most common technique to introduce H adatoms in graphene. Its advantages
are the high reactivity of incident hydrogen ions and compatibility with standard
wafer-scale microfabrication techniques. For the gas pressure used here the hydro-
gen plasma consists mainly from H+2 and H
+
3 radicals [24]. Such a composition
might lead to different chemisorption mechanisms than in atomic hydrogen expo-
sure. Additionally, the acceleration voltage used for feeding the plasma, when too
high, can cause graphene etching and its irreversible damage. Although the elec-
tronic transport measurements in Ch. 4 show that at properly tuned plasma condi-
tions there is no sputtering of graphene, the microscopic confirmation of this claim
is missing.
In this chapter we study the topographic and electronic changes produced by
hydrogen plasma treatment of graphene and graphite surfaces by means of scan-
ning tunneling microscopy (STM) and spectroscopy (STS). From a statistical analysis
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of thousands of STS spectra, acquired at 50-100 different positions on the surface
of both materials, we determine that chemisorption of hydrogen results in energy
bandgap opening of 0.4 eV around the Fermi level. We also find that moderate ther-
mal annealing of the crystals is enough to close this bandgap and, more interestingly,
the samples can be hydrogenated again to yield a similar semiconducting behavior.
5.2 Topographic changes due to hydrogenation
We first study the structural changes of the graphene topography induced by Ar/H2
plasma treatment. The hydrogenation process is the same as described in Ch. 4 (see
also Sec. 5.6 for details). Both highly oriented pyrolytic graphite (HOPG) and graph-
ene/few-layer graphene grown on Nickel by chemical vapor deposition (CVD) are
investigated. Graphite samples are cleaved before starting the study whereas CVD
graphene samples are used as received from Graphene Supermarket [25]. According
to the manufacturer, the CVD graphene samples present patches of 10-100 µm2 in
size with a thickness that ranges from one to four layers.
Fig. 5.1 shows 8 × 8 nm2 topographic images acquired in the constant-current
STM mode on the surface of HOPG and CVD graphene grown on Nickel. Before the
plasma treatment, both samples exhibited a highly crystalline surface. In the case of
graphite, the typical triangular lattice can be resolved in most of the surface regions,
see Fig. 5.1(a) [26]. For the CVD graphene one can see a Moiré pattern superimposed
on the honeycomb lattice of graphene, see Fig. 5.1(d) [27–33]. Such a pattern arises
due to the mismatch between the graphene and the nickel lattices. The most com-
mon Moiré pattern observed in our CVD samples corresponds to that reported for a
graphene monolayer grown on a Nickel (111) surface [34]. During the experiments
we study several tens of locations on the CVD graphene surface, observing occasion-
ally other Moiré patterns associated with few-layer graphene. Therefore, in the CVD
graphene samples we sometimes probe regions 2− 4 layers thick.
Next, both graphite and CVD graphene samples are exposed for 40 min to an
Ar/H2 plasma in order to hydrogenate their surfaces. Previous electronic trans-
port measurements indicate a large increase of scattering cross section when expo-
sure time exceed 1 h both in single-layer and bilayer graphene, see Ch. 4, suggest-
ing the coalescence of hydrogen defects. Moreover, Raman spectroscopy measure-
ments have shown that for 40 min of plasma treatment the created lattice defects in
graphene can be cured by annealing, see Fig. 4.2(c) in Ch. 4. As we are interested
in the cyclic hydrogenation/dehydrogenation process, we choose an exposure time
of 40 min, which yields moderate hydrogen coverage and low permanent lattice
damage. The hydrogen coverage is estimated from the ratio of the regions show-
ing pristine atomic resolution and the bright regions in which the atomic resolution
is strongly distorted due to chemisorbed H. From the analysis of tens of STM to-
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Figure 5.1: Topography images acquired in the constant-current STM mode at different steps
of the hydrogenation/dehydrogenation process of: (a-c) HOPG, (d-f) CVD grown
graphene on Ni surface. (a,d) Topography of the surface before the hydrogen
plasma treatment. For the HOPG, the typical triangular lattice can be resolved
all over the surface. For the CVD graphene, a Moiré pattern superimposed onto
the honeycomb lattice is observed. This pattern arises from the lattice mismatch
between the graphene and the Ni lattices. (b,e) After 40 min of Ar/H2 plasma
treatment. In both cases the roughness of the surface increases. Additionally,
the surfaces are covered with bright spots where the atomic resolution is lost or
strongly distorted. (c,f) Graphene surface after 10 min of moderate annealing; the
topography of both the HOPG and CVD graphene surfaces does not fully recover
its original crystallinity. (g-h) Current-voltage traces measured in CVD graphene
sample in several regions displaying pristine atomic resolution (g), such as the
one marked with the green square in (e); and bright clusters (h), such as the one
marked with the blue circle in (e), where the atomic resolution is distorted.
pography images, acquired at different locations on the sample, we estimate that
the hydrogen absorption modifies about 30-40% of the surface in both graphite and
CVD-grown graphene samples.
The expected structural changes due to hydrogenation are twofold. First, the
chemisorption of hydrogen atoms changes the sp2 hybridization of carbon atoms to
tetragonal sp3 hybridization, thereby modifying the surface geometry [35, 36]. Sec-
ond, the impact of heavy Ar ions, present in the plasma, could also modify the sur-
face by inducing geometrical displacement of carbon atoms (rippling the graphene
surface) or creating vacancies and other defects. Figures 5.1(b) and 5.1(e) show that
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the topographic corrugations of the surfaces of graphite and CVD graphene increase
after the extended plasma treatment. The brighter regions in which the atomic reso-
lution is lost or strongly distorted also appear. These features can be associated with
the change of graphene hybridization induced by H adsorbates [35, 36]. We also find
that these bright regions present a semiconducting behavior while the rest of the sur-
face remains conducting, see Fig. 5.1(g) and 5.1(h). The room-temperature thermal
drift, however, makes it challenging to spatially resolve the electronic properties of
the samples by STS with atomic accuracy. Therefore, in the presented approach we
focus on the statistical properties of the graphene surface. Both the strong distortion
of the pristine atomic resolution and the semiconducting behavior of I − V charac-
teristic can be explained by the accumulation of hydrogen atoms in these bright re-
gions in the form of clusters. For the CVD graphene samples, the graphene-substrate
interaction may play an important role in the spatial distribution of the hydrogen
chemisorption at low coverages [13]. Nevertheless, we did not observe any prefer-
ential distribution of H. This is in agreement with previous work on graphene on
SiC, where it was reported that for large hydrogen coverage the chemisorption does
not show any preferential binding site on the graphene lattice [20].
To confirm whether the H-ion or the Ar-ion impact is the main source of these
structural changes, we annealed our samples at moderate temperature. Previous
work on similar graphene-based systems [23, 37, 38] indicates that annealing for
10 min at 280 ◦C largely removes the chemisorbed hydrogen from the graphene sur-
face whereas it cannot cure the possible voids. It is thus interesting to study the
topographic changes produced after annealing. As shown in Fig. 5.1(c) and 5.1(f),
the topography of the samples after annealing is similar to that after plasma treat-
ment. There are regions in which the graphite/graphene lattice can be well resolved.
However, there are also a few brighter regions, indicating that the recovery is not
complete. After the thermal treatment these brighter regions show horizontal lines
and elongated features in the STM topography images, which are typical of samples
with movable atoms on the surface. These movable atoms can be carbon atoms or
atmospheric adsorbates. We also observed that the STS spectra from all over the
surface are rather homogeneous and show a marked conducting behavior.
5.3 Study of the electronic changes due to hydrogena-
tion
It is interesting to study the changes in the electronic properties of both graphite and
graphene after hydrogen plasma treatment to verify whether a bandgap is opened.
In Ch. 4 electronic transport measurements show a dramatic increase in the resis-
tance of graphene after hydrogenation, see Fig. 4.3(a). The lack of systematic studies
of electronic transport as a function of the temperature, however, hampered the es-
5104 5. Reversible hydrogenation and bandgap opening in graphene probed by STM
timation of the bandgap in those measurements. Herein, we use STS, which is well
known as an extraordinarily sensitive technique, to locally probe the electronic prop-
erties of the samples before and after the Ar/H2 plasma treatments.
In STS measurements one detects the tunneling current I between the tip and
a sample when applying a bias voltage V , resulting in the so-called I − V traces.
The STS signal typically depends on the exact atomic arrangement of the atoms in-
volved in the tunneling process. This is challenging because under ambient condi-
tions the atomic diffusion and the thermal drift yield fluctuations between different
measured STS spectra. To overcome these trace-to-trace variations, we introduced a
procedure to statistically analyze 2000 STS spectra acquired at 50-100 different ran-
domly selected positions. We use this procedure for each step of the hydrogena-
tion/dehydrogenation cycle. Each hydrogenation step is carried out for 40 min in
Ar/H2 plasma and the dehydrogenation is performed by annealing for 10 min at
280 ◦C.
5.3.1 2D histograms of I − V traces
The data corresponding to each step of the hydrogenation/dehydrogenation cy-
cle are represented together, without any selection of the I − V traces, in a two-
dimensional (2D) histogram, see Fig. 5.2. To build these 2D histograms, we discretize
both the V and I axes into the number N of bins, forming an N × N matrix; in our
case N = 200. Each data point which I and V values are within the interval of
one bin adds one count to it. The number of counts in each bin is then represented
with a color scale in Fig. 5.2. This kind of representation has been previously used
to determine the most probable STS spectra of a single molecule in a break junction
experiment [39], where the configuration of the molecule can change during the ex-
periment. The most common I−V traces for samples treated with the Ar/H2 plasma
show a flat region with zero current. This flat region disappears upon annealing, but
is again restored with second plasma hydrogenation. This behavior indicates the re-
versibility of the hydrogenation process and the opening of a bandgap around the
Fermi level upon exposure.
5.3.2 2D histograms of dI/dV traces
To better visualize the electronic properties of graphene at each processing step we
perform numerical differentiation of I−V traces, converting the 2D I−V histograms
from Fig. 5.2 into the 2D dI/dV histograms. The data corresponding to each step of
the hydrogenation/dehydrogenation cycle are represented together, without any se-
lection of the traces in Fig. 5.3. A common feature of the measured dI/dV vs. V
curves is their parabolic shape for voltages larger than 0.5 − 0.6 V. This parabolic
dependence of the tunneling differential conductance can be understood from the
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Figure 5.2: 2D histograms of the tunneling current I as a function of the tip bias voltage V
measured for HOPG (a-e) and CVD graphene (f-j) at different stages of the hydro-
genation/dehydrogenation treatments. These 2D histograms are composed from
discretization of 2000 I − V traces measured at 50 − 100 different spots on the
samples.
Simmons model, when the tip-sample voltage is comparable to the apparent tun-
neling barrier height [40]. The parabolic contribution is negligible at low tip-sample
voltages; hence there the tunneling differential conductance is proportional to the
local density of states. From STS histograms we see that both samples show ini-
tially metallic behavior. In freshly cleaved graphite, see Fig. 5.3(a), the dI/dV vs. V
histogram has a nonzero minimum value of 35 ± 11 pS, while it is 45 ± 10 pS for
the CVD graphene sample. The higher value of differential conductance measured
in CVD graphene samples is in agreement with experimental findings of Murata et
al. [34]. The authors also perform density functional calculations and demonstrate
that, despite the bandgap opening at theK point of the Brillouin zone, the hybridiza-
tion of the Ni and C orbitals renders the graphene metallic [34, 41]. After the plasma
treatment, the dI/dV vs.V histogram presents a clear accumulation of points with
zero differential conductance, which is typical for semiconducting materials, see
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Fig 5.3(b). After annealing, the samples recover their original conducting behavior.
The differential conductance minimum value for the graphite sample is 31 ± 15 pS
and for the CVD graphene it is 44 ± 20 pS. However, the increased corrugation of
the surface after the plasma/annealing treatment causes an inhomogeneous distri-
bution of the electronic properties on the sample, which shows up as more blurry
histograms, see Fig. 5.3(c). Next, the sample is treated with Ar/H2 plasma for the
second time and the semiconducting behavior is again observed, see Fig. 5.3(d). A
final annealing is used to check that the sample recovers the metallic behavior, see
Fig. 5.3(e).
Figure 5.3: 2D histograms of the differential conductance as a function of the tip-bias voltage
measured for HOPG (a-e) and CVD graphene (f-j) at different steps of the hydro-
genation/dehydrogenation process. In both HOPG and CVD graphene samples
the 2D histograms show a semiconducting behavior after each Ar/H2 treatment
(accumulation of data points around zero differential conductance value). This
behavior disappears after annealing the samples, which recovers the metallic be-
havior.
The case of CVD graphene is remarkably similar to that of graphite. One main
difference, however, is that after the second plasma treatment the semiconducting
behavior of the CVD graphene is less pronounced, with a lower density of zero
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dI/dV counts in the STS 2D histogram, see Fig. 5.3(j). Based on our STM images
and on previous Raman spectroscopy measurements in similar systems, we rule
out the possibility of breaking the graphene layer and the exposure of the metallic
nickel surface during the plasma treatment. Therefore, we attribute this reduction of
the semiconducting behavior to a modification of the graphene/Ni coupling upon
plasma/annealing/plasma treatments.
We also studied the role of the Ar-ion impacts during the Ar/H2 plasma treat-
ment in changing of the graphene electronic properties. We found that after a pure
Ar plasma treatment the samples do not present the semiconducting behavior, see
Sec. 5.4.
5.3.3 Average bandgap opening in plasma treated graphite/CVD
graphene
To quantify the appearance of semiconducting behavior after the hydrogen plasma
treatments, we studied the accumulation of data points around dI/dV = 0 in the
2D histograms shown in Fig. 5.4(a). A corresponding line profile at dI/dV = 0 is
also indicated as the dashed lines in Fig. 5.3. For a conducting sample one would
expect a complete absence of counts at dI/dV = 0. On the other hand, for a semi-
conducting sample with a well-defined bandgap value, the line profile along dI/dV
= 0 would show a constant number of counts between the two voltage values that
define the gap. The 2D dI/dV vs. V histograms are built with traces measured at
different locations in the sample, including both regions highly covered by hydrogen
and pristine regions. If one now considers the scenario of a heterogeneous semicon-
ducting sample in which there are spots of more conducting regions than others, the
line profile along dI/dV = 0 would show a broad distribution. The full width at half
maximum (FWHM) of such distribution indicates the most probable bandgap Eg
in the sample. For both pristine or annealed graphite and graphene samples, these
one-dimensional (1D) histograms show a negligible number of data points with zero
dI/dV , thus confirming the semimetallic properties. On the other hand, samples
treated with plasma show a strong increase of counts with zero dI/dV . These counts
follow the nearly Gaussian distribution as a function of tip-sample bias. The number
of zero dI/dV counts after the second plasma treatment is smaller, especially for the
case of CVD graphene.
From the FWHM of the Gaussian peak in the histograms obtained for the plasma-
treated samples (Fig. 5.4(a)), we estimate that the average energy bandgap opens af-
ter the plasma treatment. Surprisingly, we found that even though the topographic
changes induced during these treatments are not fully reversible, the opening/clos-
ing of the energy bandgap is reversible. Moreover, in the case of HOPG, the values
of the average energy bandgapEg obtained after hydrogenation and after the hydro-
genation/dehydrogenation/hydrogenation process are very similar, 0.49 ± 0.04 and
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Figure 5.4: (a) 1D histograms of dI/dV = 0 extracted from STS data in Fig. 5.3. Left panel:
HOPG; right panel: CVD graphene. The consecutive histograms at different
steps of the hydrogenation/dehydrogenation treatments are vertically displaced
for clarity. The number of counts for the pristine and annealed samples is neg-
ligible in comparison with the number of counts after the Ar/H2 plasma treat-
ments. Note that the counts of the histograms for pristine and annealed samples
have been multiplied by 5 to facilitate their comparison. (b) The average energy
bandgap Eg after several hydrogenation/dehydrogenation steps for both HOPG
(top panel) and CVD graphene (bottom panel). Eg is determined from the FWHM
of the counts distribution in Fig. 5.4(a).
0.40 ± 0.04 eV respectively. This is in agreement with the values obtained for par-
tially hydrogenated graphene by other methods [42]. In the case of CVD graphene,
the hydrogenated samples show Eg = 0.45± 0.05 eV, but the hydrogenated/dehy-
drogenated/hydrogenated samples show Eg = 0.30± 0.03 eV. This reduction in Eg
could be related to the observed irreversible topographic changes in CVD graphene
that can modify the reactivity of the surface [43].
5.3.4 Control experiment: Hydrogenation of 2nd CVD graphene sam-
ple
Here we show the results obtained for another CVD graphene sample grown on
Ni. The main features shown in Fig. 5.3 are also observed in this sample. After the
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Figure 5.5: 2D histograms of the differential conductance as a function of the tip bias voltage
measured for another CVD graphene sample at different steps of the hydrogena-
tion/dehydrogenation process (a-c).
plasma treatment, the sample shows a semiconducting behavior which disappears
upon the thermal annealing. Despite the higher heterogeneity of the CVD graphene
samples after plasma treatment the semiconducting behavior shown after Ar/H2
plasma and the conducting behavior after annealing are robust results.
5.4 Argon plasma exposure
In the control experiment we study the role of Ar-ions in the changes of the elec-
tronic properties of graphite and graphene. The HOPG and CVD graphene samples
are exposed for 40 min to pure Ar plasma. After the treatment we perform a statisti-
cal analysis of 2000 STS acquired at 50− 100 different spots in the samples surfaces.
We find that after a pure Ar plasma treatment the samples do not present the semi-
conducting behavior in contrast to the case of samples treated with Ar/H2 plasma.
While the samples treated with Ar/H2 plasma present a high accumulation of dI/dV
traces with a flat region of zero differential conductance, the samples treated with
pure Ar plasma maintain a conducting behavior. Only few residual traces with zero
differential conductance are acquired, see Fig. 5.7. These can be attributed to the
presence of some adsorbed insulating molecules or lattice defects.
5.5 Conclusion
Using STM and STS we have studied the effect of hydrogenation on the topogra-
phy and electronic properties of graphene and graphite surfaces. An Ar/H2 plasma
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Figure 5.6: 2D histograms of the differential conductance as a function of the tip-bias voltage
measured for pristine, Ar/H2 plasma-treated and pure Ar plasma-treated samples
in (a) HOPG and (b) CVD graphene. Histograms contain 2000 STS spectra at 50-
100 different positions on the surface. Both Ar/H2 plasma and pure Ar plasma
exposures are carried for 40 min at the same experimental conditions. In both the
HOPG and CVD graphene samples, the 2D histograms show a semiconducting
behavior after the Ar/H2 plasma exposure (accumulation of data points around
zero differential conductance value). Samples treated with the pure Ar plasma do
not show such a behavior.
was employed to chemically modify the surface of graphene. Upon the plasma hy-
drogenation the surface of graphene becomes very heterogeneous, with protruding
hydrogen clusters present. Further, we introduced a method to statistically analyze
thousands of STS spectra, which made it possible to determine that adsorbed hydro-
gen induces an opening of an average energy bandgap of 0.4 eV around the Fermi
level. Although the topographic changes induced by the hydrogenation are not fully
reversible, a moderate annealing of the crystals is enough to close this bandgap. The
samples can be hydrogenated again to yield a similar semiconducting behavior. The
presented method of averaging STS data provides a reliable way to study the effect of
surface modification in samples where other techniques (such as angle-resolved pho-
toemission spectroscopy, Raman spectroscopy, electronic transport measurements)
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(a) (b)
Figure 5.7: 1D histograms of dI/dV = 0 extracted from 2D histograms of Fig. 5.3 and Fig. 5.6.
Samples treated with Ar/H2 plasma are marked with light color and Ar plasma
with dark color. (a) corresponds to the HOPG and (b) to the CVD graphene sample.
cannot be applied because of, for example, the presence of a conducting substrate
underneath.
5.6 Experimental methods
Graphene and graphite hydrogenation
All of the hydrogenation steps are carried out using an Ar/H2 plasma (composition
85:15) in a reactive ion etching (RIE) system with a high-frequency generator operat-
ing at 13.56 MHz, capacitively coupled to the bottom electrode. The gas flow is kept
constant at 200 sccm and the pressure in the chamber is 0.05 mbar. We choose the
lowest plasma ignition power, P = 3 W (power density∼4 mW cm−2), and tuned the
circuit impedance to reduce the built-in DC self-bias between the bottom electrode
and the plasma down to zero. Under the chosen conditions the sputtering of car-
bon from the graphene surface for the samples in electrical contact with the chamber
electrode (the case here) is completely suppressed, see Ch. 4. Each exposure is per-
formed for 40 min, leading to moderate hydrogen coverages, and is directly followed
by STM/STS measurements. Thermal annealing steps are performed on a hot plate
at 280 ◦C in a nitrogen environment for 10 min each.
Scanning Tunneling Microscopy (STM)
STM measurements are carried out using a PicoLE STM instrument from Agilent
Technologies. The STM tips are obtained by mechanically cutting a high-purity
Pt0.8Ir0.2 wire of 0.25 mm in diameter (Goodfellow). The STM images are acquired in
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constant-current operating mode in ambient conditions. Typical scanning parame-
ters for obtaining STM images of HOPG and CVD graphene surfaces are in the range
from 0.5 to 2 nA, and the tip bias voltage ranges from -0.2 to -0.5 V.
Scanning Tunneling Spectroscopy (STS)
Fifty current-voltage (I − V ) traces are measured at a certain spot on the sample (in-
terrupting the feedback control loop during the measurements). The variation of the
tunneling current is measured as the tip bias voltage is swept (0.01 s per trace). By
measuring both the forwards and backwards voltage sweep, the thermal drift during
the acquisition of a single I − V trace could be neglected and thus every I − V trace
is measured at a fixed tip location. Then we changed the lateral position of the tip by
50-100 nm and acquired another set of 50 traces. Note that the spectra are collected
without distinction between the bright regions or the regions where the atomic res-
olution is retained. The procedure is repeated until 2000 traces are collected. The
differential conductance versus voltage (dI/dV vs. V ) curve is obtained by numeri-
cal differentiation of the I − V traces. Then the entire set of 2000 dI/dV vs. V curves
are represented together in a 2D histogram which shows the most probable shape of
the traces on the sample. Notably, these two-dimensional dI/dV vs. V histograms
are built with traces measured at different locations in the sample (including both
regions highly covered by hydrogen and pristine regions) that show very different
electronic behavior, as shown in Fig. 5.1(g) and 5.1(h). To build these 2D histograms
both the bias voltage and the dI/dV axes are discretized into the number N of bins
forming an N × N matrix; in our case N=200. Each data point which dI/dV and V
values within the interval of one bin adds one count to it. The number of counts in
each bin is then represented with a color scale.
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5
6Chapter 6
Enhancement of spin relaxation time in
hydrogenated graphene spin-valve devices
Abstract
Hydrogen adsorbates in graphene are interesting as they are not only strong Coulomb
scatterers, but they also induce a change in orbital hybridization of the carbon network
from sp2 into sp3. This change increases the spin-orbit coupling and is expected to largely
modify spin relaxation. In this chapter we report the changes in spin transport properties
of graphene due to plasma hydrogenation. We observe an up to three-fold increase of spin
relaxation time τs after moderate hydrogen exposure. This increase of τs is accompanied
by the decrease of charge and spin diffusion coefficients, resulting in a minor change in
spin relaxation length λs. At high carrier density we obtain λs of 7 µm, which allows
for spin detection over a distance of 11 µm. After hydrogenation a value of τs as high as
2.7 ns is measured at room temperature.
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Phys. Rev. B 87, 081402 (R) (2013).
6118 6. Enhancement of spin relaxation time in hydrogenated graphene spin-valve devices
6.1 Introduction
Spin transport in graphene attracts a lot of research attention due its high spin re-
laxation times τs and large spin relaxation lengths λs in supported [1–3] and sus-
pended [4] samples at room temperature. These remarkable spin transport prop-
erties of graphene originate from a very low intrinsic spin-orbit coupling (∆SO ≈
1 µeV [5, 6]), small hyperfine interactions (a low abundance of the 13C isotope), and
the low atomic number of carbon atoms. Still, the experimentally observed λs of a
few micrometers is much below the theoretical limit [7, 8]. The two main mecha-
nisms of spin relaxation relevant for graphene are: (1) Elliott-Yafet (EY), where τs is
directly proportional to momentum scattering time τp: τs ∼ τp; and (2) D’yakonov-
Perel (DP), where these times are inversely proportional: τs ∼ 1/τp. For both mech-
anisms τs decreases when the Rashba spin-orbit coupling increases [9–11]. This can
happen due to ripples [5], perpendicular electric fields [5, 12] or adsorbed adatoms [6].
Hydrogen adsorbates in graphene are mostly studied in charge transport mea-
surements [13, 14], but they are also interesting for spin transport studies. In graph-
ene these defects induce tetragonal distortion and sp3 hybridization of the atomic
orbitals, which strongly enhances the spin-orbit coupling (∆SO ≈ 7 meV) [6]. Similar
to other point defects in the graphene lattice (vacancies, C or N adatoms), hydrogen
adatoms create a localized state around the Dirac point in the electronic band struc-
ture and induce a net magnetic moment of ∼ 1µB in the surrounding carbon atoms,
where µB is the Bohr magneton [15, 16]. These magnetic properties of adatoms lead
to the observation of the tunable Kondo effect [17], spin-half paramagnetism [18, 19]
and recently the modulation of spin transport [20] at low temperatures.
In this chapter we investigate the change in the room-temperature spin trans-
port properties of graphene due to plasma hydrogenation. We characterize charge
(Dc) and spin (Ds) diffusion coefficients, spin relaxation time τs, and spin relax-
ation length λs using Hanle precession measurements performed before and after
hydrogenation in two separately fabricated devices. Upon hydrogenation, we ob-
serve a decrease of the diffusion coefficient and simultaneously an enhancement of
τs. This opposite trend results in only moderate change of λs (within 30% of its
initial value). After hydrogenation we measure τs ≈ 2.7 ns at high carrier concentra-
tion n = 5.2x1012 cm−2, which is a record value at room temperature for single-layer
graphene. We discuss how different properties of hydrogen adatoms can lead to
such an enhancement of τs.
6.2 Sample fabrication
The graphene spin-valve devices are fabricated by mechanical exfoliation of highly
oriented pyrolytic graphite onto 500 nm SiO2 with a highly doped Si substrate below,
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which acts as a gate electrode. Single-layer graphene is selected based on the optical
contrast, which was calibrated beforehand with Raman spectroscopy [21]. Contacts
are fabricated by electron beam lithography, evaporated, and shaped in a lift-off pro-
cess. Materials are evaporated as follows: first, 0.8 nm of Al with a deposition rate of
1 Å/s, which we oxidize in ambient air, so that it acts as a tunneling barrier. Then we
evaporate Co (30 nm) and 2 nm of Al on top as a capping layer to protect it from the
air oxidation and plasma treatment. The tunneling barrier of AlOx is present only
underneath the contacts.
Chemisorption of hydrogen is realized ex-situ at room temperature in a reactive
ion etching (RIE) setup, where the whole device is exposed to Ar/H2 plasma (gas
ratio 85:15) using exactly the same parameters as in Ref. [22] and Ch. 4. Hydrogen
plasma exposure leads to the development of aD band at 1340 cm−1 in the graphene
Raman spectrum – a signature of defects, and the increase of electrical resistivity,
with a maximum well above 5 kΩ. For accurately tuned plasma conditions (low
plasma ignition power, high gas pressure in the process chamber, zero self-bias),
little or no vacancies are created despite the fact that the topography of graphene
becomes more rippled [22, 23]. Each plasma exposure step lasts 10 minutes and is
followed by electronic measurements at room temperature in vacuum. Although for
devices studied here no Raman spectrum is obtained, a roughly threefold increase
in the sheet resistivity of graphene, as shown in Fig. 6.1(a), can be only attributed to
hydrogenation.
We characterize spin transport before and after hydrogenation in two separately
fabricated devices. In device A, in which the outermost contacts are non-magnetic,
we perform one hydrogenation step; in device B, with all contacts magnetic, we
perform two hydrogenation steps. As we measure different doping regimes in each
of the devices, we discuss them separately, although both display a similar trend
upon hydrogenation.
6.3 Spin and charge transport before and after hydroge-
nation
Before and after every hydrogenation step, we characterize the sheet resistance ρ
of graphene as a function of the gate bias Vg in a four-terminal measurement. The
induced carrier concentration n is calculated from: n = Cg(VD − Vg)/e, where VD
is the voltage corresponding to the maximum of ρ, which is called charge neutrality
point or Dirac point, and Cg is the gate capacitance, Cg = 70 aF/µm2 for 500 nm
thick SiO2.
Before hydrogenation in device A, VD is at 55 V, indicating a p-doping of the
graphene flake, which usually originates from lithographic processing of the sample,
see Fig. 6.1(a). After hydrogenation VD reduces to 4 V, mainly due to the change
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Figure 6.1: (a) Sheet resistivity of graphene before and after plasma hydrogenation in device
A. (b) Hanle precession measurements in device A before and after plasma hydro-
genation. After hydrogenation the width of the Hanle curve decreases indicating
the increase of spin relaxation time and/or decrease of diffusion coefficient, both
observed here. The left inset shows a schematic of a nonlocal measurement, the
right inset shows a measurement in parallel (↑↑) and antiparallel (↑↓) configura-
tion before hydrogenation.
of the work function of plasma hydrogenated graphene with respect to the SiO2
substrate [24].
After hydrogenation the sheet resistivity of graphene increases roughly by a fac-
tor of 3 and, as a consequence, the mobility decreases from ∼3000 to 1000 cm2/Vs.
Considering the change in the mean free path of graphene before versus after hy-
drogenation and an electronic scattering cross section of 7 nm, as determined in
Sec. 4.4.1, we estimate the hydrogen coverage to be 0.02% (4.5× 1011 atoms/cm−2).
Such a low level of hydrogenation does not change the graphene density of states
(DOS) significantly; the transport remains in the diffusive regime, and one can re-
duce the role of hydrogen adatoms to charge/spin scattering centers.
Further, we perform spin transport measurements in a nonlocal spin-valve geom-
etry, as depicted schematically in the left inset of Fig. 6.1(b). In these experiment we
separate the charge from the spin current using the fact that while the injected charge
current I is only present between the injector and the drain, the injected spin current
diffuses in all directions and can be detected as the spin voltage drop Vnl in another
part of the device. A nonlocal spin resistance, defined as Rnl = Vnl/I , displays a
switching ’spin-valve’ behavior in an in-plane magnetic field, depending on the rel-
ative magnetization alignment of the injecting and detecting magnetic contacts, see
Sec. 6.6.1.




















































Figure 6.2: Comparison of transport properties before and after hydrogenation as a function
of carrier concentration. Top panel: diffusion coefficient; central panel: spin relax-
ation time τs; bottom panel: spin relaxation length λs. Dotted lines represent Dc,
which is calculated using the Einstein relation (charge transport); bullets represent
Ds obtained from Hanle precession (spin transport).
To get a complete overview of spin transport properties before and after hydroge-
nation, we perform Hanle precession measurements [1, 25] for a set of gate voltages
and a set of distances L between the injector and detector. In these measurements
the magnetic field is applied perpendicular to the graphene device, so that the in-
jected spins having in-plane orientation start to precess around the vector normal
to the graphene plane. To account for the common background, we measure the
precession for parallel (↑↑) and antiparallel (↑↓) configurations of the contact magne-
tization, such as in the right inset of Fig. 6.2.
The spin dynamics are described by the one-dimensional Bloch equation for the
spin chemical potential µs:
Ds∇2µs − µs
τs
+ ω0 × µs = 0, (6.1)
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which includes spin diffusion: the term with Ds; spin relaxation: the term with τs;
and spin precession due to external magnetic field B: the term with the Larmor
frequency ω0 = gµBB/~, where g = 2 is the gyromagnetic factor of a free electron
and µB is the electron Bohr magneton. By fitting the solution of the Bloch equation to




An example of Hanle measurements before and after hydrogenation is presented
in Fig. 6.2. Upon hydrogenation the maximum of Rnl at zero magnetic field slightly
decreases whereas the full width at half maximum (FWHM) of the precession curve
reduces significantly, from 24 to 14 mT. This indicates an increase of τs or a decrease
in Ds. Both of these effects are observed here: τs changes from 0.5 to 0.7 ns whereas
Ds changes from 0.03 to 0.01 m2/s.
The extracted spin coefficients at various doping levels are summarized in Fig. 6.2.
The diffusion coefficient is independently extracted from charge (Dc) and from spin
(Ds) transport. Dc is calculated using the Einstein relation σ = e2ν(E)Dc, where
ν(E) is the density of states at T = 0 K and σ = 1/ρ is its sheet conductivity.
The singularity of Dc around n = 0 arises from the vanishing number of states at
the Dirac point and can be eliminated by including a broadening of ν(E), as ana-
lyzed in Ref. [26] and in Sec. 6.6.3. In our case, a good agreement between Dc and
Ds is obtained when one uses the broadening factor σ˜ = 110 meV. The similarity be-
tween Ds and Dc confirms that the coefficients extracted from Hanle fits are correct.
Moreover, one would get similar values for τs even when reducing the number of
fitting parameters by taking Ds = Dc as a constant in the fitting procedure. For pris-
tine graphene the extracted τs, Ds, and λs are increasing with carrier concentration,
like in the previous reports [2, 26]. After hydrogenation τs increases at all measured
doping, approaching τs = 1 ns for n = 2 × 1012 cm−2, see Fig. 6.2. Along with the
decrease of electron mobility, Dc and Ds are strongly reduced. The opposite change
in Ds when compared with τs upon hydrogenation results in a slight decrease of λs
(here by 30%). The spin transport properties of the device are similar for a range
of different distances between injector and detector L=1.3, 3.3 and 5.5 µm. This im-
plies that the electrically floating contacts in between injector and detector do not
introduce discernible spin relaxation, see Sec. 6.6.4.
A very similar behavior of τs and Ds upon hydrogenation is measured in device
B, in which we measure the spin transport for L= 1.5, 3, 4, 6.5, 7, 8, and 11 µm. After
two hydrogenation steps we obtain τs ≈ 2.7 ns at n = 5.2x1012 cm−2, which is the
highest carrier concentration measured here. The Hanle data for this case, together
with the analytic Hanle fits are presented in Fig. 6.3(a). The high value of τs con-
tributes to the long spin relaxation length of λs = 7 µm, which is the largest value
reported so far for graphene on SiO2 at room temperature in a nonlocal measure-
ment. A such high value of λs is consistent with our observation of the spin signal
over a distance of L=11 µm.
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Figure 6.3: (a) Example of raw data of ↑↑ and ↑↓ Hanle precession curves for device B after
two hydrogenation steps and their fits to the solution of Eq. 6.1. The extracted
coefficients, τs ≈ 2.7 ns and λs = 7 µm, have the largest values reported so far for
single-layer graphene on SiO2 at room temperature. (b-d) Spin transport proper-
ties: τs, Ds and λs, in device B at different hydrogenation steps for three different
carrier concentrations and L = 6.5 µm. A large increase in τs, decrease in Ds and
minor change in λs with hydrogenation are observed, similar to device A.
The behavior of the spin coefficients in device B for the initial state and for the
two consecutive hydrogenation steps is presented for three different carrier concen-
trations in Fig. 6.3 (b, c, d) for L = 6.5 µm. As in the previous device, the spin coeffi-
cients obtained from measurements over different L are similar, see Sec. 6.6.4. After
every hydrogenation step τs increases for all carrier concentrations whereas Ds de-
creases, similar to device A. The small upshift of Ds after the second hydrogenation
step is attributed to the uncertainty in determining n. Device B shows a drift of the
Dirac point in time, hence the carrier concentration is determined with an accuracy
of ∆n =5x1011 cm−2. λs shows minor changes (less than 30%) after hydrogenation,
matching the behavior of device A. We note that the strength of hydrogenation de-
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pends on the individual properties of the graphene flake (its surface roughness, the
amount of surface residues etc. [27, 28]), so the comparison between devices A and
B can be only qualitative.
6.4 Discussion
The proportionality between τs and τp in pristine graphene [26] was initially inter-
preted as a proof of the EY scattering mechanism being the dominant one in graph-
ene. However, recent theoretical works [11, 29] showed that for the EY mechanism
in graphene, this proportionality depends also on the Fermi energy EF : τs ∼ E2F τp,
which is not observed when varying the carrier concentration. Moreover, when one
accounts for charged adatoms, substrate induced ripples, and random Rashba fields,
the DP mechanism can exhibit EY-like or DP-like dependence [11]. As it is not trivial
to differentiate between the EY (τs ∼ τp) and DP (τs ∼ τ−1p ) mechanisms, it is usu-
ally assumed that both mechanisms are simultaneously present in graphene. The
increase of τs with the decrease of τp upon hydrogenation suggests at first a DP spin
relaxation mechanism. However, hydrogen sp3 defects should enhance spin-orbit
coupling and hence reduce τs irrespectively to the details of the spin scattering mech-
anisms, DP or EY [11, 30], see Sec. 1.4 in Ch. 1.1. One possible explanation could be
that hydrogenation modifies the built-in spin-orbit coupling, reducing its intrinsic
effectiveness. This property, in combination with DP scattering mechanism, results
in an increase of τs. A hydrogen defect, however, is said to not only enhance spin-
orbit coupling but also to produce a localized state and a magnetic dipole moment
in its vicinity [6, 15], and all these three effects should be taken into account.
Recently, a large difference between the diffusion coefficient obtained from charge
and from spin transport, where Ds was ≥50 times lower than Dc, was observed in
epitaxial graphene on SiC(0001) [31]. This discrepancy can possibly be explained
by the influence of the localized states from the buffer layer between the graphene
and the SiC substrate [32]. These states trap spins, causing a decrease of Ds and an
increase in τs. Such property of localized states might also be relevant for hydroge-
nated graphene.
On the other hand, the influence of localized magnetic moments of hydrogenated
and Ar-sputtered graphene was recently addressed in a low-temperature study, and
a phenomenological theory for spin scattering was proposed [20]. In Ref. [20] the
three key experimental features were explained by the presence of diluted magnetic
moments: (1) a dip in Rnl around zero in-plane magnetic field, originating from
fluctuating magnetic moments; (2) narrowing of the Hanle precession curves; and
(3) a large discrepancy between Dc and Ds. The last two were related to the change
of the g-factor or, equivalently, the change of the effective magnetic field in the Hanle
effect due to the contribution from magnetic defects, see also Sec. 1.4.3 in Ch. 1. This
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change led to discrepancies between real and fitted values of τs and Ds in Hanle
precession measurements. As the solution of the Bloch equation is invariant under
the transformation g → cg∗, τs → τ∗s /c, Ds → cD∗s , we are unable to uniquely
determine all three variables. When c > 1 the extracted values from the fitting with
g = 2 are overestimated in the case of τs and underestimated in the case of Ds when
comparing to the intrinsic values τ∗s and D∗s . However, their product remains the




τ∗sD∗s is independent of the actual transformation.
This means that the extracted value of λs = 7 µm after hydrogenation is reliable.
In our spin-valve measurements we do not observe a clear reduction ofRnl around
a zero in-plane magnetic field [20, 33], see Fig. 6.4 in Sec. 6.6.1. In addition, the Hanle
precession curves after hydrogenation agree well to the fitting solutions of Eq. 6.1
in the whole range of magnetic field, see also Sec. 6.6.4. Finally, the extracted val-
ues of Ds are very similar to Dc (see also Sec. 6.6.3), which cannot be the case if
the g-factor has substantially changed due to the presence of paramagnetic defects.
From these considerations we conclude that the possible magnetization from hydro-
gen defects does not introduce any significant effective magnetic field into Hanle
precession measurements and the obtained values of τs and Ds are reliable.
The presented study of graphene spin transport with hydrogen defects forms a
bridge between the low-temperature study of graphene with local magnetic dipoles,
when one ignores localized states [20], and the room-temperature study of SiC graph-
ene with non-magnetic localized states in its close proximity (buffer layer) [31, 32].
6.5 Conclusions
This chapter discusses changes in charge and spin transport for graphene after intro-
ducing hydrogen defects of low concentration at room temperature. The measured
spin-valve devices have initially good spin transport properties, with spin relaxation
times above 0.5 ns. After plasma hydrogenation we observe a large increase of the
spin relaxation time τs and a decrease of the diffusion coefficient extracted inde-
pendently from charge (Dc) and spin (Ds) transport measurements, with a minor
effect on the spin relaxation length λs. After two hydrogenation steps we measure
τs = 2.7 ns and λs = 7 µm at n = 5.2x1012 cm−2, which are the highest room temper-
ature values reported so far for graphene on SiO2. The behavior of τs after hydroge-
nation cannot currently be explained by the spin relaxation mechanisms proposed
for pristine graphene (D’yakonov-Perel or Elliott-Yafet), as in both cases τs decreases
with the increase of the spin-orbit coupling.
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6.6 Supplemental information
6.6.1 Spin valve measurements upon hydrogenation. Changes of
contact polarization.
To properly resolve the switching of individual Co contacts when sweeping the mag-
netic field, we vary the width of fabricated contacts from 125 nm to 250 nm. The non-
local spin-valve measurements are always performed using the outermost contacts
as a current drain and voltage detector reference. Rnl in the fabricated devices shows
small (<10%, in case of device B with all ferromagnetic contacts) or none (device A,
with non-magnetic outer contacts) extra switches. The presence of only two differ-
ent resistivity levels in nonlocal spin-valve measurements confirms that the outer
detector as well as the current drain do not affect the spin resistivity (no additional
switches are observed in spin-valve signals).
































Figure 6.4: Spin-valve measurement in graphene over two different distances before and after
hydrogenation (trace and retrace, with the saturation field of 0.5 T) in device B. The
hydrogenation process affects contact polarization, decreasing it (bottom panel),
increasing it or even changing the sign of polarization (top panel). This can be
explained by a change of the interface of the contact like the depletion of oxygen
within the Al2O3 tunneling barrier during the plasma hydrogenation of the device.
We observe that upon hydrogenation the contact resistances always increase (by
10-50%) and the polarization of contacts variously changes. Figure 6.4 shows that
the contact polarization can decrease (lower panel) or even switch the polarization
(upper panel). Such an inversion of contact polarization can be explained by the
change in the tunneling interface of the contact during the hydrogenation process,
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for example by the depletion of oxygen within AlOx tunneling barrier. Similar effect
we also observe in the thermally treated ferromagnetic contacts.
In any of the room temperature nonlocal spin-valve measurement (Fig. 6.4), we
do not observe a decrease of Rnl around a zero magnetic field, which one would
expect for uncorrelated magnetic dipole moments originating from hydrogen de-
fects [20, 33]. From this we conclude that at the defect concentration estimated here
(4.5×1011 atoms/cm−2), magnetic moments associated with hydrogen defects do
not introduce any significant magnetic field or that this effect is randomized by the
thermal fluctuations (we note that the spin-valve displaying such an effect were mea-
sured at low temperatures [20, 33], below 15 K).
6.6.2 Fabrication and current spectroscopy of tunneling contacts

































Figure 6.5: Current spectroscopy of tunneling contacts in a graphene spin-valve device (de-
vice A) and their schematic position in the device. All the contact resistances are
above 10 kΩ. Their individual values scale with the designed contact area, indicat-
ing homogeneous contact resistivity. The contacts display a non-linear change in
resistivity with the current bias, most pronounced for the highest resistive contact
(C2). This indicates a tunneling injection through the interface.
The cobalt electrodes are patterned using electron beam lithography and after the
development of the resist, the layers of Al and Co are evaporated. Before the evap-
oration of a thin layer of Al for tunneling barrier, when the sample is still screened
from the e-beam target by the shutter, we pre-evaporate 10 nm of Ti to lower the
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base pressure in the chamber (1x10−6 mbar). This procedure might deposit a frac-
tional monolayer of Ti on the sample, which would act as a seeding layer for Al
and improve the smoothness of the tunneling interface [2]. AFM measurements of
the Al film on graphene with and without Ti pre-evaporation, however, show no
significant difference in roughness: in both cases the root mean square of surface
roughness ranges between 0.4 and 0.6 nm. Therefore, we rule out any effect of the Ti
pre-evaporation other than the intended reduction in base pressure.
The three-terminal resistances of the contactsRc in device A fall in the range from
approximately 10 to 50 kΩ. The optimal range value of contact resistances plays an
important role in reducing the conductivity mismatch between a metal electrode and
graphene, as well as in suppressing the backscattering of spins into the contacts, so
that a detectable spin accumulation can be achieved. To quantify these effects we
calculate R parameter R = RcW/ρ, introduced in Ref. [25], where ρ is the graphene
resistivity and W = 1.5 µm is the flake width. This parameter represents the strength
of the spin relaxation due to the finite contact resistances and indicates the deviations
from exponential decay of the spin signal with the distance forR <1x10−6m. For the
contacts in our devices the R parameter ranges from 3x10−6m to 1x10−4m. The high
value of R parameter explains why we observe nonlocal signals as high as Rnl=20 Ω
at a distance of 1.3 µm.
To confirm the tunneling character of the contacts, we measure the change of the
differential contact resistance under dc bias. For this we apply in a three-terminal
configuration, where the source and voltage probe use the same electrode, a variable
dc current Idc with an ac component of 100 nA (to be detected by a Lock-In ampli-
fier). As can be seen in Fig. 6.5, the non-linear behavior is most significant for the
highest resistive contact (C2), though even for the least resistive one (C4), the mea-
surement displays small non-linearity with Idc. This indicates the tunneling injection
through the ferromagnetic contact and explains high spin signals and spin transport
properties (τs, Ds) in the measured devices.
6.6.3 Comparison between Ds and Dc with the broadened density
of states.
The diffusion coefficient can be independently extracted from charge (Dc) and from
spin (Ds) transport. Dc is calculated using the Einstein relation σ = e2ν(E)Dc, where
ν(E) is the density of states and σ = 1/ρ is the graphene sheet conductivity. In the
theoretical limit of T = 0 K, the number of states at the Dirac point in ideal graphene
vanishes and that leads to a singularity of Dc at VD. This can be eliminated by intro-
ducing the Gaussian broadening to ν(E), see Sec. 1.1.1 in Ch. 1, which collectively
accounts for finite temperature, electron-hole puddles, and possibly finite lifetime of
electronic states [26]. In our case, the good agreement between Dc and Ds before
hydrogenation is obtained when σ˜ = 110 meV, see Fig. 6.6, and is close to the values
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reported in the literature [20, 26]. Although with the same value of σ˜ one can qualita-
tively imitate the behavior of Ds also after hydrogenation, we observe a slight offset
between Dc and Ds of 0.002 m2/s which cannot be accounted for with a further in-
crease of σ˜. In the sparse low temperature data (T = 70 K for device A, T = 4K for
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Figure 6.6: Comparison of the diffusion coefficient extracted from charge (Dc) and from
spin (Ds) transport measurements, before and after hydrogenation for device A.
Dashed lines display Dc calculated for density of states ν(E) without any broad-
ening, continuous lines display Dc obtained when the Gaussian broadening of σ˜
is introduced to the ν(E). The square points represent the diffusion coefficient
obtained from Hanle precession measurements (Ds). A good agreement between
Dc and Ds is obtained for σ˜ = 110 meV for the case before hydrogenation. After
hydrogenation there is an offset between Dc and Ds of 0.002 m2/s, which cannot
be compensated by a further increase of σ˜.
Such a discrepancy can originate from the presence of localized states in graphene
or its close vicinity [32] or from the modulation of the gyromagnetic ratio due to the
effective magnetic field from magnetic moments induced by hydrogen defects [20].
The latter case does not apply here because at room temperature the thermal fluc-
tuations randomize these localized magnetic moments. As we do not observe a dip
in spin-valve measurements of Rnl at low magnetic field, nor the difference between
Dc and Ds, we do not expect a change in the g-factor. Following the discussion in
Ref. [20], the eventual enhancement of the g-factor at room temperature is estimated
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to be less than 2 %, therefore it is reasonable to use the free-electron value g = 2 in
Hanle fits. From this we conclude that the probable reason for a small offset of Ds
with respect to Dc after hydrogenation is the modulation of the density of states due
to the localized states. Nevertheless, the general similarity between Ds (from Hanle
fits) and Dc (calculated using the standard graphene DOS) confirms that the DOS in
softly hydrogenated graphene is not significantly affected.
6.6.4 Hanle measurements for different distances between the in-
jector and detector.
We present details of the elementary fits and extracted coefficients for different dis-
tances L between injector and detector. In device A the measured spacings are L=1.3,
3.3 and 5.5 µm; in device B, L= 1.5, 3, 4, 6.5, 7, 8 and 11 µm. In Fig. 6.7 and Fig. 6.8 we
present three representative regions of each device. The obtained spin coefficients
are very similar within the individual set (before or after hydrogenation). In most
of the data, we apply the fitting procedure to the difference between the Hanle pre-
cession measurements at parallel and antiparallel magnetizations to keep the fitting
offset at zero.
Additionally, to ensure the quality of the fits and the independent extraction of
the spin coefficients Ds and τs from the fitting procedure, we perform an alternative
fitting approach. We execute the fitting for fixed values of diffusion Ds=Dc, where
Dc is extracted from charge transport in the metallic regime using the Einstein rela-
tion for the ideal DOS. This approach leads to the very similar values of τs (within
20% difference, see Fig. 6.9(b), however, the obtained fits are less accurate, especially
at the shoulders of Hanle curves (see Fig. 6.9(c). This analysis ensures that the fitting
approach and obtained spin coefficients are consistent and determined trustworthy.
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Figure 6.7: Hanle precession curves of device A for three different distances L between injec-
tor and detector, (a) before hydrogenation and (b) after hydrogenation. The red
line represents the fits of the data to the solution of the Bloch equation (Eq. 1.28).
The extracted spin coefficients are displayed next to the corresponding data. All
presented data are obtained for carrier concentration n = 2.3× 1012 cm−2. Notice
the different scales of the magnetic field before and after hydrogenation.
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Figure 6.8: Hanle precession curves of device B for three different distancesL between injector
and detector, (a) before hydrogenation and (b) after second hydrogenation step.
The red line represents the fits of the data to the solution of the Bloch equation
(Eq. 1.28). The extracted spin coefficients are displayed next to the corresponding
data. All presented data are obtained for carrier concentration n = 2.2×1012 cm−2.
Notice the different scales of the magnetic field before and after hydrogenation.
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Figure 6.9: (a, b) Reproduction of Fig. 6.2 summarizing values of spin coefficients as a function
of doping. Filled circles are the data obtained from fitting Hanle measurements
with Ds and τs as a free variables. Additional data points of τs (open circles) are
obtained by fitting Hanle measurements with fixed values of Ds=Dc, where Dc
is calculated from charge transport using the Einstein relation for the ideal DOS
in the corresponding metallic regime. (c) An example of Hanle precession data
(device A, before H, n = 2.3x1012 cm−2) together with two different fitting curves,
one obtained when both Ds and τs are free variables, the other by keeping the
diffusion constant fixed (Ds=Dc). Although the discrepancies between both fitting
methods are below 20%, the quality of the fits is better for the case with both Ds
and τs as free variables, especially at the shoulders of Hanle curves.
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7Chapter 7
Absence of hyperfine effects in 13C-graphene
spin-valve devices
Abstract
The carbon isotope 13C, in contrast to 12C, possesses a nuclear magnetic moment and
can induce electron spin dephasing in graphene. This effect is usually neglected due to
the low abundance of 13C in natural carbon allotropes (∼1 %). Chemical vapor depo-
sition (CVD) allows for synthesis of graphene solely from a 13C precursor, potentially
amplifying the influence of the nuclear magnetic moments. In this chapter we study
the effect of hyperfine interactions in pure 13C-graphene on its spin transport proper-
ties. Using Hanle precession measurements we determine the spin relaxation time and
observe a weak increase of τs with doping and a weak change of τs with temperature, as
in natural graphene. For comparison we study spin transport in pure 12C-graphene, also
synthesized by CVD, and observe similar spin relaxation properties. As the signatures
of hyperfine effects can be better resolved in oblique spin-valve and Hanle configurations,
we use finite-element modeling to emulate oblique signals in the presence of a hyperfine
magnetic field for typical graphene properties. Unlike in the case of GaAs, hyperfine in-
teractions with 13C nuclei influence electron spin transport only very weakly, even for a
fully polarized nuclear system. In the measurements of the oblique spin-valve and Hanle
effects, no hyperfine features could be resolved. This chapter experimentally confirms
the weak character of hyperfine interactions and the negligible role of 13C atoms in the
spin-dephasing processes in graphene.
Published as:
M. Wojtaszek, I. J. Vera-Marun, E. Whiteway, M. Hilke and B. J. van Wees,
Phys. Rev. B 89, (10) 035417 (2014).
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7.1 Introduction
Spin transport in graphene has attracted significant research attention due to pre-
dictions of high spin relaxation times τs and large spin relaxation lengths λs [1].
The experimentally determined values of τs (Refs. [2–4]), center around values of
100 ps − 1 ns, are three orders of magnitude lower than expected. This discrepancy
between theory and experiment motivates the need to identify the mechanisms for
spin dephasing [5, 6].
A well-known source of dephasing is the presence of random magnetic moments
(for example from localized states [7, 8]). The 13C isotope with nuclear spin IN =
1
2 also possesses a magnetic moment, but this is usually neglected due to the low
abundance of 13C in natural carbon allotropes (∼1 %) and a weak hyperfine coupling
of .0.6 µeV in graphene, about 100 times smaller than for GaAs [9, 10]. Although
there are many theoretical evaluations of the size of hyperfine interactions [9, 11, 12]
and their role in spin transport, they lack experimental verification in graphene.
In this chapter we demonstrate spin transport in pure 13C-isotope graphene and
compare it with spin transport in pure 12C-isotope graphene using the nonlocal spin-
valve geometry. We use Hanle precession measurements to characterize the spin
properties at room temperature and at 4.2 K for different carrier densities. We also
amplify the hyperfine effects by increasing the spin polarization in graphene to in-
duce dynamic nuclear polarization (DNP). The depolarizing effect of nuclei is best
observed under an oblique external magnetic field, which makes the orientation of
nuclear spins non-collinear to the electron spins, causing extra spin precession. To
quantify this effect on the electron spin signals we model the nonlocal spin-valve and
Hanle precession effects at oblique angles for various degrees of graphene polariza-
tion. The estimated hyperfine features in spin transport are below the experimentally
achievable resolution, which we confirm later experimentally. These measurements
are reproduced in several graphene regions as well as in independently fabricated
samples. By exploring the extreme conditions of pure 13C composition and high
graphene polarization, we experimentally verify the weak character of hyperfine
interactions in graphene and the negligible role of 13C atoms in spin dephasing in
graphene.
7.2 Sample fabrication
The advent of synthetic methods to grow graphene [13–15] allows for growing graph-
ene with an arbitrary composition of carbon isotopes. A pure 13C-graphene mono-
layer is synthesized on commercial Cu foil using chemical vapor deposition (CVD)
from 99.9% pure 13C-methane (CLM-3590-1, from Cambridge Isotopes Laboratories,
Inc.) as described in Ref. [16]. Next, to transfer the graphene to an insulating sub-
77.3. Charge and spin transport in 13C-graphene 139
strate, we attach the graphene on Cu foil to a polydimethylsiloxane stamp (PDMS)
and dip it into FeCl3 aqueous solution (1 g/ml) to etch away the copper. After the
removal of Cu and subsequent dipping in deionized water to clean off the etching
residues, we transfer the graphene onto a 500-nm-thick layer of SiO2 with a highly-
doped Si substrate below to serve as a back gate (see Sec. 2.3.1 for details).
A homogeneous single-layer graphene area is selected based on optical contrast
and Raman spectroscopy [17], using a 532 nm laser. The Raman spectrum of pure
13C-graphene is shown in Fig. 7.1(a). For comparison we also show the spectrum
of pure 12C-graphene. The latter is a good representative of the spectrum of nat-
ural graphene, which has only ∼ 1% of 13C abundance. When compared to 12C-
graphene, the vibrational Raman modes in 13C-graphene display a downward shift
[16], here from ∼1585 to 1525 cm−1 for the G band and from ∼2680 to 2580 cm−1 for
the 2D band. This shift arises from the difference in the atomic masses of the carbon
isotopes and is consistent with the classical model of a harmonic oscillator, where its
vibrational modes are inversely proportional to the square root of its masses. Raman
spectroscopy also confirms the good quality of the selected graphene area, by the
absence of a D band in the spectrum [18].
After selecting a graphene region, we define a rectangular strip of graphene us-
ing electron beam lithography and O2 plasma etching. Then, we define contacts
using an e-beam in poly(methyl methacrylate) (PMMA) resist. First, we evaporate
0.8 nm of Al and then naturally oxidize it in order to turn it into a tunneling barrier.
Next, we evaporate Co (30 nm) and 2 nm of Al on top as a capping layer to protect
the cobalt from oxidation. The tunneling barrier of AlOx is present only underneath
the contacts. All samples are measured in high vacuum. Low-temperature measure-
ments are performed in a flow cryostat with a rotatable magnet around the in-plane
and out-of-plane axes of the sample.
7.3 Charge and spin transport in 13C-graphene
Initially, we characterize the sheet resistance ρ of graphene as a function of the gate
bias Vg in a four-terminal measurement. The induced carrier concentration n is cal-
culated from n = Cg(VD − Vg)/e, where VD is the voltage corresponding to the
maximum of ρ (Dirac point) and Cg is the gate capacitance, Cg = 70 aF/µm2 for
500 nm thick SiO2. The measured samples display similar electronic quality to mi-
cromechanically cleaved graphene [2, 19], with mobilities µ = (enρ)−1 between 1000
and 3000 cm2/Vs. As in exfoliated graphene on SiO2, the maximum of ρ(Vg) does
not vary strongly with temperature and only the Dirac peak displays a narrowing of
its width due to the reduced thermal broadening; see Fig 7.1(b).
Next, we perform spin transport measurements in a nonlocal spin-valve geome-
try. In such a measurement we inject a spin polarized current through a ferromag-
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Figure 7.1: (a) Raman spectrum of CVD graphene on SiO2 of pure 12C (black) and pure 13C
(red) isotopic content. The ratios of the Raman shift ν for graphene G and 2D
bands reflect the difference in the mass of these isotopes: ν12C/ν13C =
√
13/12.
(b) The typical curve of 13C-graphene sheet resistivity as a function of gate voltage
at room temperature (black) and at T = 4.2 K, (red).
netic contact: the injector, and probe it with another ferromagnetic contact: the de-
tector. The injection and detection circuits are separated (see Fig. 7.2(a)) to reduce
the magnetoresistive background and electrical noise.
The nonlocal spin resistance, defined as Rnl = Vnl/I , displays a switching spin-
valve behavior when in-plane magnetic field is swept. This is correlated with the
switching of the relative magnetization of the injecting and detecting contacts from
parallel (↑↑) to antiparallel (↓↑) alignment. By setting the magnetic field perpendic-
ular to the graphene plane, we can study the spin precession (Hanle effect) [2, 3, 19].
Typical measurements of the spin-valve and Hanle precession signals are presented
in Fig. 7.2(b) for room and for liquid-helium temperature. At low temperatures the
amplitude of the signal increases, but its features remain the same. To remove the
spin-independent background, we record Hanle curves for the ↑↑ and ↓↑ cases. The
pure spin signal is Rnl = (R
↑↑
nl − R↓↑nl )/2, which is further used for fitting the spin
coefficients.
The Hanle effect can be described by the one-dimensional Bloch equation for the






B× µs = 0 (7.1)
which includes spin diffusion: the term with Ds, spin relaxation: the term with τs,
and spin precession: the term with magnetic field B, where g = 2 is the gyromagnetic
factor of a free electron and µB is the electron Bohr magneton. By fitting the Hanle
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Figure 7.2: (a) Nonlocal detection scheme in a graphene spin-valve device. The arrows on
the inner contacts mark their magnetization (here parallel). We measure signals
for three different configurations of external field: in-plane Bext = (0, B, 0) for
the spin-valve effect, normal to the plane Bext = (0, 0, B) for regular Hanle effect,
and at an angle θ: Bext = (0, B sin θ,B cos θ) for oblique Hanle effect. (b) Spin-
valve and Hanle measurements in 13C-graphene at room temperature (black) and
at T = 4.2 K (red). The distance between ferromagnetic injector and detector is
L = 2.7 µm and the contact magnetization is parallel.
curve to the solution of Eq. 7.1, we can independently determine the spin diffusion
Ds and spin relaxation time τs. For a more accurate extraction of spin coefficients,
we always make sure that the distance between the injector and detector L is larger
than the spin relaxation length λs =
√
τsDs, as motivated in Ref. [20].
A full characterization of the spin properties at room and liquid helium tem-
peratures as a function of carrier concentration n is given in Sec. 7.8.1. Typically,
the values for τs in 13C-graphene range from 60 to 100 ps, depending on the sam-
ple doping. The τs achieved are roughly twice smaller than previously reported for
CVD graphene [21] and exfoliated graphene [2, 19], although the electron mobility in
our samples is comparable. A lower τs can originate from structural defects and rip-
pling of the graphene sheet [1, 21, 22], which are inherent to the growth conditions,
the quality of the catalytic substrate (Cu foil), and the transfer methods, as well as
from eventual contamination with FeCl3 etchant. The lower values of τs are also
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found in the control sample – a CVD-grown graphene from pure 12C precursor (see
the next section), and therefore cannot be attributed to the dephasing by hyperfine
fields from the 13C nuclei.
7.4 Spin transport properties in 13C versus 12C graph-
ene
At |Bext| 6 0.5 T and T ' 300 K, the spins of nuclei are randomly oriented so
that electron spin dephasing can happen due to these fluctuating, weak nuclear mo-
ments. The effect of randomly fluctuating nuclear moments can be evaluated by
comparing the spin properties between pure 13C- and pure 12C-graphene in room-
temperature spin transport. A pure 12C-graphene monolayer is synthesized on Cu
by CVD from 99.99% pure 12C-methane. We use PMMA transfer to deposit graph-
ene on SiO2/Si substrate, see Sec. 2.3.2, and then follow the same device fabrication
steps as for the 13C samples. The magnetic moment of the 13C nuclei [23] is µ13C =
0.7µn, where µn = e~/M is the nuclear magneton. As µn is about 1800 times smaller
than µB , due to the much larger proton mass M , we have µ13C ' µB/2600.
A comparison of room-temperature spin properties determined from Hanle fit-
ting at different carrier concentration n for these two isotopically pure graphenes
is presented in Fig. 7.3. For 13C we analyze data for injector-detector spacing L =
2.7 µm and for 12C L = 4 µm, both longer than λs. The large p-doping in the 12C
device enables us to record the spin properties only in the hole regime. The values
for Ds, τs, and λs for both 13C and 12C are very similar, proving the negligible effect
of random nuclei on electron spin transport. Here, we experimentally verify that
the random, unpolarized nuclei do not contribute to the spin dephasing. In the next
sections we analyze the experimental situation when the nuclear polarization could
be built up coherently.
7.5 Tracking coherent nuclear fields by an oblique Hanle
effect
Although the 13C nuclei carry a smaller magnetic moment than the electrons, they
outnumber them. In graphene the density of nuclei is N = 3.32 × 1015 cm−2, so for
pure 13C-graphene the productNµI is comparable to nµB for the density of conduct-
ing electrons, n = 1.3 × 1012 cm−2, and greater for n closer to the Dirac point. This
means that once these nuclei are coherently polarized, they can produce a sizable
nuclear magnetic field Bn and be a source of spin dephasing. Bn adds vectorially to
the external magnetic field Bext = (Bx, By, Bz) and can modify the line shape of the










































Figure 7.3: Comparison of spin properties at different carrier concentration n between pure
13C and pure 12C graphene at room temperature. The coefficients are obtained
from fitting Hanle measurements to the solution of the Bloch equation (Eq. 1.28).
For 13C we analyze data for injector-detector spacing L = 2.7 µm and for 12C
L = 4 µm.
Hanle curve. For example, it can change its width, the position of the maximum or
induce an asymmetry versus the external magnetic field [10, 24, 25].
Below, we provide an estimate for nuclear effects and model the unique features
of the electrical spin signal due to the presence of an average nuclear magnetic field
Bn (the Overhauser field). We can neglect the Zeeman splitting as a source of nu-
clear polarization (|Bext| 6 0.5 T, T ' 4.2 K, so |EZ | = γ13C~|Bext| < 25 neV, where
γ13C = 6.73 × 107 rad/Ts is the gyromagnetic ratio of the 13C isotope). The nuclear
polarization can arise only from the ’flip-flop’ angular momentum exchange with
polarized electrons (DNP) [10]. After such an angular momentum transfer, the mag-
netic field produced by polarized nuclei has the same orientation as the electronic
spins so no hyperfine dephasing is induced. However, when one applies the ex-
ternal magnetic field at an oblique angle, the nuclear spin will immediately precess
around the total magnetic field Bext + Be, where Be is the average magnetic field
created by electrons (the Knight field). Following Paget et al., [10] we can express Bn
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as:
Bn = fbn
(Bext + Be) · 〈S〉(Bext + Be)
(Bext + Be)2
, (7.2)
where Be = be〈S〉, 〈S〉 is the average electron spin polarization (|〈S〉| = 12 for a
fully polarized system), bn and be describe the effective magnetic fields produced by
the nuclear and electron spin respectively, in the case of their complete polarization.
The f = T1/(T1 + T1e) . 1 is the leakage factor, which relates the spin relaxation
due to hyperfine interactions between the nuclei and the fluctuating magnetic field
of the electrons T1e and other relaxation processes T1 [24, 26]. From Eq. 7.2 we see
that Bn is proportional to the average electronic spin |〈S〉| = β × 12 , where β is
the electron polarization or the ratio between the number of polarized carriers and
the total number of carriers, β ' µs·ν(EF )n(EF ) , where ν(E) is the density of states of
graphene and n is the number of states at a given Fermi level EF . In the limit of
zero-temperature, EF =
√
pin}vF , where vF is the Fermi velocity of graphene, and
one gets ν(EF )n(EF ) =
2
EF
. As µs = e∆Vnl/P , where ∆Vnl = (V
↑↑
nl − V ↓↑nl )/2 and P is the
polarization of the detector, we can directly relate the nonlocal signal to graphene
polarization as β = 2e∆Vnl√
pin}vFP .
With both internal and external, non-collinear magnetic fields the Bloch equation
[Eq. (7.1)] now requires a full vectorial treatment. The mutual, non-linear depen-
dence of Bn and µs requires solving the Bloch equation self-consistently. For this
we choose the finite-element method package (COMSOL) [27]. We define the prob-
lem as time independent; therefore, we assume that the experimental time scale is
longer than the time necessary for the nuclei to adapt to the external magnetic field
(∼100 µs from the typical linewidth of the NMR 13C spectrum [28]). In Eq. (7.2) we
can distinguish two regimes: (1) for small external fields, be〈S〉 > Bext, when Bn is
almost aligned with 〈S〉; and (2) for large external fields, be〈S〉  Bext, when Bn is
almost aligned with Bext. For the first regime a dephasing feature of nuclear ori-
gin can be observed in spin-valve measurements as a dip around By = 0 if we add
to the sweeping in-plane field a small out-of-plane component Bz . In the second
field regime Bn can be identified using an oblique Hanle effect, where it leads to
an asymmetry in precession curves and the appearance of additional satellite peaks.
These features are best observed at large L because the Hanle line shape can be fully
recorded within a smaller field range, avoiding the switching of the contact magne-
tization.
First, we test our model for the case of doped GaAs, where the hyperfine effects
are well understood [10, 24, 25] and the effective coefficients bn and be are known.
As the model emulates properly all the features related to Bn in GaAs, see Sec. 7.8.2,
we can now apply it to the case of 13C-graphene. However, there are some impor-
tant remarks. In GaAs all of the constituent isotopes: 69Ga, 71Ga and 75As, have
larger magnetic moments (IN = 32 ). Moreover, the hyperfine interactions in GaAs
are stronger (about 90 µeV) [10], mainly due to the non-zero amplitude of the s or-
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bitals of the electrons at the position of the nuclei (Fermi contact). In graphene, where
the conducting electrons are of pi type, this amplitude is zero [9], and only the much
smaller anisotropic hyperfine term of about −0.3 µeV (along the direction of elec-
tronic polarization) remains. This corresponds to bn ' −5.2 mT, which is about 1000
times smaller than for GaAs [24]. Additionally, for conducting electrons one can





Another important difference between graphene and GaAs is the time for build-
ing up the DNP. In doped GaAs the spin relaxation time T1e is faster for local-
ized electrons on donor (T1e = 0.1 s) than for delocalized conduction electrons
(T1e = 104 s) [26]. DNP happens on the same timescale as T1e (because it is a recip-
rocal process to relaxation). As graphene primarily lacks localized states, we expect
that one needs hours to build up DNP by solely conduction electrons.
Next, we want to estimate the spin polarization at which the nuclear field would
cause experimentally resolvable features. Typically in our CVD graphene λs = 1 µm,
Ds = 0.03 m2/s, τs = 100 ps and P = 10%. For modeling Bn we use Eq. (7.3) with
bn = −5.2 mT and we ignore any leakage effects (f = 1), which is the best case
scenario. The electronic polarization β in graphene can be enhanced by injecting
a large spin polarized dc current Idc. β also depends on the position of the Fermi
level and therefore can be tuned by the gate voltage. Its value is largest at the Dirac
point; however, it is limited by the residual carrier doping from impurities, inho-
mogeneities and substrate (nres ≈ 1011 cm−2). Therefore, for the simulation we take
EF ' 50 meV. We model the transport features in the oblique spin-valve and oblique
Hanle magnetic field configurations as a function of Idc; see Fig. 7.4. In Fig. 7.4(a) we
see a dip even without the nuclear fieldBn (dashed line) due to a small constant out-
of-plane field component Bz (the inverted Hanle effect [29]). On top of that there is
a modulation due to the hyperfine effects, but even for the largest Idc = 100 µA
this modulation is very small (<15 mΩ) and cannot be resolved experimentally. An
even smaller change due to the polarized nuclear field appears in the oblique Hanle
effect, see Fig. 7.4(b). In there it leads to a minute shift of the peak position (with-
out formation of any asymmetric peaks in the line shape; see the inset). From the
simulation we can see that the nuclear effects are very small and difficult to resolve
experimentally due to a very small value of bn.
To confirm experimentally the weak character of hyperfine effects, we perform
spin transport measurements at oblique magnetic fields and enhanced electron spin
polarization. To achieve this, we send a relatively large dc current through the device
(up to 50 µA) in addition to the small ac modulation (1 µA) used for lock-in detec-
tion. In Fig. 7.5(a) we show a nonlocal spin-valve signal under a field with small
out-of-plane component Bz ∼ 1 mT for varying Idc. No dip around By = 0 could be
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Figure 7.4: (a) Simulation of the nonlocal spin-valve signal at fixed Bz = 2 mT under the in-
fluence of a nuclear field Bn for different injection currents Idc at L = 1 µm in ↑↑
alignment. Values of Idc = 10, 50, 100 µA correspond to the graphene polarization
β=2, 10, 20% respectively. The values of σ,Ds, τs used in the model are determined
experimentally for CVD graphene. (b) Simulation of the Hanle effect for magnetic
field at oblique angle θ = 10◦ under the influence of nuclear field Bn for different
polarization currents Idc at L = 5 µm. The inset presents full Hanle curves for all
Idc, the main figure zooms to the region where the curves for each Idc do differ.
observed for all strengths of polarization current Idc used. We should note that by
sending a large dc current we not only increase graphene polarization β but also bias
the tunneling injector and slightly decrease its spin injection efficiency (decrease of
contact polarization). This can be recognized in the decrease of the spin-valve ampli-
tude (ac signal) for increasing Idc, see Fig. 7.5(a). The observed decrease is relatively
small (up to 30% of the spin signal at Idc = 0), which still maintains the increase of β
with Idc. For the largest Idc the spin accumulation reaches µs = eRnlIdc/P ' 3 meV.
This results in β = 2.5% at the injector (L = 0 µm) and β = 0.6% at the detector
L = 1.5 µm.
For conduction electrons the DNP is expected to build up very slowly (T1e ∼
104 s). Therefore, we also perform measurements of minor loops (narrower sweep
of the magnetic field, where only the detector contact switches its magnetization) at
constant polarizing dc current Idc = 30 µA. During the continuous minor loop scans,
which last 4 h, no features around zero field, which could be attributed to the nuclear
field, could be resolved, see Sec. 7.8.3.
Next, we experimentally investigate the line shape of the Hanle effect under the
magnetic field at oblique angle θ = 5o for various Idc in parallel configuration, see
Fig. 7.5(b). Although in our CVD graphene λs is relatively short, λs ' 1 µm, thanks
77.6. Discussion 147
(a)


























































= 50µAangle = 5
o
Figure 7.5: (a) Measurements of the nonlocal spin-valve signal with varying polarization cur-
rents Idc at fixed Bz = 1 mT at L = 1.5 µm. The inset presents a zoom into the
region around Bx = 0. No dip around zero could be observed for all strengths of
polarization currents Idc. (b) Measurements of the Hanle effect for magnetic field
at oblique angle θ = 5◦ upon varying polarization currents Idc at L = 4 µm (↑↑).
No asymmetry in the Hanle line shape could be clearly resolved. The linear back-
ground present for all Idc comes from the Ohmic (not spin dependent) contribution
to the nonlocal signal.
to high polarization of the contacts (P = 8 − 10%) it is possible to observe a spin
signal even at large distances (for L ' 5 µm). No asymmetry in the Hanle line
shape could be unambiguously resolved. The measured Hanle curves show only
linear background from the Ohmic (not spin-dependent) contribution to the nonlo-
cal signal. The scan size is limited by the magnetic anisotropy of the ferromagnetic
contacts, which undergo switching at too high oblique Bext.
7.6 Discussion
The absence of any hyperfine-induced features in the line shape of the spin-valve re-
sistance or Hanle curves confirms that it is not possible to create substantial nuclear
polarization by conduction electrons and that the hyperfine coupling is too weak to
be measurable. The DNP in graphene, even if hyperfine interactions had a compa-
rable strength to GaAs, could not be efficiently induced due to the lack of localized
electrons (and hence small correlation times between electron and nuclei). Enhanc-
ing the electron spin polarization to increase the probability of momentum transfer
from electron to nuclei also has limitations. In graphene Idc cannot be significantly
enhanced due to the use of highly resistive tunnel contacts, which break down at
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large currents. In GaAs it is possible to achieve higher polarization, e.g. 0.2-6% in
Ref. [24] with Idc > 1 mA, because of the different nature of the Schottky contacts and
lower resistance of the junction. Also, graphene’s thermal properties limit the maxi-
mum Idc (in the current annealing process one can go up to Idc ∼ 1 mA/µm before
graphene breaks [30]). The upper limit for Idc tried here is 50 µA, which corresponds
to a sizable voltage drop across the junction of ∼ 0.3 V and spin accumulation of
∼ 3 meV at the contact. These differences between GaAs and graphene explain the
absence of any features associated with intrinsic nuclear magnetic fields in graph-
ene, which are very pronounced in GaAs. The presented attempt to build up and
detect DNP serves as an additional experimental confirmation of the negligible size
of hyperfine interactions in graphene, alongside the observation of the same τs in
pure 12C- and 13C-graphene.
We also attempt to induce a nuclear magnetic resonance, for which we measure
the Rnl at oblique angle and Idc = 50 µA, see Sec. 7.8.4. This attempt to modify the
spin nuclear polarization (here reduce due to the rf field) also shows no effect on
the spin transport, which means that the nuclear fields in graphene are negligible
and/or that the dc currents used here are unable to polarize the nuclei.
7.7 Conclusions
In this chapter we experimentally verify the role of hyperfine interactions in spin
transport in graphene. We observe that the spin relaxation time in graphene is not
reduced by hyperfine interactions even when we compare fully isotopic 13C- against
fully isotopic 12C-graphene. Further, we perform a set of experiments in various con-
figurations to amplify the hyperfine effects. In oblique spin-valve and Hanle mea-
surements we try to observe features of dynamically induced nuclear polarization
by creating a sizable electron polarization in graphene of ∼2.5%, but no distinctive
features related to nuclei are observed. With the finite-element method, we model
the spin Bloch equation for graphene at oblique angles and we are able to estimate
the lower limit for graphene polarization to result in any measurable fingerprints
of the nuclear magnetic field. Even for the highest achievable spin polarization in
graphene, the hyperfine features cannot be experimentally resolved. This is further
confirmed by the measurements at oblique angle at high polarizing currents. This
chapter experimentally proves the negligible role of the intrinsic hyperfine interac-
tions in graphene for spin relaxation, in agreement with theory. Yet, the possibility
of observing a spin signal over relatively large distances in CVD graphene confirms
the choice of graphene as an efficient spin transport material for future applications.
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7.8 Supplemental information
7.8.1 Comparison of spin properties of 13C-graphene at room tem-
perature and at T = 4.2 K.
Hyperfine effects are most pronounced at low temperatures, where thermal fluctua-
tions of nuclear spin are reduced. Therefore, we want to compare the spin transport
properties at room temperature versus T = 4.2 K, extracted from Hanle measure-
ments for parallel and antiparallel contacts configuration as a function of gate volt-
age. The fitting of Hanle precession curves gives independent values for the spin
relaxation time τs and spin diffusion Ds, from which we get λs =
√
τsDs. All these
coefficients are summarized in Fig. 7.6. Alternatively, from the charge transport mea-
surements we can determine the charge diffusion constant Dc using the Einstein re-
lation σ = e2ν(E)Dc, where ν(E) is the density of states of graphene at T = 0 K and
σ = 1/ρ is its sheet conductivity. The singularity of Dc around n = 0 arises due to
the vanishing number of states at the Dirac point and can be eliminated by includ-
ing the broadening of states [19]. Nevertheless, as these corrections are negligible
at the large doping, in the metallic regime one can rely on Dc determined using the
ideal, zero-temperature density of states. We can see that Dc ' Ds for large n like in
exfoliated graphene [19].
In graphene with intrinsic magnetic fields from defects [7, 8], there appears an ex-
tra scaling of the precession term gµB} B because the external magnetic field, used in
the fitting procedure, is different from the total magnetic field experienced by spins.
Such a scaling can be also seen as a change in the graphene g-factor, g → g∗, and








s . This simi-
larity between Ds and Dc, determined by two independent methods, implies that
there is no change in the g-factor due to internal (here nuclear) fields, and the spin
coefficients are properly determined. The values for τs range from 60 to 100 ps, de-
pending on the doping, and they barely change with the temperature. Similar weak
dependence of τs on temperature is also present in exfoliated graphene, although τs,
determined from the Hanle precession, is 2 − 10 times higher [2, 3]. The observed
lower values of τs are also found in the control sample: a CVD graphene from pure
12C precursor, and therefore cannot be attributed to the hyperfine effects. A lower
τs can originate from crystal defects and rippling of the graphene sheet, which is
inherent to the growth and transfer conditions; the quality of the Cu substrate; and
eventual remaining of FeCl3 etchant.
7.8.2 Simulation of oblique effects in GaAs.
In the standard Hanle precession experiment, the magnetic field is set perpendicular
to the graphene plane B = (0, 0, B), thus the precession term B × µs of the Bloch









































Figure 7.6: Comparison of transport properties at room temperature and at T = 4.2 K as a func-
tion of carrier concentration. Top panel: diffusion coefficient, central panel: spin
relaxation time τs, bottom panel: spin relaxation length λs. Dotted lines repre-
sents Dc, calculated using the Einstein relation (from charge transport), Ds, τs are
extracted from the Hanle curves with subtracted background and λs =
√
Dsτs.
equation (Eq. 7.1 ) vanishes in the z direction. Additionally, the magnetization of the
injecting contact, and in consequence orientation of injected spins, lies in the x − y
plane. Therefore, one can simplify the description of spin dynamics by considering
the spin accumulation vector in only two-dimensions: µs = (µs,x, µs,y). However,
for a general orientation of external magnetic field, µs needs to be considered in all
three directions. To observe the electron spin dephasing from the nuclear field it is
necessary to apply an external field at an oblique angle, which will redirect the nu-
clear magnetization from its collinear alignment to the electron spin. Additionally,
the mutual dependence of hyperfine field Bn and spin accumulation µs (Eq. 7.2)
leads to a non-linear term in Bloch equation, and requires self-consistent solving.
These two aspects: a need for a general 3D form of the Bloch equation and a non-
linear dependence of µs make predictions of the spin signal very difficult. To address
this problem we use a finite-element software package (COMSOL Multiphysics, ver-
sion 4.3) which allows us to define a set of partial differential equations (PDE) and
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solve them for a user defined geometry, see also Appendix A. We use a two channel
model [31] for spin transport, in which we define spin-dependent chemical potential
as a variable (µ↑,µ↓), whereµs = (µ↑−µ↓)/2. The case of an arbitrary external mag-
netic field direction, not necessarily perpendicular to the graphene plane, requires to






z ). The up
and down arrows refer to the spin orientation only at the point of injection and not
at the distances further away from the injector where spin orientation undergoes
precession. We emulate the spin dynamics separately for each spin channel, linking
them only by spin relaxation. In this problem the charge and spin transport are cou-
pled; therefore, when solving the diffusion equation the conservation of generalized
currents O(J↑ ,J↓) = f(µ↑ ,µ↓) has to be satisfied. The conservation of charge
current is given by O(σ↑Oµ↑ + σ↑Oµ↓) = 0. In a non-magnetic material σ↑ = σ↓,
while in a ferromagnet σ↑ = (1 + P )(σ↑ + σ↓), σ↓ = (1 − P )(σ↑ + σ↓), where P is
a polarization of a ferromagnetic contact. The conservation of spins is derived from
Valet-Fert equation with additional precession term O2µs = µs/λ2 − ω × µs/Ds,
where the term ω = gµB} (Bext + Bn) includes external and nuclear magnetic field.
The 3D COMSOL model includes full geometry of the device together with ferro-
magnetic contacts and tunnel barriers of finite resistance.
To verify our model we choose GaAs system and spin transport results of Ref. [24]
as a reference. We set the device geometry corresponding to the one reported (meshed
with tetrahedrons) and set charge and spin transport coefficients from the values de-
termined therein: bn = -5.3 T, be = -5 mT, τs = 10 ns, λs = 5 µm, L = 10 µm, GaAs
polarization βGaAs = 3µs2EF , where EF ' 7.5 meV, P = 20%.
We first emulate the line shape of the GaAs spin-valve signal in the presence of
small, fixed, out-of-plane field component Bz = 2 mT as a function of the polarizing
current Idc, see Fig. 7.7(a). For parallel contact magnetization (↑↑), we observe a
formation of the depolarization dip around By=0, the amplitude of which increases
with electron spin accumulation. A plot of the expected signal in the absence of
nuclear polarization (bn = 0, dashed line) shows a broad, single dip, corresponding
to the inverted Hanle effect due to the presence of a small constant out-of-plane field
component Bz . The structure of the hyperfine dips mirrors along By = 0 axis when
the polarization of contacts reverses (from ↑↑ to ↓↓), see inset in Fig. 7.7(a). This is
directly related to the change in the vectorial configuration of the magnetic fields
involved and was also confirmed experimentally [24].
Next, we simulate the oblique Hanle effect by setting an external field at oblique
angle θ = 10o, soBext = (0, B sin θ,B cos θ). With an increase of Idc, the central Hanle
peak shifts to the positive field values, creating an asymmetric line shape, as can be
seen in Fig 7.7(b). Additionally, the maximum peak at B=0 splits into two, see inset
in Fig 7.7(b). This complex line shape is a result of subtle interplay between all the
magnetic fields included in the problem. These features are less pronounced than
the dips in the spin-valve signal and require much higher spin accumulation to be
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Figure 7.7: (a) Simulated oblique nonlocal spin signal in the presence of hyperfine fields in
GaAs for different values of polarizing current Idc. The increase of the polarization
translates to the increase of the depolarization dips around By = 0. The dashed
line presents the signal in the case of no hyperfine interactions (bn = 0). The
inset shows mirroring property of the spin signal in parallel contact configuration
between different magnetization directions (↑↑ or ↓↓). (b) Simulated oblique Hanle
precession signal for θ = 10o. With the increase of Idc the central Hanle peak shifts
its position and the asymmetry builds up. The inset zooms at the B = 0, where
the central peak splits.
resolved.
All the obtained features are in agreement with the experimental findings of
Ref. [24], supporting the validity of our model.
7.8.3 Building up nuclear polarization - minor loop scan.
As motivated in the main text, the correlation time between the delocalized con-
ducting electrons and nuclei is very short and requires times of the order ∼ 104 s to
build up nuclear polarization dynamically. For that reason we perform a spin-valve
measurement in a reduced magnetic field range, such that only the detector contact
switches its magnetization (the so-called minor loop measurement). This way the
injected polarizing current Idc = 30 µA always has the same spin direction. The
eventual formation of dephasing dips in Rnl around the zero field is monitored as
a function of time by performing continuous field sweeps. We measure the effect
at the closest distance between injector-detector, where the spin accumulation is the
highest. We perform 50 sweeps within the total time of 250 minutes (' 1.5 · 104 s);
the first and the last sweep can be seen in Fig. 7.8(a). The scans are identical except
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for the shift in common background. No extra dips around B=0, which could be
attributed to polarized nuclei, can be resolved. This as well as other measurements
reported here confirm the negligible role of hyperfine interactions between electrons
and nuclei in graphene.
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Figure 7.8: (a) First and last (50th) measurement of the minor loops from a set of 50 consecutive
scans. The distance between the injector and detector L = 0.5 µm, the polarizing
current Idc = 30 µA, at T = 4.2 K. (b) A nonlocal resistance as a function of applied
rf frequency for parallel contacts magnetization at T = 4.2 K andBext= 0.22 T set at
an oblique angle θ= 10◦. In this configuration we expect a resonance (and increase
of Rnl) at ν13C = 2.355 MHz, indicated by the dashed line, however, no resonance
peak could be distinguished. The frequency step is 1 kHz.
7.8.4 NMR studies of spin transport in graphene.
As a last check of the possible correlation between the nuclear field and spin-de-
phasing mechanisms, we try to induce nuclear magnetic resonance in 13C nuclei.
Upon the high frequency electromagnetic field which energy matches the energy
difference between the nuclear spin levels, we can induce transitions between these
states, thus enhancing the randomization of the nuclear field. This causes the change
in the effective nuclear magnetic field acting on electron spins and could affect the
non-local spin signal provided that the nuclear polarization and hyperfine inter-
actions are sufficiently strong. The resonance frequency for 13C nuclei appears at
10.7 MHz/T [23]. To investigate this effect we fabricated a device with a waveg-
uide in its close vicinity to exert an rf modulation of a nuclear magnetic moment.
Then, at T = 4.2 K, we measure the nonlocal spin-valve signal V ↑↑nl as a function of rf
frequency f when crossing the resonance. We setBext= 0.22 T, which corresponds to
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a resonance frequency ν13C = 2.355 MHz. We set the field at the oblique angle θ=10◦
and inject a large polarizing current Iac = 50 µA together with a small ac component
(Iac = 1 µA) for lock-in detection (L = 1 µm). In this way we enhance the possible
nuclear polarization so that its randomization under resonance conditions could be
detected. If the polarized nuclei induce spins dephasing, then upon the decrease of
nuclear polarization in NMR the electron spin signal should increase. We apply the
rf field of 5 dBm power and vary it with a step of 1 kHz (the rf field Brf .1 mT). The
obtained curve, see Fig. 7.8(b), shows no apparent features when sweeping across
the resonance frequency, indicated by the dashed line. This again supports the ob-
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8Chapter 8
Conclusions and outlook
The presented PhD thesis investigates the possibility of inducing magnetism in graph-
ene by hydrogen defects. The choice of graphene as a study material allows for
reducing the level of metal contamination and increasing the surface area for em-
bedding the defects, which potentially amplifies its magnetic content. Instead of
standard magnetometry tools like VSM or SQUID, which are suited for macroscopic
samples, we utilize a nonlocal spin-valve technique. It allows us to study the mag-
netic interactions at the nanoscale and within a framework directly related to spin-
tronic applications.
The spin-valve technique is used as a diagnostic tool to identify the sources of
spin scattering. The interactions with internal magnetic moments lead to the very
distinct features in a spin signal, allowing their differentiation from the regular scat-
tering mechanisms like Elliott-Yafet or D’yakonov-Perel. The thesis begins with a
theoretical analysis of the spin-valve and spin precession signal in the presence of
internal magnetic moments of a different origin: paramagnetic defects and nuclear
spins. Further in the text, we report two different experimental approaches to detect
such internal magnetic fields by: (1) a controlled graphene hydrogenation using RF
plasma, and (2) an amplification of hyperfine interactions by synthesis of pure 13C
graphene. The spin transport in strictly ferromagnetic graphene is not analyzed, al-
though some aspects of the considered effects can be translated to the ferromagnetic
case.
Spin properties like the spin relaxation time τs and the spin relaxation length λs
are determined from the fitting of the Hanle precession signal. Before presenting
the experimental results, we comment on the reliability of this approach. The fitting
with the analytic solution of the spin Bloch equation is justified only when using
tunneling contacts and a long device channel. The latter condition is not satisfied in
few-micron-size exfoliated graphene, in which the spin confinement effects play a
role. We show that to account for the spin confinement effects in the finite-size de-
vices, it is necessary to use a sum of Hanle functions for multiple distances L, which
represent the back-reflection of spins from the channel ends. We establish the range
of device geometry for which the standard Hanle formula applies and determine the
error in extracted τs and λs when the standard fitting is enforced to the signal from a
confined device. The proposed analytic formalism allows us to explicate the transi-
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tion between zero-dimensional and one-dimensional Hanle models. Our formalism
gives a solid foundation to interpret Hanle spin precession experiments in a broad
range of nanoscale spintronic devices independently of the non-magnetic material
used as a spin channel.
One particular source of internal magnetic fields arises from nuclear magnetic
moments and is potentially relevant at high concentrations of 13C isotope. To inves-
tigate this possibility we use graphene synthesized by chemical vapor deposition out
of pure 13C methane. The measurement of hyperfine features require initial polariza-
tion of nuclear spins, followed by their realignment with respect to the electron spin
by setting an oblique magnetic field. The mutual dependence between the electron
spin and nuclear hyperfine field requires the use of numerical methods to predict
the complex line shape of a spin-valve and Hanle signal. For this we build a finite-
element model of spin transport including the Hanle precession effect. Our analysis
reveals that in graphene the hyperfine effect can give only a minute modulation of
the spin signal that is at the border of the experimental sensitivity. The absence of
hyperfine effects are verified in various experiments using regular and oblique mag-
netic fields. The insignificance of hyperfine interactions on spin relaxation confirms
the choice of graphene as an efficient spin transmitting material for spintronic appli-
cations.
The quest for exploring magnetism in graphene with defects begins with devel-
oping a graphene hydrogenation technique utilizing reactive ion plasma. The use of
plasma allows for tuning of the kinetic energy of the used gas ions, here H+2 , H
+
3 ,
and H+, and assures their spatial uniformity. However, plasma is typically used for
etching/stripping of various materials, and it poses a threat of destroying the graph-
ene rather than its functionalization. In order to maximize the chemisorption and
reduce the sputtering effect, the exposure to Ar/H2 plasma is carefully optimized.
We characterize the graphene at various stages of hydrogenation using Raman spec-
troscopy and resistivity measurements. The strong reduction of the defect band in
the Raman spectrum after thermal annealing of hydrogenated samples together with
negligible changes in the Raman spectrum and in the sheet resistance upon pure Ar
exposure confirm hydrogenation and minimal structural damage. By linking the in-
tensities of the Raman defect band with the graphene resistivity, we establish the
hydrogen coverage. The cross-section for charge scattering by hydrogen adatoms is
found to be about 7 nm, which is much larger than the induced lattice distortion. In
STM measurements of hydrogenated graphene/graphite surfaces, we confirm that
upon plasma treatment the formation of hydrogen clusters prevails over individ-
ual adatoms. Moreover, by using a statistical averaging of STS data, we observe the
opening of the average bandgap in graphene after hydrogenation of about 0.4 eV and
its closing upon dehydrogenation by annealing. Pure Ar plasma does not open such
a bandgap, confirming again that Ar ions do not induce structural damage. The pre-
sented hydrogenation technique is relevant for bandgap engineering in graphene.
8159
As reactive ion plasma is widely used in microfabrication technology, the plasma
hydrogenation of graphene developed here can be easily utilized on the industrial
scale.
Next, we study the spin scattering in pristine and hydrogenated graphene spin-
valve devices. We focus on Hanle precession measurements because they allow for
reliable extraction of spin coefficients: the spin diffusion Ds, τs, and λs. The pres-
ence of an internal magnetic field artificially enhances the extracted τs and produces
a discrepancy between the charge diffusion Dc and the spin diffusion Ds. In our ex-
periment, when comparing with the initial state, the hydrogenated graphene shows
an increase of τs when Dc ' Ds. This implies that the change in τs cannot be at-
tributed to the presence of magnetic moments from hydrogen defects. This is the
evidence for the D’yakonov-Perel relaxation behavior in which the scattering events
restore spin orientation. The observation that upon plasma hydrogenation hydro-
gen clusters prevail over the individual adatoms suggests that such clusters do not
induce detectable magnetization and do not contribute to the spin scattering.
The absence of features like a dip in spin-valve signal around zero magnetic field,
asymmetry, or narrowing of the Hanle line shape in defective graphene points to the
absence of ferromagnetism or paramagnetism in the plasma hydrogenated samples.
This is in contrast with findings on graphene exposed to atomic hydrogen [1]. This
discrepancy can be due to the differences in hydrogen texture. As the engineering
of the hydrogen adsorbates distribution on graphene on the atomic scale is not fea-
sible, one needs to always account for the effects of disorder and the requirement
of statistical averaging. Therefore, the question about the origin of defect-induced
magnetism and its relation to defect textures in graphene is still open. Further re-
search with different hydrogen sources and different types of adsorbates/defects is
required.
Hydrogen adatoms, especially monomers, are prone to thermal fluctuations; their
partial desorption start just above room temperature (> 60oC). Moreover, the insta-
bility of the magnetic order in truly two-dimensional graphene requires inducing
strong anisotropy of electron interactions to suppress the fluctuations in the mag-
netic order. Despite the difficulties in predicting the upper temperature limit for
ferromagnetism to exists in defective graphene, it is expected to be below room tem-
perature [2]. This would limit potential applications of magnetic graphene. The
crystal anisotropy for stabilizing ferromagnetism can be provided by, for example, a
buffer layer which forms during the epitaxial growth between graphene and a Si-face
of SiC [3]. This buffer layer is covalently bonded to the SiC substrate; therefore, it
does not contribute to the transport process. Indeed, the hydrogenation of graphene,
when grown on SiC buffer layer, resulted in a stable graphene ferromagnet at room
temperature [4, 5]. It is also possible that the buffer layer provides the carbon atom
in the vicinity of the H adsorbate (bonded on the top of graphene), thus stabilizing
the sp3 configuration of the point defect from below. Similar to the case of irradiated
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graphite, interstitial defects which bridge the graphene and the buffer layer could
be formed [6]. There are still many questions about the origin of the magnetism in
hydrogenated epitaxial graphene and the role of the buffer layer therein. Magnetore-
sistance and spin transport studies in such system are, therefore, important research
lines to explore.
Another interesting candidate for spin transport studies of carbon magnetism is
multi-layer graphene (or thin graphite) with point defects from, for example, proton
irradiation. In graphite the stacking order of graphene layers causes anisotropy in
the occupation of sites for adatoms or vacancies [6], and can result in a defect pop-
ulation imbalance between sublattices. Applying the same proton irradiation treat-
ment which enhanced ferromagnetism in thick graphite [7], to a smaller and more
homogeneous system like multi-layer graphene could allow for quantitative studies
of interactions supporting the magnetic order.
The alternative route to induce magnetism in graphene is by the proximity to a
magnetic insulator like EuO, EuS or YIG. This method is challenging because the
strength of proximity depends on the quality of the interface between graphene and
the magnetic substrate. So far, it is not clear how strongly the layer of adsorbates or
residual contamination would diminish such a magnetic proximity effect.
In the case of defective graphene, the standard charge transport measurement
could provide some evidence for internal magnetic fields and/or spin-splitting [8–
11]. However, in case of devices on magnetic insulators, testing the proximity effect
by magnetoresistance measurements, ρxx(B) and ρxy(B), faces difficulties in inter-
pretation. The graphene magnetoresistance of truly magnetic origin has to be decou-
pled from the trivial changes of resistance due to the hysteretic magnetic field of the
substrate. In such a situation spin transport studies can overcome such a difficulty
as they provide much more information on internal magnetic fields and exchange
interactions between electrons.
A very interesting route to explore is the spin pumping effect from ferromag-
netic material to graphene by driving the magnetization of the ferromagnet into res-
onance [12]. In such a case graphene becomes ’magnetic’ due to the spin imbalance
injected uniformly across its surface from the magnetic substrate. As the pumping
efficiency is proportional to the absorbed rf power, the resulting spin accumulation
can be tuned and is less affected by the quality of the interface. Both proximity and
spin pumping effects are very new and attractive research directions [13–15].
The presented research evaluates the magnetic interactions in spin transport of de-
fective and synthetic graphene. It provides the appropriate analytic and numerical
tools to determine their strength and characteristics. Despite leaving the question
of magnetism in graphene still open to further experimental verification, this thesis
provides a versatile toolbox for interpreting spin transport in modified graphene.
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More such investigations are expected to come as the field grows into its full matu-
rity.
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AAppendix A
Finite-element modeling of spin transport
In this section we describe the finite-element modeling of spin transport using COM-
SOL software package. Here we extend the model for spin diffusion implemented
by Slachter et al. [1] with spin precession. The presented method is used to determine
signal amplitudes and line shapes in Ch. 3 and 7, but it can be easily adapted to more
complex device structures or to systems with more complex spin transport physics.
Few equations are rewritten here after Ch. 1 for a direct reference. The implemented
two-spin-channel model follows the derivation of Valet and Fert from 1993 [2]. This
macroscopic model of spin transport holds for systems in which the spin diffusion
length λs is much longer than the electron mean-free-path or, in other words, that
the spin relaxation is much slower than the electron scattering. Each spin channel
has its own electrochemical potential µ↑ or µ↓, conductivity σ↑ or σ↓ and current J↑
or J↓, according to its spin directions: up ↑ and down ↓. These quantities are linked





where σ↑/↓ is the conductivity of the particular spin channel and σ = σ↑ + σ↓ is
the total conductivity of the particular material. The total current J is a sum of
spin-dependent contributions: J = J↑ + J↓. The spin accumulation µs, defined as
µs = (µ







Dsτs. Note that the spin independent electrochemical potential µc
satisfies: µc = (µ↑ + µ↓)/2. The conservation of the total current requires that
OJ = 0. This leads to the condition that σ↑O2µ↑ = −σ↓O2µ↓. Using the relation
between µ↑/↓ and µs and Eq. A.2 we obtain that O2µ↑/↓ = 2σ↓/↑µs/(σλ2). Combin-
ing this with the formula A.1 we get: OJ↑/↓ = ∓2σ↑σ↓µs/(eσλ2), where ’−’ applies
to spin-up current and ’+’ to spin-down. This means that the conservation of the
total current leads to the presence of a source term in the spin current equations. Fi-
nally, the partial differential equations (PDE) of spin transport expressed in terms of
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where for simplicity we assume that the spin conductivities are constant across the
transport channel. This requirement can be lifted if one deals with graphene, which
is locally doped by, for example, a top-gate.
The Hanle precession of spins in a perpendicular magnetic field is accounted for
by adding a cross product ωL × µs to Eq. A.2, where ωL = gµBB/}. Here we
present the simplest case when B = (0, 0, B) and spins are injected in-plane, so that
µs,z can be omitted. The precession term is linear with µs and therefore needs to
be incorporated into the condition for spin current conservation. By writing all the







(µ↑x − µ↓x)/λ2s + ωL(µ↑y − µ↓y)/Ds
(µ↑y − µ↓y)/λ2s − ωL(µ↑x − µ↓x)/Ds
(µ↓x − µ↑x)/λ2s + ωL(µ↓y − µ↑y)/Ds
(µ↓y − µ↑y)/λ2s − ωL(µ↓x − µ↑x)/Ds
 . (A.4)
To solve this equation numerically for a realistic device geometry, we employ
finite-element modeling using Comsol Multiphysics (version 4.3). We choose a time-
independent 3D model with the physics defined by PDE. The functional variable u
represents the spin-dependent potentials in x and y space: u = (V ↑x , V ↑y , V ↓x , V ↓y ),
where V ↑/↓i = −µ
↑/↓
i
e . We define a device geometry, which consists of contacts,
tunnel barriers and spin transport channel using realistic device dimensions. Al-
though graphene is two-dimensional, for simplicity we define it as a very thin three-
dimensional structure. Note that in COMSOL it is possible to combine structures of
different dimensionality, but this option was not tested here. The thickness of graph-
ene t is set to t = 10 nm, which is far below λs and suffices as an approximation of a
2D spin transport. A typical lateral spin-valve device with multiple voltage probes
is presented in Fig. A.1(a).
For each of the different materials: graphene, tunnel barrier or FM/NM contacts,
we define a set of properties: σ↑, σ↓, and λs. For FM contacts we set the polarization
P , 1 > P > 0, which determines the spin dependent conductivities: σ↑ = σ(1 +P )/2
and σ↓ = σ(1−P )/2. The non-magnetic materials, graphene and most outer contacts,
are not spin-polarized (P = 0), hence σ↑ = σ↓ = σ/2. A tunnel barrier is represented
by a highly resistive conductor having 10 nm thickness and the same polarization
as the metallic contact on top. To match the 3D graphene model to its 2D real coun-
terpart, we have to rescale 2D conductivity by its thickness: σ3D = σ2D/t. Further
in the model we have to set the appropriate PDE coefficients for spin transport. The
general PDE equation in COMSOL is O(−cOu − αu + γ) + βOu + au = f . When
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we compare it with Eq. A.4, then we realize that only c and f terms are non-zero; c
represents the conductivity matrix and f represents the gradient of current. In our
case the contacts lay across the spin channel, therefore we can ignore the off-diagonal
components of the graphene conductivity σxy (compare with Eq. 1.13 and 1.14) and
set c as isotropic. In more complex geometries like a Hall-bar structure, c has to be
defined as a 3× 3 matrix. In COMSOL we can specify the domain boundary for cur-
rent source and drain. For injection we use the Neumann boundary condition. The
source of spin-non-polarized current normal to the injection surface is then an input
vector g = (0, J/2, 0, J/2), where J is the total current density, which we distribute
equally between two spin states aligned in y direction. For the ground we set the
Dirichlet boundary condition u = (0, 0, 0, 0).
Next, we mesh the geometry with tetrahedrons. The automatic meshing proce-
dure creates tetrahedrons of roughly the same size in all x, y and z directions. This
results in a very large number of elements for the thinnest structures and greatly re-
duces the computational speed. To prevent this from happening, we use an option
of geometrical scaling of the tetrahedrons in the z direction and apply a coarse mesh-
ing. To obtain the signal as a function of a magnetic field or as a function of a tunnel
resistance we need to specify a parametric sweep. Typically we use a default solver
MUMS with an option of fully coupled equations. Finding a solution typically takes
a few seconds per one parameter set.
The resulting potential is extracted as a surface average of V ↑y over the side face
of the block representing the detector contact. At that face V ↑y = V ↓y . The simula-
tion allows to determine two-, three-, and four-terminal, local and nonlocal, spin-
dependent resistance. In Fig. A.1(d) we present typical Hanle curves extracted from
the simulation. To observe the spin signal in antiparallel configuration we have to
change the polarization of FM injector or detector to a negative value: −1 < P < 0.
This changes the up-spins from being the majority into the minority carriers. The
nonlocal signal from the simulation does not display any offset if the reference elec-
trodes are non-magnetic or if the FM reference electrodes are placed far from the
injection point (at the distance L′  λs). This simple model does not reproduce
the background often present in the real graphene spin-valve measurement because
such a background usually originates from the magnetoresistance effects, capacitive
coupling to the gate or some other spurious effects not accounted for in the input
equations.
To verify if the presented finite-element model properly describes the spin trans-
port, we perform a fitting of simulated curves to the standard analytic Hanle formula
from Eq. 1.28. The resulting fitting coefficients, Ds, τs, and P , match very well with
input COMSOL parameters and the relative deviation is less than 3%. This is also
reflected by a very good agreement between the simulated and fitting curves, see
lower panel in Fig. A.1(d).
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Figure A.1: (a) Input geometry of the device in COMSOL. Current connectors indicate the
block faces with the user-defined boundary conditions for source and drain, volt-
age connectors indicates the block faces between which Vnl is calculated. Most
outer contacts are non-magnetic (gold color), the other contacts are ferromagnetic
(violet color). (b) Tetrahedron mesh. (c) Difference in spin-dependent voltage
across the device at B = 0.1 T for I = 1 µA. The voltage is uniform along y direc-
tion. (d) Examples of simulated Hanle curves for parallel and antiparallel relative
contact magnetization (upper panel). Lower panel presents the Hanle signals at
two different distances and their fit to the analytic formula Eq. 1.28. A good agree-
ment with the fittings confirms the accuracy of the model.
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BAppendix B
Fabrication of PDMS stamp
Polydimethylsiloxane (PDMS) stamp has one of the lowest surface energy known.
This property arises from the low intermolecular forces in the constituent methyl
groups whereas the inorganic siloxane backbone offers a very flexible polymer scaf-
fold, allowing the methyl groups to easily rearrange. PDMS stamp is widely used in
soft lithography, and it is very resistant against dissolving in many organic solvents;
dissolving of the stamp after curing may take weeks even for the most efficient sol-
vent [1]. Below we describe how to prepare the PDMS stamp.
1. Take Sylgard 184 Silicone Elastomer Kit from Dow Corning. The kit consists of
the elastomer and the curing agent.
2. Mix in a glass 10 parts of the elastomer with 1 part of the curing agent (ratio
10:1) and stir vigorously for a couple of minutes, until the entire mixture is
filled with bubbles.
3. Place the mixture in a desiccator for about 20 min so that all the bubbles disap-
pear.
4. Pour the mixture into a desired shape form (for example into a Petri dish).
5. Cure the mixture in the oven. The curing time varies with the oven tempera-
ture, for example at 150◦C curing needs 10 min, at 125◦C – 20 min and at 100◦C
– 35 min. These times are obtained from a Dow Corning product data sheet.
6. Use a sharp scalpel to evenly cut the solid PDMS around the form/glass walls
and remove the stamp using tweezers.
For transfer of graphene use the top surface of the stamp because it has the cleanest
interface. The stamp can be cut out into a desired shape with a scalper or a razor.
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Summary
Every electron, a fundamental component of atom, consists of charge, which re-
sponds to an electric field and spin, which is influenced by a magnetic field. Spin
is a purely quantum mechanical property and does not have a classical analogue.
Often, however, it is compared to angular momentum of an object spinning around
its own axis. Spin is not only affected by the external magnetic field but also pro-
duces its own field known as magnetic moment. Spin is a vector, which can be
oriented in any direction in space. In atoms it mostly couples with another spin,
which is pointing in the opposite direction (antiparallel configuration) following the
Pauli exclusion principle. This causes the two electrons to cancel out the magnetic
field of each other spin, giving the most energetically stable arrangement. Therefore,
the arrangement of all electron pairs in the fully filled shells of atomic orbitals is
antiparallel.
The spins in orbitals which are underfilled can be distributed in various ways. Of-
ten not only the atomic structure dictates the final spin texture but also interatomic
interactions and arrangement of atoms in the lattice. This results in two fundamental
classes of materials: magnetic, in which some spins spontaneously point in a partic-
ular direction, building up (local) net magnetization; and non-magnetic, which lack
unpaired spins or in which the spins are randomly oriented, averaging its magne-
tization. If a material retains its magnetization when an external magnetic field is
removed then it is called ferromagnetic. If it displays intrinsic magnetization only
when an external magnetic field is present then it is called paramagnetic. Finally, if it
displays negative intrinsic magnetization opposing an external magnetic field then
it is called diamagnetic.
Studies on the origin and strength of the spontaneous spin ordering and result-
ing magnetization are one of the most complex and intriguing areas in physics. After
the decades of research, it was understood that room-temperature ferromagnetism
can exist only in materials having a high concentration of magnetic atoms: Co, Ni,
Fe, etc., and in the presence of strong exchange coupling between their electrons.
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In the last few years, however, there appeared reports claiming room-temperature
ferromagnetism in materials in which such magnetic atoms are in principle absent.
Ferromagnetism in these materials, particularly in graphite, is explained by the pres-
ence of non-magnetic defects like lattice vacancies and chemisorbed adatoms. Such
a class of materials challenges conventional knowledge and, unsurprisingly, raises
suppositions about ferromagnetic impurities (magnetite or cementite) in the sam-
ples. Therefore, the ability to discern the ferromagnetic signal of the unconventional
origin from the signal of, for example, ubiquitous iron contamination, is critical.
Despite its controversy, room-temperature ferromagnetism in graphite and carbon-
based systems is a very attractive concept. Next to the fundamental research interest,
it is very attractive for applications, offering the prospect for light magnetic mate-
rials with low fabrication costs, ease of processing and chemical functionalization.
Such metal-free magnets could find also applications in medicine and in biology,
as a unique biocompatible magnetic material. Even more promising are their ap-
plications at the nanoscale: in a new generation of devices for spintronics, ultra-
low-dissipation electronics, and quantum information processing. So far the real-
ization of ferromagnetic graphite is poorly controlled because such defect-induced
magnetism strongly depends on the defects texture. As we cannot engineer the de-
fect arrangement with atomic precision, the research investigation is restricted to the
samples with random defect distribution.
In 2004 the isolation of graphene, a highly conductive two-dimensional sheet of
graphite, brought another carbon allotrope as a testing ground for possible defect-
induced magnetism. The choice of graphene has important advantages over the
other carbon-based materials. A graphene monolayer offers maximum surface area
for embedding defects and allows for patterning their arrangement. The use of
graphene reduces the level of (magnetic) metal inclusions common in graphite and
makes the impurities readily accessible for characterization. On the other hand, the
maximum number of magnetic defects created in a single graphene sheet is too small
to be detected by standard magnetometry tools, and alternative, indirect techniques
need to be developed.
As magnetism originates from interactions with electron spins, we choose the
spin transport techniques in nanoscale spin-valve devices to detect them. In spin-
valve technique the spin resistance is measured as a function of magnetic field. It
is used as a diagnostic tool to identify the sources of spin scattering, a process in
which the spin direction is completely changed and the net spin signal is reduced.
The interactions between spins and internal magnetic moments from defects lead to
very distinct features in a graphene’s spin signal, allowing for their separation from
the regular scattering mechanisms like Elliott-Yafet or D’yakonov-Perel.
A proper interpretation of the role of potentially magnetic defects requires a
proper identification of particular scattering contributions to the signal. Therefore
this thesis begins with a theoretical analysis of the spin-valve and spin precession
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signal in the presence of spin scattering effects from magnetic moments of different
origin: (1) paramagnetic lattice defects, and (2) nuclear spins, a non-zero spins in
the nuclei of 13C isotopes. Further in the text, we report two different approaches
to investigate such internal magnetic fields experimentally: a controlled graphene
hydrogenation using RF plasma and an amplification of hyperfine interactions by
synthesis of pure 13C graphene.
Spin properties: the spin relaxation time τs and the spin relaxation length λs,
are determined from the fitting of the Hanle precession signal. However, the fitting
using the analytic solution of the spin Bloch equation is justified only when using
tunneling contacts and a long device channel. The latter condition is not satisfied in
few-micron-size exfoliated graphene, in which the spin confinement effects play a
role. We show how the spin confinement can be accounted for by the sum of Hanle
functions for multiple distances L, which represent the back-reflection of spins from
the channel ends. The derived formalism gives a reliable tool for interpreting the
spin precession experiments in a broad range of devices independently of the specific
geometry and the type of non-magnetic material examined.
The quest for exploring magnetism in graphene with defects begins with devel-
oping a graphene hydrogenation technique utilizing a reactive ion plasma. The use
of plasma allows for tuning of the kinetic energy of the used gas ions, here H+2 , H
+
3 ,
and H+, and assures their spatial uniformity. However, plasma is typically used for
etching/stripping of various materials, and it poses a threat of destroying the graph-
ene rather than its functionalization. In order to maximize the chemisorption and
reduce the sputtering effect the exposure to Ar/H2 plasma is carefully optimized.
We characterize the graphene at various stages of hydrogenation using Raman spec-
troscopy and resistivity measurements. The strong reduction of the defect band in
Raman spectrum after thermal annealing of hydrogenated samples together with
negligible changes in the Raman spectrum and in the sheet resistance upon pure Ar
exposure confirm the hydrogenation and minimal structural damage in graphene.
By linking the intensities of the Raman defect band with the graphene resistivity, we
establish the hydrogen coverage. In studies of hydrogenated graphene/graphite sur-
faces by scanning tunneling microscope (STM), we confirm that upon plasma treat-
ment the formation of hydrogen clusters prevails over individual adatoms. More-
over, by using a statistical averaging of scanning tunneling spectroscopy (STS) data,
we observe the opening of the average bandgap in graphene after hydrogenation of
about 0.4 eV and its closing upon dehydrogenation by annealing. Pure Ar plasma
does not open such a bandgap, confirming again that Ar ions do not induce struc-
tural damage. As reactive ion plasma technique is a common microfabrication tool,
its use for graphene bandgap engineering can be easily implemented on the indus-
trial scale.
Next, we study the spin scattering in pristine and hydrogenated graphene spin-
valve devices. We focus on Hanle precession measurements, which allow for reli-
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able extraction of spin coefficients: spin diffusion Ds, τs and λs. The presence of an
internal magnetic field artificially enhances the extracted τs and produces a discrep-
ancy between the charge diffusion Dc and the spin diffusion Ds. In our experiment,
when comparing with the pristine graphene, the hydrogenated graphene shows an
increase of τs when Dc ' Ds. This implies that the change in τs cannot be attributed
to the presence of magnetic moments from hydrogen defects. Additionally, the ab-
sence of field dependent features like a dip in the spin-valve signal around zero mag-
netic field or asymmetry in the Hanle line shape excludes the ferro- or paramagnetic
interactions in plasma-exposed graphene. It is the evidence for D’yakonov-Perel re-
laxation behavior in which the scattering events restore spin orientation.
Defect-induced magnetism in graphene depends on the defect texture. This sug-
gests that hydrogen clusters produced by plasma hydrogenation do not form a de-
fects texture favorable for inducing magnetic interactions. A very different behavior
is reported by other groups for graphene exposed to atomic hydrogen, where more
isolated defects are formed. This leaves the question of defect-induced magnetism in
graphene and its relation to defect textures still open. Further research with different
hydrogen sources and different types of adsorbates/defects is therefore required.
One particular source of internal magnetic fields arises from nuclear magnetic
moments and is potentially relevant at high concentrations of 13C isotope. To inves-
tigate this possibility, we use graphene synthesized by chemical vapor deposition
out of pure 13C methane. The measurements of hyperfine features require initial
polarization of nuclear spins and then their realignment with respect to the electron
spin by setting an oblique magnetic field. Our numerical analysis reveals that in
graphene the hyperfine effect can give only a minute modulation of the spin signal
that is at the border of the experimental sensitivity. The absence of hyperfine ef-
fects is verified in various experiments using a regular and oblique magnetic field.
The insignificance of hyperfine interactions on spin relaxation confirms the choice of
graphene as an efficient spin transmitting material for spintronic applications.
Overall, the presented research evaluates the magnetic interactions in spin trans-
port of defective and synthetic graphene. It provides the appropriate analytic and
numerical tools to determine their strength and characteristics. Despite leaving the
question of magnetism in graphene still open to further experimental verification,




Alle elektronen, fundamentele bouwstenen van atomen, bezitten een lading, die
reageert op elektrische velden, en een spin, die kan worden beïnvloed door mag-
netische velden. De spin is een puur kwantummechanische eigenschap, die geen
klassieke analoog heeft. Vaak wordt de spin vergeleken met het hoekmoment van
een object dat om zijn eigen as draait. Niet alleen oefenen magnetische velden in-
vloed uit op spin, maar spin produceert ook zijn eigen veld, het magnetische mo-
ment. Spin is een vector en kan naar elke richting in de ruimte wijzen. In atomen
koppelt zij meestal met een andere spin die in de tegengestelde richting wijst (anti-
parallelle configuratie), volgens het uitsluitingsprincipe van Pauli. Daardoor hef-
fen de twee elektronen het magnetische veld van elkaars spin op, in de energetisch
meest voordelige rangschikking. De ordening van alle elektronenparen in volledige
gevulde atoomschillen is dan ook anti-parallel.
Spins in niet volledig gevulde atoombanen kunnen op meerder manieren ver-
deeld zijn. Vaak is het niet alleen de atoomstructuur, maar zijn het ook de interacties
tussen atomen en de rangschikking in het atoomrooster die de uiteindelijke spinor-
dening bepalen. Zo ontstaan er twee elementaire materiaalklassen: magnetische ma-
terialen, waarin sommige spins uit zichzelf in een bepaalde richting wijzen en zo
een (lokale) magnetisatie tot stand brengen, en niet-magnetische materialen, waarin
spins alleen gepaard voorkomen of waarin zij willekeurig georiënteerd zijn en zo
de magnetisatie uitmiddelen. Als de magnetisatie van een materiaal in stand blijft
wanneer het externe magneetveld wordt weggehaald, dan is het ferromagnetisch.
Als het materiaal alleen intrinsieke magnetisatie vertoond in de aanwezigheid van
een extern magneetveld, dan is het paramagnetisch. Is er sprake van een negatieve
intrinsieke magnetisatie in tegengestelde richting van het externe magneetveld, dan
wordt het materiaal diamagnetisch genoemd.
De grondslagen en sterkte van spontane spinordening en de daaruit volgende
magnetisatie is één van de meest complexe en intrigerende vraagstukken binnen de
natuurkunde. Na decennialang onderzoek leek het erop dat ferromagnetisme bij
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kamertemperatuur alleen kan bestaan in materialen met een hoge concentratie aan
magnetische atomen: Co, Ni, Fe, enz. en daarbij de aanwezigheid van sterke wis-
selwerking tussen hun elektronen. De laatste jaren echter, verschenen er claims over
ferromagnetisme bij kamertemperatuur in materialen waarin zulke atomen niet aan-
wezig zijn. Ferromagnetisme in deze materialen, in het bijzonder grafiet, kan wor-
den verklaard door de aanwezigheid van niet-magnetische defecten zoals vacatures
of chemisorptie van atomen. Een dergelijke materiaalklasse stelt de gangbare ken-
nis op de proef en, niet geheel verwonderlijk, vraagt om nieuwe hypothesen over
ferromagnetische onzuiverheden (magnetiet of cementiet) in de gebruikte samples.
Het vermogen om een ferromagnetisch signaal met onconventionele oorzaak te on-
derscheiden van een signaal veroorzaakt door bijvoorbeeld moeilijk te vermijden
ijzercontaminaties, is daarbij essentieel.
Ondanks de controverse is ferromagnetisme in grafiet en op koolstof gebaseerde
systemen bij kamertemperatuur een zeer aantrekkelijk concept. Het biedt vooruit-
zichten voor lichte magnetische materialen met lage productiekosten, gemakkelijke
verwerking en chemische functionalisering. Veel theoretische studies echter, wij-
zen erop dat een dergelijke, door defecten veroorzaakte vorm van magnetisme sterk
afhangt van de precieze distributie van de defecten. Omdat we de locatie van een de-
fect niet met atomaire precisie kunnen ontwerpen, is het alleen mogelijk om samples
te onderzoeken met een willekeurige distributie van defecten. Dit is een mogelijke
verklaring voor de kleine omvang van de gemeten ferromagnetische signalen en hun
slechte reproduceerbaarheid.
De isolatie van grafeen, een sterk geleidende, tweedimensionale laag van grafiet,
zorgde in 2004 voor een nieuwe koolstof-allotroop die getest kon worden op mo-
gelijk magnetisme veroorzaakt door defecten. De keuze voor grafeen heeft belangri-
jke voordelen boven andere op koolstof gebaseerde materialen. Een grafeen mono-
laag biedt een maximaal oppervlak om defecten in aan te brengen en maakt het
mogelijk deze defecten relatief eenvoudig te ordenen in een patroon. Het gebruik
van grafeen vermindert het aantal (magnetische) metaaldeeltjes die gewoonlijk aan-
wezig zijn in grafiet en de onzuiverheden zijn makkelijk toegankelijk voor karak-
terisering. Aan de andere kant is het maximale aantal magnetische defecten in een
enkele grafeenlaag te klein om te detecteren met standaard magnetometrische in-
strumenten en dus is het noodzakelijk dat er alternatieve, indirecte technieken wor-
den ontwikkeld. Omdat magnetisme ontstaat door interacties met elektronspins,
hebben we gekozen voor spintransporttechnieken in spin valve devices op nano-
schaal om deze te detecteren. In een spin valve wordt de spinweerstand gemeten
als functie van het magneetveld. De spin valve wordt gebruikt als meetinstrument
om bronnen van spinverstrooiing te identificeren, een proces waarbij de spinrich-
ting totaal verandert en het netto spinsignaal afneemt. De interacties tussen spins
en interne magnetische momenten die ontstaan zijn uit defecten, leiden tot zeer
uitgesproken karakteristieken in een spinsignaal, zodat het mogelijk is deze te on-
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derscheiden van standaard verstrooiingsmechanismen in grafeen, zoals Eliott-Yafet
of D’yakonov-Perel. Een juiste interpretatie van de rol van eventuele magnetische
defecten vereist een juiste identificatie van de bijdragen van specifieke verstrooi-
ingsmechanismen aan het gemeten signaal. Dit proefschrift begint daarom met een
theoretische analyse van spin valve- en spinprecessiesignalen in de aanwezigheid
van spinverstrooiingseffecten door magnetische momenten met verschillende oor-
sprong: (1) paramagnetische roosterdefecten en (2) nucleaire spin: de spin die aan-
wezig is in de kern van de isotoop 13C. Verderop in de tekst brengen we verslag
uit van twee verschillende manieren om zulke interne, magnetische velden experi-
menteel te onderzoeken: gecontroleerde hydrogenering van grafeen met behulp van
een RF plasma en een versterkte hyperfijne interactie door de synthese van grafeen
dat puur bestaat uit 13C.
Spineigenschappen: spinrelaxatietijd τs en spinrelaxatielengte λs kunnen wor-
den bepaald door curve-fitting van het Hanleprecessiesignaal. Echter, curve-fitting
met de analytische oplossing van de Blochvergelijking is alleen legitiem wanneer
men gebruik maakt van tunnelcontacten en een lang transportkanaal in het device.
Aan deze laatste voorwaarde wordt niet voldaan in geëxfolieerd grafeen ter grootte
van enkele microns waarin inperking (confinement) van spins een rol speelt. We
laten zien dat de inperking van spins kan worden verklaard met behulp van de som
van Hanlefuncties over meerdere lengtes L, die de weerkaatsing representeren van
spins op de uiteindes van het kanaal. Het op deze manier afgeleide formalisme
zorgt voor een betrouwbare methode om spinprecessie-experimenten te kunnen in-
terpreteren in een breed spectrum aan devices, onafhankelijk van de specifieke ge-
ometrie en het type niet-magnetische materiaal dat wordt onderzocht.
De zoektocht naar magnetisme in grafeen met defecten begint met het ontwikke-
len van grafeenhydrogeneringstechnieken met behulp van reactive ion plasma. Het
plasma biedt een goede afstemming van de kinetische energie van het gebruikte
ionengas, in dit geval H+, en is uniform in de ruimte. Echter, een plasma wordt
meestal gebruikt voor het etsen/strippen van verschillende materialen en veroorza-
akt daarmee het risico om het grafeen af te breken in plaats van het te function-
aliseren. Voor een maximale chemisorptie en een verminderd sputtering-effect is
de blootstelling aan Ar/H2-plasma met precisie geoptimaliseerd. We karakteriseren
het grafeen in verschillende fasen van hydrogenering met behulp van Ramanspec-
troscopie en weerstandsmetingen. De sterke afname van de defectenbanden in het
Ramanspectrum na verhitting van gehydrogeneerde samples en daarbij de te ver-
waarlozen veranderingen in het overige Ramanspectrum en de vierkantsweerstand
na blootstelling aan pure Ar, bevestigen de hydrogenering van en minimale structu-
urschade aan het grafeen. We bepalen de waterstofbedekkingsgraad door de inten-
siteit van de Ramandefectenbanden te relateren aan de soortelijke weerstand van het
grafeen. Met behulp van studies naar gehydrogeneerde grafeen-/grafietoppervlak-
ken met behulp van scanning tunneling microscopy (STM) bevestigen we dat na de
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plasmabehandeling de formatie van waterstofclusters de overhand heeft boven indi-
viduele adatomen. Bovendien observeren we, door het middelen van STS-data, het
openen van een bandgap van ongeveer 0.4 eV in grafeen na hydrogenering en het
weer sluiten van deze bandgap na het terugdraaien van het hydrogeneringsproces
door verhitting. Blootstelling aan puur Ar-plasma opent geen bandgap, een beves-
tiging dat Ar-ionen geen structurele beschadiging veroorzaken. Omdat plasmatech-
nieken een veelgebruikt hulpmiddel zijn voor microfabricatie, is het geschikt voor
bandgap engineering van grafeen op industriële schaal.
Vervolgens onderzoeken we de spinverstrooiing in spin valves van onbewerkt en
gehydrogeneerd grafeen. We concentreren ons op Hanleprecessiemetingen, waaruit
op betrouwbare wijze spincoëfficiënten kunnen worden bepaald: spindiffusie Ds, τs
en λs. De aanwezigheid van een intern magneetveld versterkt op kunstmatige wijze
de τs die zo wordt bepaald en veroorzaakt een verschil tussen ladingsdiffusie Dc en
spindiffusie Ds. De vergelijking tussen onbewerkt en gehydrogeneerd grafeen laat
een toename zien van τs als Dc ≈ Ds . Dit houdt in dat de verandering in τs niet
kan worden toegeschreven aan de aanwezigheid van magnetische momenten uit
waterstofdefecten. Het is het bewijs voor D’yakonov-Perel relaxatiegedrag, waarin
spinverstrooiing de spinoriëntatie herstelt.
Ferromagnetisme in grafeen hangt af van de distributie van defecten. De afwe-
zigheid van veldafhankelijke karakteristieken in grafeen met defecten, zoals een dip
in het spin valve-signaal rond een magneetveld van 0T, of een asymmetrie of een
versmalling van de vorm van de Hanlecurve, duidt erop dat waterstofclusters die
gevormd zijn na hydrogenatie met behulp van een plasma geen waarneembare fer-
romagnetische of paramagnetische eigenschappen tot gevolg hebben. Andere on-
derzoeksgroepen hebben melding gemaakt van sterk verschillend gedrag in grafeen
dat is blootgesteld aan atomair waterstof, waardoor zich meer geïsoleerde defecten
vormen. Deze tegenstrijdigheid kan worden veroorzaakt door het verschil in de
verdeling van het waterstof. Het vraagstuk van magnetisme in grafeen door de-
fecten is daarmee dan ook nog steeds niet opgelost. Vervolgonderzoek met verschil-
lende waterstofbronnen en verschillende soorten adsorbaten/defecten is daarom
noodzakelijk.
Een specifieke bron van interne magneetvelden wordt veroorzaakt door nucle-
aire magnetische momenten en is mogelijk relevant bij hoge concentraties van de
isotoop 13C. We gebruiken grafeen dat is gevormd door chemical vapor deposition
uit puur 13C-metaan om deze mogelijkheid te onderzoeken. De metingen van hyper-
fijne karakteristieken vereisen eerst polarisatie van de nucleaire spins en vervolgens
het opnieuw richten van deze spins ten opzichte van de elektronenspin door het
aanleggen van een magneetveld onder een hoek. Onze numerieke analyse laat zien
dat het hyperfijne effect in grafeen slechts een zeer kleine modulatie van het spin
signaal tot gevolg heeft, dat zich op de grens van experimentele waarneembaarheid
bevindt. De afwezigheid van hyperfijne effect worden bevestigd in verschillende ex-
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perimenten met behulp van normale magneetvelden en magneetvelden onder een
hoek. Het kleine effect van hyperfijne interacties is een bevestiging voor de keuze
van grafeen als een efficiënt spingeleidend materiaal voor spintronische toepassin-
gen. Het hier gepresenteerde onderzoek in zijn geheel kan beschreven worden als
een analyse van magnetische interacties tijdens spin transport in grafeen met de-
fecten en in gesynthetiseerd grafeen. Het onderzoek bevat de juiste analytische en
numerieke methoden om de sterkte en andere karakteristieken van deze interacties
vast te kunnen stellen. Hoewel het vraagstuk van magnetisme in grafeen wordt
opengelaten voor verder experimenteel onderzoek, worden in dit proefschrift de





Elektron, elementarny składnik kaz˙dego atomu, jest kluczowym nos´nikiem energii
i informacji w elektronice. Kaz˙dy elektron składa sie˛ z ładunku, który oddziaływuje
z polem elektrycznym, oraz ze spinu, który oddziaływuje z polem magnetycznym.
Spin jest własnos´cia˛ elektronu, która daje sie˛ prawidłowo opisac´ tylko za pomoca˛
mechaniki kwantowej, i nie ma on swojego odpowiednika w mechanice klasycznej.
Niemniej jednak jest on porównywany do momentem pe˛du ciała wiruja˛cego wokół
własnej osi. Spin nie tylko oddziaływuje z polem magnetycznym, ale tez˙ sam je
wytwarza (porcja wytworzonego pola to tzw. magneton Bohra). W przeciwien´-
stwie do ładunku, który jest wielkos´cia˛ skalarna˛, spin jest wektorem, i dlatego moz˙e
byc´ skierowany w dowolna˛ strone˛ w przestrzeni. Na całkowicie wypełnionych or-
bitalach atomowych spiny elektronów grupuja˛ sie˛ w pary o przeciwnych zwrotach
(układ anty-równoległy), zgodnie z zakazem Pauliego. W ten sposób dwa elektrony
znosza˛ swoje udziały w tworzeniu pola magnetycznego.
W przypadku niezapełnionych orbitali atomowych nie wszystkie spiny sa˛ sparo-
wane, a ich kierunki moga˛ przyjmowac´ róz˙ne konfiguracje, w zalez˙nos´ci od rodzaju
atomu. Dodatkowo, na uporza˛dkowanie spinów w niezapełnionych powłokach
wpływaja˛ tez˙ wzajemne oddziaływania mie˛dzy sa˛siednimi atomami i ich ułoz˙e-
nie w sieci krystalicznej. W efekcie wyróz˙niamy dwie podstawowe klasy materi-
ałów: magnetyczne, w których naste˛puje spontaniczne uporza˛dkowanie (globalne
lub lokalne) spinów; oraz niemagnetyczne, w których albo brak niesparowanych
spinów albo sa˛ one nieuporza˛dkowane, a ich magnetyzacja us´rednia sie˛ do zera.
Jes´li materiał, poddany namagnesowaniu za pomoca˛ zewne˛trznego pola magnety-
cznego, utrzymuje własne pole po wyła˛czeniu zewne˛trznego pola, to nazywamy
go ferromagnetykiem. Pierwiastkami wykazuja˛cymi ferromagnetyzm w temper-
aturze pokojowej sa˛: z˙elazo, kobalt i nikiel. Jes´li materiał produkuje pole magne-
tyczne w tym samym kierunku co przyłoz˙one pole, ale to pole znika po wyła˛cze-
niu zewne˛trznego pola, to jest on paramagnetykiem. Skolei, gdy materiał produkuje
pole przeciwne do przyłoz˙onego pola, to jest nazywany diamagnetykiem. Przewidze-
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nie magnetycznych własnos´ci danego materiału i zrozumienie procesów prowadza˛-
cych do spontanicznego uporza˛dkowania spinów (ferromagnetyzmu) jest jednym z
najbardziej skomplikowanych zagadnien´ w fizyce.
Dziesie˛ciolecia badan´ nad magnetyzmem wykształciły przekonanie, z˙e ferromag-
netyzm w temperaturze pokojowej moz˙e istniec´ tylko w materiałach zawieraja˛cych
duz˙e ilos´ci pierwiastków ferromagnetycznych (Fe, Co, Ni), mie˛dzy którymi zachodza˛
silne oddziaływania wymiany. Duz˙ym zaskoczeniem sa˛ pojawiaja˛ce sie˛ w ostat-
nich latach obserwacje ferromagnetyzmu w materiałach, które nie posiada niesparo-
wanych spinów ani ferromagnetycznych pierwiastków w swej strukturze, np. w
graficie. Ferromagnetyczny sygnał jest tam tłumaczony obecnos´cia˛ niemagnety-
cznych defektów w sieci krystalicznej, takich jak wakansje, atomy mie˛dzywe˛złowe
czy wia˛zania chemiczne z obcymi atomami, typu wodór lub tlen. Ten nowy rodzaj
magnetyzmu wzbudza kontowersje; róz˙ne grupy uzyskuja˛ sprzecznie róz˙ne rezul-
taty a sam magnetyczny sygnal ze zdefektowanych próbek moz˙e byc´ skutkiem ich
zanieczyszczenia podczas obróbki. Z tego powodu, kluczowe w tych badaniach
jest ustalenie poziomu magnetycznych domieszek i ich wkładu do sygnału magne-
tycznego próbki. Pomimo rozbiez˙nos´ci, ferromagnetyzm grafitu, jak i innych ma-
teriałów organicznych, jest atrakcyjnym zagadnieniem nie tylko dla badan´ podsta-
wowych, ale tez˙ dla przemysłu. Magnesy ze zwia˛zków organicznych byłyby lz˙e-
jsze, tan´sze, łatwiejsze w obróbce i, w porównaniu z konwencjonalnymi, otwierały
znacznie szersze moz˙liwos´ci inzynierii chemicznej.
Choc´ obliczenia komputerowe dla grafitu potwierdzaja˛ porza˛dkowanie sie˛ spi-
nów (polaryzacje˛) wokół pojedynczych defektów punktowych, to jednak ich wkład
do magnetyzacji zmienia sie˛, a nawet zanika, w zalez˙nos´ci od ich połoz˙enia wzgle˛-
dem pozostałych defektów. Poniewaz˙ w graficie nie jestes´my w stanie zadac´ dowol-
nej konfiguracji defektów na poziomie atomowym, w badanych próbkach defekty sa˛
ulokowane przypadkowo. Ten fakt moz˙e cze˛s´ciowo tłumaczyc´ niska˛ odtwarzalnos´c´
pomiarów magnetycznych i rozbierznos´ci w wynikach pomie˛dzy róz˙nymi grupami
badawczymi.
Badania nad magnetyzmem w graficie wsta˛piły w nowa˛ faze˛ w 2004 roku, w
momencie odizolowania jego pojedynczej warstwy – grafenu. Grafen, w przeci-
wien´stwie do grafitu, pozwala na duz˙o wie˛ksza˛ kontrole˛ ilos´ci wprowadzanych
defektów i ich rozlokowania, poniewaz˙ odbywa sie˛ to tylko na jego dwuwymi-
arowej powierzchni. Z tego samego powodu, równiez˙ diagnostyka ewentualnych
domieszek metalicznych jest łatwiejsza. Z drugiej strony, maksymalna liczba defek-
tów magnetycznych w grafenie jest zbyt niska, by moz˙na ja˛ było zmierzyc´ standar-
dowymi metodami pomiarowymi, przeznaczonymi dla próbek makroskopowych.
Weryfikacja magnetyzmu w grafenie, który ma kilka lub kilkanas´cie mikronów s´red-
nicy (mikron to milionowa cze˛s´c´ metra), wymaga zatem opracowania innych, nie-
bezpos´rednich, metod badawczych.
W przedstawionej pracy doktorskiej zostaje wykorzystany fakt, z˙e z´ródłem mag-
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netyzmu sa˛ oddziaływania mie˛dzy spinami, skolei własnos´ci spinowe przewod-
nika moz˙na zbadac´ mierza˛c transport elektronów metoda˛ zaworów spinowych. W
metodzie zaworów spinowych grafen jest podła˛czony do dwóch przewodników fer-
romagnetycznych, które słuz˙a˛ do wprowadzania elektronów o okres´lonym spinie i
do ich detekcji. Opornos´c´ takiego układu elektronicznego zmienia sie˛ w zalez˙nos´ci
od liczby spinów, które po dotarciu do detektora wcia˛z˙ pozostaja˛ uporza˛dkowane.
Amplituda opornos´ci i jej charakterystyka w polu magnetycznym pozwala zidenty-
fikowac´ mechanizmy rozpraszania spinów.
W grafenie bez defektów moz˙na wyróznic´ dwa mechanizmy rozpraszania spi-
nów: mechanizm Elliott’a-Yafet’a i mechanizm D’yakonov’a-Perel’a. Oddziaływa-
nia pomie˛dzy spinami elektronów przewodza˛cych a momentami magnetycznymi
defektów sieci wprowadzaja˛ dodatkowe mechanizmy rozpraszania spinów. Cechuje
je charakterystyczna zalez˙nos´c´ od pola magnetycznego, która pozwala na wery-
fikacje˛ ich obecnos´ci i na ich identyfikacje˛. Rozprawe˛ doktorska˛ otwiera analiza
porównawcza sygnalu w grafenie zawieraja˛cym defekty paramagnetyczne (wodór)
z sygnałem w grafenie zbudowanym z izotpou 13C, maja˛cym niezerowy moment
magnetyczny ja˛dra. Te dwa z´ródła pola magnetycznego w grafenie sa˛ póz´niej wery-
fikowane eksperymentalnie. W pierwszym przypadku, wprowadzenie paramagne-
tycznych defektów do grafenu odbywa sie˛ za pomoca˛ plazmy, która inicjuje chemisor-
pcje wodoru. W drugim przypadku eksperyment jest przeprowadzany na grafenie
wytworzonym syntetycznie, przy uz˙yciu izotopowo czystego prekursora 13C.
Eksperymenty z transportem spinów poprzedza analiza i optymalizacja procesu
uwodorowienia grafenu za pomoca˛ plazmy. Plazma zazwyczaj jest uz˙ywana do
niszczenia pozostałos´ci organicznych i oczyszczania warstw powierzchniowych ma-
teriałów. Wykorzystanie plasmy argonowo-wodorowej do uwodorowienia grafenu
jest nietypowe. Pozwala ono jednak na modulowanie energii kinetycznej wodoru w
procesie chemisorbcji i jego przyspieszanie lub opoz´nianie. W procesie tym nate˛z˙e-
nie plazmy musi byc´ niskie, gdyz˙ zawarte w plazmie atomy argonu, gdy zbyt ener-
getyczne, moga˛ nieodwracalnie zniszczyc´ benzenowa˛ strukture˛ grafenu. Do ustale-
nia ilos´ci zaabsorbowanego wodoru w płatkach grafenu wykorzystalis´my spektro-
skopie˛ Ramana. Obecnos´c´ defektów w grafenie, zarówno wakansji jak i wodorów,
inicjuje pasmo D w widmie Ramana. Intensywnos´c´ pasma D wzrasta wraz z liczba˛
defektów. Wia˛zanie wodoru w strukturze grafenu nie jest wia˛zaniem trwałym i
moz˙e ulec rozpadowi pod wpływem temperatury. Skolei wakansje, jako ubytki w
strukturze krystalicznej, nie moga˛ byc´ z niej wyeliminowane pod wpływem temper-
atury. Po wygrzewaniu próbek obserwujemy zanik pasma D w widmie Ramana, co
potwierdza wodorowy charakter defektów i znikomy (niemierzalny) udział wakan-
sji w grafenie poddanemu działaniu plazmy. Intensywnos´c´ pasma D moz˙na sko-
relowac´ z opornos´cia˛ grafenu. Na tej podstawiem ustalamy liczbe˛ defektów, wpro-
wadzonych podczas poszczególnych etapów uwodorawiania plazma˛.
Wykorzystuja˛c skaningowy mikroskop tunelowy (STM), uzyskujemy wgla˛d w
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atomowa˛ strukture˛ defektów wodoru na grafenie. W grafenie uwodorawianym
plazma˛ dominuja˛ klastery wodorowe nad pojedynczymi defektami. Klastery te wy-
kazuja˛ własnos´ci półprzewodnikowe, a przerwa energetyczna usredniona z ok. 100
dowolnych punktów na powierzchni uwodorowionego grafenu wynosi 0.4 eV. Po-
dobnie jak pasmo D w widmie Ramana, równiez˙ przerwa energetyczna zanika po
wygrzewaniu próbek. Ponadto, przerwa ta jest obecna tylko w grafenie poddanym
działaniu plazmy skladaja˛cej sie˛ z wodoru i argonu. Nie wyste˛puje ona przy grafe-
nie poddanym działaniu plazmy, składaja˛cej sie˛ z samego argonu. Wyniki te po-
twierdzaja˛ skutecznos´c´ uwodorawiania grafenu plazma˛ wodorowa˛ i jej odwracal-
nos´c´. Metoda ta moz˙e byc´ wykorzystana na skale˛ przemysłowa˛ przy inz˙ynierii włas-
nos´ci materiałowych grafenu.
Naste˛pnie badamy transport spinowy w grafenie przed i po uwodorowieniu.
Analizie porównawczej poddajemy włas´ciwos´ci spinu, takie jak czas relaksacji τs,
droga relaksacji λs i współczynnik dyfuzjiDs, wyznaczone z precesji Hanle’go. Obec-
nos´c´ defektów paramagnetycznych (wodór) charakteryzuje zmniejszenie τs przy
jednoczesnym zmniejszeniuDs; oraz moz˙liwa˛ redukcja sygnału w niskim polu mag-
netycznym (przyłoz˙onym w płaszczyz´nie próbki). Istotnie, w przeprowadzonym
eksperymencie obserwujemy zmniejszenie Ds w grafenie po uwodorowieniu, ale
jednoczes´nie τs wzrasta. Oznacza to, z˙e wprowadzone defekty – klastery wodo-
rowe – nie posiadaja˛ momentu magnetycznego albo jest on zbyt słaby, by wydatnie
zwie˛kszyc´ rozproszenie spinów. Z drugiej strony, wzrost τs moz˙e byc´ wytłuma-
czony wzrostem rozpraszania typu D’yakonov-Perel, które jest typowe dla grafenu
bez defektów (para)magnetycznych.
Zmiany w charakterystyce transportu spinowego w uwodorowionym poprzez
plazme˛ grafenie róz˙nia˛ sie˛ od tych obserwowanych w grafenie uwodorowianym
termicznie przez inne grupy badawcze. W grafenie po uwodorowianiu termicznym
dominuja˛ pojedyncze defekty wodorowe, natomiast w grafenie uwodorowianym
plazma˛ dominuja˛ klastery wodorowe. Poniewaz˙ magnetyzm w grafenie silnie za-
lez˙y od wzajemnego połoz˙enia defektów, te dwie methody nie sa˛ toz˙same. Potrzeba
zatem kolejnych badan´ porównawczych z uz˙yciem innych z´ródeł wodoru i/lub in-
nych atomów i zwia˛zków tworza˛cych defekty punktowe. Pytanie o moz˙liwy mag-
netyzm w grafenie i jego zalez˙nos´c´ od ułoz˙enia defektów pozostaje wie˛c nierozstrzyg-
nie˛te.
Kolejnym z´ródłem rozproszenia spinów sa˛ oddziaływania nadsubtelne pomie˛-
dzy spinem elektronu a momentem magnetycznym ja˛dra izotopu 13C. Poniewaz˙
moment magnetyczny ja˛der atomowych jest duz˙o mniejszy niz˙ moment magnety-
czny elektronu, ich wpływ ma znaczenie tylko gdy sa˛ uporza˛dkowane. Polaryzacja
spinów ja˛drowych odbywa sie˛ poprzez wymiane˛ momentu pomie˛dzy elektronem a
ja˛drem, w procesie tzw. dynamicznej polaryzacji ja˛drowej. Aby magnetyczne pole
ja˛drowe mogło wpływac´ na rozproszenie elektronów w sposób mierzalny, nalez˙y
próbke˛ umies´cic´ w zewne˛trznym polu magnetycznym pod ka˛tem do płaszczyzny
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próbki. W ten sposób kierunek spinu ja˛der wzgle˛dem kierunku spinu elektronów
zostaje zmieniony. Spiny elektronów z jednej strony polaryzuja˛ spiny ja˛der, a z
drugiej ulegaja˛ rozproszeniu w polu magnetycznym wytworzonym przez te ja˛dra
(pole magnetyczne ja˛der wyraz˙a tu oddziaływania wymiany). Ta nieliniowa za-
lez˙nos´c´ pomie˛dzy spinami elektronów i ja˛der wymaga analizy numerycznej. Po
uwzgle˛dnieniu w symulacji włas´ciwos´ci elektronicznych grafenu, otrzymujemy, z˙e
modulacja sygnału w zaworze spinowym z powodu pola ja˛drowego jest na granicy
zdolnos´ci pomiarowych. Wyniki symulacji zostały naste˛pnie zweryfikowane przez
odpowiednie eksperymenty, potwierdzaja˛c zaniedbywalny wpływ izotopu 13C na
spin elektronów i trafny wybór grafenu na przewodnik (transmiter) spinów.
Zaprezentowane w niniejszej rozprawie wyniki analityczne i eksperymentalne sta-
nowia˛ podstawe˛ do analizy wpływu defektów magnetycznych na spin elektronów
w grafenie. Rozprawa ta stanowi jeden z pierwszych przykładów wykorzystania
techniki zaworów spinowych do pomiaru oddziaływan´ magnetycznych. Jej sze-
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