Learnability of periodic activation functions: General results
On-line learning in the presence of continuous periodic activation functions is studied analytically. The effect of the ambiguity ͑an infinite number of inputs with different local fields can produce the same output͒ on the learnability is examined. A universal interplay between the general features of the activation function ͑wave number, parity, etc.͒ and the critical learning rate is found. Analytical results are extended also to multilayer architectures with nonlinear output units. Results are compared with simulations.
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PACS number͑s͒: 84.35.ϩi, 07.05.Mh, 89.70.ϩc The theory of learning has benefited to a great extent from the application of statistical physics methods, see e.g., ͓1,2͔ for reviews. Statistical mechanics provides the tools to investigate, for instance, large neural networks ͓3͔, learning a rule from randomized example data. It allows one to calculate typical properties, such as the generalization error, which quantifies the average amount of disagreement between student and unknown rule.
One successful line of research concerns the physics of so-called on-line learning processes ͓3,4͔ and was initiated in ͓5,6͔. From a practical point of view, on-line learning is particularly attractive because it uses only the latest from a sequence of examples for training. This obviously reduces the storage needs and computational effort in comparison with memory based off-line prescriptions. On the other hand, this very property makes it possible to investigate a variety of learning scenarios analytically. The learning dynamics is described exactly in terms of coupled differential equations for self-averaging order parameters in the thermodynamic limit.
A most remarkable outcome of this theory is that the performance of efficient on-line algorithms is, despite their simplicity, comparable with that of sophisticated off-line or batch prescriptions ͓6-9͔. Among the different architectures that have been studied in this framework are such diverse systems as the simple perceptron ͑e.g., ͓5,6͔͒, specific multilayer networks of threshold units ͑e.g., ͓10,11͔͒, and two-layered structures constructed from continuous units ͓12-14͔.
Apart from perhaps one exception, the so-called reversed wedge perceptron ͓15͔, all networks investigated so far consist of units with monotonic activation functions, where the most prominent examples are continuous sigmoidal or linear units and discontinuous threshold neurons. For the latter the generalization error approaches its minimum value according to a power law with the number of examples, in general ͑e.g., ͓7,9͔͒. In contrast, an exponential decay is typical for networks consisting of units with differentiable sigmoidal activations, provided the learning rate is smaller than some critical value c ͓12,13͔. Furthermore, nontrivial transient behavior of these systems, like the occurrence of quasistationary plateau states in the learning dynamics, can be theoretically understood within this framework ͓11,13,14͔.
It remains an open question precisely which features of the activation functions determine the properties of the learning network. ͑a͒ Does a universal behavior exist in the sense that there is an interplay between general features of the activation function and, for instance, the critical learning rate? ͑b͒ Is the above mentioned exponential asymptotic decay a direct consequence of the continuous nature of the activation or is it crucial that the function is monotonic and invertible? ͑c͒ How does the critical learning rate depend on the above properties? ͑d͒ What is the relevance of symmetries in the transfer functions? ͑e͒ Will new classes of behavior emerge when the scope of possible characteristics is extended? ͑f͒ What is the effect, if any, on the nature of plateaus in the learning process of multilayer architectures with nonlinear output units?
In order to address and investigate these questions we study in this paper neural networks with continuous but periodic activation function. In such networks an infinite number of different local fields or internal representations can produce the same output. Due to this ambiguity an example ͕,()͖ contains less information about the rule than in cases where the transfer functions are invertible. We will investigate here to what extent this property affects the dynamics of learning.
Throughout the following we restrict the analysis to teacher-student scenarios with perfectly matching network architectures. Training is guided by the quadratic deviation ⑀()ϭ͓()Ϫ()͔ 2 /2, which compares the student's response with the rule or teacher output for a given highdimensional input vector R N . Accordingly, the generalization error is defined as the average ͗⑀()͘ over the distribution of inputs. Throughout this paper we will consider random vectors with independent, identically distributed components of zero mean and unit variance. Upon the presentation of a single example input-output pair ͕ , ϭ( )͖ the vector W ជ of all adjustable parameters in the student network is updated according to the following stochastic gradient descent prescription:
where the same learning rate is used everywhere in the PHYSICAL REVIEW E SEPTEMBER 1998 VOLUME 58, NUMBER 3 PRE 58 1063-651X/98/58͑3͒/3606͑4͒/$15.00 3606 © 1998 The American Physical Society network. The vector W ជ includes in the following only the weights of the student network ͑input-to-hidden as well as hidden-to-output͒. We plan to study the adjustment of additional parameters like the phases of the considered activation function in the formalism. Note that so far only two-layered systems with linear output units have been treated analytically ͓13,14͔. The consideration of periodic activations enables us to extend this formalism to networks of several layers with nonlinear units in each layer. The details of the solution and its mathematical insight will be presented after the discussion of the perceptron.
As a first example we consider a teacher-student scenario with matching single unit networks. Normalized teacher weights BR N ,B 2 ϭ1 define the rule output ͑͒ϭg͑ y ͒ϭsin͑ kyϩ͒ ͑2͒
with yϭB• for any N-dimensional input vector . The additional parameters k and fix the wave number and phase of the periodic activation function, respectively. The above mentioned ambiguity is most clearly studied in the single node. For sigmoidal activations, y is uniquely determined by and, assuming the activation function is known, each example provides a linear equation of the form B•ϭg Ϫ1 (). Here, however, an infinite number of overlaps produces the same output:
Due to this ambiguity, an example ͕,͖ contains less information about the unknown rule than in cases with sigmoidal, i.e., invertible monotonic transfer functions.
In general one would expect that the density of values y has a finite width for realistic data. The assumed specific input distribution results in a Gaussian density with ͗y͘ϭ0 and ͗y 2 ͘ϭ1. The number M eff of overlaps y in the range Ϫ1ϽyϽ1, which can be assigned to the same output, increases linearly with ͑large͒ k. Thus the wave number is a direct measure of how pronounced the effect of the ambiguity will be. The complexity of learning P examples in the case of invertible monotonic transfer functions ͑like tanh) is the same as solving P linear equations with N variables (N weights of the student͒. In contrast, the case of learning P examples with periodic activation functions results in
possible different sets of P linear equations, due to the ambiguity ͑3͒. Therefore, the learning process in the case of periodic functions has to overcome two difficulties: ͑I͒ to find the most appropriate set of equalities among exponentially many with the size of the training set P and ͑II͒ then to solve the set of equalities as for monotonic activation functions.
The single weight vector JR N parametrizes the student hypothesis ()ϭsin(kJ•ϩ) about the unknown rule, whereas the correct values of and k are taken to be known in advance. Note that assuming knowledge of the wave number does not constitute a restriction of our model since the norm of the student weights will not be fixed in the learning process. Thus, any mismatched value k k in the student could be compensated for by tuning QϭJ 2 such that ͱQ k ϭk.
In order to calculate the generalization error we observe that the randomness of the input enters only through the quantities xϭJ• and yϭB•, which are distributed according to a two-dimensional Gaussian density with ͗x͘ϭ͗y͘ ϭ0, ͗x 2 ͘ϭQ, ͗y 2 ͘ϭ1, and ͗xy͘ϭRϭJ•B. We obtain 
͑9͒
in the limit k→0.
The limit k→ϱ corresponds to a highly oscillatory behavior of the activation. Independent of the specific value of one finds that the critical rate decreases like c ϰ1/k 2 in this limit. This universal behavior reflects that successful learning is hindered drastically by the ambiguity discussed above.
The exceptional properties of the activation g(x) ϭcos(kx) are related to the fact that in this particular case the output ͑and thus also ⑀ g ) is invariant under a sign change of all weights (a 1 ϭ0), which is reflected in the existence of fixed points with Rϭ0 in the system ͑7͒, ͑8͒.
In the limit →0 the quadratic term in Eq. ͑8͒ can be neglected and learning proceeds on a rescaled time scale ␣.
The following features distinguish the behavior in comparison to invertible activation functions. ͑a͒ The number of fixed points: In addition to the attractive configuration (Rϭ1,Q ϭ1) we find, independent of k, for the cos activation, the attractive fixed point (Ϫ1,1) with ⑀ g ϭ0 due to symmetry and repulsive stationary states ͑0,0͒ and ͑0,1/3͒. Learning requires initial knowledge ͉R(0)͉Ͼ0 in order to break the ϮJ symmetry. In finite systems fluctuations will guarantee R(0)ϭO(1/ͱN), a macroscopic overlap will be achieved after a characteristic time of order ln N ͓14͔. For the sin case Fig. 1 displays the corresponding fixed points of the system for a specific value of k. For a nonzero Ͻ c , the number of repulsive fixed points increases with k, which also reflects the ambiguity Eq. ͑4͒. ͑b͒ Flow Q→ϱ: The solid line in Fig.  1 marks a separatrix Q (R): for QϾQ (R) the student is unable to learn and the length of J diverges as ␣→ϱ. This can be understood in the context of the ambiguity problem as large Q corresponds to an effective large wave number ͱQk in the student unit.
Next we extend the formalism to networks with one hidden layer and nonlinear hidden and output units. We consider a rule given by the nonoverlapping teacher network NM :M :1 where the NM -dimensional input ϭ(
(1) , . . . , (M) ) consists of M disjoint subsets, each of which is available to only one of the hidden nodes
where M is the number of hidden units and g(g ) are the activations of the hidden ͑output͒ units and v i denote the hidden to output weights. The student is assumed to have the same architecture and internal fields x i ϭJ i • (i) . A learning process of the form ͑1͒ is taken to modify the adjustable
For simplicity we concentrate on the prototype multilayer net with M ϭ2 hidden units with g (x)ϭg(x)ϭsin(kx). The explicit form of the student output is ϭsin͕k͓w 1 sin(kx 1 ) ϩw 2 sin(kx 2 )͔͖ and the quadratic deviation is ⑀ϭ(Ϫ) 2 /2. Using standard trigonometric identities, ͑similarly ) can be rewritten:
Furthermore, relations of the form
enable us to write the output as a linear combination of perceptrons with all wave numbers mk, integer m, weighted by appropriate Bessel functions. The trigonometric relation ͑11͒ and the expansion ͑12͒ are crucial for the extension of the analysis to multilayered networks. Such mathematical simplifications are not available in the case of sigmoidal activation functions.
We obtain the equations of motion
where ␦ 1 is given by Again, the configuration of perfect learning, ⑀ g ϭ0, is a fixed point of the dynamics ͑13͒, which is attractive for small enough learning rates. In the limit k→ϱ, the critical value is found to be c ϰ1/k 4 independent of the actual phases in the activation of different units.
In contrast, when k→0, one obtains, for instance, for g (x)ϭg(x)ϭsin(kx) ͓cos(kx)͔ the critical rate c ϰ1/k 4 (1/k 8 ), respectively. The general rule from which the scaling of c with small k can be obtained is c ϰ1/ٌ͑ J ⑀͒ 2 for general J i . One derivative is due to the form of the learning algorithm, Eq. ͑1͒, and the second factor stems from the asymptotic expansion J i →B i . This is consistent with the above result ͑9͒ for the single node. The extension of the presented analytical approach to more general architectures, including overlapping receptive fields, different phases and wave numbers for each node, is currently studied and much more involved. Preliminary results show that, for instance, plateaus persist in overlapping machines with a nonlinear output unit.
Finally we would like to point out that in the case of periodic activations a mapping exists between different types of two-layer perceptrons. The architecture we discussed above, where the output depends on the sum of the hidden unit activities ͑soft committee machine͒, is equivalent to a network where the total output is a function of the product of its hidden units ͑soft parity machine ͓12͔͒. For instance, for N:2:1 architectures and g (x)ϭg(x)ϭsin(kx) the output is given by sin͕k͓sin(kx 1 )ϩsin(kx 2 )͔͖ϭsin͕2ksin͓k(x 1 ϩx 2 )/2͔cos͓k(x 1 Ϫx 2 )/2͔͖, which can be interpreted as a soft parity machine with weight vectors J Ϯ ϭ(J 1 ϮJ 2 )/2 and an output wave number 2k.
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