The closure of a three-residue loop was studied using a developed kinematic method. It was shown that there are infinite number of three-residue loops (a locus of conformations), which can connect two segments of a polypeptide. This adds to the current understanding of a finite number of conformations for three-residue loopclosure. In the developed method, some of the equations can be solved analytically to reduce the computation cost. Benefiting from the reduced computation time, we determined all the relative positions of two polypeptide segments that can be connected by a three-residue loop.
Introduction
Determining the conformation of amino acid residues in the loop connecting two segments of a protein secondary structure is essential in homology modeling as well as in modeling the dynamics of large scale conformational changes, such as those occurring during ion-channel gating. Prediction of loop structure is performed in two phases: determining all possible combinations of u and w dihedral angles that keep the loop connected at both ends to the rest of the polypeptide (referred to as loop2clo-sure problem), [1] [2] [3] [4] [5] [6] [7] [8] [9] and selecting the most probable connected conformations. [10] [11] [12] [13] [14] [15] Determining the probable conformations is based on scoring the loop conformations according to their energy; it is not the topic of this study, which addresses the loop-closure problem.
Identification of connected loop conformations may be achieved by sampling the loop dihedral angles to determine the combinations of these angles that match the free end of the loop to its target location for loop closure. 10, 14, 15 Fine sampling of the angles makes the computations extremely time consuming and expensive. Therefore, u and w angles are usually sampled coarsely over the more probable regions of the Ramachandran plot 16 to obtain approximate loop closure. In an approximate solution, the loose end of the loop is located close to its target location. Depending on the magnitude of error tolerance, there may be no exact solution in the vicinity of an approximate solution. Also, some exact solutions may be missed, because they are not in the vicinity of an approximate solution. Alternatively, analytical approaches, termed kinematic closure methods, have been used. [1] [2] [3] [4] In these approaches, trigonometric 1 or polynomial [2] [3] [4] equations for six dihedral angles (usually of three consecutive amino acid residues) are derived and solved numerically for any given combination of the remaining dihedral angles. This reduces the computation time significantly and enables a finer sampling of the remaining angles.
In this article, we first re-evaluate the closure of a three amino acid-residue loop and show that there is a continuous locus of conformations that closes the loop, rather than the commonly assumed finite number of up to 16 conformations. We then present a new kinematic closure technique that can predict this locus of conformations with less computation than existing kinematic closure methods.
Results

Loop-Closure Problem
The loop-closure problem involves locating atoms of the loop residues, while preserving certain properties of the chemical bonds. Bonds lengths, bonds angles, and x dihedral angle can vary over a small range and cannot account for large deformation of the loop; therefore, they are considered constant in this study. This means that the relative positions of atoms from one C a to the next C a are preserved. We term this preserved structure the backbone structure in this paper. In contrast, dihedral angles can vary over a large range, resulting in large deformations of the loop. The u and w backbone dihedral angles are the significant degrees of freedom in the loop-closure problem.
1 Figure 1 shows a three-residue loop that connects two segments of a polypeptide. Residues before and after the loop are termed preloop and target residues, respectively. In a three-residue loopclosure, given the u and w angles of the preloop residue and the three residues in the loop, the location of N and C a atoms of the target residue can be predicted. The loop closes properly if and only if these predicted locations coincide with the known locations of N and C a atoms of the target residue. This results in six constraints (equations) for loop closure, as matching the location of each atom requires imposing three constraints (one for each coordinate). However, there is one degree of dependency between the locations of N and C a of the target residue; the distance between these two atoms is constant. Therefore, there are five independent constraints (three coordinates of one atom and only two coordinates of the other atom).
Three-Residue Loop-Closure: A Continuous Locus of Solutions Rather than a Finite Number of Discrete Solutions
Different conformations of the three-residue loop backbone atoms are associated with different dihedral angles: w 0 , u 1 , w 1 , u 2 , w 2 , u 3 , w 3 , and u 4 . Note that the x dihedral angles are 1808 (or in rare cases 08). Knowing the backbone locations of the preloop and target residues, there is one degree of dependency between these angles and only seven of them may be considered as independent degrees of freedom. For the loop closure, these dihedral angles should be subjected to five constraints. As the number of degrees of freedom is greater by 2 than the number of constraints, there are infinite number of conformations for a three-residue loop closure (if possible) and the associated dihedral angles form a continuous 2D locus in solution space. In considering w 0 as a degree of freedom, it is implicitly assumed that the location of the oxygen atom of the preloop residue is adjustable as well. Arguing that this oxygen atom should maintain its location, w 0 cannot be considered variable and there would be only 6 degrees of freedom, resulting in a 1D locus of solutions (There is 1 degree of freedom more than the number of constraints.).
In previously published studies, 1-4 the number of constraints was considered 6 rather than 5, which led to determining a finite number of conformations for three-residue loops. In the method developed by Go and Scheraga, 1 when defining the local coordinates and deriving the governing equations, it was implicitly assumed that the location of the C a of the third loop residue is known. This location can vary along a circular path depending on the value of u 4 . In the method developed later by Wedemeyer and Scheraga 2 and Coutsias et al., 4 the problem was defined in terms of 3 degrees of freedom and three constraints. In this method, the possible conformations were also limited by assuming a fixed location for C a of the third loop residue.
Governing Equations
The three residues in the loop are labeled 1, 2, and 3, the residue before the loop (preloop residue) is labeled 0 and the residue after the loop (target residue) is labeled 4. Positions of residues 0 and 4 are fixed, and the goal is to determine the locations of the backbone atoms of residues 1, 2, and 3 so that these three residues connect residues 0 and 4. Knowing the position of residue 0, locations of all the backbone atoms of the loop residues can be determined in terms of w 0 , u 1 , w 1 , u 2 , w 2 , and u 3 . Loop closure can be imposed by calculating locations of N and C a of the forth residue in terms of theses dihedral angles and w 3 , and constraining them to the known locations of the fourth residue N and C a . This approach imposes all the constraints on the peptide bond automatically during the calculation of the N and C a locations. Instead of matching five coordinates of fourth residue N and C a , we can match the location of one (three constraints) and the direction of the NÀ ÀC a bond (two constraints). In summary, the dihedral angles w 0 , u 1 , w 1 , u 2 , w 2 , u 3 , and w 3 should be selected such that the prediction for the location of C a (termed location vector, D) and the direction of NÀ ÀC a bond (termed direction vector, r) of the fourth residue coincide with the known location and direction of the target residue (Fig. 2) . To formulate the problem, we define a set of local coordinates for the loop residues. For each residue, two local coordinate systems are considered: R and R 0 coordinate systems (Fig. 3) . Center of the R coordinate system is located on C a ; its third axis is along the NÀ ÀC a bond and its first axis is on the surface that passes through N and C a of the residue and the C of the previous residue. Center of the R 0 coordinate system is located on C; its third axis is along the C a À ÀC bond and its first axis is in the surface that passes through N, C a , and C. If we move along the loop residues from the preloop residue (residue 0) toward the target residue (residue 4), then variation of u i changes the location of C i and the following residues but has no effect on R i (the ith R coordinate system); it will change the relative position of R 0 i (the ith R 0 coordinate system) with respect to R i . Also, variation of w i has no effect on either R i or R 0 i ; it will change the relative position of R i11 with respect to R 0 i . The relative position of any two of these local coordinate systems can be expressed by a rotational matrix and a displacement vector. The displacement vector is the relative location of the centers of the two coordinate systems. Because the backbone atoms of all the residues are similar, the relative rotation of local coordinates can be formulated in terms of two rotation matrices termed S and F. The F matrix transforms the coordinates of a vector in R 0 to R; the S matrix transforms coordinates of a vector in R to the preceding R 0 . As explained above, the F matrix is a function of the u angle, and the S matrix is a function of the w angle.
A spatial location can be transformed from R 0 i to R i through:
and from R i 1 1 to R 0 i through:
where d1 is the location of C a i in R 0 i and d2 is the location of C i in R i11 . d1 and d2 do not depend on the u or w angles (Fig. 3) .
F, S, d1, and d2 can be determined in terms of bond lengths and bond angles that are shown in Figure 4 . Assuming x 5 1808, we derived the rotation matrices as:
Similar rotation matrices can be derived for the rare case of x 5 08. For the ideal SP 2 and SP 3 orbital: c 1 5 c 3 5 1208, c 2 5 109.58 and F(u) and S(w) can be simplified as: Note that D has three independent components, but r has only two independent components as it is a direction vector and its magnitude is normalized to one. C 0 is the carbonyl carbon of the preloop residue. 
d1 and d2 are:
In this ideal case, the C a À ÀC bond is parallel to the NÀ ÀC a bond. 9 To determine the required constraints (equations) for loop closure, we calculate the location of C 
As discussed in before, in a three-residue loop-closure problem there are seven variables (w 0 , u 1 , w 1 , u 2 , w 2 , u 3 , and w 3 ) and only five constraints. The two additional degrees of freedom lead to a 2D locus of solutions. We consider w 0 and u 1 as free changing variables and calculate the values of w 1 , u 2 , w 2 , u 3 , and w 3 that lead to a successful loop-closure for a given combination of w 0 and u 1 . Therefore, in eqs. (9) and (10) , in addition to D and r, w 0 and u 1 are known. Equations (9) and (10) may be rewritten as:
where
Note that the left sides of both eqs. (11) and (12) are known. For ideal orbital angles, eqs. (11) and (12) can be simplified to:
Both F and S are rotational matrices that when multiply a vector, do not change its magnitude. Therefore, the magnitude of the direction vector r should be normalized to one, as the magnitude of the right side of eq. (17) is one. Equation (17) imposes two constraints (it has only two independent equations) and eq. (16) imposes three constraints, providing together five equations for the five unknowns w 1 , u 2 , w 2 , u 3 , and w 3 . An interesting feature of eqs. (16) and (17) is that the system of five equations and five unknown is broken down to two systems: two equations and two unknowns in terms of a and b [eq. (17)], and three equations and three unknowns in terms of w 1 , w 2 , and w 3 [eq. (16)]. This reduces the required computations significantly. Defining r Ã as:
we may rewrite eq. (17) 
we may rewrite eq. (16) 
If w 1 is known, the two variables, w 3 and w 2 , can be calculated analytically in terms of w 1 via eqs. (24) and (25), respectively. Therefore, the numerical solution of these equations reduces to search for a w 1 that satisfies eq. (26).
Analytical and Numerical Solutions of the Equations
Equations (20) 
Given that the magnitude of r Ã is one, eqs. (28) and (29) are consistent. Although each of these equations has up to two solutions for a, only one solution satisfies both equations. Therefore, for each b calculated from eq. (27), a is calculated as:
There are up to two pairs of solutions for a and b. For each pair, eqs. (24)-(26) can be solved numerically to determine the three unknowns: w 1 , w 2 , and w 3 . These equations are linear in terms of six variables, the sin and cos of the three w angles. Values of the 3 sin terms can be determined in terms of the 3 cos terms, separately. For each cos term, there are two possible values for the sin term: 9 ) is outside the scope of this article; it will be conducted as a separate study to further characterize our new approach.
We could not find analytical solutions for eqs. (24)-(26), however, similar to equations developed by Go and Scheraga, 1 these equations can be simplified analytically into one equation in term of one angle. Here, we used (w 1 2 a) as the independent variable. A possible range of this angle was determined from eq. (24) and the cos(w 1 2 a) and sin (w 1 2 a) were computed for all the (w 1 2 a) angles within this range. cos w 3 and, consequently, sin w 3 were computed using eq. (24). Then, cos w 2 and sin w 2 were computed using eqs. (25) and (26), respectively.
The function f(w 1 2 a) 5 cos 2 w 2 1 sin 2 w 2 2 1 was then computed. The angles at which this function crosses zero are the solutions values of (w 1 2 a). We used very fine sampling of the w 1 angle with 1 degree increments, which should capture solutions within 60.5 degrees of the sampled values. This precision is sufficient for any practical application of loop closure, knowing that the stochastic fluctuations in dihedral angles are much larger than 60.5 degrees.
Nonideal Bond Angles
Typically for protein structures, the angles c 1 and c 3 are slightly different than the ideal 1208 considered in this formulations. Therefore, the term c 1 2 c 3 may be nonzero and consequently eqs. (16) and (17) are not accurate. We calculated the joint probability distribution of these angles in the 3D structure of the Kv7.1 channel, which was derived previously 17 based on homology to Kv1.2 with a known crystal structure in the open state. 18 Considering only the five loop regions between consecutive transmembrane segments (in all four subunits), the average values of c 1 and c 3 are 120.78 and 117.28, respectively, and their standard deviations are 2.88 and 1.38, respectively. Figure 5 shows the joint probability distribution of c 1 and c 3 in the loop regions of Kv7.1 protein. The white line marks the backbone structures with parallel C a À ÀC and NÀ ÀC a bonds. Eight percent of the backbone structures have parallel bonds. In particular, the following residues had parallel bonds (within 60.58) in all four subunits: Thr153 ($118.38) in S12S2 loop, Phe193 ($117.58) in S22S3 loop, Ser217 ($116.98) in S32S4 loop, and Gly314 ($116.98) in the loop between P-loop helix and S6. Also, the following residues had parallel bonds in at least two subunits: Val141, Thr144, and Asp 317. The backbone with c 1 5 1208 6 0.58 and c 3 5 1178 6 0.58 is the most probable structure, with a probability of about 8% as well. In the following, we present a method to determine the loop closure u and w dihedral angles for a backbone structure with nonparallel bonds, using the dihedral angles computed for the backbone structure with parallel bonds as a starting point.
Equations (11) and (12) may be written in the general form of:
T is the (exact) solution of eqs. (16) and (17) (the ideal case where c 1 5 c 3 ) for a given direction and location of a target residue given by
This would be an approximate solution of eqs. (11) and (12) where
T is the location and direction of the target residue for C i dihedral angles (ideal solution which serves as an approximate solution for the nonideal case) when the loop consists of three residues with nonideal backbone structures. L i is deflected from the desired location and direction by dL 5 L 2 L i .
We can linearize equation set (34) in the vicinity of the approximate solution using the Jacobean matrix, J: 
where,
Given that c 1 -c 3 is small, the solution of eqs. (11) and (12) can be derived through eq. (35) 
If the Jacobean matrix is close to singular and its inverse consists of relatively large elements, we may need to use an intermediate backbone structure. The solutions of the intermediate structure will be computed using solutions of the parallel structure as initial [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
estimates. These intermediate solutions can then be used as initial estimates to compute the solutions of the desired structure.
Example of Application
As an example, we determine all possible conformations of a three-residue loop for connecting two segments of a polypeptide when the location of the target C a is D ¼ ½8; 2; 3 0 0 angstrom and the direction of the NÀ ÀC a bond is r ¼ ½0:8; 0 À 0:6 0 0 in R 0 0 . Figure 6 shows the 2D locus of all possible loop dihedral angles determined using the new method. w 0 and u 1 are the free changing variables and w 1 , u 2 , w 2 , u 3 , and w 3 are calculated via eqs. (16) and (17) The eight sets of dihedral angles for the loop-closure when w 0 5 2p/4, The eight sets of dihedral angles for the loop-closure when w 0 5 2p/4, Figure 6A . The resultant loop conformations along the w 0 5 21 path form a 1D locus (Fig. 7) and are visualized in two movies (Supporting Information Movies M1 and M2). Table 1 provides the numerical values (in degrees) of the eight solutions computed for eqs. (16) and (17) (ideal backbone structure) when w 0 5 2p/4 and u 1 5 2p/2. For a nonideal backbone structure with c 1 5 120.78 and c 3 5 117.28, using the ideal case dihedral angles of Table 1 results in 3% and 2% average error in matching the direction and location of the target residue. The eight accurate solutions for this nonideal backbone structure were computed using eq. (37) and are presented in Table 2 .
Over What Distance Can a Three-Residue Loop Connect
Two Polypeptide Segments?
Using this new method, we were able to solve the loop-closure problem for different locations and directions of the target residue and determine over what maximum distance a three-residue loop can connect two segments of a polypeptide. For this purpose, we define the location of the target C a in a spherical coordinate system in terms of r, y r , and c r (Fig. 8) . Both c r and w 0 are rotations about the same axis; any change in c r leads to an equal change in w 0 values of the solutions. Therefore, without loss of generality, we can set c r to zero. The direction of NÀ ÀC a can be defined in terms of two angles y d and c d (Fig. 8) . Figure 10 . The location associated with each panel of Figure 10 is marked by the same letter in Figure 9 .
Comparison of the Computation Time with the Polynomial Method
The computational efficiency of this method was compared with the widely accepted polynomial method developed by Coutsias et al., 4 based on the initial formulation of Wedemeyer and Scheraga. 2 In the polynomial method, 4 the relative positions of the two segments of a polypeptide are characterized by three angles: a 1 (or alternatively a 2 ), n 3 , and g 3 , and the loop conformation can be determined by solving the constraints for three variable angles: s 1 , s 2 , and s 3 . These parameter sets are different than the kinematic approach developed in this paper. To have a fair comparison, we generated about 3500 different loop-closure problems for each method by choosing different combinations of the a 1 , n 3 , and g 3 in the polynomial method, and different combinations of r, y r , y d , and c d in the kinematic method presented here. Using polynomial method, we solved the generalized eigenvalue formulation of the problem using the efficient built-in function of the MATLAB software (based on QZ factorization). The C.P.U. time was measured (10 times) for each method and divided by the number of loop-closure problems solved, to find the average computing time per loop-closure problem. Table 3 compares the mean and standard deviation of the computing time per loop-closure problem for the kinematic method of this article and the polynomial method. The kinematic method of this article, on average, is about 15 times faster than the polynomial method.
Multiplicity of solutions is taken into account in calculating the average computing time per loop closure problem, which considers all possible solutions (up to 16). In the supplementary MATLAB code used for these computations, all eight equation sets were solved for each loop-closure problem and the average computing time was determined for the entire loop-closure problem with multiple solutions.
Discussion
Determining all possible loops that can connect two segments of a protein secondary structure is important for analysis of protein folding and of large conformational changes of the folded protein. The energy levels among all possible connecting loops can vary by several kT (k is the Boltzmann constant and T is the absolute temperature), and consequently, the probability of the associated protein folded structure can vary by orders of magnitude. Therefore, selecting a limited number of loop conformations by trial and error or underestimating the number of possible loop conformations (up to 16 discrete conformations rather than a 2D continuous locus of conformations) may lead to significant inaccuracy in estimating the likelihood of the folded structure.
The kinematic closure technique derived here for three-residue loops is applicable to two residue loops as well. In two residue loops, the number of constraints and degrees of freedom is 5, and therefore, instead of a 2D locus, there is a finite number of conformations. For one residue loops, the number of degrees of freedom is less than the number of constraints (three degrees of freedom and five constraints); in this case, a solution exists if the five constraint equations can be reduced to three (or less) independent equations. If the number of residues in a loop is greater than three, they may be grouped into several three residue segments, and possibly an additional single residue or double residue segment, and the equations for each group may be solved independently.
The kinematic closure technique of this article (similar to many others) limits the degrees of freedom to the u and w dihedral angles and assumes that the bond lengths and bond angles are constant and the x dihedral angle is 1808. However, in actual protein structures the bond angles (e.g., c 1 , c 2 , and c 3 ) and x dihedral angle may vary by about 658, and the bond lengths may vary by about 60.01 Å . The position of the target residue may be altered slightly by changing the angles within 658, but would not change significantly by changing the lengths within 60.01 Å . Including the four additional bond angles as degrees of freedom will increase computation greatly. For example, if we consider only five possibilities for each of these angles, we need to find the u and w dihedral angles for 5 4 5 625 different backbone structures. Given the limited range of these angles, the resultant dihedral angles and consequently the loop conformations will be close to each other (for each solution of the loop closure). To determine the loop conformations that can connect two segments of a polypeptide (if any), we choose one of the probable backbone structures and determine the closed loop conformations for that backbone structure. Each resultant loop conformation is representative of a family of closely positioned conformations with slightly perturbed backbone structures. For the Kv7.1 ion-channel protein structure, we found that backbone structures with parallel bonds (c 1 5 c 3 ) are a good choice, as it accounts for about 8% of all backbone structures and requires less computation than the nonparallel bond structures. Note that the probability of the most probable backbone structure is also about 8% (Fig. 5) , so the parallel bonds structures (ideal) are not far from the physiological condition. 
