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1. THE PROBLEM 
There is an extensive literature dealing with “singular perturbations” for 
systems of ordinary and partial differential equations. In a typical problem 
of this class, one relates the solutions of an equation 
l . A,u + Bu = v 
to the solution of a degenerate equation Bu = v, where A, and B are dif- 
ferential operators, A, depending on a small positive parameter z, and A, 
is of higher order than B. For a survey of a portion of this literature, see the 
article of V&k and Lyusternik [Z3] .
The corresponding problem in which A, and B are differential-difference 
operators has received little attention so far. The only papers on this topic 
of which the author is aware are by Halanay [3] and Klimushev [6, 6~1.’ 
These papers are devoted to linear and nonlinear systems of fairly general 
kind, but systems in which the retardations enter into the singularly perturbed 
equations in a restricted way. Neither Halanay nor Klimushev raises the 
question of whether these restrictions are essential. 
In the present paper, we consider an initial value problem for a singularly 
perturbed differential-difference equation which is very general insofar as 
the way in which the retardations occur, but which is very special in that it 
is scalar, linear, and has constant coefficients. Since the equation has constant 
coefficients, the problem can be reduced to a study of the behavior of certain 
kernel (Green’s) functions as functions of E, and ultimately to the study of 
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No. AF 49(638)-1242, in part by the National Aeronautics and Space Administration 
under Contract No. NASw-845 and in part by the Office of Naval Research under 
Contract No. Non+3693(00). 
’ Theorem II.8 in Hale [4] also deals with a problem of this kind. 
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the distribution of zeros of the corresponding characteristic functions, which 
are exponential polynomials, with E multiplying the highest powers of the 
variable. The paper may, in fact, be regarded as dealing with the problem 
of perturbation of the zeros of exponential polynomials. 
For our differential-difference equation we find a necessary and sufficient 
condition for “regular degeneration” as E + 0’. By regular degeneration 
we mean, roughly speaking, that as c + 0 + the solution of the perturbed 
equation approaches the solution of the unperturbed equation, on any 
finite interval, and the exponential order as t-+ + co of the former appro- 
aches the exponential order of the latter. For ordinary differential equations, 
there is a simple well-known criterion which ensures both these conclusions, 
namely, that the zeros of a certain auxiliary polynomial must have negative 
real parts (see below). We find that for differential-difference equations 
exactly the same criterion suffices for convergence on finite intervals, but that 
a much stronger criterion is needed for the preservation of exponential 
order. The general criterion which we formulate reduces to the simpler one in 
the special case in which the equation is an ordinary differential equation, 
and also for equations which are restricted so as to be analogous to those 
treated by Halanay and Klimushev. Thus it turns out that the somewhat 
unnatural-seeming restrictions needed by Halanay and Klimushev are the 
consequence of attempting to carry over to differential-difference equations 
the simple concept of regular degeneration adequate for ordinary differential 
equations. We give below some examples to illustrate the unexpected behavior 
of the zeros of the perturbed exponential polynomial which is possible when 
our condition for regular degeneration is not satisfied. 
Although our result pertains to an equation of special form, it is an essential 
first step in constructing a complete theory along the lines of the one in 
existence for ordinary differential equations. In Section 5 below, we sketch a 
number of the directions for further investigation, some of which we hope 
to take up in later papers. 
Let us now be more explicit. The equation to be treated in this paper is 
3 Ek[C,(E) tP+yt) + d,(E) zc+yt - w)] 
k=l 
+ 2 [Uj(6) 24 (j’(t) + b,(c) 24 yt - OJ)] =f(t, E), t > 01, (1-l) 
j=O 
subject to an initial condition of the form 
u(i)(t) = g(j)(t, E), j = 0, 1, ..., m + n, a--w,<t<a. (1.2) 
Here t is a real variable, E is a positive parameter, ai , bj , ck , and dk are con- 
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tinuous functions of E, w( > 0) is the given constant lag, andf(t, 6) and g(t, 6) 
are given real functions. We set 
km* aj(e) = aj ) 
lim c~(E) = cI; , r-so+ 
lim b,(6) = bj , c-to+ 
Jiy+ 444 = 4 , 
Along with (1.1) and (1.2) we consider the “degenerate equation” obtained 
by setting E = 0, 
f$ [u,lc’yt) + b,lqt - w)] =f(t), t > a, (1.3) 
j=O 
together with an initial condition 
D’(t) = #‘j’(t), j = 0, 1, *es, 112, or-w<t<a, (1.4) 
where Z/ is a given real function, possibly different from g(t, 0). 
We assume that m 3 1, which insures that the degenerate quation is not a 
pure difference equation. We also assume that 71 > 1 and that a,, # 0 
c, # 0. In this case Eq. (1.3) and (1.1) are of retarded-neutral type,’ the 
latter for every small E > 0. 
It is important to make clear what we mean by a solution of Eq. (1.1) or 
(1.3). There are two commonly used definitions. In one,3 a solution 4(t) of 
(1.3) is a function with (m - 1) continuous derivatives on CY - w < t, and 
a piecewise continuous mth derivative having finite jump discontinuities at 
t = CY + jw (j = 0, 1, . ..). which satisfies Eq. (1.3) for every t > 01 if the 
m-th derivatives are taken to be right-hand derivatives. In the second,4 
4, 4’, . . . . p-1) are required to be absolutely continuous, and +trn) Lebesgue 
integrable, and the equation is to be satisfied almost everywhere for t > 0~. 
We shall take our solutions in the former sense. Solutions of (1.1) are of 
course defined in the same way; they have (m + n -1) continuous deriva- 
tives and a piecewise continuous derivative of order (m + n). 
It is well-known5 that, given a function #(t) on [a - w, CY], having m 
continuous derivatives on [CY - w, al-right-hand derivatives at (0~ - w) 
and left-hand derivatives at a-there is a unique solution of Eq. (1.3) which 
* For a definition, see Bellman and Cooke [I]. 
s Cf. Bellman and Cooke, .op. cit. 
4 Cf. Wright [Ml, for example. 
5 Cf. Bellman and Cooke [I]. 
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satisfies the initial condition (1.4). We may call this the solution corresponding 
to the initial function #. In the same way, there is a unique solution of (1 .l) 
corresponding to an initial function g which has m + n continuous deriva- 
tives. 
The nature of the problems to be discussed and of the results obtained 
for (1 .l) and (1.3) can be illuminated by reference to known theorems for 
ordinary differential equations. Accordingly, we shall quote6 certain results 
for the equation 
2 C&4(~+~yt) + $ aj,‘~yt) = 0 
I,=1 j=O 
(corresponding to (1.1) with b, = dk = 0, f(t, E) = 0), and the degenerate 
equation 
t,< 
2 apqt) = 0. 
j=O 
(1.6) 
We introduce the characteristic polynomials 
h(s, <) = 2 
I;=1 
CkEkSkfm + ,z ajsj, 
h(s) = h(S, 0) = 2 ajsj, 
i=O 
of (1 S) and (1.6), respectively, and the auxiliary polynomial 
O,(Z) = a, + 2 ckzk. 
P=l 
Let I#J(~) be the solution of (1.6) with initial conditions #‘j)(O) = ai (j = 0, 1, 
..., m - l), and let u(t, E) be the solution of (1.5) with initial conditions 
uyo, c) = “j (j = 0, 1, “‘, m + n - 1). Then the following results are 
known : 
(i) Conwergenceproblem. If all zeros of 0,(a) have negative real parts, then 
ii&F+ zdjyt, c) = p’(t), j = 0, 1,2, ... 
on any finite interval 0 < t < t, , uniformly in to < t Q t, for any to > 0. 
6 Cf. ViSik and Lyusternik [13], p. 254. 
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For j = 0, 1, *.., m - 1, convergence is uniform on 0 < t < t, , but 
rP)(O, l ) is merely bounded and u tm+p)(O, l ) becomes infinite as E -+ 0+ 
ifp > 1. 
(ii) Asytnptotic behatior problem. Suppose that Eq. (1.6) is asymptotically 
stable. We ask whether Eq. (1.5) will be asymptotically stable for all suffi- 
ciently small z. More generally, the following result is known. Suppose that 
all solutions of (1.6) are O(ect) as t --, + co, where c is a constant. Assume 
that all zeros of e,(z) have negative real parts. Then for any 6 > 0 there are 
constants E,, , ‘yo such that the solution of (1.5) satisfies 
I Il(t, c) I < y. exp Kc + 6) tl for 0 < E < Eg . 
It is, in fact, true that the solution of (1.5) with uu)(O, l ) = olj has the form 
where w and all its derivatives converge uniformly to zero on any interval, 
and o(t, 6) is a “boundary layer function.“’ 
Thus we see that the criterion for “regular degeneration” for the ordinary 
differential equation (1.5) is that all zeros of the polynomial 0, have negative 
real parts. This is the criterion adopted for differential-difference equations 
by Halanay and Klimushev. It turns out to be adequate for the discussion 
of the convergence problem for bounded intervals for the differential- 
difference equation (1. l), but it is not adequate for the asymptotic behavior 
problem. 
The principal contribution of the present paper is that we formulate a 
new criterion for regular degeneration which makes it possible to treat 
bounded or unbounded intervals. Also, we show how to replace this cirterion 
by an equivalent one which can be applied without too much difficulty to 
many special equations. The method permits us to calculate the limit superior 
as E + 0+ of the real parts of zeros of the characteristic exponential polyno- 
mial. 
For bounded intervals, our criterion reduces to the one on 0, alone, as it 
does for infinite intervals in case (1.1) is an ordinary differential equation or a 
differential-difference equation in what we call the strictly retarded case. 
The systems of Halanay and Klimushev correspond to this case. 
In the next section, we formulate our criterion in several variants, and state 
our principal theorems and their consequences. Section 3 is devoted to 
the strictly retarded case, and Section 5 contains a discussion of various 
possible generalizations and open questions suggested by our work. In Sec- 
tion 4 we outline the procedures and methods of proof used. Sections 6-12 
’ Cf. V&k and Lyusternik [13]. 
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are devoted to the details of the calculations and proofs, and to a pair of 
examples which illustrate how asymptotic stability of Eq. (1.3) may fail to 
carry over to Eq. (1.1). 
2. THE REGULARITY CONDITION AND THE PRINCIPAL RESULTS 
As we have pointed out, for Eq. (1.1) it is no longer possible to give a 
complete solution to the degeneration problem on the basis of the location 
of the zeros of the polynomial 8, alone. This might be expected from the 
transcendental character of the characteristic functions of (1.1) and (1.3), 
which are 
h(S, l ) = 2 l k[Ck(e) + d,(e) eQ8] Sk+m + 2 [Uj(C) + b,(e) eeoS] j
I;=1 j=O 
and 
h(s) = h(s, 0) = 2 [uj + bje-WJ] sj, 
i=O 
respectively. In order to formulate such a solution, we introduce 
polynomials 
O,(z) = 6,,, + 2 dkzk 
k=l 
(2.1 
(2.4 
the two 
(2.3) 
(where a, ,6, , ck , dk are the limits of U,(E), bm(c), $(e), and dk(E) as E - Of), 
and the function 
0(x, l ) = e,(z) + e-wr/* e,(Z), e > 0, (2.4) 
and give the following definition. 
Definition. Let o, and o1 be real numbers, (or & a0 . Equation (1 .l) will 
be said to be [a0 , o,]-regular as E - 0+ if the following three conditions are 
satisfied. 
Condition A. There exist positive numbers <I and 3/r such that 
1 qz, 4 I = I e,(4 + e-wz/c em I 2 Y] 
for all z, E satisfying 0 < E < sl and cuO < Re (z) < l u1 . 
Condition B. There exists a positive number ys such that 
I c,, + d,cws I > yz , u. < Re (s) < ur . 
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Condition C. There exists a positive number y2 such that 
I a, + bps I 2 y2, CJ, 9 Re (s) < ui . 
Equation (1.1) will be said to be u,-completely regular if there exist positive 
numbers or , yr , and y2 such that ,4 holds for a, l satisfying 0 < l < or , 
ED,, < Re (.a) < co, and B and C hold for u,, < Re (s) < 00. 
Conditions B and C are equivalent to the existence of a positive 6 for which 
Condition B’. 
I c, + dne-ws I > 0, 
Condition C’. 
u,, - 6 < Re (s) < ur + 6, 
I a, + b,e-u8 I > 0, u,, - S < Re(s) < u1 + 6, 
respectively. In fact if B’ and C’ hold, then B and C hold in any narrower 
strip. 
Conditions A and C together are equivalent to 
Condition AC. There exist positive numbers l r and yi such that 
I 4&s) + e-d W4 I 3 y1 
for 0 < Q < l r , u0 < Re (s) < ur . 
We can now state our principal theorems. Theorems 1 and 2 answer the 
convergence and asymptotic behavior questions under the respective hypo- 
theses that all zeros of e,(z) have negative real parts, and that the equation is 
u,,-completely regular. Of more interest than these specific theorems, how- 
ever, is the discussion of why o,-complete regularity is the appropriate 
condition here, of what can happen when the condition is not satisfied, and 
of how the condition can be verified in particular cases. This discussion 
follows the statement of the first two theorems. 
THEOREM 1 (Convergence Theorem). Let 4(t) be a solution of Eq. (1.3), 
of class cm-1 in t, corresponding to an initial function #(t), of class Cm on 
(a - W, (Y), and let u(t, E) be a solution of equation (IJ), which for each E > 0 
is of class Cm+“-1 in t, corresponding to an initial function g(t, c), which for each 
E > 0 is of class Cm+-% on (a - W, a). Assume that all zeros of O,(Z) hawe nega- 
tive real parts. Also suppose that f(t, c is continuous in t for each E and t 3 OL ) 
and that the limits 
!$lg”‘(t, <) = g’j’(t, O), j = 0, 1, . ..) m 
exist uniformly for a - w 6 t < (Y, and the limit 
(2.5) 
&F+ f(t, c) = f(ty O), 
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exists unrformly for each bounded interval [(Y, t,]. Finally, suppose g(j’(t, l ) is 
uniformlyboundedonO~~~~,,ol-~~t~~,forj=0,1,~~~,m+n-l1, 
and that 
g”l(t, 0) = @j’(t), j=O, I, “‘,m 
f(c 0) =fW (2.7) 
It follows that 
lim u(‘)(t, l ) = +(‘)(t), r = 0, 1, a.., 711 - 1, w3) wo+ 
uniformly on any finite interval OL < t < t, . 
Suppose also that #(t) is of class Cm+l and f is differentiable, that (2.5) holds 
forj = m + 1, that 
!iy+ f’(4 4 = f ‘(6 0) = f ‘(t), 
umformly for t on any bounded interval, and that gcnl+lJ is unzformly bounded. 
Then 1’2.8) holds for r = m on each interval (Y + (J - 1) w < t < cy + Jw, 
J = 1,2, 3, ... . Convergence is bounded on each interval and unrform on any 
closed subinterval. If the number 
f(m) - 5 [ai+ + b#j)(a - w)] = a,,[$‘m)(a +) - +(m)(m -)] 
j-0 
is zero, then 4(“)(t) is continuous for t > (Y - w and the equation in (2.8) 
holds uniformly on any finite interval OL < t < to . 
THEOREM 2 (Asymptotic Stability Theorem). Let u(t, l ) be a solution 
of Eq. (1.1), which for each E is of class C m+n-l in t, corresponding to an initial 
function g(t, E), which for each l is of class Cm+n on (o - w, a). Assume that 
Eq. (I .I) is a,-completely regular and that all zeros of h(s) lie in a half-plane 
Re (s) < cr2 , where a2 < o. . Suppose that the uniform bounds 
I g’% 4 I < Yl 3 0 < E 6 El , a--w<t<a 
hold for j = 0, 1, ..., m + n - 1. Also suppose that f(t, G) is continuous in t 
for each E and 
.m 
I eeuofl (f(tl , c) 1 dt, < yl, 0 < E < l 1 . a 
Then there are positive numbers Ed ,ys such that 
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for I = 0, 1, ..., m - 1. If gcm+l) is uniformly bounded, f’(t, l ) is continuous 
in t, and 
i 
% 
eeoufl If ‘(G ,4 I dt, < y1 , 0 < E 6 cl , 
a 
then the conclusion is valid for r = m. In particular af u, < 0, the null solution 
of Eq. (1.1) is exponentially asymptotically stable for all ss#&ntly small E. 
The significant hypothesis in Theorem 1 is that all zeros of 6,(z) have 
negative real parts. This hypothesis enables us to show that all zeros of 
h(s, l ) lie in some left half-plane independent of E, and to establish a uniform 
lower bound (positive) on 1 h(s, l ) S+ 1 and the validity of a certain series 
expansion (see Lemma 11.3) of [h(s, E)]-l, in some right half-plane. This 
expansion is the essential part of our proof of Theorem 1. 
The significant hypothesis in Theorem 2 is that of a,,-complete regularity. 
This enables us to establish a uniform positive lower bound on 1 h(s, l ) s-~ 1, 
not only in some right half-plane but in the particular half-plane Re (s) 3 u,, . 
Hence we can estimate the magnitude of the solution in terms of uO . Later 
on (Theorem 7) we demonstrate that the hypothesis that all zeros of h(s, c) 
lie in a uniform left half-plane is itself enough to imply such a uniform lower 
bound and therefore suffices as hypothesis for Theorem 2. The advantage 
of the concept of complete regularity is that it is more easily verified. 
We shall now sketch our principal results on the zeros of h(s, l ) and the 
concept of regularity. These are proved mostly in Section 8 below. Let 
us < ur and let S(q, , ur) denote th e closed region obtained by removing, 
from the strip u,, < Re (s) < or in the s-plane, small circles of fixed radius 
centered at the zeros of h(s) in the strip. Similarly let S(u,,) denote the closed 
region obtained by removing such circles from the half-plane Re (s) > u. . 
Then we have the following result, which is contained in Theorems 3 and 6 
in Section 8 below. 
If Eq. (1.1) is [u 0 , ul]-regular, there exist positive numbers l z and y1 such 
that 
I & 4 I 2 ~1 Is Im (2.10) 
fm 0 d E < 52, s E S(uo , uJ. If (IS) is a,-completely regular, (2.10) is 
validfor 0<<<<2, s E S(u,,). Conversely, if conditions B and C hold and 
(2.10) is valid for 0 < E 6 c2, s E S(u,, , a,), then Eq. (1.1) is [u,, , cl]- 
regular. 
Also, let us introduce. 
Condition D. All zeros of e,(z) have negative real parts. 
Then we also have this result (Theorem 5): In order that (IA) be u,-com- 
pletely regular, it is suJkient that it be [a,, , u,]-regular for every u1 > a,, , 
and that condition D be satis$ed. 
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Consequently the validity of B, C, and (2.10) for each (pi 3 (~a together 
with condition D implies that (1.1) is a,-completely regular. 
We note that regularity implies that any zeros of h(s, c) in o,, < Re (s) < ur , 
or o0 < Re (s), respectively, lie within the circles about the zeros of h(s), for 
all sufficiently small E. 
The stated results show that regularity is equivalent to a uniform bound 
of the form in (2.10). However, condition A does not seem to be particularly 
easy to use in practice. Accordingly we formulate an alternative. 
Condition A’. There exists a positive number 6 such that for each nonzero 
real number y the exponential polynomial 
BR(iy) + B,(iy) e-b”’ 
has no zero in the strip u,, - S < Re (s) < u1 $- S. Equivalently, the equation 
I eAti) I = I 4iiy) I e-w0 (2.11) 
has no nonzero real root y for any u in u,, < u < ur . 
It is evident that conditions A’ and C together are equivalent to 
Condition A’C. There exists a positive number 6 such that for each real 
number y the exponential polynomial 
has no zero in the strip ua - 8 < Re (s) < ui + 6. 
That condition A’ can be used in place of condition A is shown by the 
following result (Theorem 4): Suppose that conditions B and C are satisjed. 
Then in order that Eq. (1.1) be [uO, all-regular it is necessary and sz@cient 
that condition A’ be satisfied. 
In two examples below, we show how condition A’ may be employed in 
practice. 
It is easy to see that conditions A’, B, and C are necessarily satisfied if u,, 
is sufficiently large. Consequently, if merely condition D is satisfied, Eq. (1.1) 
is u,-completely regular for large ua but this fact is of no use in discussing 
asymptotic stability; Theorem 2 then only implies that u(t, l ) is of exponen- 
tial order, without providing any information regarding the exponent. 
Indeed, in Section 9 we give an example in which all solutions of an equation 
of the form (1.3) are O(e-at) for a certain X > 0, and Conditions B, C, and D 
are satisfied, whereas for arbitrarily small values of E there are solutions of 
Eq. (1 .l) which do not approach zero as t -+ co. In other words, for the 
discussion of the order of solutions as t -+ cc it is essential to employ the 
more complicated criterion of a,,-complete regularity, rather than condition D 
alone. 
DIFFERENTIAL-DIFFERENCE EQUATIONS 49 
We pointed out above that o,-complete regularity implies that any zeros 
of h(s, l ) in Re (s) > a,, must lie within the circles about the zeros of h(s), for 
0 < E < E2. The next result (Theorem 7) is a converse statement. 
Suppose that for some positive 6 and E,, the function h(s, E) has no zeros in 
S(u,, - 8, u1 + S), for 0 < E < c,, . Also suppose that conditions B and C 
hold for a, - 6 < Re (s) ‘< u1 + 6, and that condition D holds. Then there 
exist positive numbers l 1 and y1 such that (2.10) is valid for 0 < E < l 1 , 
s E S(U, , uJ. In particular, Eq. (1.1) is [uO, u,]-regular. 
Thus if h(s, l ) has no zeros in u,, - 6 < Re (s) < co, save those approaching 
the finite number of zeros of h(s) in this region, then the equation is CT,,- 
completely regular, and Theorem 2 is valid. In particular, 
I 44 ~1 I < Y exp hot) for 
The result just stated shows that a sufficient condition for [uO , a,]-regularity 
is that h(s, l ) have no zeros in S(u,, - 6, u1 + 8) for 0 < c < co . In certain 
cases, it may be possible to verify this directly by using necessary and sufficient 
conditions of PontryaginO in order that all zeros of a given exponential poly- 
nomial have negative real parts. However, use of condition A’ appears to 
be simpler in the present case. 
Let us define 
M(c) = sup (Re (W) I h(W, 4 = O>, 
for each c 3 0. Write M for M(0). Also define 
M* = liy+;yp M(E), 
U* =infu,, 
the last taken over all u0 for which Eq. (1.1) is u,-completely regular. The 
relation between M, M*, and u* is then as follows (Theorem 8): 
Assume that condition D holds and that c,, + d,e-d is nonzero for Re (s) > M. 
Then M* = max (M, u*). 
It is a consequence of this theorem that the necessary and sufficient con- 
ditionlo for regular degeneration of (l.l), that is, for the preservation of 
exponential order of solutions, is that u* < M. For if u* < M, then (1.1) 
is a,-completely regular for each u. > M = M* and Theorems 1 and 2 apply. 
On the other hand, if M* = u* > M, then every solution of Eq. (1.3) 
* The existence of such a bound is well-known, but the fact that y can be taken 
independent of c is not clear until it has been shown that y1 in (2.10) is independent 
of S. 
@ Cf. Bellman and Cooke [I], Chap. 13, or Pontryagin [IO]. 
lo It is assumed that C, + d,,e* # 0 for Re (s) > M, and that D holds. 
4 
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satisfies 1 d(t) exp (- at) 1 < y for every 0 > M, but there is a sequence 
(EJ, 6, 4 o+, and a 0 > AZ, for which u(t, 6”) exp (- ut) is unbounded as 
t ---f c;o (see Section 8). In Section 9, we give an example in which M* > M. 
Finally, we wish to remark that Eq. (1 .l) and (1.3) can be regarded as 
defining linear operators T and T(E) which carry initial functions (Cl(f) or 
g(t, l ) into solutions +(t) or u(t, E), respectively. Our results can be inter- 
preted as providing information on the relation of T(C) to T as E - 0-&. For 
such a discussion, refer to Section 10. Included there is an example showing 
that condition D alone is not sufficient to imply that the spectral radius of 
T(E) approaches that of T, as E - OL, even when Eq. (1.1) and (1.3) are both 
of retarded type. 
3. THE STRICTLY RETARDED CASE 
In the special case in which b,, = 0 and d, = 0 (K = 1, 2, ..‘, n), the results 
which we have described take a particularly simple form, since e,(z) is 
identically zero. We call this the strictly retarded case, since Eq. (1.1) and (1.3) 
are both of retarded (not neutral) type, and, moreover, every singular pertur- 
bation of the high order derivatives occurs at the point with no lag. In this 
case, conditions B and C of [u,, , ail-regularity are satisfied for all u,, and pi , 
and if D is satisfied, so is condition A’. In other words, the hypothesis of 
o,-complete regularity in Theorem 2 may be replaced by the hypothesis that 
all zeros of e,(z) have negative real parts. 
The reason why earlier authors considered only special systems can now be 
made clear as follows. We shall convert our equation (1.1) to a system by 
making the substitution 
Xl = 24, 
d.yjml 
sj = dt 
(j = 2, ..., m), 
4, 
Yl’,,, 
dyn.-1 yI;=<.--- 
at 
(k = 2, .**, n). (3.1) 
Equation (1 .l) then can be written in vector-matrix notation as 
x’(t) = S,x(t) + &y(t) + Cp(t - I) + D&t - 1) + E,y’(t - 1) +fi(t, l ) 
q’(t) = A&) + &y(t) + C&t - 1) + D&t - 1) + Q’(r - 1) +fe(t, 6) 
(3.2) 
where x is the column vector (xi , ..., x*), y is the column vector (rl , ..., m), 
and the matrices are as follows. The matrix A, is m by m, with one’s on the 
diagonal above the main diagonal, and B, is m by tt with a one in the mth 
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row and first column, C, , D, , and El are zero. The matrix - c,,A, has the 
elements a, , a, , ..., a,-, in the last row, and zeros elsewhere, - c& has 
the elements b, , b, , **e, b,-, in the last row, and zeros elsewhere, and 
- c,E, has element Ed, in the nth row and nth column, and zeros elsewhere. 
Finally, 
Since E, + 0 as E + 0, the degenerate system arising from (3.2) is 
.W = 4x(t) + B,y(t) + Cl@ - 1) + D,y(t - 1) +f&, 0) 
= &x(t) + &r(t) + Cd - 1) + Day0 - 1) +f&, 0). (3.3) 
The first equation is an equation of retarded type, and the second is a dif- 
ference equation. 
In the strictly retarded case in which b, = 0, dk = 0 (k = 1, a.*, n), we 
have D, = E, = 0, and system (3.2) takes the form 
.x’(t) = A,@) + &y(t) + Cl+ - 1) + D,y(t - 1) +f&, E), 
q’(t) = A++) + B&t) + C&f - 1) + f&9 4. (3.4) 
Thus the strictly retarded case of (1 .l) corresponds to the special form (3.4) 
of a system (3.2). 
Examining the paper of Klimushev [6a], we find that he considered a linear 
system of the form (3.4), but with D, = 0, fi(t, l ) =fa(t, l ) = 0, and dis- 
cussed the asymptotic stability problem under the assumption that all 
characteristic roots of B, have negative real parts. In our case, these are the 
zeros of f?,(z). In other words, the restriction to a system of form (3.4) rather 
than (3.2) makes it possible to avoid use of the concept of complete regularity. 
It should also be mentioned that Klimushev [6] discussed the linear system 
with variable coefficients and a nonlinear system of form 
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Halanay’s paper refers to the nonlinear system 
x’(t) =f[t, x(t), y(t), x(t - I), y(t - l), e] 
l r’(t> = g[t, s(t), y(t), 4, (3.6) 
in which f and g are periodic of period w in t, and in which the degenerate 
system has a periodic solution of period W. His condition for regularity of 
degeneration refers to the Jacobian matrix g, , which in the linear case is just 
the matrix B, . Again we see that it may be possible to treat the same question 
for a more general system by using the concept of a,-complete regularity. 
Section 10 below contains some additional remarks relative to the strictly 
retarded case, and also what we call the simply retarded case. 
4. SKETCH OF METHODS 
In this section, we shall briefly outline the methods used in the paper. 
Our basic approach is to use the Laplace transform technique to express the 
solutions of (1.1) and (1.3), and their derivatives, as contour integrals, with 
the aid of the Laplace inversion formula. Employing the Convolution Theo- 
rem in a well-known manner, we convert these to formulas expressing the 
solutions as linear integral operations on the initial values, the integrals having 
as kernels certain influence or Green’s functions K(t, c). In this way, the 
problem is reduced to the consideration of the behavior of these functions 
as E + 0. This calculation is performed in Section 6. 
The next stage in the discussion is an analysis of the behavior of the 
characteristic function h(s, E), and its zeros, as e--f Of. For an ordinary 
differential equation such as (1.5), this stage is accomplished rather easily. 
For it, the characteristic function is 
h(s, c) = 2 
k=l 
ck~k~ktm + ,$ a#. 
By use of Rouche’s theorem, it is easily shown that m zeros of h(s, c) approach 
the m zeros of h(s,O 1, the characteristic function of the degenerate differential 
equation. Moreover, multiplying by Ed and making the substitution l s = Z, 
we obtain 
l h(S, c) = zm ckzk + a, a .p-jZie 3 
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RouchC’s theorem therefore can be used to show that there are n zeros of 
h(s, C) of the form V/E, where v is a zero of the auxiliary polynomial 
e,(z) = 2 C& + urn . 
k=l 
The known condition for convergence of solutions of (1.5) to solutions of (1.6) 
is that all zeros of e,(z) have negative real parts. 
For our differential-difference equation, we can again use Rouche’s theo- 
rem to show that every zero of h(s) is approached by a zero of h(s, C) as 
l +Of; see Section 7. However, because of the transcendental nature of our 
equations, the substitution ES = Z, although we still use it, no longer enables 
us to obtain from Rouche’s theorem a simple picture of the location of the 
remaining zeros of h(s, l ). It is not an easy matter to give a full description of 
these zeros and in particular it is not possible to do this from a knowledge of 
0s alone. 
An analysis of what is required for our discussion of the kernels shows 
that we need to be able to lay down conditions under which one or both of the 
following is true. 
(i) For some CT, all roots of h(s, E) = 0 lie in Re (s) < D for 0 < c < E,, . 
(ii) There is a uniform lower bound 1 h(s, l ) s-~ 1 > yi for 0 < E < Q, 
Re (s) = O. 
In (i) and (ii), it is of particular interest to know when we can take a arbi- 
trarily close to the supremum of real parts of zeros of h(s). 
The condition (ii) turns out to be the crucial one in our convergence proofs. 
Were it not required that yr be independent of l , it would be a well-known 
result. Indeed, we have the following informati0n.l’ 
LEMMA 4.1. All zeros of the function 
h(s) = 2 (aj + bje-“) sj 
j=o 
(% f 0) 
lie in a left half-plane. Zeros of large modulus are asymptotic to the zeros of 
g(s) = amsm + b,e-9T, 
T being the largest integer for which b, # 0. The number of zeros in any horizontal 
strip 
Re (4 < 0, I Im (4 - 7 I < 6 
I1 Cf. Bellman and Cooke [I], Chap. 12. 
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with (T and 6 jxed, is bounded as 7 + 03. Also, there is a constant y1 such that 
1 h(s) 1 > y1 Max (I ajsi 1 , / b/e-d I) 
when s lies in a region consisting of the s-plane with circles, of equal radii and 
centers at the zeros of h(s), removed. 
Similar statements apply to the function h(s, l ) defined in (2.1), for each E. 
However, we have to show all zeros of h(s, l ) lie in a half-plane independent 
of E and that the lower bound on h(s, l ) s-~ is uniform in c. In Sections 8 and 9, 
which constitute the heart of this paper, we obtain such results under the 
hypothesis of complete regularity, and show that this hypothesis is necessary 
and sufficient. The proofs involve various order of magnitude estimations, 
limiting arguments, and constructions. Section 9 contains a rather startling 
example of the possible behavior of zeros of h(s, E) as E - O+. 
In Section 10 we point out the form our results take in the strictly retarded 
case. In particular, in any half-plane Re (s) > 0, the zeros of h(s, l ) approach 
the zeros of h(s), if condition D is satisfied. Moreover, it is easy to see that 
this is the only case in which this is true. An example is given in which it is 
false, despite the fact that Eq. (1.1) and (1.3) are of retarded rather than neu- 
tral type (b, = d,, = 0). 
Also in Section 10 we reformulate our results in terms of the spectra of the 
operators T(t) and T(t, l ) which map initial functions (Cl(t) and g(t, 6) into 
solutions 4(t) and u(t, E), respectively. 
Section 11 is devoted to proving convergence or boundedness of the kernel 
or influence functions, their integrals and their combinations. The bounded- 
ness results are obtained under hypotheses which follow from complete 
regularity, and are proved by decomposing the range of integration and using 
various estimates. The convergence results are obtained under the hypothesis 
that all zeros of e,(z) have negative real parts, and depend on the expansion 
where 
h(s, 6) = hR(s, l ) + h,(s, 6) e-b*. 
In Section 12, the proofs of Theorems 1 and 2 are completed by applying 
the lemmas of Section 11 to the formulas of Section 6. 
5. GENERALIZATIONS AND OPEN QUESTIONS 
There are many directions in which extensions of the present paper are 
possible, and we hope to take up some of these in subsequent articles. One 
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obvious extension is to differential-difference equations with several lags, 
such as 
z $ U,,(E) .(j)(t - CO,,) + 2 3 ckb,&) u(k+m)(t - %) =f(h ‘h 
j=o “SO k=lv=O 
where 0 < w1 < ws < *** < wP . For this problem we can define 
h(2) = %,v + 2 bkvZk (v = 0, 1, 2, ***, p) 
k=l 
O(s, l ) = $ O,(z) e-vz’r .
S-0 
Again condition A will have the form 1 8(z, e) 1 > ‘yr for 0 < E $ l r , 
cue < Re (z) < cur . Conditions B and C become 
for u. < Re (s) < ur . In place of condition A’C we now have the condition 
that for each real y the exponential polynomial 
be nonzero for u. - 6 < Re (s) < u1 + 6. It appears to be possible to prove 
the equivalence of conditions A and A' with the aid of known results on 
Diophantine approximation. The other techniques seem to carry over. 
A second generalization is to systems of differential-difference equations 
with constant coefficients. This can be approached along the same lines, 
although a number of technical difficulties can be expected. One the results 
have been worked out, they can be applied to the consideration of singularly 
perturbed systems with variable coefficients, or nonlinear systems. 
Another possible extension is to linear functional differential equationsi 
with constant coefficients, such as 
3 s’ uyt - tl) da&,) + f$ ek ,: @+qt - tl) dp,(t,) =f@, e). 
j=O 0 k-l 
I’ Cf. Hale [5] and Pitt [9]. 
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If we assume that a,(t) and rB,(t) have jumps at t = 0, say a, and b, , then 
we can write 
Many of the previous results can now be carried over. However, it is not clear 
that the condition corresponding to A’ is now equivalent to condition A. 
Finally, we mention the possibility of treating boundary value problems and 
of discussing singular perturbations, in some sense, of more general entire 
functions. 
A problem related to the singular perturbation problem for differential- 
difference equations is that of examining the behavior of solutions when the 
lags become very small. See Bellman and Cooke [2] and Sugiyama [II], for 
example. It is also possible to discuss equations in which the lags and coeffi- 
cients are all functions of a parameter c. 
6. LAPLACE TRANSFORM 
As we have mentioned, we shall produce explicit formulas for the solutions 
of (1 .I) and (1.3), and their derivatives, by use of the Laplace transform. This 
procedure is well-known, r3 but in our present application we employ certain 
rearrangements of the terms which are needed to analyze the behavior as a 
function of the parameter E. 
Let u(t, l ) be a solution of Eq. (1.1) of class Cmtn-l in t corresponding to an 
initial function g(t, l ) of class Cm+pl in t. For 01 - w < t < OL, we make the 
identification 
gyt, l ) = zP(f, E), j = 0, 1, ..., m + n, 
in order that we may regard &)(t, 6) as defined for t > OL - o. By integration 
by parts, we find that for 0 < r < m, 
12 
m m [Us djyt, E) + b,(e) zP(t - w, c)] e-*‘l dt 
a j-0 
+ % z~-l[a~(~) U(j--l+i)(a, <) + b,(e) u(J-l+i)(0L - W, c)] e-m 
j=O i=l 
f g sj+ 4.m [q(e) dr)(t, l) + hi(c) urr)(t - w, c)] ecst dt. 
I8 Cf. Bellman and Cooke [I], Chap. 3-6. 
(6.1) 
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Similarly, for 0 < r < m, 
mn 
Iz 
E~[c~(E) dk+m)(t, E) + dk(e) ~(~+~)(t - w, E)] et dt 
OL k=l 
= _ 2 ‘+z-’ .&[ck(c) U(k+m-l-i)(a, l ) +dk(<) u(~++~-~)(~L - W, E)] e-Qs 
k=l i=O 
+ g1 &k+m-* Srn [ck(e) d’)(t, c) + d,(c) u”‘(t - w, c)] cat dt. (6.2) cd 
These formulas enable us to express the Laplace transforms of all terms 
in (1 .l) in terms of the transform of ZJ IT). Multiplying by sr and making a change 
of variables in the integrals containing zN(t - w), we obtain 
where 
s O” ufr)(t, E) ecst dt = h-l(s, 6) [p,(s, C) + qr(s, E)] (6.3) n--u, 
h(.c, ) = 2 l k[Ck(c) f dk(E) epws] Skfm + 2 [c$(c) + b,(e) ecus] #, 
k=l i=o 
(6.4) 
Q,.(s, E) = s+ jrf(t, , E) e-sf1 dt, , 
and 
(6.5) 
+ j=%l ‘$yr f+i[aj(6) g(j-l-i)(,, l) + b,(e) g(j-l-i)(Ol - W, l)] e-” 
r-17-j 
- z 2 s7-l[ui(E)g(j-1+i)(0, C) + b,(c) g(j-lfi)(cd - W, E)] e-as 
j-0 i-1 
n k+m-l-r 
&+i[Ck(E) g(k+m--l-i)(a, E) 
+ ‘&k) R 
(k+m-l-ija _ w, c)] p8 
+ 2 a(e) Eksk+“’ y g”‘(t, , e) emst1 dt, . 
k=l a--w 
In this formula, certain sums are vacuous if I = m or I = 0. 
( 6-6) 
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Following the usual procedure, we now introduce the function K(t, G) 
which satisfies the homogeneous equation corresponding to (1.1), for t > 0, 
and which has initial values 
K(t, 6) = 0 (t -=c O), K’j’(0, c) = 0 (j = 0, 1, ..., m + n - 2), 
I‘P+yo, l ) = [&,(Q)]-l. 
The function K and its derivatives up to order (m + n - 2) are continuous in 
t, and 
CJC) zP+yt, c) + d,(e) lP+yt - w, l ) 
is continuous for t > 0. We then have 
jr P)(t, c) e-sf dt = s%-~(s, l ) i = 0, 1, ..., m + n - 1, (6.7) 
and 
tvyt, c) = j, ew-‘(s, c) ds, i = 0, 1, ..., m + n - 1. (6.8) ” 
) 
The integral symbol stO, denotes 
pi & j;;;,:  
and convergence is to mean values at points of discontinuity. It is well- 
known that the condition c, f 0 ensures that Eq. (1.1) is of retarded or 
neutral type, hence that all zeros of h(s, c) lie in a left half-plane Re (s) < u0 , 
and that in (6.8) we can take any u > o0 . However, it is apparent that u,, 
may depend on E, and much of the discussion below is devoted to finding 
conditions under which we can choose us(<) independent of E, E > 0, and in 
particular when we can choose u,,(c) arbitrarily close to u,,(O). It is also to be 
noted that Eq. (6.7) and (6.8) are invalid for i = m + n. 
If+(t) is a solution of (1.3) of class Cm-l corresponding to an initial func- 
tion IJ of class Cm, we can apply exactly the same procedure. Equations (6.1), 
(6.3), (6.4), (6.9, and (6.6) remain valid, with c set equal to zero, g(t, 6) 
replaced by #(t), and u(t, 6) replaced by 4(t). The kernel function K(t) is now 
defined as a solution of (1.3) with initial conditions 
K(t) = 0 (t < 01, IP(0) = 0 (j = 0, 1, ..., m - 2), 
K’“-“(O) = a,‘. 
The function K and its derivatives up to order (m - 2) are everywhere 
continuous, but Kcnz-*) has possible jump discontinuities at W, 2w, ... such 
that 
u,K(“-yt) + b,P-yt - w) 
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is continuous for t > 0. The formulas corresponding to (6.7) and (6.8) are 
I m P)(t) e-st dt = SWl(s), 0 = 0, 1, a**, m - 1, (6.9) 
Kci)(t) = J (o) e%%-l(s) ds, i = 0, 1, ... m - 1, (6.10) 
where of course h(s) = h(s, 0). These formulas are not valid for i > m. 
Evidently IP)(t) = IP)(t, 0), 0 < i < m - 1. However, it is not self- 
evident that K(t, e) approaches K(t), along with derivatives up to order 
m - 1, as c -+ 0+, and in fact this is what we shall have to prove. 
As usual, we now wish to apply the Convolution Theorem in order to 
obtain from (6.3) an expression for ~(‘)(t, E), and in the case E = 0 for 
$(r)(t), as a linear operator on the initial values. However, one encounters a 
difficulty here. For example in the case E = 0, inversion of a term containing sm 
is not possible directly in terms of K(t) and its derivatives, except by using 
a Stieltjes integral, since (6.10) is not valid for i = m. We circumvent this 
difficulty by an integration by parts in the one integral multiplying sm. 
Similarly when E > 0 an integration by parts can be used to remove the term 
in smfn, but actually we find it expedient to integrate by parts in all the 
integrals (k = 1, ..., n) in the last term of (6.6). The reason is that terms of 
the form •~s~+~-r upon inversion yield terms •~K(~++r)(t, E), which at 
points t = Jw, J an integer, do not tend to zero as E + Of, as we wish (see 
Lemma 11.3). 
When we perform all the integration by parts, cancel terms, and collect 
all the terms containing sm-l or eksk++-l (k = 1, ..., n), we can introduce the 
abbreviation 
h(S, l ) = [a,(C) + b,(c) e-“‘1 sm-’ f 2 ck[ck(e) f dk(E) e-“‘1 Sk+-’ (6.11) 
kl 
and write 
where 
P& c) = AliS, 4 + P&P c), 
J 
a 
rl(~, l ) = a,(e) P-’ gtrfl)(tl , l ) emsi’ dt, 
a-& 
+ h(s, l ) gfr)(a - w, l ) e-++ 
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m-1 i-1-r 
+ j=T+l 2 S*+i[aj(') 
g(j-l-“(a, l ) + b,(<) gCj-l-i)(a _ w, <)] e-as 
m-2-r 
'6 
f+q&(E) g1-1--iya, c) + b,(E) g"=-i'(a - w, c)] e-= 
r-l r-i 
- 2 2 sr-i[aj(E) g+l+il(a, c) + b,(c) g”-l+i’(a - w, c)] edas (6.12) 
h(S, 4 = L% c”c&) Sk--l I,“-, g’ ytl , c) e-stl dt, 
EkSr+i[Ck(E) g(h+m-l-iya, c) 
k=l i=O 
+ d,(c) g(k+ln-l-i)(a - W, c)] e-a. (6.13) 
The fact that all terms PI-~ and Gs~+~-~ (K = 1, ..., n) appear in the special 
combination R(s, c) is of importance, since &(s, c) is the “leading part” of 
h(s, <)-see Lemma 11.4. The formulas in (6.1 I), (6.12), and (6.13) are valid 
for E = 0, if g is replaced by II, and u by 4. Of course pr2(s, 0) = 0. 
If we now let 
estkl(s, e) h(s, E) ds, (6.14) 
D 
) 
use of the Convolution Theorem in the customary way yields 
uyt, c) = Q, c) + =J&, E), O<r<m, t>a-OJ, (6.15) 
whereforO<r<m-1, 
%(t c) = a,(c) j:, Kc”-l)(t - t, , c) gtT+l)(t, , E) dt, 
+ ms u&) /I- K(j)(t - t, , c) g’r’(t, , E) dt, 
j=O 
+ L,(t - a + w, E) gya - w, 6) 
m-l j-1-r 
+ j=T+l 2 K”+i’(t - a9 E) Lajtc) g’j-1-i’(a9 l > 
+ b,(c) g(j-l-i)(a - w, e)l 
DIFFERENTIAL-DIFFERENCE EQUATIONS 61 
m-2-r 
+ z &r+i)(t - a, <) [u,(E)g’~-l-ya, l ) + b,(E)g'm-l-iycr - w, l )] 
i=O 
- zx~+-i)(t _ a, l ) Laj(<) pl+ija, c) + bj(,)g(j-l+i)(a - W, l)] 
j-0 i-1 
+ j’ K’T - t, , c) f(t, , l ) tit, ) Y = 0, 1, *a*, m - 1, (6.16) 
c( 
+ 2 l “[Ck(C) K(k+m-l)(t, c) + d,(E) K’k+--l’(t - w, E)], (6.17) 
A=1 
w,(t, e)= .$ +) ja K’Pf’n-lyt - t, ) ,)g(r+ytl ) <) dt, 
k=l a-w 
+ c&(E) g’~+m-l-ya -. w, c)]. (6.18) 
Again the formulas (6.15)-(6.18) are valid also for E = 0 with 4, # in place 
of II, g, K(t) in place of K(t, l ), andf(t) in place off(t, E). 
For Y = m, it is necessary to modify the formulas, since qm(s, 0) cannot 
be inverted directly. Assuming that f is differentiable, we then integrate 
by parts in (6.5). Taking account of the fact that certain of the sums in (6.6) 
are vacuous when Y = m, the same procedure as before leads to these formu- 
las: 
v,(t, E) = a&) j;-, I-P-yt - t, , E) gcm+yt, , l ) dt, 
+ g+) j;-* K(j)(t - t, , 6) g(m)(t, , l > dt, 
+ L,(t - a + w, E) gya - w, 6) + d(E) =y)t - *L,e) 
K'm-iyt - a, <) [q(e) g'j-1+ya, c) 
j-0 & 
2 
+ jL K’m-l)(t - t, , r)f’(tl , E) dt, ) 
a 
+ b,(c) gci-l+i)(a - w, c)] 
(6.19) 
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where 
d(E) =j(o1 +, l ) - 2 [Uj(C)g(j’(Cd, l ) + bj(E)g(‘)(a - W, 6)]. (6.20) 
j=O 
Formula (6.18) remains valid for r = m, if it is understood that the term in 
the double sum corresponding to K = 1 is zero. The expression for v, is, 
however, significantly different from that for v, (Y < m - I), because of the 
presence of BP-l) outside the special combination L, . As we shall see, this 
reflects the fact that for 0 < T < m - 1, vr(t, l ) -+ v,.(t, 0) = d(r)(t) and 
w,(t, 6) + wu,(t, 0) = 0 as E + O+, for all t > 01, but v&t, e) -+4(“)(t) only 
for t # OL, 01 + W, ... . 
The formulas in (6.19) and (6.20) are valid for c = 0, provided we replace 
g by 4, W, 4 by W),.f(t, 4 byf(t). W e remark that d(0) represents the jump 
in the value of the mth derivative of C(t) at the point t = (Y, as we can see 
directly from Eq. (1.3). Since $frn) (a +) will not in general match t,P)(, -). 
this jump will be nonzero. 
7. THE ZEROS OF THE CHARACTERISTIC FUNCTION 
As we have already pointed out, the discussion of the function h(s, c) and 
its zeros is of crucial importance in our problem. We first give a lemma which 
follows easily from RouchC’s theorem. 
LEMMA 7.1. Let C be a closed contour containing Y zeros Ai of h(s), of 
multiplicities pi , respectively. Let Ci denote a circle with center at hi of radius so 
small that no Ci intersects C or another Cj . Then there exists an l o > 0 such 
that for 0 < c < ci the circle Ci contains zeros of h(s, l ) of total multiplicity 
pi (i = 1, 2, ..‘, v), and the set inside C and outside all Ci contains no zero of 
h(s, e). 
Proof. The function h(s) is bounded away from zero on each of the 
v + 1 circles C, Ci . Therefore, there is a positive y such that 1 h(s) 1 3 y 
forsonCorsonC,(i=l;..,v).ThereforeforsonCorCi 
Ihy(S)h(S)~<Y-lj~ [C+(C) - Uj] Sj + s [b,(C) - bj] e-us Si 
i=O 
+ 3 @[CR(~) + dk(c) e-"1 skfm 1 . 
k=l 
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Since 1 s 1 and Re (s) are bounded on the set considered, there is an E,, > 0 
such that the above is no greater than one-half if 0 < E < q, . That is, 
~ h(s, E) - h(s) 1 < 1 h(s) 1, for s on any one of the circles, and it follows from 
Rouche’s Theorem that h(s) and h(s, E) have the same number of zeros 
inside C and inside each Ci (i = 1, ..., Y), for 0 < E < E,, . 
Since h(s, c) is analytic in s and continuous in E, its zeros vary continuously 
with E. Thus if X, is a zero of h(s, q,) of multiplicity p, , and C is any circle 
surrounding ha but no other zero of h(s, E,,), then for all E sufficiently close to 
E,, , the circle C contains zeros of h(s, E) of total multiplicity p0 . It now follow 
that each zero h of h(s) is approached as E -+ 0+ by a zero or zeros h(e) of h(s, 6) 
of the “correct” total multiplicity. Given a small circle about h, there is a set 
of zeros h(c) which remain within the circle for all sufficiently small E. 
On the other hand, if one follows the X(E) as functions of 6, some may 
approach infinity in modulus as E + O+, either coming arbitrarily close to 
zeros X of h(s) or not doing so. Roots may coalesce into multiple roots, and 
multiple roots may separate into roots of lower multiplicity. However we 
have by Lemma 7.1: if a root h(e) exists for 0 < E < co and remains in a 
bounded region, it must approach a definite root of h(s). 
The concept of u,,-complete regularity enables us to introduce some order 
into this situation. In effect, it guarantees that the zeros of h(s, c) lying in 
Pe (s) >, u,, behave regularly, approaching zeros of /z(s). We discuss this in 
detail in Section 8-10, but first mention another lemma which provides some 
information concerning the relation between the zeros of OR(z), e,(x), and 
h(s, E). Since we do not use this information here, we omit the proof. 
LEMMA 7.2. To every zero 5 of O,(Z) with Re (5) > 0 there corresponds a
zero X(c) of h(s, l ) of the form 
h(E) = 4 [l + o(l)], E + Of. 
If a,,, # 0, any zero X(C) with the property that Re [h(c)] + + 00 as E-O+ 
must be of the form (7.1) where 5 is a zero of 9,(x). To every zero 5 of O,(x) 
with Re (5) < 0 there corresponds a zero A(E) of h(s, l ) of the form (7.1). If 
b, # 0, any zero h(r) such that Re [X(c)] --f - 00 us 6 -+ 0+ must be of the 
form (7.1) where [ is a ze-ro of O,(z). 
We shall also use the following lemma, which is well-known. A proof, 
using Rouche’s theorem, is sketched in the second paragraph of Section 4. 
LEMMA 7.3. Let 
h,(s, l ) = $ a,(e) sj + F f$ C,(E) l sk. 
k-l 
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Then h, has m zeros which approach the m zeros of 
h,(s, 0) = $$ a#, 
j=O 
and n zeros of the form s = l -‘[[ + o(l)], where the numbers 5 are the zeros of 
e&4. 
8. THE REGULARITY CONDITION 
In this section we shall investigate the ramifications of the notions of 
[co 9 ail-regularity and a,-complete regularity, as defined in Section 2, and 
give proofs of the conclusions stated there. Our first result, Theorem 3, 
shows that [u, , ail-regularity implies a uniform estimate for 1 h-l(s, l ) 1 in 
u. < Re (s) < ui . 
THEOREM 3. Let a0 and u1 be finite real numbers, u. < u1 . Assume that 
Eq. (1.1) is [a0 , a,]-regular. Let S(u, , uJ denote the closed region obtained by 
removing, from the strip U, < Re (s) < u1 , circles of any fixed radius centered 
at the zeros of h(s) in the strip. Then there exist positive numbers e2 and y1 such 
that 
Ih(s,~)l >Y~/sI~ (8.1) 
for 0 < e < l 2 , s E S(u, , ul). In particular, for 0 < E < c2 , any zeros of 
h(s, l ) in the strip a0 < Re (s) < u1 must lie within the circles about the zeros 
of h(s). 
Moreover, zf Eq. (1 J) is u,-completely regular, and sf S(uo) denotes the 
closed region obtained by removing from the half-plane Re (s) 3 u, circles of 
fixed radius about the zeros of h(s), then there exist positive numbers l 2 and y1 
such that (8.1) holds for 0 < E < l 2 , s E S(uo). Any zeros of h(s, l ) in 
Re (s) 3 u, must lie within the circles about the zeros of h(s). 
Proof. We begin by proving the first part. Write 
(c, + dneews)-l E-ns-n--mh(.~, l ) 
= 1 + (c,& + d,,e-ws)-l &(E) - CJ + [d,(c) - 41 e-os] 
n-1 
+ (cn + dne-ws)-l k; [c~(E) + dR(e) ecws] (ES)‘-~ 
+ (c, + d,e-ws)-l 2 laj(e) + b,(e) eews] s~-~(Es)--~ (8-2) 
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Since conditions B and C hold on u,, < Re (s) < a, , they also hold on a 
larger strip 0s - S < Re (s) < ur + S (6 > 0), with positive (but possibly 
smaller) yz . Choose or so small that 
I (cn + 4cJy {[G&(E) - %I + [4(e) - 41 e-9 I c Q 
for a, - S < Re (s) < aI + 6, 0 < E < l 1 . Choose 7s = T,,(EJ so large that 
I (c, + 4CT1 2 [ck(4 + dk(e) e-Y (&-n 1 < Q , 
1 (C, + dne-os)-l 2 [Pi(E) + b,(e) e-US] Sjem(ES)+ ] < 8 9 
for 1 s 1 > T,,/E, a,, < Re (s) < a,, 0 < E < or . Then for the same range of 
variables 
1 h(s, l ) I 2 * ( c, + c&e-@ 1 en ( s In+m > $-y2~on ) s lm. 
Next we write 
(8.3) 
h(S, l ) = [OJCS) + e-wsOL(es)] Sm + g [Uj(C) + b,(C) e-OS] j
+ Sm zl [ck(e) - ~1 W + sm 2 [4(z) - 41 e- (~4~ 
k=l 
+ P([u,(~) - ~1 + [4&) - Ll e-9. 03.4) 
From condition AC, there is an ~11 < q and a ys such that 
Also there is an cl” < cI’ such that 
1 2 bkk) ’ ckl &)k + 2 Ldk(d - dkl e-ad 6’)’ 
k=l 
for 0 < z < q”, u, < Re (s) < u, , 1 ES ( < 7. , and there is a number y. 
such that 
12 l%(e) + bj(E)e-O'ls* ) < y4 1 S J--l 
5 
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for O,<E<<E1”, us<Re(s)<a,, Isl>l. For Is/ >3y4/y3, we have 
3y, / s y-1 < , ~a 1 s \*I and hence from (8.4) we obtain 1 h(s, E) 1 3 ys j s In’/3 
for 0 -c l 6 cl”, a0 d Re (s) < (TV , I s 1 < T&, 1 s 1 2 Max (1, 3y4/y3). 
Letting ys = min (n/3, y?~a~/2) and combining with (8.3) we obtain 
l4S,E)/ >YdS/” for 0 < E ,< El”, 
o. d Re (s) d u1 , I s I 3 Max (1, 3ra/ra). 
Let D be the disc 
I s I d Max (1, 3Ws), 
and let 
vu0 , q) = S(u, , ul) n D. 
Since h(s) has no zero in S'(U, , q), there is an l a < Q” such that h(s, E) has 
no zero in S’(u, , or) for 0 < E < 6s . By virtue of the fact that h(s, 6) is 
continuous and nonzero on the compact set S’(u, , q) x [O, EJ, it has a 
positive minimum p, and we can select ys so that I h(s, c) ) > p > ys I s Im 
on this set. Now if we put y, = Min (ys , ys), we obtain 
I h(s, c) I 2 Y7 I s P for 0 < E ,( E* , s E quo, 011). 
Since h(s) has no zero in S(u o, a,), we also have ( h(s) 1 > ys 1 s 11~ (see Lemma 
4.1), and putting yr = Min (ys , y7) we obtain (8.1). 
The proof of the second part of the theorem is identical, except that we 
replace u,, < Re (s) < or by a0 < Re (s) and S(u, , ur) by S(uo) everywhere. 
As we pointed out in Section 2, we can replace condition A by condition 
A’ (or AC by A’C), which is easier to apply in particular cases. Condition 
A’C can be formulated as follows: 
Con&ion A’C. There exists a positive S such that 
As we shall show, this is equivalent to the condition 
I &dEi’) I f I 4h9 I e-we, -co<y<co, a, 6 u < u’1 . (8.6) 
The theorem which allows us to use this criterion is 
THEOREM 4. Suppose that condition B is satL$ed. Then in order that 
Eq. (1.1) be [uo, &J-regular it is necessary and st@cient that condition A’C 
be satisfied. Also the formulations (8.5) and (8.6) are then equivalent. 
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Proof. First we show that if condition (8.5) fails, then either condition A 
or condition C fails. Now if (8.5) fails, there are sequences s, = cV + z+, 
and Y,) , v = 2, 3, . ..) with a,, - 6 < crV < a, + 6, such that 
BR(iyy) + OL(iyy) e-&u = 0. (v = 2, 3, -.) (8.7) 
Moreover, by taking a subsequence we can assume that 0” -+ 0, aa < a < or . 
Consider the case in which the sequence {yy} has zero as a limit point. 
Then we get 
Fz [OR(O) + d=(O) e-wS”] = 0, 
which shows that condition C fails. On the other hand, it is impossible that 
{yJ be unbounded. For since condition B holds, we have for ( y ( large 
OR(+) + e,(iy) e-& = (c, + d,ev@) (z)>” + O(y-l) 
and since this cannot tend to zero as ) y ) + cc with s in 
00 - 6 < Re (s) < or + 6, 
the relation (8.7) cannot hold. 
We are left with the case in which {yy} has only finite nonzero limit points. 
Let y be a limit point and choose a subsequence on which yy -+ y, a, -+ u. 
From (8.7) we then have 
lii [e,(iy) + eL(iy) e-wro+i’v)] = 0 
We can suppose y > 0 since we can replace y and r, by -y and - T, . 
Since any multiple of 277/w can be added to 7, without altering this equation, 
we may suppose that r, > 0. Now define 
c, =y (% + 7:.y, 
and Z, = E,U + iy. Evidently E, -+ O+, .z, -+ jy, and 
Therefore 
e -w&/f” = e-oJo e-i~uar/c., = e-&I+ir,) . 
;i [e,(2,,) + e-zy’cv eL(2.)] = ki [t&y) + e*(O+iTv) Q(iy)] = 0. 
Since c, -+ 0+ and c,ao < Re (z,) < E,U~ , this shows that condition A fails. 
Thus we have now proved that condition AC implies (8.5), that is, that 
[a, , or]-regularity implies (8.5). 
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Next we shall show that if either A or C fails, then (8.6) fails. First of all, 
failure of C means that 
a, + b,eews = e,(O) + 8,(O) e-uS 
has a zero in every strip o, - 6 < Re (s) < o1 + S, hence also in 
a0 < Re (4 < u1 , so that (8.6) is clearly violated. Let us therefore suppose 
that A is violated. Then for every yr and pi we can find an E in 0 < E ,< ei 
and a z in cue < Re (z) < EU~ such that ) 0(x, E) ) is less than yi . In other 
words, there exist two sequences {E”} and {zy} such that E, -+ O+, 
Z, = E,X, + iyV , a0 < x, < ui , and 
h& [tlR(zy) + e-wz~ir~ BL(zy)] = 0. 
We shall deduce a contradiction from this. 
From (8.8) we have 
(84 
Suppose first that the sequence {yy} is bounded, and let j; be a limit point. 
Choose a subsequence of the sequence {Y}, which we again denote {v} for 
convenience, such that yy -3, X, + 2, where u. < x” ,< ui . Now 
( exp (- WZ,/E,) ( = exp (- wx,) --f exp (- ~2). 
Hence from (8.9) we get 
1 e,(c) 1 em& = 1 e,(e) 1 . 
This contradicts (8.6). 
The possibility that {yV} is unbounded is incompatible with (8.8), since 
e,(z,) + e-wr~‘tv eL(zv) = (c, + dne-WL~‘Ey) q,n + O($,?) 
for 1 Z, I + 00, inasmuch as condition B is assumed. Thus failure of A or C 
implies failure of (8.6). That is, if (8.6) is satisfied, then conditions A and C 
are satisfied and we have [a, , u&regularity. 
Since we have already proved that [a0 , &J-regularity implies validity of 
(83, to complete the proof it suffices to show that (8.5) implies (8.6). Suppose 
that (8.6) fails. Then for somey, u, and 7 we have 
O&y) = O,(iy) e-w(“+ir). 
Putting s = u + i7 + (h/w), we have 
e,(iy) + e,(e) e-& = 0, 
which shows that (8.5) fails. Hence (8.5) implies (8.6), and the proof is 
complete. 
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The next theorem shows when a,,-complete regularity follows from [u,, , ur]- 
regularity for every al . 
THEOREM 5. In order that Eq. (1.1) be a,-completely regular, it is su$%ient 
that it be [u,, , o&regular for every a, > a,, , and that condition D be satisfied. 
Proof. Suppose that condition D holds and Eq. (1 .l) is [a,, , u,J-regular 
for every ur > u0 . For 1 z 1 > T,, and T,, large enough, we have 
I %(4 I < Yl lx In, I bd4 I 2 * I GI I I z In* 
Choosing or positive and large enough, we therefore have 
I B,(z) + e-wz/r e,(z) I 2 & I c, I I z lff > 3 I c, I 70” 
for I z I > 7. , Re (4 2 co1 , all E > 0. Since all zeros of 0,(z) lie in the half- 
plane Re (z) < 0, we have I f?,(z) I > y3 > 0 for Re (z) 2 0. Also for 
IZI<~o, we have I e,(z) I < ya . Taking ur large enough, we obtain 
) e,(z) + e-“’ eL(z)o,yg-Yae-l~~yS 
for I z I < TV, Re (z) 3 l ar , E > 0. Combining results, we have 
I e,(z) + e-z/c 4.w I b y4 , Re (4 b co1 , E >o. (8.10) 
But by hypothesis, Eq. (1 .l) is [u. , u&regular, hance I e(z, c) I 2 ‘ye holds 
for 0 < E < or , <a0 < Re (z) < ~1. Combining this with (8.10) we obtain 
the desired result. 
Remark. The example h(s, C) = l s2 - s, for which e,(z) = z - 1, shows 
that condition D, as well as [u. , u&regularity for every a, > u. , is required 
for a,-complete regularity. 
COROLLARY. If all zeros of e,(z) have negative real parts, there exists a 
number u. suficiently large that Eq. (1 .I) is u,-completely regular. 
Proof. Clearly we may take u. so large that a, + b,,,e-d and c, + d,e-d 
have no zeros in Re (s) 2 u. . Also, if 0s has no purely imaginary zeros, then 
we have 
I w3 I G ~a + IY 17, I 4diy) I z h[i + I Y ini. 
Hence we can select u. so large that 
I uiy) I > I em I e-ma, ubuo, -~<(y<oo, 
which establishes condition A’ for all or > u. . Since condition D is satisfied, 
the result follows from Theorem 5. 
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The next result establishes a converse of Theorem 3. That is, it shows that 
[os , oil-regularity is necessary as well as sufficient for the existence of a 
uniform bound of the form in (8.1), assuming that conditions B and C 
hold. 
THEOREM 6. Suppose that conditions B and C hold, and that there exist 
positive numbers e2 and y1 such that the bound in (8.1) holds for 0 < E < l 2 , 
s E S(u,, ul). Then Eq. (1.1) is [uO, u&regular. 
Moreover, suppose that condition D holds, that conditions B and C hold for 
every *, 2 uo, and that for every u1 > a0 there exist numbers c2 and y1 such 
that the bound in (8.1) holds for 0 < E < Q, s E S(u, , ul). Then Eq. (1.1) 
is u,-completely regular. 
Proof. Suppose that Eq. (1.1) is not [a,, u&regular. Then condition A 
is violated, and there are sequences {cV} and {a”} such that E, -+ Of, 
z, = v, + iyy , a0 Q xv < =I , and (8.8) holds. As in the proof of Theorem 4 
it is not possible that {yV} be unbounded. If (yy} is bounded, we can choose a 
subsequence such that yy -+ y, x, --f x, a0 < x < ui , and z, -+ iy. Then 
from (8.8) we obtain 
6R(iy) + &(iy) em' 
0.r e-iwu"/E" = o(l), 
V-+oc). 
If y = 0, this contradicts condition C. If y # 0, we have Z, -+ iy and 
1 s, 1 = 1 z&, I-+ CO. Using (8.8), we see from Eq. (8.4) that sTh(s, , c,) 
tends to zero as v + co. Since condition C holds, h(s) can have at most a 
finite number of zeros in o. < Re (s) < ai , since zeros of h(s) of large 
modulus are by Lemma 4.1 asymptotic to those of a, + b,e-M. Conse- 
quently s, is in S(u, , i a ) for v large, and we see that relation (8.1) does not 
hold. Thus if B holds and (1.1) is not [u. , u&regular, then either C or (8.1) 
fails. 
The second part of the theorem follows from what has just been proved 
and from Theorem 5. 
According to the above theorems, [o. , u&regularity implies that h(s, l ) 
has no zeros in a0 < Re (s) < a, , and u,-complete regularity implies that 
h(s, c) has no zeros in Re (s) > a0 , for 0 < E < <a , except for a finite number 
of zeros close to zeros of h(s). Our next theorem gives a converse result, and 
may be stated as follows. 
THEOREM 7. Let u. < a, and suppose that for some positive numbers 
S, l o , the function h(s, l ) has no zeros in the closed region S(u, - 6, u1 + 6), 
for 0 < E < EO . ALFo suppose that conditions B and C hold for 
u. - 6 < Re (s) < ui + 6, 
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and that condition D holds. Then there exist positive numbers l 1 , y1 such that 
I h(s, e) I z K I s P, 
for 0 < E < l 1 andfor all s in S(u,, , uJ. In particular, Eq. (1.1) is [uO, al]- 
regular. 
In the proof, we shall require the following “selection principle” of 
Rlontel.14 
MONTEL’S THEOREM. If a sequence (f”(s)} of regular functions is uniformly 
bounded for s in a domain D, there exists a subsequence which is uniformly 
convergent in every interibr closed domain D, . 
Proof. We argue by contradiction. Suppose that no such numbers pi 
and yi exist. Then there are two sequences {EJ and {s,,) such that E, + O+, 
s, is in S(u,, , ul), and 
lim h(sV , E”) ST = 0. Y-K0 (8.11) 
Write s, = x, + iyV . Then we have a,, < x, < a, . First we consider the 
case in which y&, is bounded. Then there is a subsequence on which x, -+ x, 
yy + 0, s, --f x, where a0 < x < u, . Then h(s, , E”) -+ h(x, 0) = h(x), and 
from (8.11) we deduce that h(x) = 0. This contradicts the fact that s, , hence 
also its limit point X, lie in the closed region S(u,, , ui). 
Now suppose y&, is unbounded, and pick a subsequence on which 
1 y&, I+ co. Suppose that for this subsequence, 1 cVyV 1 is unbounded. Then 
there is a subsequence such that 1 y&V I + co, I cVyV I+ oo, x,+x, and 
a0 < x < u1 . But since / l ,S, I-+ co and condition B holds, the inequality in 
(8.3) yields 1 h(s,, E&T I+ co, which is not compatible with (8.11). 
Next consider the case in which I y&, I-+ CO and •,,y~ --t 0. We write 
h(s, l ) = h(s) + 2 [a,(E) - aJ sj + 2 [b,(e) - bj] e-“8 sj 
i-0 i=O 
+ i; [c~(E) A- dk(e) e-m”] (+ sm. 
t-1 
For s E S(u, , ui), s is uniformly bounded away from all zeros of h(s). Conse- 
quently Lemma 4.1 applies, and 
1 h(s) ( >, y Mtx Max (I a# ) , ( b,sj e-UJ I) . 
I4 See Monte1 [S] or Tit&marsh [IZ], p. 169. An alternative demonstration can be 
based on the theorem of Pontryagin, which has already been mentioned. 
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In particularr5 since a, # 0, 
I 4s) I 2 r[l + I s PI, s E q-%, 4. 
Therefore for s = s, , E = E, , h(s, e) - h(s) = o@(s)) as v -+ co, and for all 
large v, 
This contradicts (8.11) 
It remains to consider the case in which 1 yV/eY I-+ CO, and cVyV is bounded 
but does not have zero as a limit point. We treat this case by a technique 
used by Pitt [9] in discussing integro-differential equations (not containing a 
parameter E). Choose a subsequence such that 
Q”Y”-+Y # 0, IYY I-+(9 x, -+ x. 
Define a sequence of functions 
f”(S) = y;yJ , (SI <s. Y 
Since 1 s, 1 --t co, f”(s) is a regular function in 1 s 1 < S for all sufficiently 
large v. Moreover we have 
fh) = 2 bA4 + UE,) e”‘S+8”l (s + s,Fm 
+ f$ [c&J + A(Q,) e~w(s+sv)l l ,k(  + s,)’ 
k-l 
Since 1 s + s, 1 + co, E,(S + s,) -+ iy, uniformly in s, the family (f”(s)} is 
uniformly bounded for 1 s I < 6. Applying Montel’s Theorem, we see that 
there is a subsequence, which we again denote {f”(s)}, such thatf”(s) converges 
uniformlyin IsI <S,<S. 
Let F(s) be the limit of this subsequence. Now in fact it is clear that 
f”(s) = 8&y) + O&y) e--os--wz e4wyu + o(l), 
uniformly in s for 1 s I < S, . If F( ) s is identically zero, we must evidently 
have e,(zj) = es(+) = 0, which is impossible by condition D. Consequently 
we can pick 6, so that F(s) has no zero on ) s I = 6, . On the other hand, from 
(8.11) we haveF(0) = 0. Since 
1 f’($-$) = o(l) 
I 9 V-CO, 
16 If S(uO, (I~) does not contain the point zero, I h(s) I > I a,,,sm I > y[l + I s I”]. 
If au0 , 1 o ) does contain zero, then h(O) # 0, hence a, + b. # 0, and 
I h(s) I > Max (I a, I, I bo I) 
near s = 0. 
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uniformly on 1 s 1 = 6, , it follows from RouchC’s theorem that f(s) and F(s) 
have the same number of zeros inside 1 s 1 = 6, , for Y large. Thus f”(s) has 
at least one zero. This means that for Y > ~a, h(s + s, , E”) is zero for some s 
in 1 s 1 < 8,. But for 1 s I f 6,) s + s, lies in ua - 8 6 Re (s) < u1 + 6, 
and since I s + s, I + 00, the point s + s, cannot lie in one of the finite 
number of circles surrounding zeros of h(s). Therefore s + s, lies in 
S(u, - 6, u,, + a), and we have deduced that for arbitrarily small E there are 
zeros of h(s, l ) in S(U, - 6, CT,, + 6). This contradicts the hypothesis, and the 
proof of the theorem is complete. 
Now for each E > 0, let M(E) denote the supremum of real parts of zeros 
X(E) of h(s, E): 
M(e) = sup {Re (h(e)) I h@(c), c) = O}. 
Write M for M(0). Also define 
M* = liT;;yp M(r), 
U* =infu,, (8.12) 
the last taken over all a0 for which Eq. (1 .l) is ua-completely regular. We can 
now obtain the following relation among these numbers. 
THEOREM 8. Dejim M, M*, and u* as in (8.12). Assume that condition 
D holds and that c+, + d,,e-d is nomero for Re (s) > M. Then 
M* = max (M, u*). 
Proof. From Lemma 7.1 it is clear that M* > M. First we consider the 
case M $ u*. Suppose that M* > M. Then for any 0 in M* > u > M, 
equation (1 .I) ‘s 1 u-completely regular. From Theorem 3 and the fact that 
h(s) has no zeros in Re (s) > M it follows that h(s, E) has no zeros in Re (s) > u 
for 0 < E < E,, . But this implies M* < u, which is a contradiction. Hence 
M*=M. 
Next consider the case M < u*. Suppose that M* > u*. Then for any u 
in M* > u > u*, Eq. (1.1) is u-completely regular, and we obtain the same 
contradiction. On the other hand, suppose that M* < u*. Choose u and S 
sothatM~M*<o-S<u<u*.Allzerosofh(s,~)lieinRe(s)<u-8 
for 0 < E < l a , and all zeros of h(s) lie in Re (s) < M. Consequently con- 
dition C holds in Re (s) > u - 6. Conditions B and D hold by hypothesis. 
It follows from Theorem 7 that the equation is u-completely regular, and this 
contradicts the definition of a*. Thus in the case M < CT*, we must have 
M* = u*. This completes the proof. 
In Section 9, we give an example in which M* > M. 
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It is a consequence of this theorem that the condition u* ,< M is necessary 
and sufficient for the regular degeneration of (1 .I) to (1.3) in the sense of 
convergence on finite intervals and preservation of the maximal order as 
t + 00. For if U* < M, then (1 .I) is us-completely regular for every 
a, > M = ML, and Theorems 1 and 2 can be applied. We then have 
1 dr)(t, e) ( Q yeoot, 1 #“j(t) 1 < ye”“’ 
for every 0s > M and all solutions. On the other hand, if M* = (I* > M, 
there is a sequence {E”}, E, + O+, and a sequence of zeros {s,}, h(sy , E”) = 0, 
such that Re (s,) + M* as v + co. Now all solutions of (1.3) satisfy 
1 C”)(t) 1 < y exp (ut), for every u > M. But if M < u < M*, then for 
arbitrarily small E, there is a solution u(t, E”) = exp (tsY) of (1.1) such that 
~(t, E,) exp (- ut) is unbounded as t ---f co. That is, when u* > M, solutions 
of (1 .l) with arbitrarily small c can have order greater than solutions of 
(1.3). 
For ordinary differential equations, condition D is the necessary and 
sufficient condition for regular degeneration. 
The following lemma will be used in Section 11. 
LEMMA 8.1. Let 
h,(s, E) = 2 Uj(E) sj + s1 Ck(4 Eksk+m 
hL(S, c) = Sobj(C) si + 2 dk(E) l v+m 
k=l 
Zf all zeros of O,(z) have negative real parts, then there exist numbers u1 and q 
such that 
< 4 < 1 a 4 e-W8htz(S, 6) 
for Re (s) > ur , 0 < E < or . 
Proof. If 7s is large enough, the term C,,(G)” P dominates h, for 1 s 1 > T&, 
0 <c<e1; here cr is small enough that C,(E) is close to c, . Since 
I h&t 4 I < M I s Im IES In, 
we see that h,/h, is bounded by a fixed constant for I s 
On the other hand, for I s I < T,,/E, we have (see (8.4)) 
hR(S, 6) = fvR(4 + 0(1/l s I> + 4 111. 
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Consequently, if ur is chosen large enough, 
fo;Q s I Q T&, 0 d l d cl , Re (4 2 u1 . Here we have used the assumption 
z , which guarantees that 1 B,(G) 1 has a positive lower bound independent 
of c for 0 < E < pi, Re (s) > pi . Since 1 h,(s, E) 1 < y4 1 s Im, we conclude that 
h,/h, is bounded for I s ( < T~/c, 0 < E < <I , Re (s) > ui . Combining with 
the boundedness for 1 s 1 > ~,-JE, we have uniform boundedness for 
0 < E < <I , Re (s) > cri . Since I e-m* 1 < e-w01 , the conclusion of the lemma 
follows by taking ur sufficiently large. 
9. AN EXAMPLE 
We give here an example in which condition D holds, condition B holds 
for Re (s) > M, and M* = u* > M. (The numbers M*, M, u* are defined 
in (8.12).) We take 
h(s, E) = + c2sS + 9 es2 + (1 - 45 c) se-* + e+ + 2s + 2. 
The degenerate function is 
h(s) = se+ + e+ + 2s + 2 = (s + 1) (ebS + 2), 
and its zeros are h = - 1, h = - log (- 2). Hence M = - log 2. Since 
a, + b,e-d = 2 + ed, c,, + d,e-d = s 29 
conditions B and C hold for Re (s) > M. Also we have 
B,(z)=2+$c+gz$ e&)=1, 
and we see that all zeros of ~9~ have negative real parts. Therefore, Theorem 
8 applies, and M* = max (M, u*). 
In this example, we can readily calculate u*. The equation corresponding 
to (8.6) in condition A’C takes the form 
43 
2+liy-$y2 =e-O. 
There are real solutions y if and only if e- 2a > E, and therefore condition A’ 
is satisfied on a,, < u < a, provided 20, > log (2). Thus 
u*=+log#>M. 
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It follows that the differential-difference equation corresponding to h(s, e) 
has, for arbitrarily small E, solutions which are unbounded as t + co, whereas 
all solutions of the differential-difference equation corresponding to h(s) 
approach zero as t + co. 
In this example, one can exhibit some of the offending zeros of h(s, l ). In 
fact, s, = i/c” is a zero if E, = [(2v + +)7r]-l, v = 1, 2, ... . 
10. CONVERGENCE OF THE SPECTRUM AND THE RETARDED CASE 
Suppose that a,, is a number for which (1.1) is o,-completely regular. By 
condition C, there are at most a finite number of zeros of h(s) in Re (s) 3 a,, . 
For convenience we change u,, slightly, if necessary, so that h(s) has no zeros 
on the line Re (s) = u,, . Let P(uJ denote the half-plane Re (s) >, a,, , and 
let S(Q) denote the region obtained by removing from P(u,,) open circles of 
fixed radius centered at the zeros of h(s). By Theorem 3, there is an l 1 such 
that all zeros of h(s, l ) in P(u,J lie in these circles, for 0 < E < <I . Further- 
more, Lemma 7.1 shows that these zeros of h(s, l ) approach the zeros of 
h(s). We may accordingly say that the set of zeros of Ii(s, l ) in P(u,,) approaches 
the set of zeros of h(s) in P(uO). 
If we take b, = 0 and dk = 0 (K = 1, 2, ..., n), then 0,(a) is identically 
zero, and condition A is fulfilled for every a0 and every ui > a, . Moreover, 
conditions B and C are automatically satisfied. Suppose that condition D 
is satisfied. Then in this case, which we call the strictly retarded case, Eq. (1 .l) 
is aa-completely regular for every U, , and U* = - co. Hence the remarks of 
the preceding paragraph apply to every right half-plane P(u,,). That is, in 
every right half-plane P(ua), if h(s) has no zeros on Re (s) = a,, , the set of 
zeros of h(s, l ) approaches the set of zeros of h(s). 
The strictly retarded case is the only one in which this is true. To see this, 
consider any fixed y. Since ( f3,(iy) / # 0 when condition D holds, the 
equation in condition A’ is satisfied for z = iy and some real u, unless 
6Jiy) = 0. Thus if condition A’ is satisfied for all u0 and u1 , 0,(iy) must 
be zero for ally, and O,(Z) must be identically zero. 
If b, = 0 and d, = 0, but not all dk are zero, Eq. (1 .l) and (1.3) are both 
of retarded type, but we are not in the strictly retarded case. Now conditions B 
and C are automatically satisfied, but not necessarily condition A. 
The following theorem summarizes these remarks. 
THEOREM 9. Let Eq. (1.1) be uO-completely regular and take u,, so that 
h(s) has no zeros on the line Re (s) = u, . Let P(u,,) denote the half-plane 
Re (s) > u,, . Then the set of zeros of h(s, l ) in P(uO) approaches the set of zeros 
of h(s) in P(u,,) in the sense that giwen any p > 0 there exists an cl(p) such that 
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for 0 < E < Ed all zeros of h(s, 6) in P(q) 1 ie in circles of radius p centered at the 
zeros of h(s) in P(uO), and in each such circle the total multiplicity of zeros of 
h(s, E) is equal to the total multiplicity of zeros of h(s). 
Moreover, if all zeros of e,(z) have negative real parts, then condition A is 
satis$ed for every u0 and every q > a,, if and only if b, = 0 and dk = 0 
(h = 1, 2, . . . . n). In this case, a* = ---co and the zeros of h(s, E) in P(u,,) 
approach the zeros of h(s) in P(u,,), for every u0 . 
As we have pointed out in Section 3, the strictly retarded case corresponds 
to the systems treated by Halanay and Klimushev. 
It might be thought that not only in the strictly retarded case, but also 
in the simple retarded case b, = d, = 0, no special hypothesis such as 
hypothesis A would be required to guarantee that the zeros of h(s, 6) approach 
the zeros of h(s) in every right half-plane P. However, the following example 
shows that this is not true. Let 
h(s, E) = c&+3 + (cl + cllc + die+) l s2 + (2 + alIe) s + 2(e+ - 1). 
Then 
h(s) = 2(s + em8 - 1). 
It can be shown that h(s) has a double zero at s = 0, and all other zeros have 
negative real parts. If dI # 0, c2 # 0, we see that we are in the simply 
retarded, but not the strictly retarded, case. Also we have 
e,(x) = 2 + ClX + c2x2 
h (f , 6) = f [ (- c1 - dI cos f) + i ( - c2 + 2 + dI sin f)] 
+(-cl,- 2 + 2 cos f) + i (a,, - 2 sin f) . 
Determine the constants so that 
1 Cl Cl1 +2 1 
CoSE=--=-* 2 sin 
c2 -2 all 
4 - E = - 4 = 7’ 
For example, one possible choice is c1 = c2 = 2, dI = - 2, all = cl1 = 0. 
Another choice is c, = fi, c, = 1, dl = - 2, ull = 1, cl1 = 2/3 - 2. 
In the latter case, we have h(i/cv , cY) = 0 if E, is chosen as E, = (2~ + 46)-l, 
v = 0, f 1, f 2, ... . In fact, in this case e,(z) has all zeros in the left half- 
plane, and conditions B and C are everywhere satisfied since c, + d,e-d = 1, 
a, + bme-d = 2. However, the equation in condition A’ has the form 
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which for z = iy leads to 
y4 - (I + 4e-“0) y” + 4 = 0. 
There era real solutions, y, if and only if 1 + 4e@O 3 4, and therefore 
c* = - &log $. Since 0* > 0, M = 0, and Theorem 8 applies, we have 
M* = c.* > M. 
It is instructive to consider these results from the point of view of spectral 
theory. Following Krasovskii [7] and Hale [5j, we consider the equation (1.3) 
as defining an operator T(t) on a space of continuous functions. Let C,,, be 
the space of functions (G on [a - w, a] suitable as initial functions for (1.3)- 
that is, # has m continuous derivatives-endowed with a supremum norm. 
If $ is the solution of (1.3) corresponding to 4, define a function dt on C, 
by the relation 
Me) = d(t - a + 0 ff--w<e+, 
for each t > (Y. Thus & is a “section” of the solution curve. Finally, define 
the operator T(t) mapping C, into1 C,-, by the relation 
W)$ =A, t 3 a. 
Thus T(t) carries each initial function into the section at t of the corres- 
ponding solution. As Hale has pointed out, the operators {T(t), t > a} form a 
semigroup, and in the retarded case b, = 0, T(t) is completely continuous for 
each t > OL + w. 
In the same way, we can let C,,,, be the space of functions with m + n 
continuous derivatives on [a - W, a]. For each E, Eq. (1.1) defines an 
operator T(t, E) mapping C,,, into Cm++i by 
T(t, 4 g, = 11t.i 
where g, denotes the initial function g(8, E), or - w < 0 < OL, and utmr is 
the section at t of the corresponding solution. Again T(t, 6) is completely 
continuous for each t > 01 + w and each E, in the retarded case d, = 0. 
In this situation, it follows from the discussion of Hale that the semi- 
group {T(t)} has an infinitesimal generator A, and the semigroup {T(t, c)) 
has an infinitesimal generator A(E), defined on dense subsets of C, and C,,, , 
respectively. Moreover, for each t > 01 + w, the spectrum of the operator 
T(t) [or T(t, e)] is a countable compact set in the complex plane, which we 
call the <-plane, with 0 as the only possible accumulation point, and any 
nonzero point in the spectrum is in the point spectrum. The characteristic 
Is The mapping is from C,-, into C, in the retarded case, for t > a + w. In the 
neutral case, the image has a piecewise continuous derivative of order m. 
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roots of h(s) [or h(s, l )] form the point spectrum of the operator A [or A(r)], 
and for each 2 2 01+ W, the point spectrum of T(t) [or T(t, l )] is the set 
(5 = eIt> where X is in the point spectrum of A [or A(E)], plus possibly the 
point 0. 
Theorem 8 can now be restated as follows. 
COROLLARY. Suppose Eq. (1.1) and (1.3) are of retarded type 
(b,, = d,, = 0), and that all zeros of e,(z) haae nagatiwe real parts. Let a0 
be a real number for which condition A holds f~ every a1 > a, , and such that 
no point of the spectrum of T(t) is on the circle 1 4 1 = eaot, Then the part of the 
spectrum of T(t, l ) in 1 5 1 > e o~t approaches the part of the spectrum of T(t) 
in 1 5 / > eUof, as E + O+, for each$xed t 3 01 + W. 
In the strictly retarded case in which b, = 0 and d, = 0 (k = 1, 2, ..., n), 
and only in this case, the condition that all zeros of t),(z) have negative real parts 
sufices to imply that as l + O+ the part of the spectrum of T(t, 6) in / 5 1 > enot 
approaches the part of the spectrum of T(t) in 1 5 1 > eUot, for every real u,, for 
which 1 5 1 = eOot contains no point of the spectrum of T(t). 
No one has yet published an analysis of the spectrum of T(t) for neutral- 
type differential-difference equations. It appears that in this case, if p(t) is 
the spectral radius of T(t), and p(t, ) E is the spectral radius of T(t, E), then 
liy+$yp p(t, E) = max {p(t), elct}. 
The example given above sl-~ows that in the simply retarded case (b, = 
d, = 0), the spectral radius p(t, l ) need not approach the spectral radius 
p(t), as l 3 Of. 
11. CONVERGENCE PROPERTIES FOR K(t,e) 
As we have pointed out above, we shall prove convergence of u(“(t, E) to 
d”)(t) by investigating the behavior of IP)(t, l ) as l -+ O+, and then employing 
the formulas of Section 6 which express di)(t, e) in terms of K(t, l ) and its 
derivatives. In this section, we shall prove a series of lemmas which enable 
us to discuss all terms appearing in formulas (6.16) to (6.19). The essential 
hypothesis for all these lemmas is that the zeros of h(s, l ) lie in a half-plane 
Re (s) < u uniformly for 0 < E < l 1 , and that h(s, E) has a uniform lower 
bound on Re (s) = u; thus 
I h(s, 4 I 2 ~1 Is P, 0 d 6 d El, Re (s) = (T. (11.1) 
As we have pointed out, verification of this hypothesis depends on an exami- 
nation of the functions BL and t+see Section 8. 
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LEMMA 11.1. Assume that there are positive numbers u, c1 and yI such 
that all zeros of h(s, E) satisfy Re (s) < u and such that (11.1) is valid. Then 
s Sies t lim - Siest f-&If (0) 4, 4 ds = (0) h(s) ds’ s- i = - l,O, 1, *a*, m - 2. 
The conetergence is uniform for t in any Jinite interval [t, , tJ. If CJ < 0, it is 
un$nm for t in [to , + CO). Also 
IS 
Siest 
--s < rze”‘, 
(0) Wt 4 
0 < E < q , t B to 9 (11.2) 
where yz depends on u but not on t or E. 
Proof. By the hypothesis, 
IS 
Siest - & (0) 4, 4 I s < c o+im ( s (i-ma ( & 1 .Yl o-i00 
Therefore the integral converges uniformly in E, t for 0 < l < or, 
to < t < t, , and consequently represents a uniformly continuous function of 
c, t on 0 < E < or, to < t < t, . Consequently, when e-+0+ the integral 
approaches the value at E = 0, uniformly for to < t < t, . 
From this lemma, it is evident that 
lim K(“)(t, 6) = K’“(t), 
r-so+ 
i = 0, 1, em*, m - 2. (11.3) 
We now turn to a discussion of convergence and boundedness of K(m-l)(t, E), 
a much more delicate matter. 
LEMMA 11.2. Assume that the hypotheses of Lemma 11.1 are sattijied, and 
that c,, + d,e-0” is nonzero on Re (s) = a. Then there are positive constants 
yz, l a such that 
1 K(+l)(t, 6) 1 $ y2eut 0 Q E Q E2 . (11.4) 
Thus K(+l) is bounded as E + 0+ for t in a jinite interval, or fM to < t < 00 
if a <O. 
Proof. Choose za < or such that C,,(E) + d,(r) e-d is nonzero on 
Re (s) = u. Take E in 0 < E < ~a . Choose F. > 0 so large that as in (8.3), we 
have 
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for 1 y ( 2 T&, Re (s) = u. Then 
where y4 is independent of B and t. Likewise 
We write the integral over (u - A-J<, 0 + ~T,,/c) as I + 1, where 
s 
o+iT& p-lest 
I= - 
U4TOl. h(s) ds 
J = - 2 j;:;:;: [c~(E) + dR(c) e-ws] eksk-tfm--lkl(s) h-l(s, c) est ds 
Since 1 h(s, E) 1 > y1 1 s Irn and / h(s) 1 >, y1 1 s Irn on Re (s) = u, we obtain the 
estimate 
Here I QS 1 < E I u I + TV, and so I J I < y4eaf for a suitable y4 independent 
ofrandt,0<E<E2.Now1’ 
lim 
s 
o+iy p-lest 
Y+m 
- ds = K+l)(t), 
o--iv h(s) 
the convergence being uniform except in the neighborhood of the points 
0, w, 204 .*., and bounded on any finite interval, and in fact 
II 
o+iy p-lest 
- ds < y& (11.5) 
a--iY h(s) 
where ya does not depend on y or t. Hence 
I’ See Bellman and Cooke [I], Theorem 12.19. 
6 
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Combining results we have [ Pm-l)(t, E) 1 < Yzeut, 0 < E < c2 . For E = 0. 
we see from (11 S) that the same bound holds. 
LEMMA 11.3. Assume that all zeros of e,(x) have negative real parts. Then 
him+ P-l’(t, <) = P-yt, 0) (11.6) 
on each interval (J - 1) u < t < Ju, J = 1, 2, 3, “. . The convergence is 
bounded on each such interval, and uniform in any closed subinterval. Moreover, 
lim &Pr(t, E) = JP)(t, 0), 
r-o+ (11.7) 
lim •~K(~+~-l)(t, e) = 0, h = 1, 2, --a, n 
r-to+ 
(11.8) 
on each interval (J - 1) w < t < Jw. Convergence is uniform on any closed 
subinterval. 
Proof. Under the stated hypothesis, the equation is u-completely regular 
for sufficiently large u, and we have 
K(m-l’(t, 4 = j,,, h(s, s 
Sm-1est d = J 
p-lest 
ccJI hR(s, c) + e+ Us, c) ds* 
izll zeros of h(s, E) are in Re (s) < u, for 0 < E < E,, . Moreover, if (T is large 
enough, Lemma 8.1 shows that 
where the series is absolutely and uniformly convergent for 0 < o < cl , 
Re (s) > u. Consequently 
Klm-l,(t, <) = 2 (- l)j j,,, s’n;Fs:‘l;” [+#I jds. 
j=O 
The interchange of order is justified by the fact that the last series is really 
a finite sum, for each t. 
Since h, is a polynomial in s of degree m + n, these integrals can be evalua- 
ted readily by the method of residues. Let us suppose that t lies in an interval 
(J - 1) w < t < JO. Then by shifting the contour to u = + co, we see 
that all integrals are zero for j > J. The jth integral for j < / is equal to 
Ii1 + Ij2 , where Ijl represents the contribution to the residues from zeros of 
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h,(s, E) which approach zeros of h,(s, 0), and IjB represents the contribution 
from zeros of the form s = c-i[c + o(l)] where S,(c) = 0 (see Lemma 7.3). 
Let S(0) be a zero of h,(s, 0). For E small, there is a collection of zeros S(E) 
of h,(s. E) near S(O), the sum of the multiplicities of which equals the multi- 
plicity of S(0). The sum of the residues from these zeros S(c) is 
the integral taken around a fixed circle enclosing S(0) and all the S(c). The 
difference between this integral and the residue 
1 
2?ri f 
p-les(t-jw) &(s,O) j ds 
hR(S, 0) [ 1 WI 0) 
at S(0) obviously tends to zero with E. Thus we conclude that 
g- W*l -+ IP-l)(t, 0) 
uniformly on (I- 1) w < t < 10~. 
It remains to consider Ijz . The previous technique fails here, since the 
poles move off to infinity as E -+ Of. However, the residue will have the form 
PJt - jw) es(t-jm), where P, is a polynomial of degree less than the multi- 
plicity p(c) of the root s. The coefficients in P, are rational functions of deriva- 
tives of the numerator, s+l[hJs, l )]i, of order less than the multiplicity CL, 
and of derivatives of the denominator, [hs(s, ,)]i+i, of orders p to 2~ - 1. 
Since s = E-‘[[ + o(l)], these derivatives of these polynomials may increase 
at most as powers of E-I as E + 0. Consequently the residue 
tends to zero exponentially as E -+ 0+ (for Re (5) < 0, jw < t). The limit is 
uniform for t bounded away from jw. 
Thus Ij2 approaches zero, and we have (11.6) on each interval 
(J - 1) w < t < Jw, uniformly on any closed subinterval. To show bounded 
convergence near the ends of the interval, we could attempt to show that the 
coefficients in P, are bounded as E + 0, but this would involve a careful 
consideration of the derivatives in question. Instead, we merely refer to 
Lemma 11.2. 
We now turn our attention to Ktm)(t, l ). Repeating the previous arguments, 
we find that for (J - 1) w < t < Jw, 
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Again the residues from poles s = c-i[[ + o(l)] tend to zero with E if 
(/ - 1) w < t < Jw. Let S, denote a zero of h,(s, 0), and let C, denote a 
cirle enclosing S, and the zeros of h(s, c) which approach S,. , but no other 
zeros. Then we obtain 
It is no longer true that this can be expressed as 
. pest 
J- (0) 4,O) & 
since the latter integral is not convergent. However, we have 
Since the sums are finite, and each integral is over a fixed circle, we can 
compute JP)(t, 0) by differentiation under the integral sign. Hence we get 
(11.7). 
Finally, consider &Wk++l)(t, 6). The integral is the same as for 
JP-l)(t, e), but with an extra factor (ES)“‘, and we may repeat the previous 
argument. Near poles s = ~-l[{ + o(l)], we have ES = 5 + o(l), and again 
the residues approach zero if t is not a multiple of w. For (J - 1) w < t < Jw, 
the other residues give us 
lim l PPfm-l)(t, c) 
s-ho+ 
From the presence of the factor l it follows that (11.8) holds for 
(/ - 1) w < t < /w. The behavior near the ends of these intervals is deter- 
mined in Lemma 11.7 below. 
The use of this lemma enables us to prove that L&t, c) -+L,(t, 0) (see 
Eq. (6.17)) for t not a multiple of w. It is convenient to give a separate lemma 
which establishes this result even when t is a multiple of w. 
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LEMMA 11.4. Assume that the hypothesis of Lemma 1 I.1 is satisfied. Then 
if we let 
L,,@, E) = a&) IQ+l’(t, l ) + b,(E) K’m-l’(t - w, l ) 
+ 2 ck[Ck(E) K (k+m-l)(t, <) + de(<) IF++l)(t - w, E)] 
k=l 
we have 
(11.11) 
lim L,(t, E) = amK(m-l)(t) + b,,JC(m-l)(t - w), 
r-o+ 
(11.12) 
for t > 0. The convergence is bounded on 0 < t < t<, uniform except in the 
neighborhood of t = 0, and uniform on t, < t < CO provided the number u 
of Lemma I I .1 can be taken negative. Moreover, 
I L,(t, 6) 1 < y2ea*, (11.13) 
where yp depends on u but not on t or C. 
Proof. Since we have not established that K(“-l)(t, l) tends to &P-l)(t) 
as E -+ 0+ for all t, this result is not trivial. However, we have 
L,,,(t, E) = j,,, )[a&) + b,,,(r) e-““1 P--l + z +k(e) + da(E) e-ws] Sk+“+‘/ 
h-l(s, E) es%, 
and using the definition of h(s, E), we can write this as 
L,(t, C) = j( 
0 
, if - h-‘(s, •)~S [al,(~) + bk(e) e+] sj-l! est ds. 
It is well-known that 
I 
est ds 
(0’ s 
has the stated properties. The other terms in L,(t, l ) have the form 
Us j E ds or 
sj-les’t-w’ 
bk(E) j h(s, E) ds 
and Lemma 11.1 gives the stated convergence properties. Hence we obtain 
the bound in (11.13), and also 
lim L,(t, c> = I,,, If - h-l(s)m$ (ak + bke-u8) ,j--ll eat ds r-to+ = s h-l(s) (a, + b,e-“8) sm-l est ds IO) 
= a,JP’-l’(t) + b,JCm-l)(t - w). 
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LEMMA 11.5. Assume that all zeros of b,(z) have negative real parts. 
Suppose that G(t, 6) is for each 6, 0 < E < l 1 , a continuous function of t on 
(Y - w < t < CY and that 
lim G(f, 6) = G(t, 0) 
E&O+ 
uniformly for a --.w < t < ci. Then 
.rx 
-R lim 
J r+o+ (14 
G(t, , E) K’i’(t - t, , c) dt, = 
J 
G(t, , 0) lP(t - t, , 0) dt, , 
a-0, 
(11.14) 
for j = 0, 1, ..., m - I, unniformly for t in any jinite interval. For j = m, the 
result is valid for t on each interval (J - 1) w < t - a < Jw, umformly for t 
in any closed subinterval, and boundedly on the whole open interval. 
Assume that the hypotheses of Lemma Il.1 are satisfied, and that c, + d,e-m 
is nonxero on Re (s) = o. Suppose that G(t, 6) is continuous in t and unsf~mly 
boundedfora-co<t<qO<~<~,. The@ 
qa 
iJ 
G(t, , l ) W)(t - t, , E) dt, < yzeot, f > a, 0 < t < Cl, 
IX-,,, 
(11.15) 
for j = 0, 1, .--, m - I, where yz is independent of t and c. 
Proof. We begin with the proof of (11.14). For j = 0, 1, “., m - 2, 
the result is immediate from Lemma 11.1, since lP(t - t, , l ) converges 
uniformly to W)(t - tr , 0). For j = m - 1, the result follows from Lemmas 
11.3 and 11.2, which imply uniform convergence of K(‘+lj(t - t, , l ) to 
fP-lJ(t - t, , 0) except near the lattice point in (a - W, OL), and bounded 
convergence near the lattice point. For j = m, we lack this bounded 
convergence, and therefore have to give a direct proof. We suppose 
(J - 1) w < t < Jw, and begin with Eq. (11.9). We consider separately 
residues at zeros of the form s = &[c + o(l)] where 0,(t) = 0, and at 
zeros approaching zeros S, of h,(s, 0). Each of the former zeros yields a 
contribution 
J-l 
Kim)(t, l ) = C (- l)j pj(t - jw, c) e(f-j~)15+o(l)lic 
i=O 
where Pj is a polynomial, and the latter yields 
I8 We have not found a proof for this result when j = m, except when G is of bound- 
ed variation. 
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where C, is a circle enclosing S, and the zeros of &(s, E) which approach 
S, , but no other zeros. As in Lemma 11.3, we see that Ks(“r(t, l ) tends to 
myt, 0) as E + Of, uniformly for t in a finite interval. Therefore 
lim a 
s 
G(t, , c) K:“‘(t - t, , c) dt, = .r a r-o+ a--w 
G(t, , 0) Kfn’)(t - t, , 0) dt, , 
CL-CL2 
uniformly for t in a finite interval. 
Now if t - OL lies in an interval interior to ((J - 1) w, Jw), and 
ci--cLl~tl~cY, then t-tt,--jw>7>0 for O<j<J--1, and 
therefore 
lim pj(t _ t, _ jw, c) ,(t-tl-~w)C(i-ocl’l’~ = 0, 
r+o+ 
uniformly in t and t, . Hence 
(11.17) 
K:“‘(t - t,, E) G(t, , l ) dt, = 0 
uniformly for t - (Y in any closed interval interior to ((J - 1) w, Jw). If 
we look at the whole interval (/ - 1) w < t - (Y < Jw, we choose r] > 0 
and write the integral over (a - W, a) as the sum of integrals over (a - w, 
CY. - 7) and (a - 7, a). In the first of these, we can again‘use (11.17). In the 
second, we use the boundedness of G(t, , c) and the fact, shown in Lemma 
11.7, that each polynomial Pj(t - t, - jw, 6) has coefficients which are 
O(E-l) as E --+ O+. Hence the contribution from these integrals is of the form 
W-l) jIeq (f - tl - jw) r,(t-t,-j,)[I+o(l)l/‘dt, 
= O(1). 
Thus (11.14) holds for j = m, boundedly on (J - 1) w < t - OL < JUJ, and 
uniformly on closed subintervals. 
The bound in (11.15) is evident from Lemmas 11 .l and 11.2. 
LEMMA 11.6. Assume that all zeros of 0,(z) have negative real parts. 
Suppose that f(t, l ) is for each E, 0 <E < q, a continuous function of t for 
t > 01 and that 
!\y+f(tv c) = f(t, 0) 
uniformly on every bounded interval CL < t < t, . Then 
hi j’U)(t - t,, <)f(&, E) dt, = j:IP)(t - t,, O)f(tl, 0) dt,, (11.18) + CL 
for j = 0, 1, *.., m - 1, unifwmly on any bounded interval. 
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Assume that the hypotheses of Lemma II.1 are satkjied, and that c,, + d,e-ul’IS 
is nonzero on Re (s) = (T. Suppose thatf(t, 6 ) is continuous in t for each E atld that 
s 
m 
e-” If(tl I 4 I dt, G y1 , 0 < E < El. 
a 
Then 
/ It lP)(t - t, , e) f(tl , E) dt, / < yzeo’, 0 < E < e1 , t > cy, (1 I. 19) 
OL 
f orj = 0, 1, ..., m - 1. 
Proof. Since Lemma 11.1 and 11.3 show that in (11.18) the integrand 
in the left member tends to the integrand in the right member, uniformly in t 
and t, except for isolated values of t - t, , and boundedly near these values, 
the result in (11.18) is clear. The bound in (11.19) follows from inequalities 
(11.2) and (11.4). 
LEMMA 11.7. Assume that the hypotheses of Lemma 11.1 are satis$ed and 
that c, + d,,e-us is nonzero on Re (s) = u. Then 
1 .8K(P+nt-1)(t, c) 1 ,( y2eot (11.20) 
for 0 < E < l 2 , all t, and k = 1, 2, ..., n. Moreover, 
GWf)(t, E) = euf o( 1) (11.21) 
for k = 1, 2, ..., n; I = 0, 1, ..., k + m - 2. Here o(1) represents a function 
which tends to zero as E -+ O+, uniformly in t for all t. 
Proof. The proof is similar to that of Lemma 11.2, but it is necessary 
to decompose the integral in a different way. First consider 
s o+irolr EkSlest 11= - a-iro16 h(s* cl ds’ 
where T,, is chosen as in Lemma 11.2. We have by (11.1) 
1, = 0(&d) ,:“” (u” + y”)U-“W dys 
For 12 m, we obtain 
and this is cot o(l) for I< k + m - 2 and eat O(1) for I = k + m - 1. 
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For 1 f m - 2, we get 
I1 = O(&+) 1: (u2 + y2)(z-vs)‘2 dy = eat o(l). 
For 1 = m - 1, we have 
7~/~ 
I1 = O(ekeut) 
s 
dY 
” 
___ =eufO(rklnf). 
d/a2 + y2 
Thus Ii satisfies the relations we wish to prove. 
It remains to consider the integral over 
A = (u - ice, u - iT&) u (u + iT&, u + im). 
This, in turn, we write as I2 + 1, where 
I, = s &lest A [c~(E) + d,(r) ecu] l P+~ ds 
I3 = jA ZkSzest [j&) - [cra (<) + d$j e-w] l nsn+ml ds- 
Also I3 = 1, + I, , where 
Using the estimates 1 c, + d,,e-wa 1 3 constant, 1 h(s, l ) / > const. P 1 s (n+m, 
we readily obtain 
I4, I, = cot O(E~+~-~-~) 
For I< k + m - 2, and for I = k + m - 1, k < n - 1, we have 
I ds I I2 = O(Ek-neot) 1, , s !R+na--l = eat O(&+m-1-i) 
However, for 1 = k + m - 1, k = n, I2 is not absolutely convergent, and 
a different argument is required. In this case, we have 
I, = 
1 
est 
A [G(E) + 4(4 e-w8l s ds 
+Z!&%&,~&. 
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It is well-known that the integral 
-m+iT 
I 
,.9( t-jw) 
___ ds 
- Lr--ir s 
is bounded by yr exp [o(t - jw)] for all r and t, where yr is a fixed constant. 
Consequently the same is true for the integral over d, with a different con- 
stant, and it follows that 
For 0 < E < E,, , we have 1 Z, 1 < y.&, since the geometric series is absolutely 
convergent. 
LEMMA 11.8. Assume that all zeros of B,(z) have negative real parts. 
Suppose that G(t, c) is uniformly bounded for 01 - w < t Q (Y, 0 < c ,< Ed . 
Then 
Ix !\y+ EL ZPcnr-l)(t - t, , c) G(t, , E) dt, = 0, (11.22) 
CC--w 
k = 1, 2, . . ‘, n, uniformly for t on any finite interval. 
Assume that the hypotheses of Lemma II.1 are satisfid, that c,, + d,e-d 
is nonzero on Re (s) = u, and that G(t, c) is uniformly bounded. Then 
I I tk dl K Ik+“-l)(t - t, , c) G(t, , E) dt, < y&‘, (11.23) U.--w 
for t > cc, 0 < E < c1 , and k = 1, 2, “., n. 
Proof. By (11.8) we have l kK(li+m-1)(t - t, , l ) + 0 uniformly, except 
near an isolated point. By Lemma 11.7, the convergence is bounded near 
this point. Therefore we can take the limit under the integral sign to obtain 
(11.22). The bound in (11.23) follows at once from (11.20). 
12. PROOFSOFTHEOREMS 1 AND 2 
We shall now apply the lemmas of the preceding section to the formulas 
of Section 6, in order to prove Theorems 1 and 2. Assume that 4 is a solution 
of Eq. (1.3) of class P-l corresponding to an initial function $J of class C”, 
and that u(t, l) is a solution of Eq. (1.1) which for each positive l is of class 
Cm++-l in t, corresponding to an initial function g(t, c) of class Cm+n in t. 
Then Eqs. (6.16)-(6.19) are valid for E > 0. Equations (6.16)-(6.18) arevalid for 
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Y < m for the solution 4 provided E, g(t, E), K(t, E), andf(t, c) are replaced by 
0, W, W), and f(t), respectively. If # is of class Cm+l and f(t) of class C’, 
Eq. (6.19) and Eq. (6.18) with Y = m are also valid for the solution 4, with 
the same replacements. 
Assume that all zeros of 8,(z) have negative real parts. From the Corollary 
to Theorem 5, it follows that there is a large real number a, for which 
Eq. (1.1) is u,-completely regular, and such that all zeros of h(s) lie in 
Re (s) Q u2 < a, . From Theorem 3 we deduce that there exist positive 
numbers c2 and y1 such that 
I & 4 I 2 Yl 1 s Irn, 0 < E < E2 , Re (s) > a,, . (12.1) 
Also, we can take u, large enough that c, + d,e-w* is nonzero on Re (s) = u0 . 
Thus for any u > u,, , the hypotheses on h(s, c) in the lemmas of Section 11 
are fulfilled. 
Let us assume that 
clYlg”‘(t, l ) = gyt, O), a--w<t<ol, j = 0, 1, a.., m, (12.2) 
uniformly in t. Then sinceg(j)(t, l ) is continuous in t, so isg(i)(t, 0). Likewise 
assume that 
a < t, (12.3) 
uniformly on every bounded interval. Now we assume’ that the initial condi- 
tions for (1 .l) and (1.3) match, that is, that 
g”‘(t, 0) = l/P’(t), a--w<t<a, j = 0, 1, ..., m 
f(c 0) =fOh a--w<t<ci. (12.4) 
Them applying Lemmas 11.1, 11.4, 11 S, and 11.6 we see that all the terms 
in Eq. (6.16) tend to the corresponding terms with E, K(t, B), g(i)(t, E), and 
f(t, c) replaced by 0, K(t), f’)(t), and!(t), respectively. That is, 
jiy+ %(C 4 = b”‘($ t>a-q Y = 0, 1, *.., m - 1, (12.5) 
uniformly on any finite interval [to, tl], to > a - w. 
Now let us assume that # is C m+l on (a - W, a) and f is differentiable. 
Assume that (12.2) and (12.4) hold for j = m + 1, and that 
ky+f’(4 4 =.m 0) = f’w, a<t (12.6) 
uniformly on bounded intervals. 
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By Lemma 11.3, 
lim d(r) K(“‘-l)(t - a, l ) = d(0) K(“‘+l)(t - a), r+o+ 
boundedly on each interval LY + (J - 1) w < t < cx + Jw, J = 1, 2, 3, ..., 
and uniformly on closed subintervals. Consequently we deduce from (6.19) 
that 
hy+ z&(t, c) = p’(t) (12.7) 
on 01 + (/ - 1) w < t < 01 + JUJ, uniformly on closed subintervals. 
By applying Lemmas 11.7 and 11.8 to Eq. (6.18) we get 
w, l ) = o(l), r = 0, 1, ..., m - 1, (12.8) 
uniformly for t in any bounded interval, provided g, g’, ..., g(m++tJ .are uni- 
formly bounded for 0 < E < Ed , 01 - w < t < CX. 
We obtain (12.8) for Y = m, provided we assume also that g(m+r ) is uniformly 
bounded. Combining the results in (12.5) and (12.8) we have 
h&y+ qt, l ) = p”(t), Y = 0, 1, a.., m - 1 (12.9) 
uniformly on any finite interval. For Y = m, this holds on intervals 
OL + (J - 1) w < t < (Y + Jw, J = 1,2, 3, ... under the conditions already 
stated for the validity of (12.7) and (12.8) for Y = m. 
For Y = m, the convergence in (12.9) is bounded on each interval 
(J - 1) w < t - (Y < Jw, and uniform on any closed subinterval. Since 
d”)(t, 6) is continuous at OL + Jw, whereas 4(“)(t) is, in general, discontinuous 
there, we cannot expect to obtain uniform convergence on intervals including 
these points. However, if 4crn)(a +) = $crn)(, -), then d(O) = 0. Hence 
Lemma 11.2 yields 
kir+ d(E) lo-yt - a, c) = 0, 
uniformly for t in any finite interval, and consequently (12.9) holds with 
Y = m uniformly for t in any finite interval. Our conclusions so far constitute 
Theorem 1. 
The proof of Theorem 2 also follows from the lemmas of Section 11. 
Assume that g, g’, **., gem) are uniformly bounded on 0 < E < cr , 
01 - w < t < CY, and that 
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We now take as our basic assumption that Eq. (1.1) is us-completely regular 
and that all zeros of h(s) lie in a half-plane Re (s) < us , where us < a,, . 
In practice, u,, will be taken close to the number M* defined in (8.12) (rather 
than merely sufficiently large, as in the proof of Theorem 1). Again (12.1) 
holds, by Theorem 3, and c, + d,,e-ws is nonzero on Re (s) = u,, , by con- 
dition B of the definition of regularity. Thus the hypotheses on h(s, l ) in 
Lemmas 11.1, 11.2, 11.4, 11.7 and the second parts of 11.5, 11.6, and 11.8 
are fulfilled. Applying these lemmas to Eq. (6.16), we obtain 
I dt, 4 I < w+, 0 < c < q , t3 % 
for r = 0, 1, ..., nz - 1. If gcm+l) is also uniformly bounded and 
then the conclusion is valid for om(t, 6). Also we have 
I %(4 4 I < Y2@, 0 < E d El ) t > % 
for r = 0, 1, ..., m - 1, provided g, g’, ..., g(*++l) are uniformly bounded, 
and for Y = m with the possibly extra hypothesis that gcm+l) is uniformly 
bounded. Therefore u(‘)(t, l ) = O(e”ut), as stated in Theorem 2. 
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