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IAbstract
The purpose of this thesis is to improve the understanding of wave propa-
gation and scattering in statistically heterogeneous isomeric and anisomeric
media in order to ease the interpretation of frequency filtered and migrated
seismogram sections.
For this purpose we performed numerical studies of seismic wave propagation
in models containing a deep reflector in the presence of a heterogeneous over-
burden. Furthermore an analytical solution of the backscattering coefficient
for anisomeric heterogenous media is given.
Different heterogeneous overburdens are realized by exponential and Gaus-
sian ’Auto Correlation Functions’. The numerical simulation is based on a fi-
nite difference code and outputs synthetic seismogram time sections recorded
at the model surface. We processed the synthetic time section in order to
obtain for different frequency ranges a set of ’Kirchhoff’ migrated depth sec-
tions. We analyse the depth sections in terms of image quality of the deep
reflector and in terms of scattered energy in the image of the heterogeneous
zone. The scattering energy is simply determined by the average squared
amplitude in a window which borders the heterogeneous zone. A compari-
son with analytical results for the scattering coefficient, obtained by the first
order Born approximation, concludes this work.
We notice that the size and shape of images of heterogeneities is strongly
dependent on frequency. The quality of a reflectorimage below such hetero-
geneities depends mainly on two parameters of the overburden: the standard
deviation of the velocity fluctuation and the ratio of horizontal to vertical
correlation length. For large ratios the heterogeneities are considered aniso-
meric and the deep reflector is distinctly imaged. With increasing standard
deviation and decreasing ratio the reflector image becomes diffuse and fi-
nally it disappears entirely. In strongly anisomeric media this behaviour is
frequency independent but in isomeric media we can improve the reflector
image for frequencies with according wavelengths smaller than the correla-
tion length. The numerically determined scattering energy is not correlated
with the analytical solution of the scattering coefficient. The part of scat-
tered waves, which caused the image of the heterogeneous overburden, is too
small to separate it from other effects like common reflections. The Born
approximation predicts strong forward scattering in anisomeric cases, where
the reflector is visible, and strong backscattering in isomeric cases, where the
image of the reflector is of bad quality. A detailed spectral analysis reveals
self averaging effects in the power spectra of sections recorded in anisomeric
media.
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Chapter 1
Introduction
In this thesis we use a combination of numerical and analytical approaches in
order to understand the problems of imaging and the processes of scattering
in statistically heterogeneous isomeric and anisomeric media. In the first
chapter we introduce the four main focuses and explain the motivation and
structure of this work.
1.1 Main Focuses of this work
Imaging
Seismic imaging or migration is the process of transforming the near surface
information (i.e. ground movement) recorded by seismometers into images
of subsurface structures. Seismic energy propagates from a source through
the subsurface, where it is scattered, reflected and refracted at structures of
different densities or seismic velocities, to an array of seismometers. The
seismometers record the travel time from the source to the receiver and
hence provide information about the velocity structures in the subsurface,
which can be correlated to the geologic structures. In unmigrated seismo-
gram sections the data are gathered with respect to the observation point.
The challenge in seismic migration is to locate and identify the boundaries
where the energy is reflected and refracted. Over the last decades several
migration techniques have been developed (e.g. Yilmaz, 1987; Sheriff and
Geldart, 1999). They are differentiated in geometrical methods and methods
based on the solution of the wave equation (e.g. ’Frequency Wavenumber mi-
gration’ (Gazdag, 1978) or ’Finite Difference Migration’ (Claerbout, 1970) or
1
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’Kirchhoff Migration’ (Schneider, 1978)). All of these methods propagate the
recorded signal back in time and space to the appropriate subsurface loca-
tion. In this thesis we use the method of ’Kirchhoff prestack depth migration’
which is based on an integral solution of the wave equation.
Reflection Image Spectroscopy - RIS
As long as the considered medium is homogeneous, all migration techniques
provide similar results. In reality, the earth is in most cases highly het-
erogeneous. Scales of heterogeneity in the earth’s crust range from several
centimetres to hundreds of kilometres, which causes significant frequency de-
pendent scattering (Sato and Fehler, 1998). Consequently, seismic images of
the earth’s crust vary for different frequencies and we can no longer assume
a frequency independent wave propagation. Therefore our approach is to
generate for different frequency ranges a series of migrated depth sections.
This approach is referred to as ’Reflection Image Spectroscopy’ (RIS)(Buske
et al., 2004; Yoon, 2005). The RIS technique enables the characterisation of
seismic images in terms of scatterer concentration and its length scales.
Finite Difference modelling of wave propagation in heterogeneous
media
The Finite Difference (FD) method is suitable for solving differential equa-
tions in a numerical way. The numerical solution of the elastodynamic wave
equation enables a complete simulation of a propagating elastic wave field
in a given medium (e.g. Virieux, 1986; Saenger, 2000). We have constructed
models containing a deep reflector in the presence of a heterogeneous over-
burden. The heterogeneous zone in the model is defined by velocity fluctua-
tions. In order to give the heterogeneities a known statistical distribution a
certain ’Auto Correlation Function’ (ACF) is used. Heterogeneities with an
exponential and a Gaussian ACF are considered in this thesis. In order to
control the statistics of the heterogeneities we vary three parameters of the
ACF, the standard deviation as well as the correlation lengths in horizontal
(x) direction and vertical (z) direction. The standard deviation σ defines
the amplitude of the fluctuations and the correlation lengths ax and az the
scale of the heterogeneities in x and z direction. For ax 6= az our medium is
referred to as anisomeric.
1.2. MOTIVATION 3
Seismic scattering
The importance of scattering in seismic wave propagation was recognised
more than 35 years ago by focusing the interests on coda waves in seismo-
logical records. The existence of coda waves is commonly accepted as direct
evidence for seismic scattering at heterogeneities within the earth (Sato and
Fehler, 1998). Scattering is classified into different scattering regimes ac-
cording to the ratio of the wavelength to the size of the heterogeneity (Wu
and Aki, 1988). If the size is comparable with the wavelength Mie scattering
dominates. Scattering on heterogeneities much smaller than the wavelength
is referred to as Rayleigh scattering and for heterogeneities much larger than
the wavelength the laws of geometrical optics are valid. Mie scattering is
also referred to as resonance scattering, as the strongest scattering can be
observed for this regime. Many theoretical approaches to the description of
scattering processes exist (Ishimaru, 1978). In this work we use the single
scattering approximation to the wave equation, based on the Born approx-
imation for elastic media. With this approach Wu and Aki (1985) derived
a general ensemble averaged formulation for the scattering power which can
be applied to both, isomeric and anisomeric random media. In this thesis
the approach is used to understand the effects which are observed in the
computed wave fields.
1.2 Motivation of this work
The purpose of this thesis is to improve the understanding of wave propa-
gation and scattering in statistically heterogeneous isomeric and anisomeric
media in order to ease the interpretation of RIS seismogram sections.
The RIS method has already been applied to the ANCORP reflection seismic
data set from the Central Andes (ANCORP Working Group, 1999; Buske et
al., 2002) in the work of Yoon (2005). We perform numerical simulations
in a model with a geometry based on the results of the ANCORP profile,
including a deep reflector in the presence of a heterogeneous overburden. We
record the propagated wave field at the model surface to simulate a situation
similar to real reflection seismic experiments. RIS is applied to the synthetic
seismogram sections in order to obtain, for several frequency ranges, Kirch-
hoff migrated depth sections. One focus is on the quality of the image of
the deep reflector for different frequencies in dependence on the statistical
parameters of the heterogeneous overburden. Another focus is on the en-
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ergy, which is scattered within the heterogeneous zone in the depth image.
The idea is to find a connection between this energy for different frequency
ranges and the horizontal correlation length of the heterogeneous medium.
Furthermore we use known approaches, based on the single scattering Born
approximation, in order to derive a solution of the scattering coefficient for
an arbitrary isomeric or anisomeric medium. The idea is to find similarities
between the backscattering coefficient and the energy in the image of the
heterogeneous zone.
1.3 Structure of this work
Fig. 1.1 gives an overview about the structure of this thesis.
Chapter 2.1. describes the geometry of the used models in detail including
the model parameters and the characteristics of the heterogeneous medium.
The concept of ’Auto Correlation functions’ (ACF) and their usage for a
quantitative characterisation of the medium is described. Furthermore basics
of the forward FD modelling code are summarised and illustrated with the
help of wave field snapshots. The chapter concludes with a presentation of
synthetic seismogram sections for different media.
Chapter 2.2. introduces the processing steps which are necessary for the ap-
plication of the RIS method. Among information about features of the used
bandpass filters, a ’whitening’ procedure to correct for the actual frequency
bandwidth of the used source wavelet will be explained. The heterogeneous
medium and the scattering phenomena which occur will be discussed as a
linear filter which affects the input wavelet. Then a short introduction to
Kirchhoff prestack depth migration is given, which we apply to transform
the filtered and whitened seismogram time sections into the corresponding
migrated depth sections. Special attention will be paid to the quality of the
image in relation to the statistical parameters of the heterogeneous overbur-
den.
In Chapter 2.3. we analyse the migrated RIS sections in order to gain
insights into the energy distribution within the image of the heterogeneous
overburden for different frequency ranges. In detail we obtain the average
amplitude square of an ensemble of samples located in the image of the
heterogeneous overburden.
1.3. STRUCTURE 5
In Chapter 3. we give an overview about different scattering regimes. We
introduce the Born approximation as a suitable approach for an analytical
solution of the scattering coefficient. A detailed derivation of this solution
for anisomeric 2D media is presented and discussed referring to the numer-
ical studies. We illustrate the solution of the scattering coefficient for het-
erogeneous media similar to those in the numerical part of this thesis. A
comparison between numerical and analytical results concludes this chapter.
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Figure 1.1: Workflow diagram: In chapter 2.1 2D models are created and
a source wavelet functions as a model input in order to produce synthetic
seismogram sections. In chapter 2.2 these sections are frequency filtered
by k different band pass filters. All k filtered time sections are migrated
to k depth sections. In chapter 2.3 we determine scattering energies from
the depth sections in order to compare them with analytical results of the
scattering coefficient in chapter 3.
Chapter 2
Numerical Studies
2.1 Modeling
2.1.1 Model Geometry
0
90
z 
[km
]
100
x [km]
31
71
HETEROGENEOUS ZONE
DEEP REFLECTOR
Figure 2.1: Schematical image of
the model geometry
The model geometry is set up according
to the ANCORP data set in order to take
into account the imaging problems which
have occurred there. A boundary at 71
km depth represents the subducted plate
as a sharp reflector and a heterogeneous
zone centered around 31 km depth sim-
ulates intercrustal inhomogeneities (Fig.
2.1). The dimensions of the model are
101 km in x-direction and 91 km in z-
direction. The upper layer has a P-wave
velocity of 6 km/s and the lower layer of
8 km/s. With a vp/vs ratio of
√
3 the S-
wave velocity is 3.564 km/s for the upper
part and 4.618 km/s for the lower part,
respectively. In the heterogeneous zone the velocity fluctuates around the
homogeneous background velocity (see section 2.1.2.). The medium density
was determined after the empirical Nafe-Drake relation (Ludwig et al., 1970):
ρ = 1.755 + 0.155vp [g/cm
3]. (2.1)
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According to equation (2.1) the density for the upper layer is ρ1 = 2685
kg/m3 and ρ2 = 2995 kg/m
3 for the lower layer respectively.
2.1.2 Random Media
The heterogeneous zone consists of a constant homogeneous background ve-
locity V0, in our case V0 = 6 km/s for P-waves, and a fluctuating velocity
δV . For a certain position ~r the velocity is given by
V (~r) = V0 + δV (~r) = V0[1 + ξ(~r)] (2.2)
where ξ is the fractional velocity fluctuation. We assume that the average
fluctuation over all positions is zero:
〈ξ(~r)〉 = 0 (2.3)
and consequently the average velocity is equal to the background velocity:
V0 = 〈V (~r)〉. (2.4)
Furthermore the velocity fluctuation ξ was multiplied with a depth dependent
weighting factor
ξ˜(z) = ξ(z) · exp[−(z − z0)
2
A2
] (2.5)
where z0 and A are 31 km and 20 km respectively. Equation (2.5) is a
Gaussian function. Therefore A can be considered as the normal deviation
and z0 as the expectation value. For z = z0 = 31 km we obtain ξ˜ = ξ. The
full width at half maximum (FWHM) is an expression of the extent of ξ˜(z),
given by the difference between the two values of z at which ξ˜(z) is equal to
half of its maximum value, and is FWHM =
√
2 ln2 A ≈ 23.548 km. The
first step to generate ξ(~r) is to produce a random field based on a random
function F (~k). F (~k) was realized by a random number generator (Press et
al., 1993). The period of F (~k) is of the order of 108. Furthermore we want to
give ξ(~r) a defined distribution. Therefore we must introduce the concept of
’Auto Correlation Functions’ (ACF) and ’Power Spectral Density Functions’
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Figure 2.2: Examples for Gaussian and exponentially distributed random
media for different correlation lengths ax=200m and ax=4000m. az is con-
stantly 200m
(PSDF). The ACF can be used as a statistical measure of the spatial scale
and the magnitude of heterogeneities in the medium. It is defined by
R(~r) = 〈ξ(~r′)ξ(~r′ + ~r)〉 (2.6)
It denotes the average over an ensemble of fluctuation values. We assume that
R(~r) is stationary which means that it is independent of ~r′. For the creation
of ξ(~r) we use the Fourier transform of the ACF which is the fluctuation
spectrum or the PSDF or P (~k)
P (~k) =
∫∫
R(~r)eik~rdxdz (2.7)
where ~k is the wavenumber vector. ξ(~r) is obtained by the Fourier transform
of the product of P (~k) and F (~k):
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ξ(~r) =
1
2pi2
∫∫
F (~k)
√
P (~k)e−i
~k~rdkxdkz (2.8)
As R is proportional to ξ2 the same holds for P . Hence the square root of P
is necessary in equation (2.8).
There are several forms of PSDF. In this thesis random media with two
different PSDF are used (see Fig. 2.2):
1. Exponential:
P 2Dexp(kx, kz) =
σ2(axaz)
2pi(1 + k2xa
2
x + k
2
za
2
z)
3
2
(2.9)
2. Gaussian:
P 2Dgauss(kx, kz) =
σ2(axaz)
4pi
e−
k2xa
2
x+k
2
za
2
z
4 (2.10)
where σ is the standard deviation of the velocity fluctuation and takes val-
ues between 0 and 1, ax is the correlation distance in x-direction, az is the
correlation distance in z-direction and kx and kz are the x and z compo-
nents of ~k. The correlation distance is a measure of the spatial variation of
heterogeneities. The ax/az ratio determines the grade of anisometry within
the medium. A Gaussian PSDF describes media with long wavelength com-
ponents and an exponential PSDF characterises media dominated by short
wavelengths. In this thesis az is 200 m and ax varies from 50− 6000 m. For
large ax the model can be considered as a quasi horizontally layered medium
(1D) (Fig. 2.2).
2.1.3 Model Setup
The model dimension (see Chapter 2.1.1.) is realized by a total amount
of 4000 grid points in x-direction and 3640 grid points in z-direction. The
horizontal and vertical distance between the grid points is 25 m. All model
parameters are illustrated in Fig. 2.3. On every grid point we define three
parameters: the density ρ, the P-wave velocity Vp and the S-wave velocity Vs.
For the excitation of a propagating wave field we use a pressure point source.
This source is located at x=37.5 km and z=1.025 km. Due to the pressure
point source only P-waves are radiated. Nevertheless S-waves will be created
as well, due to conversion scattering. On 252 positions on the right hand
side of the source point, between x=37.7 km and x=62.9 km every 100 m, we
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Figure 2.3: Model overview and the most important parameters
record the displacement in x and z direction. For further studies in this thesis
we only consider the z-component of the displacement. Furthermore we use
absorbing boundary conditions. The model is surrounded by a 5 km thick
zone (200 grid points), where the wave field is damped by a factor of 2.1∗10−6.
This does not avoid boundary reflections completely, but is sufficient for this
studies. The model setup is the same throughout this thesis.
2.1.4 FD computation
The wave field propagation was calculated by solving a system of isotropic
elastodynamic wave equations:
ρ
∂2ux
∂t2
=
∂σxx
∂x
+
∂σxz
∂z
+
∂∆σxx
∂x
,
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ρ
∂2uz
∂t2
=
∂σxz
∂x
+
∂σzz
∂z
+
∂∆σzz
∂z
(2.11)
with ux, uz as the components of the displacement vector and σxx, σzz, σxz as
the components of the stress tensor. ∆σxx and ∆σzz are the normal stresses
added by the pressure point source. Furthermore we set ∆σxx = ∆σzz. The
excitation of the pressure point source is realized by the following equation:
∆σzz(t) = −2A(t− t0)e−α(t−t0)2 (2.12)
where A=100, α=4000 and t0=0.04. The shape and the parameters of this
input signal are shown in Fig. 2.4. The input signal has a total duration
of 0.09 s and a sampling interval of 10−3 s. The dominant frequency of
the wavelet is about 13 Hz. For the upper layer this results in a dominant
P-wavelength of 480 m.
Displacement and stress are related by Hooke’s law
σxx = (λ+ 2µ)
∂ux
∂x
+ λ
∂uz
∂z
,
σzz = (λ+ 2µ)
∂uz
∂z
+ λ
∂ux
∂x
, (2.13)
σxz = µ
(
∂ux
∂z
+
∂uz
∂x
)
where λ and µ are the elastic Lame´ parameters.
For the numerical solution of equation (2.11) a ’Finite Difference’ (FD)
scheme was used (Virieux, 1986). The basic idea is to discretise the wave
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Figure 2.4: The signal in time domain and frequency domain (amplitude and
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equation with the corresponding parameters ρ(~r), µ(~r), λ(~r) and u(~r, t) in
space and time. The spatial discretisation is realized by the input model grid.
On every grid point we define ρ, µ and λ. Since we have seismic velocities
as the input parameters instead of Lame´ parameters we have to consider the
following relations:
v2p =
λ+ 2µ
ρ
and v2s =
µ
ρ
. (2.14)
Furthermore we have to discretise the spatial derivative of the displacement
field and of the stress tensor by determining a FD differential operator D
defined by
∂
∂r
:= Dr (2.15)
A simple example for a first order partial derivative would be the following:
Dxu(x, y, z, t) :=
1
∆x
[u(x+∆x, y, z, t)− u(x, y, z, t)] (2.16)
Dx differs from the analytical derivative due to a finite ∆x. The error depends
mainly on the number of neighbouring grid points we include in our operator.
Equation 2.16 shows an operator of the first order which takes into account
only one neighbouring sample in the forward direction. Higher accuracy can
be obtained by using a centered scheme including more than two samples in
the forward and backward direction. For the numerical simulation in this
thesis a staggered grid (Saenger, 2000) and a spatial differential operator
of the eighth order has been used, in both directions, x and z. For the
calculation of the time derivative we obtain a discrete expression for the
displacement field at a time t + ∆t. An expansion of u(~r, t + ∆t) into a
Taylor series yields
u(~r, t+∆t) = 2u(~r, t)− u(~r, t−∆t) + ∆t2∂
2u(~r, t)
∂t2
(2.17)
with
∂2u(~r, t)
∂t2
=
1
ρ(~r)
Drσij(~r, t) (2.18)
where σij denotes the stress tensor. Equation 2.17 is a Taylor expansion of
the second order, which is commonly sufficient and is used in this thesis. As
we can see the only information necessary is the displacement field at the
times t and t −∆t. The FD scheme executes the following work flow every
time step:
1. Calculation of ∂
2u(~r,t)
∂t2
including spatial derivatives and the input signal.
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2. Calculation of u(~r, t+∆t).
3. Rearrange memory: u(~r, t−∆t) := u(~r, t) and u(~r, t) := u(~r, t+∆t).
For a duration of 30 s and a sampling interval of 0.001 s this work flow is
executed 30.000 times for every model realization. The calculation of u(~r, t)
in every time step is executed for every grid point.
Due to the approximative character of the differential operator and the Taylor
expansion, there are two more facts that have to be considered for obtaining
correct results, the stability criterion and numerical dispersion. For an inad-
equate combination of ∆t and ∆x one can observe an exponential increase of
amplitudes with every time step. An adequate combination can be obtained
by the stability criterion which depends on the chosen FD scheme. For the
staggered grid it is as follows (Virieux, 1986; Levander, 1988)
vp(
∆t
∆h
) ≤ 1/(
√
3
n∑
k=1
|ck|). (2.19)
In this equation |ck| denote the difference coefficients (Holberg, 1987) and
∆h denotes the grid spacing. Numerical dispersion is a measure for the
phase error, which can not be eliminated completely. To minimise it one has
to define enough samples per wavelength, otherwise the calculated velocity
differs significantly from the velocity defined in the input model. A commonly
used dispersion criteria is
vmin/fmax
∆h
> 3.0. (2.20)
With vmin = 4800 m/s, fmax = 30 Hz and ∆h = 25 m the used setup lies
within the dispersion criteria (6.4 > 3.0) and a dispersion correction is not
necessary.
In addition to seismogram sections the FD program outputs snapshots of the
propagating wave field u(~r, t). Fig. 2.5 and 2.6 display snapshots for times of
t=10, t=20 and t=30 seconds. We display snapshots for an isomeric model
(ax=200m, az=200m) and for an anisomeric model (ax=4000m, az=200m)
for an exponential as well as a Gaussian PSDF. The following paragraph
gives a description of Fig. 2.5 and 2.6. All images are equally scaled.
Description of Fig. 2.5 (exponential medium):
10 seconds
2.1. MODELING 15
anisomeric case: In the upper left corner a snapshot of the wave field
after 10 seconds of propagation in a strong anisomeric media is
illustrated. The heterogeneous zone and the deep reflector are
marked by dashed lines. We observe a circularly shaped P wave
front propagating in all directions. Note that the outer model
boundary is strongly absorbing, therefore we do not observe reflec-
tions emerging from it. In z-direction (downwards) the wavefront
is relatively sharp. Scattered parts of the wave field are distributed
close behind the P wave front. Such waves are commonly referred
to as coda waves. These codas waves are most distinct in the
direction which is indicated by the angle Θ, which denotes the
deviation to the z-direction. Furthermore we recognise a series of
reflected wave fronts travelling upwards to the surface. Between
x=0 and 80 km the down going wave field has almost completely
left the heterogeneous zone.
isomeric case: In the upper right corner the equivalent wave field in
an isomeric medium is illustrated. We can observe the same cir-
cularly shaped P wave front but it is not that distinct as in the
anisomeric medium. The coda waves are located not only close
behind the P wave front. Instead we recognise a dense concen-
tration of the wave field still travelling in the heterogeneous zone.
The upward travelling part of the wave field consist of a continu-
ously distributed amount of backscattered energy instead of well
defined wave fronts.
20 seconds
anisomeric case: The central image on the left side shows the wave
field after 20 seconds of propagation in an anisomeric medium.
Within the heterogeneous zone we observe a curved P wave front
travelling upwards. This reflected wave front emerges from the
deep reflector. A curved S wave front, which emerged due to con-
version at the deep reflector, follows approximately 20 km behind.
The S wave front disappears for x-coordinates between 20 and 60
km. This is clear as there are no PS conversions for near normal
incidence. Furthermore we recognise a series of wave fronts above
and beneath the deep reflector for x-coordinates between 60 and
100 km. The angle Θ denotes their direction of propagation in
comparison to the z-axis.
isomeric case: The central image on the right side shows the equivalent
wave field in an isomeric medium. No distinct wave fronts are vis-
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ible any more. The wave field is distributed over the whole model.
We can observe a slightly higher wave field concentration in the
heterogeneous zone. Obviously the wave field tends to remain in
the heterogeneous zone. Another wave field concentration is visi-
ble above and below the deep reflector for x-coordinates between
60 and 100 km. This concentration corresponds to the series of
downward travelling wave fronts in the anisomeric medium, which
occur approximately at the same position.
30 seconds
anisomeric case: The lower left image shows the wave field after 30
seconds of propagation in an anisomeric medium. The upward
travelling P wave front reached the surface and is not visible any
more. Still visible is the converted S wave front right above the
heterogeneous zone. The entire wave field almost completely van-
ished due to outer boundary absorption.
isomeric case: The lower right image shows the equivalent wave field
for an isomeric medium. We still observe a distribution of the wave
field over the whole model. We notice a distinct higher concentra-
tion above the reflector for x-coordinates between 0 and 20 km and
between 80 and 100 km and below the reflector for x-coordinates
between 80 and 100 km. A slightly higher concentration is visible
in the heterogeneous zone. Thus, there is still a small part of the
wave field trapped inside the heterogeneities.
Description of Fig. 2.6 (Gaussian medium):
This figure shows snapshots of the propagating wave field in a Gaussian
distributed medium. It is structured in the same way as Fig. 2.5. In
a Gaussian medium we observe the same trends as in an exponential
medium. Therefore we limit our description to the differences. The P
wave front in both, the isomeric and the anisomeric medium, remains
generally sharper for the snapshot after 10 seconds of propagation.
In the Gaussian isomeric medium the scattered part of the wave field
is distributed closer behind the P wave front and does not tend to
remain in the heterogeneous zone in the same intensity as it does in
the exponential isomeric medium. For the 20 seconds snapshot in the
isomeric medium we observe a higher concentration of the wave field
above the deep reflector for x-coordinates between 70 and 100 km and
below the reflector for x-coordinates between 60 and 80 km. We observe
this concentration in the isomeric exponential medium as well but not
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that distinct. In comparison we do not notice a wave field concentration
in the heterogeneous medium any more. Generally we recognise for the
isomeric medium a stronger trend to forward directed propagation in
comparison to the exponential isomeric medium.
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Figure 2.5: Snapshots of wave propagation in exponentially distributed ran-
dom media.
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Figure 2.6: Snapshots of wave propagation in Gaussian distributed random
media.
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Figure 2.7: Z-component seismogram sections for an exponential medium.
2.1.5 Seismogram Sections
The FD code provides synthetic seismogram sections according to the geo-
phone setup. Eight samples of z-component seismogram time sections recorded
in an exponential distributed medium are shown in Fig. 2.7:
Description and interpretation of Fig.2.7: The upper four sections are recorded
in isomeric media (i.e. ax = az = 200 m) and the lower four in anisomeric
media (i.e. ax = 4000 m and az = 200 m). From left to right the standard
deviation of the velocity fluctuation σ is 1%, 5%, 10% and 20%. The am-
plitude scaling is equal for all sections. The direct wave is clearly visible in
all sections as well as arrivals from the heterogeneous zone for travel times
of 5 seconds and more. These arrivals have larger amplitudes in media with
larger standard deviation σ. In isomeric media we observe arrivals from the
heterogeneous zone for travel times down to 30 seconds whereas in aniso-
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meric media there are no arrivals for travel times larger than approximately
15 seconds, except the reflection from the deep boundary at approximately
22 seconds. This reflection is visible in all sections with σ=1% or 5% and in
the anisomeric sections with σ=10% or 20% whereas it is invisible in isomeric
media with σ=10% or 20%. In the latter case it is not possible to decide, on
the basis of the information provided by the seismogram sections, whether
the energy from the deep reflection is covered by scattering energy from the
heterogeneous zone or whether there is no energy which has reached the re-
flector and travelled back up again. In all anisomeric sections the reflector
appears sharp whereas it appears slightly diffuse in the isomeric section with
σ=1% and noticeably diffuse in the isomeric section with σ=5%. Thus, we
recognise weak and σ independent disturbing influences of anisomeric over-
burdens to the signal of the deep reflection and a strong and σ dependent
disturbing influence of isomeric overburdens.
22 CHAPTER 2. NUMERICAL STUDIES
2.2 Processing
The following chapter illustrates the processing steps within the RIS work
flow. A ’whitening’ procedure and frequency bandpass filtering were applied
to every seismogram section, which is illustrated in Fig. 2.8:
Description of Fig. 2.8: A sample seismogram section in frequency domain
for three different processing stages is displayed. The left image shows the
original unfiltered section. The central image illustrates the same section
after a whitening filter was applied. Therefore the energy is more uniformly
distributed over the frequency spectrum. In the right image a frequency
bandpass filter was applied. The filter reduces all frequencies outside its
pass-band to zero.
Furthermore a detailed spectral analysis demonstrates the influences of dif-
ferent random media on the seismic records. The central part of RIS is the
Kirchhoff depth migration which will be explained in detail in this chapter.
The final images will be discussed with respect to the quality of the deep
reflector and the image of the heterogeneous zone itself.
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Figure 2.8: Sample seismogram section which demonstrates the applied filter
actions: Whitening- and Butterworth frequency filtering. The section is
shown in frequency domain. Blue colors indicate large amplitudes and red
colors small amplitudes.
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2.2.1 Filter Theory and Whitening
A filter is mathematically represented by a convolution of two functions,
an input function It and a transfer function Tt. The convolution of both
functions leads to an output function Ut which corresponds to our seismogram
Ut = It ∗ Tt =
∑
k
IkTt−k. (2.21)
The asterisk denotes the convolution operator. Ideally, the input function
would be a delta function. Then Ut is the impulse response of the system
Ut = δt ∗ Tt. (2.22)
The transfer function itself is a series of successive convolutions representing
various factors of the model which influence the wave propagation (Sheriff
and Geldart, 1999, p.284)
Tt = qt ∗ rt ∗ tt ∗ ct ∗ pt (2.23)
where qt is the zone near the source with high stresses and energy absorption,
rt the sequence of reflectors, tt the scattering part, ct conversion effects and pt
a combination of additional modifying effects (absorption, multiples ...). To
estimate the amount of scattering a filter action is necessary which eliminates
all effects but tt. Of course, the construction of such a filter is only possi-
ble in an approximate way. The removal of a particular filter always needs
the construction of an inverse filter. The application of an inverse filter is
commonly referred to as deconvolution. As convolution is commutative we
rearrange equation (2.22) in such a way that we have two new functions, one
representing all source factors (Wt) and one representing the model response
factors (Mt)
Wt ∗Mt = Ut. (2.24)
Next an inverse filter W−1t is applied. In this thesis W
−1
t is simply deter-
mined by taking the direct wave of a corresponding homogeneous model and
correcting every trace of the seismogram section with it
Mt = Ut ∗W−1t . (2.25)
The deconvolution in time domain can be written as a division in frequency
domain
Mf =
Uf
Wf
. (2.26)
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Figure 2.9: Spectral analysis of the first trace in seismogram sections for
different exponentially distributed random media. Blue is the spectrum of
the direct wave for a homogenous model multiplied by a factor of 4 · 1010.
Red is the spectrum of the first trace multiplied by a factor of 5 ·10−2. Green
is the spectrum of the whitened first trace multiplied by a factor of 1 · 10−10.
where Mf ,Uf and Wf are the Fourier transforms of the corresponding time
functions. Equation (2.26) can be referred to as ’whitening’ because it re-
moves the effect of the input wavelet. After ’whitening’ equal probabilities
exists that the amplitudes at all frequencies will be equal as they are for
’white’ light. For further analysis of frequency dependent scattering, a white
spectrum is essential. Without ’whitening’ one would observe a concentration
of scattered energy around the dominant frequency of the source wavelet.
2.2.2 Spectral Analysis
The used source wavelet has a well defined spectrum with a dominant fre-
quency of about 13 Hz. Naturally, this spectrum is visible in the unfiltered
seismogram sections. For a homogeneous model the spectra of the direct
wave and the source wavelet are strongly correlated. Therefore, we use the
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Figure 2.10: Spectral analysis of the first trace in seismogram sections for
different Gaussian distributed random media. Blue is the spectrum of the
direct wave for a homogenous model multiplied by a factor of 4 · 1010. Red
is the spectrum of the first trace multiplied by a factor of 5 · 10−2. Green is
the spectrum of the whitened first trace multiplied by a factor of 1 · 10−10.
spectrum of the direct wave in a homogeneous model as the Fourier trans-
form of the source term (Wf ) in the whitening process (see equation (2.26)).
The first trace of the seismogram sections in Fig. 2.7 is the trace closest
to the source point. Therefore it is assumed to be less influenced by the
medium’s heterogeneity, due to short travel paths. We examine the power
spectra of first traces in seismogram sections recorded in different exponential
distributed heterogeneities in Fig. 2.9.
Description and interpretation of Fig. 2.9: Illustrated are 16 power spectra
for first traces of seismogram sections recorded in different exponential dis-
tributed model realizations. From left to right the columns indicate model
realizations with horizontal correlation lengths of ax= 50, 200, 500 and 4000
m. From top to bottom the rows indicate model realizations with standard
deviations of σ= 20, 10, 5 and 1%. In all plots the blue curve is the spectrum
of the direct wave in a corresponding homogeneous model and hence equal for
all plots. The red curve is the spectrum before the whitening filter is applied
and the green curve is the spectrum after the application of the whitening
filter. All green curves illustrate the effect of whitening very well since we
have the same average amplitude for all frequencies. The discontinuity at
approximately 40 Hz is caused by a zero of Wf , but for further studies we
do not take into account frequency ranges of 40 Hz or more. Comparing the
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Figure 2.11: Whitened spectrum of trace 1 (green) and trace 100 (red) for a
medium with: left: ax=200m fluk=20% and right: ax=4000m fluk=20%
blue curve with the red and green curves we notice deviations from the aver-
age amplitude in the red and green curves whereas the blue curve is smooth.
These deviations are maximal for σ=20% and isomeric media (i.e. ax=200
m). Interestingly, in Fig. 2.7 we determined the most disturbing influence
to our seismic record in isomeric media with σ=20% as well. Obviously the
spectral amplitude deviations and the perturbations of the seismic record
are correlated. If we assume that the perturbations of the seismic record are
mainly caused by scattering, the observed deviations are correlated to the
scattering power as well.
We analyse the spectra of first traces in seismogram sections with Gaussian
distributed heterogeneities as well. We do not have as much seismogram
sections for Gaussian media as we have for exponential media. Therefore
only four spectra are illustrated
Description and interpretation of Fig. 2.10: The figure is structured in the
same way as Fig. 2.9. Again the spectra of the direct wave and of unfil-
tered and whitened first traces for different model realizations are illustrated.
We make the same observations as we did for exponential media. Further-
more another interesting effect is visualised here. For anisomeric media (i.e.
ax=4000 m) the amplitude deviation becomes smaller for higher frequencies,
i.e. the amplitude reaches its average value. This effect is commonly re-
ferred to as self-averaging (see Shapiro and Hubral, 1999, p.14-18). Even for
ax=300 m we observe a slight decrease of the amplitude deviation for higher
frequencies in comparison to ax=200 m. Hence the frequency range for which
self-averaging occurs depends on the ratio of ax to az, i.e. the grade of ani-
sometry. We can observe this self averaging effect for exponential media as
well, but not that distinct.
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Figure 2.12: Spectra of trace 1, 100 and 200 in seismogram sections for
Gaussian distributed media. Red is the spectrum without the whitening
filter. Green is the whitened spectrum. Blue corresponds to the spectrum of
the direct wave in a homogeneous model. The thick green line indicates the
characteristic of the average amplitude in the whitened spectra.
Fig. 2.11 illustrates spectra of the whitened first trace (green curve) and the
whitened 100th trace (red curve) recorded in Gaussian media with σ=20%.
The left image shows the spectra in an isomeric media (ax=200 m) and the
right image in an anisomeric media (ax=4000 m). The red curve is multiplied
by a factor of 10. Here the strong self averaging effect in anisomeric media
is very distinct, due to the bigger size of the plot. The red curve shows
significant differences to the green curve. Therefore it is of interest to expand
the spectral study to traces which are further away from the source than the
first trace. Fig. 2.12 illustrates the spectral analysis of trace 100 and trace
200 in comparison to trace 1 in different Gaussian media.
Description and interpretation of Fig. 2.12: The three columns indicate from
left to right the first, the 100th and the 200th trace (10 and 20 km distance
to the source). The first row from the top indicates records in an anisomeric
model realization with ax=4000 m and σ=20%. The second and third row
indicate records in models with ax=200 m and σ=20% or 1%. The blue curve
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is the spectrum of the direct wave in a homogenous model and equal for all
plots, the red curve is the unfiltered spectrum of the according trace and
the green curve is the whitened spectrum of the according trace. We discuss
the differences of trace 100 and trace 200 to trace 1. The amplitude values
of trace 100 and 200 are ten percent of the amplitudes in trace 1, which is
clear due to geometrical spreading, whereas the amplitude deviation is of
the same order as in trace 1. Referring to the red curves we notice in the
anisomeric case (i.e. ax=4000 m) a suppression of frequencies higher than
approximately 20 Hz. Obviously the Gaussian anisomeric media acts as a low
pass frequency filter. Interestingly the suppressed frequency range correlates
with the frequency range for which we observe self averaging in trace 1. In
the isomeric case (i.e. ax=200m) the full range of the spectrum is conserved
even for records 10 or 20 km away from the source. Interestingly in the
isomeric case with σ=1% (last row in the figure) we observe self averaging
effects (i.e. a decrease of the amplitude deviations for higher frequencies) for
the red and green curves in trace 100 and 200 which we cannot observe in
trace 1. Referring to the green curves in trace 100 and 200 we notice that
the whitening filter does not work as accurate as in trace 1. Therefore the
average amplitude is not equal for all frequencies. In the anisomeric case
the whitened spectrum is almost equal to the unfiltered spectrum whereas in
the isomeric case we observe weak fluctuations of the average amplitude of
the whitened spectrum. The characteristic of the average amplitude in the
whitened spectra is marked by a thick green line.
2.2.3 Frequency Filtering
The aim is to create a series of seismogram sections for different frequency
bands from the original whitened seismogram section. Therefore, we need
to construct a transfer function f(ω) with a well defined band-pass and its
impulse response f(t). We denote the whitened input seismogram section as
U(x, t) and its Fourier transform as U˜(x, ω). The filter action can be written
as follows
U(x, t) ∗ f(t) = U¯(x, t) or U˜(x, ω) · f(ω) = ¯˜U(x, ω) (2.27)
where U¯(x, t) is the output seismogram section and ¯˜U(ω, t) its Fourier trans-
form. There are several realisations for f(ω) with different advantages and
disadvantages. A transfer function has either a causal or acausal impulse
response, it has a particular amplitude and phase characteristic. There is no
ideal filter due to two limitations:
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Figure 2.13: Absolute value of the complex Butterworth transfer function.
1. The better the frequency resolution the worse the time resolution:
∆ω ·∆T ≥ 2. (2.28)
2. A causal impulse response causes phase shifts but a transfer function
without phase shifts automatically has an acausal impulse response.
The resolution condition (1) forces to choose frequency windows of a par-
ticular width instead of single frequencies. Due to condition (2) we prefer
a causal impulse response in order to prevent such problems as time shifts
of arrivals in the filtered sections. Hence, a Butterworth band pass filter is
chosen for this study which has the following transfer function (Mu¨ller, 1994)
f(ω) =
(−i)n
n∏
k=1
(
ω2−ω1ω2
ω(ω2−ω1) − exp[ipi 2k−12n ]
) (2.29)
where ω1,2 are the limiting frequencies and n describes the edge steepness.
A flat edge would generate a filter of only a small range where |f(ω)| = 1,
whereas a steep edge results in wiggles for the impulse response due to the
Gibbs phenomena. As a good compromise we choose n=4. The amplitude
characteristic of f(ω) is
|f(ω)| = 1[
1 +
(
ω2−ω1ω2
ω(ω2−ω1)
)2
n
]1/2 . (2.30)
For n=4 equation (2.30) is shown in Fig. 2.13. The amplitude characteristic
is asymmetric and reaches its maximum value of 1 at ω =
√
ω1ω2.
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Figure 2.14: All used butterworth transfer functions with their mean fre-
quencies and amplitude (red) and phase (green) characteristics.
In total, 21 different transfer functions for different neighbouring frequency
ranges are applied. Fig. 2.14 shows a table where all 21 butterworth transfer
functions are listed with their according mean frequencies
√
ω1ω2. On the
right side of the table the corresponding amplitude (red) and phase (green)
characteristics are illustrated. According to the 21 transfer functions in Fig.
2.14 we show results for whitened and frequency butterworth filtered seismo-
gram sections in Fig. 2.15 and Fig. 2.16.
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Figure 2.15: The original and three filtered seismogram sections for expo-
nentially distributed media and σ = 20 %. Isomeric means ax = az = 200
m. Anisomeric means ax = 4000 m and az = 200 m. The amplitude scaling
is equal for the six filtered sections and for the two unfiltered sections.
Description and interpretation of Fig. 2.15: The following explanations are
based on the description of Fig. 2.7. All eight illustrated seismogram sec-
tions were recorded in model realizations containing exponential distributed
heterogeneities with σ=20%. The figure is structured in two rows and four
columns. The upper row displays sections recorded in isomeric media (i.e.
ax = az = 200 m) and the lower row sections recorded in anisomeric media
(i.e. ax = 4000 m and az = 200 m). The four columns indicate from left
to right sections containing the whole frequency spectrum (unfiltered) and
sections filtered by a butterworth band pass filter with a mean frequency of
2.45 Hz (f1), 14.54 Hz (f10) and 27.14 Hz (f20). Every mean frequency f
corresponds to a certain wavelength λ. We determine the wavelengths by the
fundamental relation V = λ f and obtain: λ1 ≈ 2400 m, λ10 ≈ 400 m and
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Figure 2.16: The original and three filtered seismogram sections for Gaus-
sian distributed media and σ = 20 %. Isomeric means ax = az = 200 m.
Anisomeric means ax = 4000 m and az = 200 m. The amplitude scaling is
equal for the six filtered sections and for the two unfiltered sections.
λ20 ≈ 220 m. Before application of the band pass filter a whitening filter
was applied. The amplitude scaling is equal for the two unfiltered sections
and the six filtered sections. At first view we recognise that different am-
plitude strength exists for different mean frequencies, strong amplitudes for
low frequencies (f1 and f10) and weak amplitudes for high frequencies (f20).
Although we applied a whitening filter the energy is concentrated in low
frequency ranges. Obviously the whitening filter do not manage to equalise
the amplitudes for all frequencies in exponential media, neither isomeric nor
anisomeric. We already discussed the accuracy of the whitening filter in
Gaussian media in the description of Fig. 2.12. Furthermore we recognise
that the direct wave is visible in all sections. Due to a limited resolution it
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appears broader for low frequencies. The deep reflection at approximately
22 seconds is clearly visible in all sections in anisomeric media but appears
diffuse for f1 and f10 due to bad resolution. The deep reflection is not visible
in isomeric media in the unfiltered and in the f10 and f20 sections but slightly
visible in the f1 section. The arrivals from the heterogeneous zone are visible
for all three frequency ranges (f1,f10 and f20) in both, isomeric and aniso-
meric media. This shows that even a seismic wave field with a wavelength
ten times larger (λ1 ≈ 2400m) than the correlation length (ax = az = 200
m in the isomeric case) is influenced in its propagation by reflection and
backscattering.
Description and interpretation of Fig. 2.16: The figure is structured in the
same way and shows the same seismogram sections as Fig. 2.15 but for Gaus-
sian media. We observe the same qualitative trends as in an exponential
medium. Therefore only the differences are discussed. In the isomeric case
the amplitudes are of the same magnitude in all three displayed frequency
ranges (f1,f10 and f20). In contrast, in the anisomeric case the amplitudes
for a high frequency range (f20) are such small that the arrivals of the het-
erogeneous zone are not visible with the given amplitude scaling. The deep
reflection in the isomeric f1 section is of better quality than in the correspond-
ing section in exponential media. Furthermore we observe in the unfiltered
isomeric section for 15 seconds and more smaller amplitudes for the arrivals
of the heterogeneous zone in central traces in comparison to traces on the
left or right side of the section. The same is true for the isomeric f10 and f20
section but not for the f1 section.
2.2.4 Kirchhoff Migration
Migration is a repositioning process which moves the recorded energy to the
position of the reflecting or diffracting elements in the subsurface. There are
different migration techniques which involve the solution of the wave equa-
tion by e.g. the frequency-wavenumber method (Gazdag, 1978), the finite-
difference method (Claerbout, 1970) or the Kirchhoff method (Schneider,
1978). All techniques are divided into two steps: Wave field extrapolation
and imaging. Wave field extrapolation means to propagate the wave field
recorded at the surface U(x, z = 0, t) back in time and space down into the
subsurface
U(x, z = 0, t)→ U(x, z, t). (2.31)
Imaging means to assign the elements of the extrapolated wave field to sub-
surface points for certain imaging times tI(x, z), where tI depends on the
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Figure 2.17: The imaging time tI corresponds to the travel time between
source and subsurface point, whereas tD corresponds to the travel time be-
tween subsurface point and receiver.
particular type of wave field, e.g. S or P waves (see Fig. 2.17 for definition
of tI and tD)
M(x, z) = U(x, z, tI). (2.32)
M(x, z) is the migrated section. In this thesis the Kirchhoff migration
method was used. Kirchhoff migration is based on an integral solution of the
wave equation. The solution is commonly referred to as the Kirchhoff for-
mula. The Kirchhoff formula is derived by a solution of the Helmholtz equa-
tion. The following derivation is taken from Buske (1994). The Helmholtz
equation corresponds to the wave equation of the Fourier transformed wave
field F [U ] = U˜ :
∆U˜(x, z, ω) + k2U˜(x, z, ω) = 0 (2.33)
where k is the wavenumber vector. The solution of equation (2.33) for an
area with the surface S and the boundary L (Fig. 2.18) can be obtained
referring to the theorem of Green∫
S
[U˜∆G˜− G˜∆U˜ ]dS =
∫
L
[U˜∇G˜− G˜∇U˜ ]dL. (2.34)
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Figure 2.18: The Helmholtz equation is solved in an arbitrary area with the
surface S and the boundary L. We exclude the singularity at the subsurface
point P (x, z) by a circle with the boundary L′.
where G˜ is the Fourier transform of the Greens function G and therefore a
known solution of equation (2.33). G depends on the particular problem. As
G˜ and U˜ are solutions of equation (2.33) we can assume
∆U˜ = −k2U˜ and ∆G˜ = −k2G˜. (2.35)
Therefore the surface integral in equation (2.34) becomes zero. The validity
of the theorem of Green is only given for areas without singularities. G is
singular at the source point. Hence we exclude the source point by a circle
with the boundary L′ (Fig. 2.18). Thus equation (2.34) becomes
0 =
∫
L
[U˜∇G˜− G˜∇U˜ ]dL+
∫
L′
[U˜∇G˜− G˜∇U˜ ]dL′. (2.36)
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Figure 2.19: The semicircle surface for the derivation of the Kirchhoff for-
mula.
The solution of the Helmholtz equation is reduced to the solution of two
line integrals. The inverse Fourier transformation yields the solution of the
wave equation. For seismic Kirchhoff migration we chose a semicircle with
the radius R as the area enclosed by L (see Fig. 2.19). With R → ∞ and
an appropriate Greens function G˜ the solution for the wave field U(x, z, t) is
given by
U(x, z, t) =
1
pi
∞∫
−∞
∂U
∂t
∗ tH(−t−
r
v
)
r
√
t2 − r2
v2
cosϕdx (2.37)
where H is the Heavy Side step function, r the distance between subsurface
point and receiver, v the seismic velocity, ϕ the angle of incidence and ∗
symbolises a convolution. When the wave field at the surface along the x-
axes is known, the complete wave field for the subsurface can be calculated
assuming known seismic velocities v. The convolution can be written as an
integral with respect to space and time
g(x, t) ∗ h(x, t) =
∞∫
−∞
∞∫
−∞
g(x′, t′)h(x− x′, t− t′)dx′dt′. (2.38)
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Then the formula for the Kirchhoff migration is:
M(x, z) = U(x, z, tI(x, z)) =
∞∫
−∞
∞∫
−∞
∂U(x′, z = 0, t′)
∂t′
W (x′ − x, t′ − tI)dt′dx′
(2.39)
with the weighting function
W (ξ, τ) =
−zτH(τ − r
v
)
pir2
√
τ 2 − r2
v2
(2.40)
with
ξ = x′ − x ; τ = t′ − tI ; r2 = ξ2 + z2 ; cosϕ = z
r
. (2.41)
As the amplitudes are summed along a diffraction hyperbola Kirchhoff migra-
tion is also referred to as a weighted diffraction stack. Due to the weighting
function W traces closer to the imaging point are more relevant than traces
further away. W also corrects for obliquity ϕ and geometrical spreading. In
this thesis we use an approximation of the filter operator in equation (2.37),
tH(−t− r
v
)√
t2 − r2
v2
≈ −
√
r
2v
f(t) ∗ δ(t+ r
v
) (2.42)
with f(t) =
H(−t)√−t
which reduces the solution to one integral along the x-axis:
M(x, z) ≈ U(x, z, tI(x, z)) =
∞∫
−∞
Uf (x
′, z = 0, tI +
r
v
)V (x′)dx′ (2.43)
with the approximative weighting function V
V (x′) =
−1
pi
√
2v
z
r
3
2
(2.44)
and
Uf (x
′, z = 0, t) =
∂U(x′, z = 0, t)
∂t
∗ f(t). (2.45)
The numerical implementation of equation (2.43) is divided into two steps:
1. Travel time calculation:
The travel times from the source to every subsurface point (tI(x, z)) and
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Figure 2.20: Principle of Kirchhoff Migration. For every subsurface point tI
and every tD are calculated. The amplitudes along the resulting diffraction
hyperbola are summed up and placed at the particular subsurface point.
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from every subsurface point to every receiver (tD(x, z)) are calculated.
In our case this turned out to be very simple as we assumed for the
velocity model:
〈V (x, z)〉 = V0 = 6000 m/s (2.46)
Therefore:
tI(x, z) =
√
(x− xsrc)2 + (z − zsrc)2
V0
(2.47)
tD(x, z) =
√
(x− xrcv)2 + (z − zrcv)2
V0
(2.48)
2. Integration:
Before integrating we apply a filter to every trace of the seismogram
time section. The filter is defined by f(t) in equation (2.42). The
integration process consists of a summation of all amplitudes along
the diffraction hyperbola tD + tI =
rD+rI
V0
. Every single amplitude
is multiplied with the weighting factor V (see equation (2.44)) before
summation.
The implementation of the Kirchhoff migration is illustrated in Fig. 2.20.
In the upper half the figure shows a random seismogram time section with
10 traces. The lower half shows a depth section realized by several grid
points. The source is denoted by the red asterisk. For every grid point the
according amplitude value A is calculated. This is exemplarily shown for the
red marked grid point. For the calculation of A all amplitudes along the red
diffraction hyperbola are summed up and placed to the red grid point. In a
homogeneous velocity model the diffraction curve is effectively a hyperbola
whereas it deviates from a hyperbola for heterogeneous velocity models.
Fig. 2.21 and Fig. 2.22 show the results of Kirchhoff migration for the
sections in Fig. 2.15 and Fig. 2.16.
Description and interpretation of Fig. 2.21: Illustrated are two unfiltered
and six frequency band pass filtered samples, of Kirchhoff migrated depth
sections in isomeric and anisomeric exponential media. Furthermore the fig-
ure is structured in the same way as Fig. 2.15. The amplitude scaling is
equal for the two unfiltered sections and the six filtered sections. In all sec-
tions the strong amplitudes between depths of 0 and 10 km corresponds to
the migrated direct wave. In the isomeric case we observe that the energy
of the arrivals of the heterogeneous zone (see Fig. 2.15) is mainly reposi-
tioned to depths between z=20 and z=40 km. Therefore ,in the isomeric
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Figure 2.21: Migration results for exponentialmedia for the section contain-
ing the whole frequency range and three bandpass filtered sections. Isomeric
means ax = az = 200 m and anisomeric means ax = 4000 m and az = 200
m. Two amplitude scales are used. One for the two unfiltered sections and
another for the six filtered sections.
case, the deep reflector at 70 km depth is no longer covered by scattered
energy and clearly visible in the f1 section. It is not visible in the f10 and
f20 section, hence we assume that in this case there is no energy emerging
from the deep reflector. The heterogeneous zone in the isomeric f1 section
appears as a thin layered media due to bad horizontal resolution in com-
parison to better vertical resolution (Sheriff and Geldart, 1999, p.177). In
all anisomeric sections we recognise the heterogeneous zone between 20 and
40 km depth and the deep reflection at 70 km depth. In both f1 sections,
isomeric and anisomeric, we observe a second deep reflection at 90 km depth.
This reflection emerges from the lower model boundary. Another interesting
observation indicates that there is no repositioned energy in the image of the
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Figure 2.22: Migration results forGaussian media for the section containing
the whole frequency range and three bandpass filtered sections. Isomeric
means ax = az = 200 m and anisomeric means ax = 4000 m and az = 200
m. Two amplitude scales are used. One for the two unfiltered sections and
another for the six filtered sections.
anisomeric heterogeneities for x coordinates of more than approximately 55
km. Fig. 2.23 illustrates a possible interpretation. In isomeric media the
recorded scattered energy emerges from heterogeneities beneath receivers at
the end of the profile, whereas in anisomeric media the scattered energy
from such heterogeneities reaches the surface outside the profile. The prop-
agation of the backscattered or reflected wave in anisomeric media is similar
to normal reflection at a stack of thin layers where Snells law is applicable.
This assumption is assured by snapshots in Fig. 2.5 and Fig. 2.6. There
we observe in the anisomeric case and 10 seconds of propagation a series of
reflected wavefronts, similar to those of simple reflection processes. For snap-
shots in an isomeric media and 10 seconds of propagation we do not observe
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Figure 2.23: Illustration of scattering and reflection in isomeric and aniso-
meric media in order to explain the migration results.
such wavefronts but scattered energy where no direction of propagation is
recognisable.
Description and Interpretation of Fig. 2.22: Illustrated are two unfiltered
and six frequency band pass filtered samples, of Kirchhoff migrated depth
sections in isomeric and anisomeric Gaussian media. The figure is based on
the description of Fig. 2.16 and is structured in the same way as Fig. 2.21.
We observe the same characteristic trends as in Fig. 2.21 and therefore only
the differences are discussed. The deep reflector at 70 km depth is visible
for the unfiltered isomeric section as well. As we have already observed in
the unmigrated sections the amplitudes in the isomeric case are of the same
magnitude in all three frequency ranges (f1,f10 and f20), whereas in the
anisomeric case the amplitudes in the f20 section are that weak that for the
given amplitude scaling the heterogeneous zone is not visible.
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2.3 Analysis of the depth image of the het-
erogeneous zone
In this chapter we quantify the migrated depth sections in terms of mean
energy within the heterogeneous zone. We calculate this energy for all 21
frequency ranges and plot it versus frequency. The idea is to observe a
dependency between the statistical parameters of the heterogeneous medium
and the mean energy.
2.3.1 Determination of the Scattering Energy
The square of the amplitude is proportional to the energy of the seismic
wave. To determine the scattering energy we calculate the mean energy
Ak by defining a window W in the depth section and sum up the squared
amplitudes inside this window divided by the number of samples N :
Ak =
x2∑
i=x1
z2∑
j=z1
1
N
|Mk(xi, zj) |2 (2.49)
where subscript k indicates the index of the RIS section (see Fig. 2.14).
Mk(x, z) is the corresponding amplitude at the position (x, z) in the section.
To take into account the size of the areaW we define three different windows
(see Fig. 2.24) with dx = x2 − x1 and dz = z2 − z1.
We illustrate Ak for different exponential distributed heterogeneities and dif-
ferent windows W in Fig. 2.25. From top to bottom the figure shows Ak for
large, medium and small windows W .
large window All curves for all realizations have the same qualitative char-
acteristic whereas the absolute values of the curves differs. The common
qualitative characteristic is expressed in a maximum for low frequencies
at approximately 5 Hz and a continuous decay to higher frequencies.
The different absolute values of Ak are expressed in a dependency on σ
and ax. For increasing σ and ax we observe a trend to larger Ak values.
Interestingly the curves for ax = 500 m, ax = 4000 m and ax = 6000 m
are close together. This indicates a saturation of the mean energy for
ax ≥ 500 m.
medium window We observe the same qualitative and quantitative trends
as for the large window with the following exceptions: The values of
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Figure 2.24: Three different windows are used for the determination of Ak
Ak in all frequency ranges are approximately twice as large as in the
large window. This is reasonable as the large window takes into ac-
count amplitudes at the upper and lower boundary of the image of
the heterogeneous zone, where the amplitudes weaken. Furthermore
we recognise that only the curves for ax ≥ 4000 m are close together
anymore whereas the curve for ax = 500 m has distinctly smaller Ak
values. Obviously, in contrast to the large window, the saturation of
the mean energy occurs for correlation lengths not less than 4000 m.
The maximum of all curves is slightly shifted to higher frequencies.
small window Only the differences to the previous case are discussed. The
shift to higher frequencies is larger especially for all curves with ax ≥
4000 m. The characteristic of this curves significantly differ to that of
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the remaining curves. This is obvious as the x dimension of the small
window is smaller than the horizontal correlation length ax = 4000 m.
In Fig. 2.26 we illustrate Ak for Gaussian distributed heterogeneities with a
standard deviation σ = 20 % and different horizontal correlation lengths ax.
Again we take into account three different window sizes. We only realized
three different models with Gaussian distributed heterogeneities.
large window The maximum of all three curves is at frequencies of approx-
imately 5 Hz. We observe a decay to higher frequencies. In contrast to
the results in exponential distributed media the intensity of the decay
depends on ax. The larger ax is the stronger is the decay. This results
in Ak values of almost zero for the heterogeneities with ax = 4000 m.
We already realized this behaviour in the depth images in Fig. 2.21 and
Fig. 2.22. There, the isomeric heterogenous zone is visible even in the
section for high frequencies (f20 ≈ 27 Hz) whereas it is not visible in
the anisomeric f20 section. All three curves have a common intersection
point at ≈ 11 Hz.
medium window Only the differences to the results for a large window are
discussed. The Ak values are approximately 30% larger than in the
large window. The maximum and the intersection point are slightly
shifted to higher frequencies. The maximum is at about 6 Hz and the
intersection point at about 13 Hz.
small window Only the differences to the previous case are discussed. The
characteristic of the curve for ax = 4000 m changes for frequencies
between 0 and 10 Hz. There is no isolated maximum any more, but Ak
is approximately constant (half as large as the maximum in the large or
medium window) for this frequency range. The maximum of the other
two curves is slightly shifted to higher frequencies and is at about 7
Hz. The intersection point at 13 Hz is a minimum of the curves with
ax = 200 m or ax = 300 m. Furthermore there is another maximum of
Ak between frequencies of 18 and 24 Hz.
A comparison of this results with the depth sections in Fig. 2.21 and Fig. 2.22
shows that high energies (i.e. Ak) in the heterogeneous zone do not indicate a
bad quality of deep reflections below this zone as we observed the best quality
of the deep reflector image for strongly anisomeric media. Furthermore our
motivation to find a maximum of Ak which is correlated to the horizontal
correlation length is not satisfied as we observe the same maxima for all ax.
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But in exponential media we found a dependency between Ak, ax and the
window size as the maximum of Ak for media with ax greater than the x
dimension of the window is distinctly shifted towards higher frequencies in
comparison to the common maxima of Ak for media with smaller ax. The
same is true for Gaussian media where the shifted isolated maxima is replaced
by a frequency range for which Ak becomes constant. This could be a method
to classify the heterogeneous media in terms of correlation lengths. However,
the concluding question is how large the scattering part in Ak is? Therefore
we take into account common scattering theories and formulate an expression
for the scattering coefficient in Chapter 3.
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Figure 2.25: Mean energy Ak versus frequency for exponential distributed
heterogeneities with different standard deviations σ and horizontal corre-
lations lengths ax. The vertical correlation length is az = 200 m for all
realizations. Each plot corresponds to a certain window W in the migrated
section.
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Figure 2.26: Mean energy Ak versus frequency for Gaussian distributed
heterogeneities with a standard deviations σ = 20% and different horizontal
correlations lengths ax. The vertical correlation length is az = 200 m for all
realizations. Each plot corresponds to a certain window W in the migrated
section.
Chapter 3
Analytical Studies
In this section we introduce theoretical approaches in order to explain phe-
nomena which occurred for our numerical experiment. In particular this is
the high quality of the deep reflector for anisomeric media in comparison to
the bad quality for isomeric media. Therefore we derive an analytical so-
lution for the scattering power in isomeric as well as anisomeric media. A
comparison of the analytical solution for backscattering with our summation
curves shall bring insights into the nature of our results. Furthermore we
discuss the averaging effect in anisomeric media for high frequencies.
3.1 Scattering Regimes
Scattering is a phenomena depending on three regulating parameters: The
scatterer scale described by the correlation length a, the frequency ω de-
scribed by the wave number k and the travel distance L. Referring to these
parameters we introduce the ka− L/a plane (see Fig. 3.1) and differentiate
several scattering regimes.
If ka = 1, the scatterer dimension and the wavelength of an incident wave
field are of the same order. This regime is often referred to as the Mie
Scattering regime or resonance regime due to the common assumption that
strongest scattering is localised in this regime. Moving to lower frequen-
cies with ka < 0.1 leads to the Rayleigh Scattering regime. Here, the
wavelength is larger than the scatterer dimension and the scattering power
is proportional to kd+1 with d equal to 1,2 or 3 for a 1D, 2D or 3D medium.
Moving to higher frequencies with ka > 10, scattering occurs dominantly in
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Figure 3.1: Classification of scattering into different regimes. For this plot
we set σ = 10%. The image is taken from Sick (2002).
forward direction. Since the forward scattering direction is characterised by
a scattering angle of 0◦, it is identical to small angle scattering. Here,
for short travel distances, the laws of geometrical optics are relevant. We
can speak of simple reflection and transmission interactions and the usage of
Snells law is allowed. For the Mie and the small angle scattering regime two
more parameters separate further sub-regimes:
S = σζka
√
L
a
(3.1)
D = 2L/ka2. (3.2)
S denotes the scattering strength and D is a wave parameter. Furthermore
σ denotes the standard deviation of the velocity fluctuation and ζ = az/a
the ratio of the characteristic scale in propagation direction to the overall
correlation length. This definition of S indicates the strongest scattering
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power for isomeric media with az = a. The size of σ denotes whether we can
speak of weak or strong wave field fluctuations. Most scattering theories are
based on a weak fluctuation assumption characterised by |uI | À |uS|, with
uI the incident wave field and uS the scattered field. For ka > 1, D > 1 and
SD < 2pi diffraction has a strong influence on the wave propagation, hence
we call this regime the diffraction regime. The saturated regime is defined by
S > 2pi and SD > 2pi. It is dominated by multiple scattering and coherent
backscattering. Localisation effects can occur (Mu¨ller, 2001).
3.2 Seismic scattering using the Born Approx-
imation
The Born approximation is based on the solution of the wave equation for a
wave field u(~r, t) = uI(~r, t) + uS(~r, t) where |uI | ¿ |uS|. uI is the incident
undisturbed wave field and uS is the scattered wave field. Therefore it is
a weak fluctuation theory. In our models we have chosen σ to be 1% and
5%, which is suitable for the Born approximation, and 10% and 20%, which
becomes critical for the application of the Born approximation. Furthermore,
we need a large distance r to the scattering object by accomplishing r À
(1/pi)a2k. In our case the heterogeneous zone is located 31 km away from the
receivers, our maximum correlation length is 4km and our central frequency
is about 13 Hz. This results in 31 km > 11 km. For higher frequencies we
move further away from the Born conditions. In Fig. 3.1 the range of the
Born approximation is marked by a red dotted line. Additionally the location
of the numerical models in the ka-L/a plane is marked in Fig. 3.1 assuming a
minimum frequency of 3 Hz and a maximum frequency of 30 Hz. We notice
that the Born approximation is applicable except for high frequencies and
large correlation lengths as it is for models with ax ≥ 4000 m and frequencies
larger than approximately 15 Hz. Furthermore the classification of scattering,
as it is shown in Fig.3.1, is based on an isomeric assumption.
3.3 Scattering Coefficient
The scattering coefficient g is an appropriate quantity in order to describe
scattering characteristics. It is the scattering power per unit volume. Fig.
3.2 illustrates the quantities which are necessary for the formulation of the
scattering coefficient g. An incident wave with energy-flux density J0 inter-
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Figure 3.2: Differential cross section for a single scattering surface S.
acts with a scattering volume and creates an outgoing wave. The outgoing
wave has the energy-flux density Js. The energy-flux density is the amount
of energy passing a unit surface perpendicular to the propagation direction
per unit time. The energy scattered per unit time into the solid angle dΩ
is given by Jsr
2dΩ. The ratio of the incoming intensity to the outgoing in-
tensity per solid angle is commonly referred to as the differential scattering
cross section:
dσ =
Jsr
2dΩ
J0
. (3.3)
For a medium filled with point like scatterers, g is defined as the product of
4pi times the scatterer density n with the differential scattering cross section
g = 4pi n dσ. (3.4)
The total scattering coefficient g0 is the average over all solid angles
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g0 =
1
4pi
∮
g dΩ = n
∮
dσ dΩ = n σ0. (3.5)
g has the dimension of a reciprocal length and can therefore considered as
the undisturbed free mean path.
For a continuous medium we define g(θ) as 4pi times the average scattered
power in θ direction per unit solid angle by a unit volume V of a random
medium for a unit incident field (i.e. unit flux density) (Wu and Aki, 1985)
g(θ) =
4pir2
V
〈|~US(x, y, z, t|2〉. (3.6)
where US is the scattered wave field and r the scatterer-receiver distance.
In our numerical experiment the scattered wave field consists of P-wave and
converted S-wave parts. Therefore the total scattered field is ~US = ~USpp+ ~U
S
ps.
Furthermore we have to consider a 2D case. Then equation (3.6) becomes
g(θ) =
2pir
S
〈|~US(x, z, t)|2〉. (3.7)
where S denotes a unit surface.
3.4 Derivation of the scattering coefficient us-
ing the Born Approximation for Elastic
Single Scattering
The aim is to extract the scattered wave field for both, direct PP and con-
versional PS scattering (~USpp, ~U
S
ps). The scattered wave emerges due to the
interaction of an incident wave with a distributed elastic heterogeneity char-
acterised by a specific auto correlation function, either Gaussian or exponen-
tial. The Born approximation for elastic scattering is based on the solution
of the isotropic elastodynamic wave equation. One important component is
the separation of the wave field ~u into an undisturbed incident part ~uI and
a disturbed scattered part ~uS. The complete wave field is the sum of both
parts
~u = ~uI + ~uS (3.8)
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where we assume that | ~uS| ¿ | ~uI |. For the elastic case we have to take into
account the spatial variation of all elastic parameters which are
λ(x, z) = λ0 + δλ(x, z) with
∣∣∣∣∣δλλ0
∣∣∣∣∣¿ 1
µ(x, z) = µ0 + δµ(x, z) with
∣∣∣∣∣δµµ0
∣∣∣∣∣¿ 1 (3.9)
ρ(x, z) = ρ0 + δρ(x, z) with
∣∣∣∣∣δρρ0
∣∣∣∣∣¿ 1
where subscript 0 indicates the average value.
The following derivation of ~USpp and ~U
S
ps for a 2D case is taken from Sato and
Fehler (1998) and Hong and Kennet (2003).
The elastodynamic wave equation for ~uI is homogeneous
ρ0
∂2uIx
∂t2
=
∂σIxx
∂x
+
∂σIxz
∂z
,
ρ0
∂2uIz
∂t2
=
∂σIxz
∂x
+
∂σIzz
∂z
. (3.10)
ρ0 is the background density. The undisturbed stress components σ
I
xx, σ
I
zz
and σIxz are related with the average Lame´ parameters λ0 and µ0 by the
theory of elasticity:
σIxx = (λ0 + 2µ0)
∂uIx
∂x
+ λ0
∂uIz
∂z
,
σIzz = (λ0 + 2µ0)
∂uIz
∂z
+ λ0
∂uIx
∂x
, (3.11)
σIxz = µ0
(
∂uIx
∂z
+
∂uIz
∂x
)
.
The next step is the essential step characterising the Born approximation. We
obtain the elastic wave equation for ~u by substituting ~uI in equation (3.10)
by ~uI +~uS in equation (3.8). For ~uS the corresponding Lame´ parameters are
δµ and δλ and the corresponding density is δρ. We neglect terms including
only δλ, δµ, δρ and ~uS as we have assumed them to be small. Furthermore
we consider the homogeneity of equation (3.10). With these assumptions we
obtain
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ρ0
∂2uSx
∂t2
− ∂σ
S
xx
∂x
+
∂σSxz
∂z
= F Sx ,
ρ0
∂2uSz
∂t2
− ∂σ
S
xz
∂x
+
∂σSzz
∂z
= F Sz (3.12)
where σS are the disturbed stress parameters. The external force F Si (i = x, z)
represents the scattering effects of the heterogeneous medium and can be
obtained from the incident P-wave and the fluctuation of Lame´ parameters
and density. It is of the form (Sato and Fehler, 1998, equation (4.35)):
F Si (x, z, t) = −δρ∂
2uIi
∂t2
+ ∂iδλ∂ju
I
j + ∂jδµ(∂iu
I
j + ∂ju
I
i )
+δλ∂i∂ju
I
j + δµ∂j(∂iu
I
j + ∂ju
I
i ). (3.13)
Although we use a pressure point source in our numerical models, we assume
that the undisturbed wave ~uI is a plain P wave propagating in z-direction.
uIx = 0 and u
I
z = e
i(kpz−ωt) (3.14)
where kp is the P-wave number (= ω/V0p), ω the angular frequency and V0p
is the P-wave background velocity. With equation (3.14) equation (3.13)
becomes
F Sx = −ikp
∂
∂x
δλuIz
F Sz = −
[
k2p(V
2
0pδρ− δλ− 2δµ) + ikp
∂
∂z
(δλ+ 2δµ)
]
uIz. (3.15)
In chapter 2.1.2 we introduced the fractional fluctuation term ξ(x, z) which
describes velocity field fluctuations. We related the P-wave and the S-wave
velocity by a factor of
√
3. Hence, the fluctuations of both are equal. The
density was related to the P-wave velocity by the empirical Nafe-Drake rela-
tion
ρ = 1.755 + 0.155vp [g/cm
3]. (3.16)
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Therefore the density fluctuation differs to the velocity fluctuation by a factor
K.
ξ(x, z) =
δVp
V0p
=
δVs
V0s
=
1
K
δρ
ρ0
. (3.17)
K can be calculated referring to equation (3.16):
δρ
ρ0
=
(
V0p
V0p + 1.755
)
δVp
V0p
(3.18)
Relating to the numerical experiment where V0p was 6 km/s, K is approx-
imately 0.78. The elastic parameters and the seismic velocities are related
by
Vp =
√√√√λ(x, z) + 2µ(x, z)
ρ(x, z)
and Vs =
√√√√µ(x, z)
ρ(x, z)
. (3.19)
With equation (3.14), (3.17) and (3.19) we can rewrite equations (3.15):
F sx = −ikpV 20p ρ0C1
∂ξ
∂x
exp[i(kpz − ωt)], (3.20)
F sz =
(
2k2pV
2
0p ρo ξ − ikpV 20p ρ0C2
∂ξ
∂z
)
exp[i(kpz − ωt] (3.21)
where C1 and C2 are:
C1 = (K + 2)
(
1− 2V
2
0s
V 20p
)
C2 = K + 2. (3.22)
With the information we obtained until now a solution for usi in equation
(3.12) can be expressed using the principle of Green functions. Generally,
the Greens function is the response of the system to a point source which
is mathematically described by the δ-function. In our case the system is
described by the elastodynamic wave equation (3.12). We denote the Greens
function Gjk(x, z, t) as the jth component of the displacement field caused by
a point source directed in the kth direction. Therefore G satisfies equation
(3.12):
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ρ0
∂2Gxk
∂t2
=
∂σxx(Gxk)
∂x
+
∂σxz(Gxk)
∂z
= δxkδ(t)δ(x),
ρ0
∂2Gzk
∂t2
=
∂σxz(Gxk)
∂x
+
∂σzz(Gzk)
∂z
= δzkδ(t)δ(z). (3.23)
The principle of superposition states that the response to a sum of single
point forces is equal to the sum of the responses. Furthermore we can express
every force as a sum of different point forces. Therefore, we can express the
response to an arbitrary force as a convolution integral between the Greens
function and the arbitrary force. The application to this case yields:
uSx(x, z, t) =
2∑
k=1
∫
S
F Sk GxkdS
uSz (x, z, t) =
2∑
k=1
∫
S
F Sk GzkdS. (3.24)
with k = (x, z). The surface S is the area of heterogeneity. For the 2D case
Gjk(x, z, t) is a tensor of the form(
Gxx Gxz
Gzx Gzz.
)
(3.25)
The analytical solution of G is given by (Hudson, 1980, p.45):
Gjk(x, z, t) =
1
4piρ
{
‖Pjk‖ H(t−r/Vp)
V 2p
√
t2−r2/V 2p
+ (Ijk − ‖Pjk‖) H(t−r/Vs)
V 2s
√
t2−r2/V 2s
− 1
r2
(Ijk − 2‖Pjk‖)
[
H(t− r/Vp)(V 2p
√
t2 − r2/V 2p )
−H(t− r/Vs)(V 2s
√
t2 − r2/V 2s ))
]}
(3.26)
with j = x, z, k = x, z, I is the unit matrix , ‖Pjk‖ is a polarisation matrix
and H(t−r/V ) is the Heavyside step function. The argument of H describes
the causality by setting H = 0 for t < r/V . The solution is therefore a
retarded solution. The first term in equation (3.26) describes the P-wave
far field, the second term the S-wave far field and the third mixed term
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~n
~ez
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~x′
~r
~E
θ
S
Figure 3.3: An incident P-wave in z-direction interacts with the scatterer dS,
a part of the heterogeneous zone S. The scattered wave is propagating in the
direction of ~r and the scattering angle is θ. ~E denotes the exchange vector
whereas ~n is a unit vector in ~x direction and ~ez a unit vector in z-direction.
~x and ~x′ denote the position of the receiver and the scatterer, respectively.
the near field. In this case, the near field term becomes extremely small as
the observation distance is a lot larger than the dimension of the scattering
elements and can therefore be neglected. With respect to the scattering angle
θ between the vertical axes and the scattered wave propagation direction, the
polarisation matrix ‖Pjk‖ is:
‖Pjk‖ =
(
sin2θ sinθcosθ
cosθsinθ cos2θ
)
. (3.27)
Then, for a vertical directed point force the far field term of G for P-waves
and S-waves can be written as
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(
GPxz
GPzz
)
=
cosθ
4piV 2p ρ
(
sinθ
cosθ
)
H(t− r/Vp)√
t2 − r2/V 2p
(3.28)
and
(
GSxz
GSzz
)
=
sinθ
4piV 2s ρ
( −cosθ
sinθ
)
H(t− r/Vp)√
t2 − r2/V 2p
. (3.29)
Following Roth and Korn (1992), the Fourier transform ofH(t−r/V )/
√
t2 − (r/V )2
can be replaced by the Hankel function of the first order H
(1)
0
F
 H(t− r/V )√
t2 − r2/V 2
 = ipiH(1)0 (ωr/V ). (3.30)
ω is the angular frequency and V the wave velocity. Applying equation (3.30)
to equations (3.28) and (3.29) and writing r = |~x− ~x′| we obtain:(
G˜Pxz
G˜Pzz
)
=
icosθ
4V 2p ρ
H
(1)
0 (kp|~x− ~x′|)
(
sinθ
cosθ
)
, (3.31)
and
(
G˜Sxz
G˜Szz
)
=
isinθ
4V 2s ρ
H
(1)
0 (ks|~x− ~x′|)
( −cosθ
sinθ
)
. (3.32)
If the distance |~x − ~x′| is large compared to the wavelength the asymptotic
approximation of H
(1)
0 can be used (Roth and Korn, 1992)
H
(1)
0 (k|~x− ~x′|) ≈
√√√√ 2
pik|~x− ~x′| exp
[
−i
(
k|~x− ~x′| − pi
4
)]
. (3.33)
For a large observation distance we may use the approximations 1/|~x− ~x′| ≈
1/|~x| for the denominator and |~x− ~x′| ≈ |~x| − ~n · ~x′ for the exponent where
~n is the unit vector in scattering direction. Then, together with equation
(3.33), equations (3.31) and (3.32) become(
G˜Pxz
G˜Pzz
)
=
i
4V 2p ρ
√
2
pikp|~x| exp
[
i
(
kp|~x| − kp~n · ~x′ − pi
4
)](
sinθcosθ
cos2θ
)
,
(3.34)
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and
(
G˜Sxz
G˜Szz
)
=
i
4V 2s ρ
√
2
piks|~x| exp
[
i
(
ks|~x| − ks~n · ~x′ − pi
4
)]( −sinθcosθ
sin2θ
)
.
(3.35)
The components Gxx and Gzx of the Greens function tensor for a horizontally
directed point source can be obtained in the same way. Following Hong and
Kennet (2003) a complete formulation of the Greens function for the far field
can be written as
G˜Pjk =
i
4V 2p ρ
√
2
pikp|~x| exp
[(
kp|~x| − kp~n · ~x′ − pi
4
)]
APjk(θ),
G˜Sjk =
i
4V 2s ρ
√
2
piks|~x| exp
[(
ks|~x| − ks~n · ~x′ − pi
4
)]
ASjk(θ) (3.36)
The coefficient A specifies the polarisation of the scattered wave field where
index j indicates the spatial component of us and index k the direction of
the point force.
APxx(θ) = sin
2θ , APxz(θ) = sinθcosθ,
APzx(θ) = −sinθcosθ , APzz(θ) = cos2θ,
ASxx(θ) = cos
2θ , ASxz(θ) = −sinθcosθ,
ASzx(θ) = sinθcosθ , A
S
zz(θ) = sin
2θ,
(3.37)
Referring to equations (3.24) and (3.20) an integral formulation for the scat-
tered P and S-wave field is given by
uPPj =
√
kp
8pi|~x| exp
[
−i
(
ωt− kp|~x|+ pi
4
)]
{
C1A
P
jx(θ)
∫
S
∂ξ
∂x
eikp(z−~n·
~x′)dS(~x′) (3.38)
+2ikpA
P
jz(θ)
∫
S
ξeikp(z−~n·
~x′)dS(~x′)
+C2A
P
jz(θ)
∫
S
∂ξ
∂z
eikp(z−~n·
~x′)dS(~x′)
}
,
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and
uPSj =
√√√√kp(γ)3
8pi|~x| exp
[
−i
(
ωt− ks|~x|+ pi
4
)]
{
C1A
S
jx(θ)
∫
S
∂ξ
∂x
eiks(z−γ~n·
~x′)dS(~x′) (3.39)
+2ikpA
P
jz(θ)
∫
S
ξeikp(z−γ~n·
~x′)dS(~x′)
+C2A
S
jz(θ)
∫
S
∂ξ
∂z
eikp(z−γ~n·
~x′)dS(~x′)
}
,
where γ = (Vp/Vs). Integration by parts yields:
uPPj = i
√√√√ k3p
8pi|~x| exp
[
−i
(
ωt− kp|~x|+ pi
4
)]
{
C1A
P
jx(θ)sinθ + 2A
P
jz(θ) + C2A
P
jz(θ)(cosθ − 1)
}
∫
S
ξeikp(z−~n)·
~x′dS(~x′), (3.40)
and
uPSj = i
√√√√ k3pγ3
8pi|~x| exp
[
−i
(
ωt− ks|~x|+ pi
4
)]
{
C1A
S
jx(θ)γcosθ + 2A
S
jz(θ) + C2A
S
jz(θ)(γcosθ − 1)
}
∫
S
ξeikp(z−~n)·
~x′dS(~x′). (3.41)
The rotation of the coordinate axes by θ into the scattering direction enables
a limitation of UPPj to a single radial component and of U
SS
j to a single
tangential component (see Fig. 3.3)
uPPr = sin(θ)u
PP
x + cos(θ)u
PP
z
uPSt = cos(θ)u
PS
x − sin(θ)uPSz (3.42)
62 CHAPTER 3. ANALYTICAL STUDIES
where subscript t denotes the tangential and subscript r the radial compo-
nent. We simplify equations (3.40) and (3.41) by introducing two parameters
Cr(θ) and Ct(θ):
Cr(θ) = sinθ
{
C1A
P
xx(θ)sinθ + 2A
P
xz(θ) + C2A
P
xz(θ)
(
cosθ − 1
)}
+cosθ
{
C1A
P
zx(θ)sinθ + 2A
P
zz(θ) + C2A
P
zz(θ)
(
cosθ − 1
)}
,
Ct(θ) = cosθ
{
C1A
S
xx(θ)γsinθ + 2A
S
xz(θ) + C2A
S
xz(θ)
(
γcosθ − 1
)}
−sinθ
{
C1A
S
zx(θ)γsinθ + 2A
S
zz(θ) + C2A
S
zz(θ)
(
γcosθ − 1
)}
.
(3.43)
We remember our goal to calculate the scattering coefficient. We need the
average scattered power of the wave field for the calculation of g (see equa-
tion (3.7)). To extract it we consider an ensemble average over different
realizations of the random medium:
〈|uPPr |2〉 = k
3
p
8pi|~x| [Cr(θ)]
2
∫
S
∫
S
〈ξ(~x′)ξ(~y′)〉
exp
[
ikp
(
~ez · (~x′ − ~y′)− ~n · (~x′ − ~y′
)]
dS(~x′)dS(~y′),
〈|uPSt |2〉 = k
3
pγ
3
8pi|~x| [Ct(θ)]
2
∫
S
∫
S
〈ξ(~x′)ξ(~y′)〉
exp
[
ikp
(
~ez · (~x′ − ~y′)− γ~n · (~x′ − ~y′
)]
dS(~x′)dS(~y′).
(3.44)
We replace ~x′ and ~y′ by the center of mass coordinate ~xc = 12(~x
′ + ~y′) and
the relative coordinate ~xd = ~y
′ − ~x′. Also, we introduce the exchange wave
number vectors ~Er = kp~ez − kp~n and ~Et = kp~ez − kpγ~n (see Fig. 3.3). The
surface integral over ~xc yields the area S and the fluctuation average can be
described by an Auto Correlation Function R(~xd). Thus, we obtain:
〈|uPPr |2〉 = Sk
3
p
8pi|~x| [Cr(θ)]
2
∫
S
R( ~xd)exp
[
− i
(
~Er · ~xd
)]
dS(~xd),
〈|uPSr |2〉 = Sk
3
pγ
3
8pi|~x| [Ct(θ)]
2
∫
S
R( ~xd)exp
[
− i
(
~Et · ~xd
)]
dS(~xd).
(3.45)
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The surface integral in equation (3.45) is the Fourier transform of R(xd)
and therefore the corresponding ’power spectral density function’ P ( ~Er) and
P ( ~Et) respectively, with the exchange wave number vector as it’s argument.
We write the exchange wave number vector in terms of the scattering angle
θ:
~Er =
(
kx
kz
)
= kp
( −sinθ
1− cosθ
)
~Et =
(
kx
kz
)
= kp
( −γsinθ
1− γcosθ
)
(3.46)
and rewrite equation (3.45)
〈|uPPr |2〉 = Sk
3
p
8pi|~x| [Cr(θ)]
2 P
(
~Er(kx, kz)
)
,
〈|uPSt |2〉 = Sk
3
pγ
3
8pi|~x| [Ct(θ)]
2 P
(
~Et(kx, kz)
)
.
(3.47)
In the numerical study a 2D Gaussian and a 2D exponential PSDF were
used:
P 2Dgauss(kx, kz) =
σ2(axaz)
4pi
e−
(k2xa
2
x+k
2
za
2
z)
4 (3.48)
P 2Dexp(kx, kz) =
σ2(axaz)
2pi(1 + (k2xa
2
x + k
2
za
2
z))
3
2
. (3.49)
For further consideration of the heterogeneities a 90◦ rotated autocorrelation
function R∗ with the corresponding PSDF P ∗( ~E∗) is used (Hong and Wu,
2005)
~E∗r =
(
k∗x
k∗z
)
= kp
(
1− cosθ
−sinθ
)
~E∗t =
(
k∗x
k∗z
)
= kp
(
1− γcosθ
−γsinθ
)
. (3.50)
For the calculation of the average scattered energy we have to put the rotated
form of equation (3.48) or equation (3.49) into equations (3.47):
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〈|uPPr |2〉exp = Sk
3
pσ
2axaz
(4pi)2|~x|
1
[1+k2p((1−cosθ)2a2x+a2zsin2θ)]
3
2
[Cr(θ)]
2
〈|uPSr |2〉exp = Sγ
3k3pσ
2axaz
(4pi)2|~x|
1
[1+k2p((1−γcosθ)2a2x+a2zγ2sin2θ)]
3
2
[Ct(θ)]
2
〈|uPPt |2〉gauss = Sk
3
pσ
2axaz
32pi2|~x| exp
[
[k2p(a
2
x(1−cosθ)2+a2zsin2θ)]
4
]
[Cr(θ)]
2
〈|uPSt |2〉gauss = Sγ
3k3pσ
2axaz
32pi2|~x| exp
[
[k2p(a
2
x(1−γcosθ)2+a2zγ2sin2θ
4
]
[Ct(θ)]
2
. (3.51)
On the following pages we explain and illustrate equations (3.51) for the
whole range of θ from 0−pi. The variation of g(θ) for different frequencies is
such enormous that it wasn’t possible to give all plots the same scaling. ax,
az, σ and k are chosen according to the numerical models in chapter 2. We
show solutions for three different frequencies, corresponding to the geomet-
rical means of three used butterworth filters (f1 = 2.45 Hz, f10 = 14.54 Hz,
f20 = 27.14 Hz). These frequencies correspond to the following wave lengths:
λ1 = 2448 m, λ10 = 412 m and λ20 = 221 m. The standard deviation of the
velocity fluctuation is σ = 1 %. Both, exponential and Gaussian media, are
taken into account for four different horizontal correlation lengths (ax = 200
m (isomeric), ax = 500 m, ax = 1000 m, ax = 4000 m) whereas az is set
constant (200 m). Fig. 3.4 - 3.8 are structured in the same way: Three
images on the left side illustrates the scattering coefficient in exponential
distributed media and three images on the right side in Gaussian distributed
media. From top to bottom three different frequency ranges with certain
central frequencies are considered: f1 = 2.45 Hz, f10 = 14.54 Hz and f20 =
27.14 Hz. The red line denotes PP scattering, the blue line PS scattering
and the broad green line the total scattering coefficient, which is the sum of
PP and PS scattering. 0◦ denotes the forward direction and 180◦ the back-
ward direction. The incident wave approaches from the left interacts with
the heterogeneous zone and a scattered wave is emitted with the illustrated
characteristic. Backward directions include angles between 120◦ and 240◦
and forward directions include angles between 300◦ and 60◦.
Fig. 3.4: Illustrated is a polar plot of the scattering coefficient g(θ) in an
isomeric medium with ax = az = 200 m. We recognise in all cases,
(i.e. all three frequency ranges in exponential as well as in Gaussian
media) that maximum PP scattering is always oriented in forward and
backward direction (i.e. 0◦ and 180◦) and minimum PP scattering al-
ways in sidewards direction (i.e. 90◦ and 270◦) whereas PS scattering
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is maximal for 45◦, 135◦, 225◦ and 315◦ and is always zero for 0◦, 90◦,
180◦ and 270◦.
In the f1 images the wavelength is approximately 2000 m and hence
ten times larger than the correlation length. In both f1 images, ex-
ponential and Gaussian, we observe relative to PP scattering stronger
PS scattering, except in the forward direction in the Gaussian media
where PS and PP scattering are almost equally strong. The scatter-
ing coefficient in backward directions is approximately ten times larger
than in forward directions.
In the f10 case the wavelength is approximately 400 m. We still observe
stronger PS scattering in comparison to PP scattering, except in the
forward direction in Gaussian media where PP scattering is approxi-
mately of the same order as PS scattering. In both media the backward
directions are still more dominant than the forward directions. This
difference is more distinct in the Gaussian than in the exponential case.
In the f20 case the wavelength is approximately 200 m and of the same
dimension as the correlation length. We observe the strongest scat-
tering for this frequency range. In the exponential case scattering in
forward and backward directions are almost equally strong where PS
scattering dominates over PP scattering. In the Gaussian case back-
ward directed scattering is approximately twice as large as forward
directed scattering where PP and PS scattering are approximately of
the same order.
Fig. 3.5: Only the important differences to Fig. 3.4 are discussed. Illus-
trated is a polar plot of the scattering coefficient g(θ) in an anisomeric
medium with ax = 500 m and az = 200 m.
In the f1 images we recognise the same characteristic as in Fig. 3.4 but
g is approximately twice as large.
In the f10 case the wavelength is 400 m and approximately of the
same dimension as the horizontal correlation length. In the exponential
medium forward directed scattering dominates over backward directed
scattering whereas in the Gaussian medium backward and forward di-
rected scattering are of the same order.
In the f20 case the wavelength is half the size of the horizontal correla-
tion length. Forward scattering is strongly dominant in comparison to
backward scattering. PS scattering in forward direction in the expo-
nential case is approximately equally strong compared to PP scattering
whereas PP scattering in forward direction in the Gaussian medium is
distinctly stronger than PS scattering.
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Fig. 3.6: Only the important differences to Fig. 3.5 are discussed. Illus-
trated is a polar plot of the scattering coefficient g(θ) in an anisomeric
medium with ax = 1000 m and az = 200 m.
In the f1 images we recognise the same characteristic as in Fig. 3.5 but
in the Gaussian medium g is approximately 50 % larger than in Fig.
3.5.
In the f10 case forward oriented scattering dominates in both media
where PS scattering dominates in the exponential case and PP scatter-
ing slightly dominates in the Gaussian case. The horizontal correlation
length is 2.5 times larger than the wavelength.
In the f20 case forward scattering is such dominant, that we do not
recognise any backscattering with the given scaling. Indeed there is
some backscattered energy but it is very small compared to forward
scattered energy. In both media PP scattering becomes more domi-
nant in comparison to Fig. 3.5.
Fig. 3.7: Only the important differences to Fig. 3.6 are discussed. Illus-
trated is a polar plot of the scattering coefficient g(θ) in an anisomeric
medium with ax = 4000 m and az = 200 m.
In the f1 images the wavelength is half as large as the horizontal cor-
relation length. Backscattering is not dominant any more. Instead we
recognise in the exponential medium an equally distributed PP and
PS forward scattering and in the Gaussian medium dominant PP for-
ward scattering and an only slightly smaller PP scattering coefficient
in backward direction.
In the f10 case forward scattering is strongly dominant in both media
where PS scattering dominates in the exponential case and PP scat-
tering in the Gaussian case. Furthermore in both media the forward
scattering coefficient is larger than in Fig. 3.6. Interestingly the angle
in which PS forward scattering occurs becomes narrower. Therefore PS
forward scattering is almost restricted to a direction of approximately
55◦. The wavelength is ten times smaller than the horizontal correla-
tion length.
In the f20 case the forward scattering coefficient is larger than in Fig.
3.6. The narrowing of the PS forward scattering direction to approxi-
mately 55◦ can be observed, too. The wavelength is 20 times smaller
than the horizontal correlation length.
Fig. 3.8: This image show polar plots for heterogeneities with a vertical cor-
relation length of 4000 m and a horizontal correlation length of 200 m.
We did not realize such heterogeneities in our numerical models but it
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is of general interest how the scattering coefficient behaves under such
conditions. It represents a structure similar to vertical dykes.
In the f1 images we recognise dominant backward directed scattering
where PS scattering dominates in the exponential case and PP and PS
scattering are of the same dimension in Gaussian media. The wave-
length is ten times larger than the horizontal correlation length and
half as large as the vertical correlation length.
In the f10 case in both media PP scattering absolutely dominates over
PS scattering where backscattering is slightly stronger in the exponen-
tial case and noticeably stronger in the Gaussian case.
In the f20 case the situation is similar to the f10 case where forward
scattering becomes more dominant. The wavelength is of the same
order as the horizontal correlation length.
Overall we recognise:
• PP scattering is generally more dominant in Gaussian media than in
exponential media.
• If the wavelength is larger than the horizontal correlation length we
observe a tendency to backward directed scattering.
• The largest scattering coefficient in backward directions occur in the
isomeric case (i.e. ax = az = 200 m) if the wavelength is of the same
order as the correlation length.
• If the wavelength is smaller than the horizontal correlation length for-
ward scattering dominates.
• The largest scattering coefficient in forward directions occur in the
strongly anisomeric case (i.e. ax = 4000 m and az = 200m) for wave-
lengths smaller than the correlation length.
• If the wavelength is of the same order as the horizontal correlation
length, forward and backward scattering is balanced in exponential
media. The same balancing occurs in Gaussian media for horizontal
correlation lengths which are slightly larger than the wavelength.
• For wavelengths much smaller than the horizontal correlation length
we observe a narrowing of PS scattering to directions of approximately
55◦. In this case scattering can be described by the geometrical optics
regime (Fig. 3.1) and the wave propagation can be described by ray
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theoretical approaches. This strong conversional forward scattering is
visible in the snapshots for anisomeric media in Fig. 2.5 and 2.6 where
it is indicated by the angle Θ.
• A change of the vertical correlation length has influences to the scat-
tering coefficient as well.
A comparison of this results with the filtered synthetic seismogram time
sections (Fig. 2.15 and Fig. 2.16) yields:
• In all cases where the Born scattering theory predicts small scattering
coefficients in backward directions, the deep reflector is visible in the
seismogram sections, e.g. in all anisomeric sections and in the isomeric
f1 section. This is true for exponential as well as for Gaussian media.
• A direct comparison between the two f1 (i.e. exponential and Gaussian)
sections in isomeric media supports this statement. The theoretical
backscattering coefficient is larger in the exponential medium and the
deep reflector is more visible in the Gaussian section.
• Apparently strong forward scattering has no influences on the quality
of the deep reflector.
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Figure 3.4: Scattering coefficient g(θ) for exponential and Gaussian media
and for three different frequencies corresponding to the geometrical mean of
three used band pass filters. This example shows the solution for an isomeric
medium with ax = 200m and az = 200m and σ = 1%. 0
◦ denotes the forward
direction. Note that the scaling for the different plots is not equal. The plot
corresponds to equations (3.51).
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Figure 3.5: Scattering coefficient g(θ) for exponential and Gaussian media
and for three different frequencies corresponding to the geometrical mean
of three used band pass filters. This example shows the solution for an
anisomeric medium with ax = 500m and az = 200m and σ = 1%. 0
◦ denotes
the forward direction. Note that the scaling for the different plots is not
equal. The plot corresponds to equations (3.51).
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Figure 3.6: Scattering coefficient g(θ) for exponential and Gaussian media
and for three different frequencies corresponding to the geometrical mean
of three used band pass filters. This example shows the solution for an
anisomeric medium with ax = 1000m and az = 200m and σ = 1%. 0
◦
denotes the forward direction. Note that the scaling for the different plots is
not equal. The plot corresponds to equations (3.51).
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Figure 3.7: Scattering coefficient g(θ) for exponential and Gaussian media
and for three different frequencies corresponding to the geometrical mean
of three used band pass filters. This example shows the solution for an
anisomeric medium with ax = 4000m and az = 200m and σ = 1%. 0
◦
denotes the forward direction. Note that the scaling for the different plots is
not equal. The plot corresponds to equations (3.51).
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Figure 3.8: Scattering coefficient g(θ) for exponential and Gaussian media
and for three different frequencies corresponding to the geometrical mean
of three used band pass filters. This example shows the solution for an
anisomeric medium with ax = 200m and az = 4000m and σ = 1%. 0
◦
denotes the forward direction. Note that the scaling for the different plots is
not equal. The plot corresponds to equations (3.51).
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3.5 Backscattering coefficient
We assume that the image of the heterogeneous zone only exists due to
backscattering, i.e. scattering in a direction with θ ≈ 180◦. Therefore we set
θ = pi in equation (3.51) and obtain:
〈|uPPr |2〉exp(pi) = Sk
3
pσ
2axaz
(4pi)2|~x|
1
[1+4a2xk
2
p]
3
2
4K2
〈|uPSt |2〉exp(pi) = 0
〈|uPPr |2〉gauss(pi) = Sk
3
pσ
2axaz
32pi2|~x| exp
[
k2pa
2
x
]
4K2
〈|uPSt |2〉gauss(pi) = 0
(3.52)
Pure backscattering would not cause conversion scattering. However, we put
equation (3.52) into equation (3.7) and obtain:
gpi(kp)exp =
k3pσ
2axaz
8pi(1 + 4a2xk
2
p)
3
2
4K2,
gpi(kp)gauss =
k3pσ
2axaze
k2pa
2
x
16pi
4K2, (3.53)
where K ≈ 0.78 and kp = ω/V0. The backscattering coefficient for an ex-
ponential medium becomes gpi = 8σ
2axazk
3, which is constant, for axk À 1.
For axk ¿ 1 gpi becomes σ2/2ax. The backscattering coefficient for a Gaus-
sian medium has a located maximum at axk =
√
3/2. We rewrite equation
(3.53):
gpi(ω)exp =
(ω/V0)
3σ2axaz
8pi(1 + 4a2x(ω/V0)
2)
3
2
9.73,
gpi(ω)gauss =
(ω/V0)
3σ2axaze
(ω/V0)2a2x
16pi
9.73. (3.54)
These formulas are illustrated in Fig. 3.9. The left image shows the backscat-
tering coefficient for exponential media and four different horizontal corre-
lation lengths (ax = 200 m (blue), ax = 500 m (green), ax = 1000 m (red)
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Figure 3.9: Backscattering coefficient g(pi) for an exponential medium (left)
and a Gaussian medium (right) for different horizontal correlation lengths.
The plot corresponds to equations (3.54) and is normalised with the maxi-
mum of the blue curve.
and ax = 4000 m (yellow)). All four curves increase to higher frequencies
and reach a constant maximum from a certain frequency on. This frequency
depends on the horizontal correlation length and is as smaller as larger the
correlation length is. In low frequency ranges (0-7 Hz) anisomeric media show
the largest scattering coefficient. From 7 Hz on the largest backscattering
coefficient occurs for isomeric media with ax = az = 200 m.
The right image shows the equivalent curves in Gaussian distributed media.
We no longer observe a constant maximum but an isolated maximum for
a certain frequency, which depends on the horizontal correlation length as
well. Again, in low frequency ranges (0-12 Hz) the largest backscattering
coefficient occurs for anisomeric media. In high frequency ranges for 12 Hz
and more the isomeric medium shows the largest backscattering coefficient.
The maximum of the backscattering coefficient is at ax =
√
3/2 λ.
3.6 Comparison of numerical and analytical
results
With the help of the Born scattering theory we wanted to decide how strongly
the curves in Fig. 2.25 and Fig. 2.26 are influenced by scattering, in other
words how strong Ak and g(pi) are correlated. It is not necessary to plot both
results in one image, as the following differences are obvious.
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Comparison between analytical results g(pi) (chapter 3.6 Fig. 3.9) and nu-
merical results Ak (chapter 2.3 Fig. 2.25) in exponential media:
• The trends of g(pi) (Fig. 3.9) and Ak (Fig. 2.25) are in the opposite
direction. Ak show the smallest values in high frequencies whereas g(pi)
reaches a constant maximum from a certain frequency on.
• The constant maximum of g(pi) depends on the horizontal correlation
length whereas the maximum of Ak is equally located at approximately
5 Hz for all correlation lengths.
• In all frequenciesAk is maximal for larger horizontal correlation lengths,
whereas g(pi) is maximal from 7 Hz on for the smallest correlation
length of 200 m.
Comparison between analytical results g(pi) (chapter 3.6 Fig. 3.9) and nu-
merical results Ak (chapter 2.3 Fig. 2.26) in Gaussian media:
• Both, Ak and g(pi), show an isolated maximum. The maximum of Ak is
located at 5 Hz and is independent on the horizontal correlation length.
Whereas the maximum of g(pi) depends on the correlation length and
is at axk =
√
3/2.
• Both, largest Ak and largest g(pi) values, occur in low frequency range
in anisomeric media and in high frequency range in isomeric media.
• There is only one intersection point where all curves coincide at approx-
imately 11 Hz for Ak and several intersection points for the different
curves of g(pi).
Interpretation: The scattering coefficient g is a measure for the percentage
of scattered energy relative to the energy of an incident wave. If the image of
the heterogeneous zone mainly exists due to scattered energy, there should
be a correlation between the mean energy in the heterogeneous image and
the scattering coefficient g. The following considerations give an explanation
why we did not find a correlation:
• The whitening filter (see chapter 2.2.1.) is not accurate enough to
equalise all frequencies. Therefore the characteristic of Ak still reflects
the spectral influence of the source signal which covers all scattering
effects.
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• Conventional reflection and transmission is not considered by the scat-
tering coefficient g whereas Ak includes energy caused by such con-
ventional reflections. Especially in the strongly anisomeric case it is
probable that reflection dominates scattering.
• It is not well understood how accurate the Born approximation works
in the anisomeric case.
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Chapter 4
Summary and perspectives
4.1 Summary
The propagation of seismic waves in isomeric and anisomeric random media
was studied. A main focus was on the understanding of scattering processes
in order to ease the interpretation of RIS seismogram depth sections. For this
purpose we performed numerical FD simulations and used common scattering
theories to provide an analytical solution of the scattering coefficient.
Numerical studies:
For the computation of synthetic seismogram sections we used models con-
taining a heterogeneous overburden and a deep reflector. The heterogeneous
overburden is realized by using either an exponential or a Gaussian, isomeric
or anisomeric Auto Correlation Function (ACF). Three parameters deter-
mine the characteristics of the overburden: the standard deviation of the
velocity fluctuation σ and the horizontal and vertical correlation length ax
and az respectively. The ratio of ax to az determines the grade of anisometry.
az was set to a constant value of 200 m and ax varied between 200 m in the
isomeric media and 6000 m in the strongest anisomeric media. The central
frequency of the source signal is about 13 Hz which corresponds in our case
to a wavelength of ≈ 500 m.
We observed clear and distinct images of the heterogeneous overburden and
the deep reflector in seismogram time sections for anisomeric media. In
contrast, seismogram time sections in isomeric media show a continuously
distributed amount of scattered energy throughout the section. As a conse-
quence the image quality of the deep reflector is bad or it is not visible at all.
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Thus, we assume strong disturbing influences due to scattering in isomeric
media with heterogeneities of the same magnitude as the wavelength of the
propagating wave.
A detailed spectral analysis revealed a self averaging effect in the power
spectrum of seismograms recorded in anisomeric media. This is expressed in
the decrease of strong spectral fluctuations to higher frequencies. The larger
the grade of anisometry is, the smaller the frequencies are for which the
spectral fluctuations disappear. Furthermore, the intensity of these spectral
fluctuations depends on the standard deviation σ.
In order to interpret the results in terms of frequency we applied the ’Reflec-
tion Image Spectroscopy’ method to all seismogram sections. Additionally
we used a whitening filter to adjust for the spectrum of the source signal.
We compared migrated depth sections for different frequency ranges. In mi-
grated sections the deep reflector is no longer covered by energy caused by
scattering in the overburden. In anisomeric media the heterogeneous zone
and the deep reflector is accurately located and visible in depth sections for
all frequencies. In isomeric media we observed the deep reflector in depth
sections for low frequency ranges whereas it is not visible in sections contain-
ing higher frequencies. In these cases scattering is too strong for a coherent
wavefront to reach the deep reflector. It depends on the scale of the hetero-
geneities, whether a frequency is too ”high” or too ”low”. ”Low” includes
frequencies with wavelengths much larger than the correlation length and
”high” includes frequencies with wavelengths much smaller than the corre-
lation length. Exponential and Gaussian media differ in the sense that the
deep reflector is better imaged in Gaussian media.
In order to quantify the RIS depth sections in terms of reflected and backscat-
tered energy emerging from the heterogeneous overburden we determined the
average squared amplitude Ak in a defined window in the image of the over-
burden for every frequency range fk. Ak increases with the standard devia-
tion of the velocity fluctuation and the grade of anisometry. The plots of Ak
over frequency show the same qualitative characteristic for every overburden
realization. The observed location of the maximum of A is independent of
the horizontal correlation length. This is true for realizations with an ex-
ponential or a Gaussian ACF. The characteristic of the plots changes for
window sizes smaller than the correlation length. In this case the maximum
is shifted to higher frequencies. For all realisations and all window sizes A
decreases with increasing frequencies. For an exponential overburden this
happens equally for all realizations whereas in a Gaussian overburden the
decay depends on the horizontal correlation length. The decay is stronger
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for anisomeric overburdens.
Analytical studies:
We used a single scattering theory for 2D heterogeneous media described
by an ACF, based on the Born approximation in the elastodynamic wave
equation to formulate a solution for the scattering coefficient g. The solution
is valid for an ensemble average over different realizations of heterogenous
media. For the calculation of g we considered PP and PS scattering. The
solution states that for low frequencies and isomeric media backscattering is
dominant whereas forward scattering is dominant in the case of high frequen-
cies and anisomeric media. As we recorded mainly back propagated waves
in our numerical study, we considered the backscattering coefficient gpi sepa-
rately. For low frequencies gpi is small in the isomeric case whereas for high
frequencies the isomeric case is the one with the largest gpi. For exponential
media the solution of gpi is constant from a certain frequency on whereas
in Gaussian media there is an isolated maximum of gpi. The saturation fre-
quency in an exponential medium or the maximum frequency in a Gaussian
medium, depends on the horizontal correlation length i.e. on the grade of
anisometry. Although we assumed that the depth image of the heterogeneous
zone exists due to backscattered energy, there is no correlation between gpi
and A. Apparently the amount of backscattering included in A is to small
to visualise it in the way as it was performed in this thesis. Furthermore the
Born approximation reaches its limit for high frequencies and large correla-
tion lengths. The validity of the Born approximation for the calculation of
g in anisomeric media is still not well understood.
4.2 Perspectives
Maybe this work poses more questions rather than giving answers. Never-
theless I hope this approach and the results may stimulate further research
in the following directions.
• Currently it is not possible to extract the scattering strength in hetero-
geneous media with the help of RIS seismogram depth sections. It is
questionable if the amount of scattering is large enough to separate it
from all other effects which occur e.g. reflection and transmission, the
remaining influence of the source wavelet (after whitening) and further
filter effects in the medium. A quantitative comparison of all effects
which occur would be of interest.
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• It is not well understood how accurate the Born approximation de-
scribes the scattering power for anisomeric media. A description with
the help of other theoretical methods like the Bourret approximation
(e.g. Rytov et al., 1989) or the Rytov approximation (e.g. Ishimaru,
1978) would perhaps lead to further insights.
• We noticed the change of A versus fk for window sizes smaller than
the correlation length. A further study in this direction could provide
a method to characterise the medium in terms of correlation lengths.
Therefore it is necessary to investigate the changes in more detail.
• The determination of the average energy A for RIS depth sections from
real data sets would be of interest.
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