Abstract. This paper studies Monge parameterization, or differential flatness, of control-affine systems with four states and two controls. Some of them are known to be flat, and this implies admitting a Monge parameterization. Focusing on systems outside this class, we describe the only possible structure of such a parameterization for these systems, and give a lower bound on the order of this parameterization, if it exists. This lower-bound is good enough to recover the known results about "(x, u)-flatness" of these systems, with much more elementary techniques.
Characterizing differential flatness, or dynamic state feedback linearizability is still an open problem [10] , apart from the case of single-input systems [4, 5] . The main difficulty is that the order of a parameterization or a flat output, if there exists any, is not known beforehand: for a given system, if one constructs a parameterization, it has a definite order, but if, for some integer j, one proves that there is no parameterization of order j, there might exist a parameterization of higher order, and we do not know any a priori bound on the possible j's. In the present paper, we consider systems of the smallest dimensions for which the answer is not known; we do not really overcome the above mentioned "main difficulty", in the sense that we only say that our class of systems does not admit a parameterization of order less than some numbers, but the description of the parameterization that we give, and the resulting system of PDEs is valid at any order.
Consider a general control-affine system in R 4 with two controls, where ξ ∈ R 4 is the state, w 1 and w 2 are the two scalar controls and X 0 , X 1 and X 2 are three smooth vector fields: ξ = X 0 (ξ) + w 1 X 1 (ξ) + w 2 X 2 (ξ).
In [19] , one can find a necessary and sufficient condition on X 0 , X 1 , X 2 for this system to admit a flat output depending on the state and control only (j = 0 according to the above notations). Systems who do not satisfy this conditions may or may not admit flat outputs depending also on some time-derivatives of the control (j > 0). This is recalled and commented in Sections 2.4 and 5.
Instead of the above control system, we study a reduced equation (3); let us briefly explain why it represents, modulo a possibly dynamic feedback transformation, all the relevant cases. Systems for which the iterated Lie brackets of X 1 and X 2 do not have maximum rank can be treated in a rather simple manner [19] , first cases of Theorem 3.1; if on the contrary iterated Lie brackets do have maximum rank, it is well known (Engel normal form for distributions of rank 2 in R 4 , see [3] ) that, after a nonsingular feedback ( w i = β i,0 (ξ) + β i,1 (ξ)w 1 + β i,2 (ξ)w 2 , i = 1, 2, with β 1,1 β 2,2 − β 1,2 β 2,1 = 0), there are coordinates such that the system readṡ 
with some smooth functions γ and δ. One can eliminate w 1 and w 2 and, renaming ξ 1 , ξ 2 , ξ 3 , ξ 4 as x, y, z, w, obtain the two following relations between these four functions of time: y = γ(x, y, z, w) + zẋ ,ż = δ(x, y, z, w) + wẋ (2) 2. Problem statement
The systems under consideration
This paper studies the solutions t → (x(t), y(t), z(t)) of the scalar differential equatioṅ z = h(x, y, z, λ) + g(x, y, z, λ)ẋ with λ =ẏ − zẋ (3) where g and h are two real analytic functions Ω → R, Ω being an open connected subset of R 4 . We assume that g does depend on λ; more precisely, associating to g a map G : Ω → R 4 defined by G(x, y, z, λ) = (x, y, z, g(x, y, z, λ)), and denoting by g 4 the partial derivative of g with respect to its fourth argument, g 4 does not vanish on Ω and G defines a diffeomorphism Ω → G(Ω).
We denote by Ω the open connected subset of R 5 defined from Ω by:
From g and h one may define γ and δ, two real analytic functions G(Ω) → R, such that G −1 (x, y, z, w) = (x, y, z, γ(x, y, z, w)) and δ = h • G −1 , i.e.
w = g(x, y, z, λ) ⇔ λ = γ(x, y, z, w), (6) h(x, y, z, λ) = δ(x, y, z, g(x, y, z, λ)), i.e. δ(x, y, z, w) = h(x, y, z, γ(x, y, z, w)).
Then, one may associate to (3) the control-affine system (1) in R 4 with two controls, that can also be written as (2) ; our interest however focuses on system (3) defined by g and h as above. Let us set some conventions:
The functions γ and δ: when using the notations γ and δ, it is not assumed that they are related to g and h by (6) and (7) (16-b) . Since the arguments of g, h, γ, δ and a few other functions will sometimes be intricate functions of other variables, we use numeric subscripts for their partial derivatives: h 2 stands for ∂h/∂y, or g 4,4,4 for ∂ 3 g/∂λ 3 . To avoid confusions, we will not use numeric subscripts for other purposes than partial derivatives, except the subscript 0, as in (x 0 , y 0 , z 0 ,ẋ 0 ,ẏ 0 ) for a reference point.
The dot denotes, as usual, derivative with respect to time, and (j) the j th time-derivatives.
The following elementary lemma -we do write it for the argument is used repeatedly throughout the paperstates that no differential equation independent from (3) can be satisfied identically by all solutions of (3):
Lemma 2.1. For M ∈ N, let W be an open subset of R 3+2M and R : W → R a smooth function. If any solution (x(.), y(.), z(.)) of system (3), defined on some time-interval I and such that (z(t), x(t), . . . , x
(M) (t), y(t), . . . ,
Proof. For any X ∈ W there is a germ of solution of (3) such that (z(0),
Indeed, take e.g. for x(.) and y(.) the polynomials in t of degree M that have these derivatives at time zero; Cauchy-Lipschitz theorem then yields a (unique) z(.) solution of (3) with the prescribed z(0).
The notion of parameterization
In order to give rigorous definitions without taking care of time-intervals of definition of the solutions, we consider germs of solutions at time 0, instead of solutions themselves.
For O an open subset of R n , the notation C ∞ 0 (R, O) stands for the set of germs at t = 0 of smooth functions of one variable with values in O, see e.g. [11] . 
) the set of germs of smooth functions t → (u(t), v(t)) (resp. t → (x(t), y(t), z(t))) such that their jets at t = 0 to the order precised below are in U (resp. in V ):
These are open sets for the Whitney C ∞ topology [11] , p. 42.
Definition 2.2 (Monge parameterization
such that, with U and V defined from U and V according to (8) - (9), and Γ :
the following three properties hold:
Remark 2.3 (on ordering the pairs (k, )). Since u and v play a symmetric role, they can always be exchanged, and there is no lack of generality in assuming k ≤ . This convention is useful only when giving bounds on (k, ). For instance, k ≥ 2 means that both integers are no smaller than 2. 
It is easy to check that (x, y, z) given by these formulas does satisfy the equation, point 2 is true because the above formulas can be "inverted" by u = −z + yẋ, v = x (this gives the "flat output" see Sect. 7), point 3 is true because ψu, ψv, χu and χv are nonzero rational functions. Here, L = 2 and V can be taken the whole set of (x, y, z,ẋ,ẏ,ẍ,ÿ) ∈ R 7 such thatẍ +ẋ 3 = 1 and U the whole set of (u,u, v,v,v) ∈ R 5 such thatv +v 3 = 1.
Example 2.5. Suppose that the function γ in (2) depends on x, y, z only (this is treated in [19] , case 6 in Th. 3.1). For such systems, eliminating w does not lead to (3), but to the simpler relationẏ − zẋ = γ(x, y, z). One can easily adapt the above definition replacing (3) by this relation. This systemẏ − zẋ = γ(x, y, z) admits a parameterization of order (1,1) at any (
Proof. In a neighborhood of such a point,, the map (x,ẋ, y, z) → (x,ẋ, y, γ(x, y, z)+zẋ) is a local diffeomorphism, whose inverse can be written as (x,ẋ, y,ẏ) → (x,ẋ, y, χ(x,ẋ, y,ẏ)), thus defining a map χ. Then x = u, y = v, z = χ (u,u, v,v) defines a parameterization of order (1,1) in a neighborhood of these points. 
), a parameterization of the same order at (
The above definition is local around some jet of solutions of (3). In general, the idea of a global parameterization, meaning that Γ would be defined globally, is not realistic; it is not realistic either to require that there exists a parameterization around all jets (this would be "everywhere local" rather than "global"): the systems in Example 2.5 admit a local parameterization around "almost every" jets, meaning jets outside the zeroes of a real analytic function (namely jets such thatẋ + γ 3 (x, y, z) = 0). We shall not define more precisely the notion of "almost everywhere local" parameterizability, but rather the following (sloppier) one. Definition 2.7. We say that system (3) admits a parameterization of order (k, ) somewhere in Ω if there exist an integer L and at least one jet (
with a parameterization of order (k, ) at this jet in the sense of Definition 2.2.
In a colloquial way this is a "somewhere local" property. Using real analyticity, "somewhere local" should imply "almost everywhere local", but we do not investigate this.
The functions S, T and J
Given g, h, let us define three functions S, T and J, to be used to discriminate different cases. They were already more or less present in [19] . The most compact way is as follows: let ω, ω 1 and η be the following differential forms in the variables x, y, z, λ:
From (4), ω ∧ω 1 ∧η = 2 g 4 2 dx∧ dy ∧ dz = 0. Decompose dω ∧ω on the basis ω, ω 1 , η, dλ, thus defining the functions S, T and J (we say more on their expression and meaning in Sect. 4):
Example 2.8. Le us illustrate the computation of S, T and J on the following three particular cases of (3). For each of them, the table below gives the differential forms ω and η, the decomposition of dω ∧ ω on ω 1 , ω, η, dλ and the resulting S, T, J according to (13) . System (a) was already studied in Example 2.4.
system (14) g
Contributions and organization of the paper
If S = T = J = 0, i.e. dω ∧ ω = 0, system (3) admits a parameterization of order (1, 2) , at all points except some singularities. This is stated further as Theorem 4.3, but was already contained in [19] . We conjecture that these systems are the only parameterizable ones of these dimensions, i.e. system (3) admits no parameterization of any order if (S, T, J) = (0, 0, 0), i.e. if dω ∧ ω = 0. This is unfortunately still a conjecture, but we give the following results, valid if (S, T, J) = (0, 0, 0) (recall that k ≤ , see Rem. 2.3):
• system (3) admits no parameterization of order (k, ) with k ≤ 2 or k = = 3 (Th. 5.4);
• a parameterization of order (k, ) must come from a solution of the system of PDEs E γ,δ k, (Th. 5.1); • since a solution of this system of PDEs is also sufficient to construct a parameterization (Th. 3.7), the conjecture can be entirely re-formulated in terms of this system of partial differential relations. Note that this allows one to recover the results from [19] on (x, u)-flatness 1 . See Remark 5.6 for details. The paper is organized as follows. Section 3 is about the above mentioned partial differential system E γ,δ k, . Section 4 is devoted to some special constructions for the case where S = T = 0, and geometric interpretations. The main results are stated in Section 5, based on sufficient conditions obtained in Sections 3 and 4, and necessary conditions stated and proved in Section 6. Sections 7 and 8 comment on flatness versus Monge parameterization and then give a conclusion and some perspectives.
A system of partial differential equations
This section can profitably be skipped or overlooked in a first reading; the reader will come back when needed to this material that might appear, at first sight, somehow disconnected from the thread of the paper.
It defines E γ,δ k, and its "regular solutions", proves that a regular solution induces a parameterization of order (k, ), and that no regular solution exists unless k ≥ 3 and ≥ 4.
The equation E γ,δ k, , regular solutions
For k and some positive integers, we define a partial differential system in k + + 1 independent variables and one dependent variable, i.e. the unknown is one function of k + + 1 variables. The dependent variable is denoted by p and the independent variables by u,u, . . . ,
. Although the names of the variables may suggest "time-derivatives", time is not a variable here.
In R k+ +1 with the independent variables as coordinates, let F be the differential operator of order 1
where the first sum is zero if k ≤ 1 and the second one is zero if ≤ 1.
Let Ω be an open connected subset of R 4 and γ, δ two real analytic functions Ω → R such that γ 4 (partial derivative of γ with respect to its 4th argument, see end of Sect. 2.1) does not vanish on Ω. Consider the system of two partial differential equations and three inequations:
To any p satisfying E γ,δ k, , we associate two functions σ and τ , and a vector field E:
We also introduce the differential operator D (see Rem. 3.2 on the additional variablesẋ, . . . , x (k+ −1) ):
in Ω, (16-a,b) are identically satisfied on O, the left-hand sides of (16-c,d,e) are not identically zero, and, for at least one integer K ∈ {1, . . . , k + − 2},
(not identically zero, as a function of u, . . . ,
. These variables appear in the expression (18) . Note that D is only applied (recursively) to functions of u, . . . ,
only; hence we view it as a vector field in R k+ +1 with these variables as parameters. In fact, D is only used in 
Indeed, (16) does imply the above relations with σ and τ given by (17) ; in particular, τ x = 0 is equivalent to (e) and σ = 0 to (d); conversely, eliminating σ and τ in (20) , one recovers E γ,δ k, . Note also that, with g and h related to γ and δ by (6) and (7), any solution of the above equations and inequations satisfies
The following will be used repeatedly in the paper: Proof. Point 1 implies point 2 because differentiating the relation p x = α(x, p) with respect to x yields
while differentiating it along the vector field F + τ ∂/∂u (k−1) and using (20) yields
Let us prove that point 3 implies
for all i ≥ 0, hence the lemma. It is indeed true for i = 0 and the following three relations
that are implied by (18) , (20) and the two relations in point 3 allow one to go from i to i + 1 (ED i x = Ex (i) = 0 and ED iẋ = Ex (i + 1) = 0 from the very definition of D and E).
The relation with Monge parameterizations
Let us now explain how a Monge parameterization for system (3) can be deduced from a regular solution
This may seem anecdotal but it is not, for we shall prove (cf. Sects. 5 and 6) that all Monge parameterizations are of this type, except when g and h are such that dω ∧ ω = 0 (see (12)- (13)).
We saw in Remark 3.4 that (16-e) is equivalent to τ x = 0; let (u 0 , . . . , u
Then, the implicit function theorem provides a neighborhood V of (u 0 , . . . , u
identically on V . Two other maps V → R may be defined by
From these ϕ, ψ and χ, one can define a map Γ as in (10) that is a candidate for a parameterization. We prove below that, if p is a regular solution of E γ,δ k, , then this Γ is indeed a parameterization, at least away from some singularities. The following lemma describes these singularities; it is proved in Appendix A.
There exist two non-negative integers i 0 ≤ k and j 0 ≤ such that i 0 + j 0 = K + 2 and
is a nonzero real analytic function on O × R K .
We can now state precisely the announced sufficient condition. Its interest is discussed in Remark 5.5. 
the left-hand sides of (16-c,d ,e) are all nonzero at (u 0 , . . . , u
, and the function ED K p and the determinant (27) are nonzero at point (u 0 , . . . , u
Proof. Let us prove that Γ given by (10) , with the maps ϕ, ψ, χ constructed above, satisfies the three points of Definition 2.2. Differentiating (23) with respect to u (k) and v (20)). To prove point 1, let u(.), v(.) be arbitrary and x(.), y(.), z(.) be defined by (10) . Differentiating (10) with respect to time, using relations (24) and (25), taking u (k) (t) from (23), one haṡ
where F is given by (15) and the argument (u(t), . . . ,
and p xx is omitted. Then, (20) 
implies, again omitting the arguments of p xx , one haṡ y(t) = γ(x(t), y(t), z(t), p xx ) + z(t)ẋ(t), andż(t) = δ(x(t), y(t), z(t), p xx ) + p xxẋ (t). The first equation yields p xx = g(x(t), y(t), z(t),ẏ(t) − z(t)ẋ(t))
with g related to γ by (6) , and then the second one yields (3), with h related to δ by (7). This proves point 1. The rest of the proof is devoted to point 2.
Let t → (x(t), y(t), z(t)) be a solution of (3). We may consider Γ(u, v) = (x, y, z) (see (10) ) as a system of three ordinary differential equations in two unknown functions u, v:
Differentiating (30) K + 1 times, substituting u (k) from (29), and using the fact that
Equations (30)-(32) can be written
with π given by (26 
Let us prove that, provided that (x, y, z) is a solution of (3) 
Now, substitute the values of (29), (30) and (31); either the obtained relations are identically satisfied, and hence it is true that any solution of (3) and (35) This is still a conjecture for general integers k and , but we prove it for "small enough" k, , namely if one of them is smaller than 3 or if k = = 3. The following statements assume k ≤ (see Rem. 2.3). 
is a nonzero real analytic function.
Proof. Straightforward consequence of Lemma 3.5 and the three following lemmas, proved in Appendix B. 4 . Remarks on the case where S = T = 0
Lemma 3.10. If p is a solution of system
E γ,δ k, and either k = 1 or p u(k−1) p u (k−2) p xu (k−1) p xu (k−2) = 0,with ≥ k ≥ 2 , p u (k−1) = 0 , p u (k−1) p u (k−2) p xu (k−1) p xu (k−2) = 0.(38
Geometric meaning of the differential form ω and the condition S = T = 0
For (x, y, z) such that the set Λ = {λ ∈ R, (x, y, z, λ) ∈ Ω} is nonempty, (3) defines, by varying λ in Λ andẋ in R, a surface Σ in [the tangent space at (x, y, z) to] R 3 . Fixing λ in Λ and varyingẋ in R yields a straight line S λ (direction (1, z, g(x, y, z, λ)) ). Obviously, Σ = λ∈Λ S λ ; Σ is a ruled surface. For each λ ∈ Λ, let P λ be the osculating hyperbolic paraboloid to Σ along S λ , i.e. the unique 3 such quadric that contains S λ and has a contact of order 2 with Σ at all points of S λ . Its equation is, omitting the argument (x, y, z, λ) of h and g,
With ω, ω 1 , η defined in (12) andξ the vector with coordinatesẋ,ẏ,ż, the above equation reads 3 and a 0 are uniquely defined up to multiplication by a non-vanishing function; they encode how the "osculating hyperbolic paraboloid" depends on x, y, z and λ.
We will have to distinguish the case when S and T , whose explicit expressions derive from (12) and (13) 
are zero. From (13) , it means that the Lie derivative of ω along ∂/∂λ is co-linear to ω, and this is classically equivalent to a decomposition ω = kω 2 where k = 0 is a function of the four variables x, y, x, λ butω 2 is a differential form in the three variables x, y, z, the first integrals of ∂/∂λ. Then, one can prove that the form ω 3 = ω 3 /k and the functionâ 0 = a 0 /k also involve the variables x, y, z only. From ω's expression, one can take for instance k = g 44 or k = gg 44 − 2 g 4 2 (they do not vanish simultaneously because g 4 does not vanish). Hence S = T = 0 if and only if, for each fixed (x, y, z), the osculating hyperbolic paraboloid P λ in fact does not depend on λ i.e. the surface Σ itself is a hyperbolic paraboloid, its equation being
whereξ is the vector of coordinatesẋ,ẏ,ż. This yields the following proposition
4
, where the functionsâ 
A parameterization of order (1, 2) if S = T = J = 0
It is known [19] that system (3) is (x, u)-flat (see Sect. 7) if S = T = J = 0. For the sake of completeness, let re-state this result in terms of parameterization. We start with the following particular case of (3):
where κ does not vanish on the domain where it is defined. Note that Example 2.4 was of this type with κ = 1, a = b = 0, c = y. For short, define the following vector fields:
Note that, for h an arbitrary smooth function of x, y and z, X 0 h, X 1 h, X 2 h, X 3 h also depend on x, y, z only. 4 We introduced the osculating hyperbolic paraboloid because it gives some geometric insight on ω, S and T , but it is not formally needed : Proposition 4.1 can be stated without it, and proved as follows, based on (39) (see also [2] , y 0 , z 0 ,ẋ 0 ,ẍ 0 ) . Let then h be a function of (x, y, z,ẋ) such that Y h = 0 and Zh = 0; its "time-derivative along system (42)", given byḣ = X 0 h + X 1 h ẋ + Y h λ + ∂h/∂ẋ)ẍ, does not depend on λ: it is a function of (x, y, z,ẋ,ẍ); also, since Y h = 0, one has Yḣ = Zh; finally, Zh = 0 implies that
Lemma 4.2. System (42) admits a parameterization of order
. Let ψ and χ be the two functions of five variables such that the inverse of that local diffeomorphism is (u,u, v,v,v) → (v, ψ(u,u, v,v,v) , χ (u,u, v,v,v),v,v) . The parameterization (10) is given by: x = v, y = ψ (u,u, v,v,v) , z = χ (u,u, v,v,v) .
Proof. From Proposition 4.1, (3) and (40) are identical. Since independent and dω 2 ∧ω 2 = 0 (see (13)- (41)), there is a local change of coordinates (x,ỹ,z) = P (x, y, z) such thatω 2 = k dx and ω 1 = k dỹ −zdx with k = 0, k = 0. Hence P transforms (40) 
. Now, take for P 3 any function such that dP 1 ∧ dP 2 ∧ dP 3 = 0; decomposingω 3 , we get three smooth functions
The change of coordinates P = (P 1 , P 2 , P 3 ) does transform system (40) into (44) with
κ and α − β are nonzero because f 1 − f 2 , k 1 and k 2 are. α 3 and β 3 are nonzero because the inverse images of α 3 dx ∧ dỹ ∧ dz and β 3 dx ∧ dỹ ∧ dz by P are dP 1 ∧ dP 2 ∧ df i for i = 1, 2, that are equal, by construction, to
2 , which are both nonzero (the second one because J = 0).
Note that (44) is not in the form (3) unless α =z or β =z. This suggests, since α 3 = 0 and β 3 = 0, the following local changes of coordinates A and B, that both turn (44) to a new system of the form (3):
These two systems of the form (3) correspond to two choices h 1 , g 1 and h 2 , g 2 instead of the original h, g, and they yield, according to (6) and (7), two possible sets of functions γ and δ. These will be used in Theorem 6.5; let us give their explicit expression:
with (these are obtained from each other by interchanging α and β):
Example 4.5. System (14-b) in Example 2.8 is already as in (44). The above choices are, for this system:
Main results
We gather here our main results in a synthetic manner. They rely on precise local results from other sections: sufficient (Sects. 4 and 3.2) or necessary (Sect. 6) conditions for parameterizability, results on solutions of the partial differential system E γ,δ k, (Sect. 3.3) and on the relation between flatness and parameterizability (Sect. 7). We are not able to give local precise necessary and sufficient conditions at a given point (jet) because singularities are not the same for necessary and for sufficient conditions; instead, we use the "somewhere" notion as in Definitions 3.3 and 2.7. with γ and δ defined from g and h according to (6) and (7) admits a regular solution somewhere in Ω.
Proof. Sufficiency: the parameterization is provided, away from an explicitly described set of singularities, by Theorem 4.3 if point 1 holds, and by Theorem 3.7 if one of the two other points holds. For necessity, assume that there is a parameterization of order (k, ) at a point (x, y, z,ẋ,ẏ 
\F . From Theorems 6.2 and 6.5, it implies that one of the three points holds.
Example 5.2. Consider again systems (a), (b) and (c) in (14) . From point 1 of the theorem, system (a) admits a parameterization of order (1,2), see also Example 2.4. System (b) is concerned by point 2 of the theorem: it has a parameterization of order k, if and only one of the two systems of PDEs
admits a "regular solution". Point 3 of the theorem is relevant to system (c) because S = 0: (c) admits a parameterization of order k, if and only there is a "regular solution" p to If dω ∧ ω (or (S, T, J) ) is not identically zero on Ω, then system (3) does not admit a parameterization of any order at any point (jet of any order). If system (3) admits a parameterization of order (k, ) , with k ≤ , at some jet, then either
Theorem 5.4.
Proof. This is a simple consequence of Theorem 5.1 and Proposition 3.9.
Remark 5.5. If our Conjecture 3.8 is correct, the systems E γ,δ k, never have any regular solutions, and the sufficiency part of Theorem 5.1 (apart from case 1) is essentially void, and so is Theorem 3.7. However, Conjecture 3.8 is still a conjecture, and the interest of the sufficient conditions above is to make this conjecture, that only deals with a set of partial differential equalities and inequalities, equivalent to Conjecture 5.3 below. For instance, if one comes up with a regular solution of some of these systems E γ,δ k, , this will yield a new class of systems that admit a parameterization.
Remark 5.6 (on recovering the results of [19] ). The main result in that reference can be phrased:
" (1) is (x, u)-dynamic linearizable (i.e. (x, u)-flat) if and only if S = T = J = 0". Sufficiency is elementary in [19] ; Theorem 4.3 implies it. The difficult part is to prove that S = T = J = 0 is necessary; that proof is very technical in [19] : it relies on some simplifications performed via computer algebra. From our Proposition 7.4, (x, u)-flatness implies existence of a parameterization of some order (k, ) with k ≤ 3 and ≤ 3. Hence Theorem 5.1 does imply the above statement.
Necessary conditions

The case where S and T are not both zero
The following lemma is needed to state the theorem. 
Proof. Assume a parameterization where ϕ does not depend on u (k) . Substituting in (3) yieldṡ
Sinceφ does not depend on u (k+1) , differentiating twice with respect to u (k+1) yields
If ψ u (k) was zero, then, from the first relation, χ u (k) would too, and this would contradict point 3 in Definition 2.2; hence the second relation implies that h 4,4 + g 4,4φ is identically zero. From point 2 in the same definition, it implies that all solutions of (3) satisfy the relation: h 4,4 (x, y, z,ẏ − zẋ) + g 4,4 (x, y, z,ẏ − zẋ)ẋ = 0. From Lemma 2.1, this implies that h 4,4 and g 4, 4 are the zero function of four variables, and hence S = T = J = 0. This proves the lemma. 
Theorem 6.2. Assume that either S or T is not identically zero on Ω, and that system (3) admits a parameterization of order
and a regular solution
k, , related to ϕ, ψ, χ by (23) , (24) and (25) , the functions γ and δ being related to g and h by (6) and (7). 
and define locally a function r of k + + 2 variables such that
Defining two functions p, q by substitution of u (k) in ψ, χ, the parameterization can be re-written implicitly as
We now work with this form of the parameterization and u,u, . . . ,
. . . In order to simplify notations, let us agree that, if k = 0, the list u,u, . . . , u (k−1) is empty and any term involving the index k − 1 is zero (same with − 1 if = 0). Let us also define P and Q by
with F given by (15) . P and Q depend on u,u, . . . ,
but not onẋ; F p and F q depend neither onẋ nor on v ( +1) . When substituting (52) in (3), usingẏ = P +ẋp x andż = Q +ẋq x , one obtains:
Differentiating each side three times with respect toẋ, one obtains:
Combining (56) and (57) to cancel the first term in each equation, one obtains (see S and T in (39)):
The second factor must be zero because, if T + Sẋ was identically zero as a function of u, . . . , u (k−1) , x, v, . . . , v ( −1) , then, by Definition 2.2 (point 2), all solutions (x(t), y(t), z(t)) of (3) Proof. Like in the beginning of the proof of Theorem 6.2, a parameterization (ϕ, ψ, χ) of order (k, ) with ϕ u (k) = 0 yields an implicit form (52). Substituting in (63), one obtains an identity between two polynomials in v ( +1) andẋ. The coefficient of (v ( +1) ) 2 in the right-hand side must be zero and this yields that p cannot depend on v ( ) ; the linear term in v ( +1) then implies that q does not depend on v ( ) either. To go further, let us define, as in the proof of Theorem 6.2,
with F as in (15) . Still substituting in (63), the terms of degree 0, 1 and 2 with respect toẋ then yield
The factors in the third equation cannot both be zero because α − β = 0. Let us assume
(interchange the roles of α and β for the other alternative). Since α 3 = 0, the map A defined in (45) has locally an inverse A −1 , and the equation in (66) is equivalent to (x, p, q) = A −1 (x, p, p x ); by differentiation an expression of q x as a function of x, p, p x , p xx is obtained; solving the second equation in (65) for P and substituting q and q x , one obtains P = γ 1 (x, p, p x , p xx ) with γ 1 defined by (46)-(47). If one had chosen the other alternative in (66), A and γ 1 would be replaced by B and γ 2 . Since P is also given by (64), the relation (109) holds with f = γ 1 ; also, for the same reasons as in the proof of Theorem 6.2 (two lines further than (60)), r v ( ) is nonzero and it would be absurd that p depends on x only. One may then apply Lemma 8 and deduce that k if one had chosen the other alternative in (66)). The last paragraph of the proof of Theorem 6.2 can be used to prove that this solution is K-regular with K ≤ k + + 1.
Flat outputs and differential flatness
Definition 7.1 (flatness, endogenous parameterization [7] ). A pair A = (a, b) of real analytic functions on a neighborhood of (x 0 , y 0 , z 0 , . . . , x 
z(t) = h x(t), y(t), z(t),ẏ(t)−z(t)ẋ(t) + g x(t), y(t), z(t),ẏ(t)−z(t)ẋ(t) ẋ(t) u(t) = a x(t), y(t), z(t),ẋ(t),ẏ(t),ẍ(t),ÿ(t), . . . , x
System (3) In control theory, flatness is a better known notion than Monge parameterization. For general control systems, it implies existence of a parameterization (obvious in the above definition), and people conjecture [10] that the two notions are in fact equivalent, at least away from some singular points. In any case, our results are relevant to both: systems (3) that are proved to be parameterizable are also flat and our efforts toward proving that the other ones are not parameterizable would also prove that they are not flat. Theorem 3.7 gave a procedure to derive a parameterization of (3) from a regular solution p of E γ,δ k, , and we saw in Section 5 that, unless S = T = J = 0, these are the only possible parameterizations. One can tell when such a parameterization is endogenous: The main result in [19] is a necessary condition for "(x, u)-dynamic linearizability" ((x, u)-flatness might be more appropriate) of system (1). For system (1), it means existence of a flat output whose components are functions of ξ 1 , ξ 2 , ξ 3 , ξ 4 , w 1 , w 2 ; for system (3), it translates as follows. The functions γ and δ in (1) are supposed to be related to g and h in (3) according to (6) and (7). Definition 7.3. System (1) is "(x, u)-dynamic linearizable" is and only if system (3) admits a flat output of order 2 of a special kind: A(x, y, z,ẋ,ẏ,ẍ,ÿ) = a(x, y, z, λ, dotx,λ) for some smooth a.
The following proposition is useful to recover the main result from [19] , see Remark 5.6. (1) is "(x, u) -dynamic linearizable" in the sense of [19] , then (3) admits a parameterization of order (k, ) with k ≤ 3 and ≤ 3.
Proposition 7.4. If system
Proof. Consider the map (x, y, z, λ,ẋ,λ, . . . , x (4) , λ (4) ) → ⎛ ⎜ ⎜ ⎝ a(x, y, z, λ,ẋ,λ) a (x, y, z, λ,ẋ,λ,ẍ,λ)  a(x, y, z, λ,ẋ,λ, . . . , x (3) , λ (3) ) a (3) (x, y, z, λ,ẋ,λ, . . . , x (4) , λ (4) )
Its Jacobian is 8 × 12, and has rank 8, but the 8 × 8 sub-matrix corresponding to derivatives with respect tȯ x,λ, . . . , x (4) , λ (4) has rank 4 only. Hence x, y, z, and λ can be expressed as functions of the components of a,ȧ,ä, a (3) , yielding a Monge parameterization of order at most (3, 3).
Conclusion
Let us discuss both flatness (see Sect. 7) and Monge parameterization. For convenience, assume k ≤ and call F-systems the systems (3) such that S = T = J = 0 and C-systems all the other ones.
F-systems are flat; this was proved in [19] . This paper adds that they admit a Monge parameterization of order (1,2), but does not prove differential flatness of any system not known to be flat up to now: C-systems are not believed to be flat. It does not either prove non-flatness of any system: it only conjectures that no C-system admits a parameterization, and hence none of them is flat. To the best of our knowledge, no one knows whether simple systems like (14-b) or (14-c) are flat of not.
The first contribution of the paper is to prove that a C-system admits a parameterization of order (k, ) if and only if the PDEs E γ,δ k, , for suitable γ, δ, admit a "regular solution" p. The second contribution is to prove that, for any γ, δ, there is no regular solution to E γ,δ k, if either k ≤ 2 or k = = 3 (this does not contradict existence of parameterizations of order (1,2) for F-systems: these do not "derive from" a solution of these PDEs). We guess, in Conjecture 3.8, that even for higher values of the integers k, , none of these PDEs have any regular solution; this would imply that C-systems are not flat.
Besides recovering the results from [19] with far more natural and elementary arguments, we believe that some insight was gained on Monge parameterizations of any order for "C-systems", by reducing non-parameterizability to non-existence of solutions to a systems of PDEs that can easily be written for any k, .
The main perspective raised by this paper is to prove Conjecture 3.8. The only theoretical difficulty is, in fact, that no a priori bound on the integers k, is known. Indeed, as explained in Section 3.3, for fixed k, , γ, δ, it amounts to a classical problem. To prove Proposition 3.9, we solved, in a synthetic manner, this problem for k ≤ 2 or k = = 3 and arbitrary γ and δ. We lack a non-finite argument, or a better understanding of the structure, to go to arbitrary k, . Let us comment more on the (non trivial) case where γ and δ are polynomials, for instance the very simple ones in (49). For fixed k, , the question can be formulated in terms of differential polynomial rings: does the differential ideal generated by left-hand sides of the equations (49) contain the polynomials ED i p ? Differential elimination (see [20] or the recent survey [13] ) is relevant here; finite algorithms have been already implemented in computer algebra. Although we have not yet succeeded (because of complexity) in carrying out these computations, even on example (49) for (k, ) = (3, 4), and although it will certainly not provide a bound on k, , we do believe that computer algebra is a considerable potential help.
Another perspective is to enlarge the present approach to higher dimensional control systems. For instance, what would play the role of our system of PDEs E γ,δ k, when, instead of (3), one considers a single relation between more than three scalar functions of time (this captures, instead of (1), control affine systems with n states and 2 controls, n > 4)? We have very little insight on this question: the present paper strongly takes advantage of the special structure inherent to our small dimension; the situation could be far more complex.
