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Abstract
We show that radiation from complex and inherently randombut correlated wave sources can be
modelled efﬁciently by using an approach based on theWigner distribution function. Ourmethod
exploits the connection between correlation functions and theWigner function and admits in its
simplest approximation a direct representation in terms of the evolution of ray densities in phase
space.We show that next leading order corrections to the ray-tracing approximation lead toAiry-
function type phase space propagators. By exploiting the exactWigner function propagator,
inherently wave-like effects such as evanescent decay or radiation frommore heterogeneous sources
as well as diffraction and reﬂection can be included and analysed.We discuss in particular the role of
evanescent waves in the near-ﬁeld of non-paraxial sources and give explicit expressions for the growth
rate of the correlation length as a function of the distance from the source. The approximations are
validated using full-wave simulations ofmodel sources. In particular, results for the reﬂection of
partially coherent sources from ﬂatmirrors are givenwhere the inﬂuence of Airy function corrections
can be demonstrated.We focus here on electromagnetic sources atmicrowave frequencies and
modelling efforts in the context of electromagnetic compatibility.
1. Introduction
Predicting the properties of waveﬁelds in complex environments is an extremely challenging task of crucial
importance to awide variety of technological and engineering applications, such as vibroacoustics [1] or
electromagnetic (EM)wavemodelling [2]. In particular, characterizing the radiation of EM sources reliably,
both in free space andwithin enclosures, is a longstanding research issue [3, 4]. In the context of electromagnetic
compatibility (EMC), digital circuits and large printed circuit boards (PCB) embed thousands of electronic
devices andmetallic tracks and can produce ﬁelds reaching dangerous but hard-to-predict levels [5].
In this paper, we set out an approach for propagating such complex and statistically characterizedwaveﬁelds
exploitingWigner distribution function (WDF) techniques. This approach has its origin in quantummechanics
[6], but hasmore recently foundwidespread attention in optics, see [7–9] for an overview. TheWDF formalism
offers a direct route to pure ray-tracing approximations in an operator implementation [1], while still capturing
in its exact formulation the full wave dynamics. The formalism allows one to efﬁciently treat radiation from
complex sources, often having a statistical character. Complexity arises here through the stochastic nature of the
radiatedﬁeldwhichmay be best described by considering time or frequency averages and thus looking at an
ensemble of system realizations. A statistical representation is then appropriate and computationallymore
efﬁcient than a purely deterministic treatment.
Themethod introduced below exploits a connection between theﬁeld–ﬁeld correlation function (CF) and the
WDF [10–12]. Both quantities have been studied intensively in the physics and optics literature. For wave
chaotic systems, Berry’s conjecture postulates a universal CF equivalent to correlations inGaussian random
ﬁelds [13, 14]. Non-universal corrections can be retrieved by linking theCF to theGreen function of the system
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[15–18]. In this paper, we describe howﬁeld-ﬁeld CFs can be efﬁciently propagated using ideas based on ray
propagation in phase-space.We discuss furthermore non-paraxial effects as well as including nearﬁeld effects
due to evanescent wave contributions. A systematic expansion of theWigner function propagator including
next-to-leading-order effects in the propagating regime leads to Airy-function integral kernels containing the
ray-tracing propagator in the small wavelength limit, akin to the treatments in [10, 19].We show that the Airy
propagator improves the reconstruction of theWFwhen higher order effects become important such as in the
presence of destructive interference in conﬁguration space.We also show that ourWDF representation
conﬁrms the validity of the generalized formof theVanCittert-Zernike (VCZT) theoremdiscussed in [20].We
give a natural extension of this generalizedVCZT for non-paraxial sources and in the near-ﬁeld regionwhere
evanescent waves play a prominent role.
We illustrate these techniques in the context of applications in EMCand related issues.Here, the system
under investigation represents a high-density interconnect of integrated electronic circuits. Simulating EM ﬁeld
distributions in a reliable way is highly topical; in addition, thewaveCF can bemeasured explicitly in this regime
[21], thus providing the necessary input information for numerical simulations. The systemunder
consideration in this paper consists of a series of parallel tracks carrying partially correlated currents, andmimics
the typically very complex EMsources found onPCBs. Themethod hasmuchwider application, however. In
particular, when combinedwith fast phase-space propagationmethods such as the discrete ﬂowmapping
techniques developed in the context of vibro-acoustics [1, 22], the proposedWDF approach offers an ideal
platform for developing a universal high-frequency simulationmethod.
2. Phase-space representation of classicalﬁelds
Radiation from simple EM sources such as antennae can be characterized deterministically through classical
electrodynamicalmethods [23]. Even though such sources are regular and homogeneous, efﬁciently predicting
far-ﬁeld emission from the near-ﬁeld pattern requires non-trivial effort if the sources are extended overmany
wavelengths [24]. EM sources are becoming increasingly complex, however, and the problemof radiation from
digital circuits or PCBs presents even greater challenges.Modelling such sources deterministically is often
infeasible due to the complexity of the structures, whose detailsmay not even be known in practice. Each
component of such a complex EM source is typically driven by unknown sets of randomvoltages, subject to fast
transients [25]. This is due to the presence of amultitude of electronic components whose switching behaviour
depends on the instantaneous operationmode of the circuit, andwhose excitation signals are intrinsically
random, or highly sensitive to frequency [21]. Consequently, the physical investigation of these scenarios
challenges existing analytical and numerical techniques, and calls formore sophisticatedmodelling tools.
It is thus natural to use statistics as a language for describing the radiation from such complex sources.
Speciﬁcally, we do not attempt to characterize or propagate the ﬁeld itself, which is typically hard to obtain in
practice, but rather its two-point CF. It has been demonstrated in [21] that correspondingmeasurements are
feasible in the context of emission from electronic devices and PCBs.Herewe describe the basic elements needed
to use suchmeasurements as input for a practical algorithmwithwhich to predict ﬁeld intensities and
correlations away from the source. Initially we consider radiation into free space in section 4 by studying a simple
model source and amore realistic source obtained from a full ﬁeld simulation. In section 5, we describe an
application to a problemwith reﬂecting boundaries, which is aﬁrst step towards our ultimate goal of extending
themethod to propagation of CFs inmore complex environments such as cavities and larger structures.
We start from a planar source at z= 0, parametrized by coordinates x x x, d1( )= ¼ with d= 1 or 2 in
general, and radiating into the half-space z 0.> Weaim to predict the CF
x x x z x z, , , 1z B A B A( ) ( ) ( ) ( )*y yG =
for z 0> under the assumption that it can bemeasured (or otherwisemodelled)near the source screen z= 0,
over different source ﬁeld conﬁgurations. Here, .á ñdenotes an ensemble average over different source ﬁeld
correlations such as a time or frequency-band average. Furthermore, x z,( )y denotes one of the tangential ﬁeld
components in the frequency domain. The results easily extend to cross-correlation between different
components.
In the past, the focus has often been on predicting the propagation of probability density functions of waves
passing through time-domain random [26] or turbulent [27]media. In our approach, the propagation itself is
treated deterministically, whereas the radiation from the source is characterized statistically. This can be done,
for example, bymeasuring the spatial ﬁeld along a surface close to the source and determining the source CF by
averaging the signal over time.We thereby eliminate statistical ﬂuctuations carried by thewaveﬁelds by
ensemble averaging physical observables over suitable parameters.
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Wenowpresent theCF propagation rule explicitly for singleﬁeld components. Polarization effects can also
be accounted for by propagating the ﬁeld–ﬁeld correlation tensor, which can be derived from the dyadic free-
spaceGreen’s function [28, 29].
Theﬁeld in the region z 0> is naturally presented in terms of the partial Fourier transform,
p z x z x, e , d ,kp xi( ) ( )·òf y= -
where x z,( )y denotes aﬁeld component on the screen itself (z= 0) or above (z 0> ) and k k kx z2 2= + is the
wave number. The radiatedﬁelds can then be reconstructed using the evolution of this partial ﬁeld. This can be
calculated by using the dyadic secondGreen identity which, in a source-free region, becomes the dyadic version
ofHuygen’s principle [30]. Being a convolution integral, the partial Fourier transformof the surface integral
transforms to an algebraic equation. Then, the boundary conditions given by the ﬁelds sampled in the near-ﬁeld
region of the source can be used to eliminate themagnetic ﬁeld in such an equation. The result of this procedure,
restricted to the electric ﬁeld components parallel to the source plane, is the following inhomogeneous plane-
wave solution
p z p, e , 0 , 2kzT pi( ) ( ) ( )( )f f=
where
T p
p p
p p
1 if 1
i 1 if 1.
3
2 2
2 2
( )
∣ ∣ ∣ ∣
∣ ∣ ∣ ∣
( )
⎪
⎪
⎧
⎨
⎩
= -
- >
For themoment, we neglect waves incident from the right and thus only describe radiation from a strong,
directional source; including incomingwaves at the interface can be introduced formally using the boundary
integral equations according to the discussion in [31]. An example of this scenario, involving a planar reﬂector
beyond the source, will be given in section 5.Here, p p p, , d1( )= ¼ takes themeaning of amomentum
tangential to the d-dimensional source plane. In the ray-dynamical limit, wemay identify
p sin , 4∣ ∣ ( )a=
T p p cos , 5z( ) ( )aº =
where the angleαdescribes the direction of the raywith respect to the local outward normal to the source. In this
perspective,T p( ) represents a generalized kinetic energy of the ray. The case p 12∣ ∣ > in (3) corresponds to
evanescent propagation, which does not contribute to the far-ﬁeld, butmay be detectable in the near ﬁeld; see
also the discussion in sections 4.2 and 4.3. In order to represent waveﬁelds in phase-space using canonical
coordinates x p,( ) parallel to the source plane, we deﬁne theWDF
W x p x s x s s, e 2, 2 d 6z kp s zi( ) ( ) ( )·ò= G + --
k
p q z p q z q
2
e 2, 2, d . 7
d
kx qi ( ) ( ) ( )·⎜ ⎟
⎛
⎝
⎞
⎠ *òp f f= + -
Upon insertion of (2) in (6), and by exploiting the inverse transformation to represent the source correlation (at
z= 0) in terms of the sourceWigner functionW x p, ,0 ( ) weﬁnd
W x p x p x p W x p x p, , , , , d d . 8z z 0( ) ( ) ( ) ( )ò= ¢ ¢ ¢ ¢ ¢ ¢
This provides uswith a propagator of theWigner function taking the form
x p x p
k
p p q, , ,
2
e d ,z
d
k x x q kz T p q T p qi i 2 2( ) ( ) ( )· ( ( ) ( ))⎜ ⎟
⎛
⎝
⎞
⎠
* òp d¢ ¢ = - ¢ - ¢ + + - - /
where the δ-function represents translational invariance in x and the corresponding conservation of
momentum. Equation (2) provides a scheme to propagate wave densities in phase-space for arbitrary sources, no
matter how complex or rapidly varying. The propagation of theCFs themselves can subsequently be retrieved by
an inverse Fourier transformof (8). That is,
x x
k
W x p p,
2
e , d , 9z B A
d
ks p
z
i( ) ( ) ( )·⎜ ⎟⎛⎝
⎞
⎠ òpG =
where x x x 2,A B( )= + and s x x .B A= - The intensity Iz as function of the distance z can be retrieved using
[8]
I x x x
k
W x p p,
2
, d . 10z z
d
z( ) ( ) ( ) ( )⎜ ⎟
⎛
⎝
⎞
⎠ òp= G =
3
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3. Ray tracing approximations
Asymptotic approximation of the propagator (9) leads to a direct propagationmethod for theWDF in terms of
rays [9, 10, 32–34].Wewill give a derivation of this ray limit below andwill also discussmore subtle wave effects
such as evanescent decay into the near-ﬁeld and higher order (in k1 )wave corrections.
The simplest ray-based approximation is obtained under the assumption that theCF is quasi-homogeneous
at the source, that is, x x x s x s, 2, 2B A0 0( ) ( )G = G + - varies only slowlywith respect to x on the scale of a
wavelength; this is also referred to as aCollet–Wolf source [35]. In that case, signiﬁcant contributions to (9) are
obtained only for small q andwe can expand the phase difference T p q T p q T p q, 2 2( ) ( ) ( )*D = + - -
around q 0.=
In the region p 12∣ ∣  corresponding to propagatingwaves, the difference TD receives contributions only
fromodd powers of q.Neglecting cubic and higher order termswe ﬁnd that
x x p p x x
zp
T p
p p, ; , . 11z ( ) ( )
( ) ( )
⎛
⎝⎜
⎞
⎠⎟ d d¢ ¢ » - ¢ - - ¢
This is the Frobenius–Perron (FP) propagator [36] for radiation into free space and leads to the evolution [10]
W x p W x
zp
T p
p, , 12z 0( ) ( )
( )
⎛
⎝⎜
⎞
⎠⎟» -
of theWDF in the region p 1.2∣ ∣  This approximation is equivalent to identifying the propagation of theWDF
with the propagation of phase space densities along rays according to the evolution
x x
zp
T p
p p . 13
( )
( )
= ¢ +
= ¢
The paraxial approximation is obtained by using the linearized ﬂow in the regime p 12∣ ∣  [9]. Outside this
regime, the fullﬂowhas asymptotes along p 1,2∣ ∣ = the transition to evanescent propagation.Note that inserting
equation (12) in equation (9) and including only the contributions from the propagating region p 12∣ ∣  leads to
x x
k
W x
zp
T p
p p,
2
e , d . 14z B A
d
kpsi
0( ) ( ) ( )⎜ ⎟
⎛
⎝
⎞
⎠
⎛
⎝⎜
⎞
⎠⎟òpG » -
In the paraxial regime, that is for p 1,2∣ ∣  and for quasi-homogeneous sources, equation (14) retrieves the
well-known vanCittert-Zernike theorem (VCZT) or generalization thereof [11, 20, 37]. In the next sectionwe
will showhow to extend theVCZT to the non-paraxial regime and including evanescent waves.
Expanding TD to higher orders in q leads to a propagatorwhich is capable ofmapping less homogeneous
CF’s. Including cubic terms leads in the 2D case, for example, to the Airy form
x p x p x x
zp
T p
p p, , , , 15z a( ) ( )
( ) ( )
⎛
⎝⎜
⎞
⎠⎟ d d¢ ¢ » - ¢ - - ¢
where
u a auAi ,a ( ) ( )d =
with a k kzT p2 1 3( ‴( ))= andAi denotes theAiry function.Note that u ulim ,a a ( ) ( )d d=¥ so the FP form is
obtained in the limit of largewavenumber k as expected. Similar results have been obtained in the context of the
propagation of EMwaves through inhomogeneousmedia [19].
Further improvements over the basic FP propagation (11) are obtained by accounting for evanescent decay
into the near-ﬁeld, which emerges from contributions p 12∣ ∣ > in equation (8). Since the kinetic operators in
equation (9)now add constructively, the leading contribution is formed by the zeroth order term in the
expansion of T p q,( )D andwe obtain
W x p W x p p, e , , 1. 16z kz p2 1 0 2
2( ) ( ) ∣ ∣ ( )∣ ∣» >- -
Improved approximationsmay be achieved by treating the exponent beyond leading order, but weﬁnd that (16)
gives a good description of evanescent decay already as discussed in the next section.
4. Radiation into free space
Wenow test the effectiveness of the FP propagator in the simple case of radiation into free space. The ﬁrst
example treated in section 4.1 assumes a quasi-homogenuous source distributed according to theGaussian
Schellmodel [38].Wewill examine the near-ﬁeld behaviour inmore detail in section 4.2, considering in
4
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particular the limit of completely uncorrelated sources. In a second example in section 4.3, we consider amore
complex set-upmimicking themore realistic sources expected in typical EMapplications.Wewill restrict
ourselves in these examples to 2Dmodels (so d= 1) and characterize the behaviour ofﬁeld–ﬁeld correlations by
focusing on the propagation of oneﬁeld component along z.We select theﬁeld tangent to the source.
4.1. Propagation ofGaussian Schellmodel
Using a simple 2Dmodel for the emission of partially coherent EM radiation, we assume a source correlation in
terms of a truncated 1DGaussian Schellmodel [38]
x x I
x x x x
x x
, exp
2
exp
8
, 17
B A
B A
s
B A
x
l B l A
0 0
2
2
2
2( ) ( ) ( )
( ) ( ) ( )
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥s s
c c
G = - - - +
´
where l is the length of the source.Here, the characteristic functions
x
x
l
x
l
1,
2
,
0,
2
18l ( )
∣ ∣
∣ ∣
( )
⎧
⎨
⎪⎪
⎩
⎪⎪


c =
account for theﬁnite size of the source. The quasi-homogeneity condition can be expressed through demanding
,s xs l s~  where k2l p= is the optical wavelength. The sourceWDF is then found to be
W x p I
x k p
l x kp l x kp
, exp
2 2
exp
2
erf
2
2
i
2
erf
2
2
i
2
. 19
x
s
s
s
s
s
s
0 0
2
2
2 2 2
( )
∣ ∣ ∣ ∣ ( )
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
s
p s s
s
s
s
s
= - -
´ - - - - - -
For extended sources, for which l ,l and for x inside the region occupied by the source, equation (19)
simpliﬁes to
W x p I
x k p
, 2 exp
2 2
. 20s
x
s
0 0
2
2
2 2 2
( ) ( )
⎡
⎣⎢
⎤
⎦⎥ps s
s» - -
Figure 1 shows theWDF in phase-space at z= 0 for a spatially extended source [39]. Here, and in all other
computationswith theGaussian Schellmodel, wework at a frequency of operation of 1GHz corresponding to
0.3ml = and choose 1.0 m,xs = 0.1 m.ss =
Figure 2 shows the propagation of (19) as computed through the full integral operator (8) togetherwith the
propagation obtained by the FP approximation (12). There is surprisingly good agreement between the exact
and approximate behaviour even far from the paraxial regime. This is remarkable given that the ray tracing
approximation is only valid to leading order. This constitutes amajor computational advantage as the FP
Figure 1.Absolute value of theWDFof a 1DGaussian Schell correlation function at z= 0m. The radiation frequency is f= 1GHz
corresponding to 0.3 m.l = The distributionwidths are 1.0 m,xs = and 0.1 m.ss =
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approximation reduces an integral equation to a coordinate transformation. The overall behaviour shown in
ﬁgures 2(a) and 2(b) reﬂects the distribution shearing due to the geometrical ray propagation based on
equation (13); see also [9]. TheCFs can nowbe obtained by a back transformation according to equation (9) and
are shown inﬁgures 2(c) and (d).
4.2. Non-paraxial VCZT
In the following, wewill focus on near-ﬁeld effects for small distances from the source as a function of the source
correlation parameter .ss Weare in particular interested in how the correlation length propagates in the near-
ﬁeld before reaching the linear VCZT regime.
In the near-ﬁeld limit, theWDF shows exponentially decaying evanescent components according to (16),
while theWDF remains essentially unchanged for the propagating part p 1.2∣ ∣  This leads to amodel for the
WDFwith source distribution (20) of the form
W x p I
x k p
p
p
, 2 exp
2 2
1 if 1
e if 1.
21
z s
x
s
kz p
0
2
2
2 2 2
2
2 1 22
( )
∣ ∣
∣ ∣
( )
∣ ∣
⎪
⎪
⎡
⎣⎢
⎤
⎦⎥
⎧
⎨
⎩

ps s
s» - -
´ >- -
Far enough from the source, such that evanescent components have completely decayed, while close enough
that evolution in the propagating region of phase space can still be neglected, wemodel theWDFusing
W x p I
x k p p
p
, 2 exp
2 2
1 if 1
0 if 1.
22z s
x
s
0
2
2
2 2 2 2
2
( )
∣ ∣
∣ ∣
( )
⎡
⎣⎢
⎤
⎦⎥
⎧⎨⎩
ps s
s» - - ´ >
Using the inverse Fourier transform, equation (9), we nowobtain theCF from theWDF given by equation (21)
or equation (22). Inﬁgure 3we show the resulting near-ﬁeld evolution of theCF, placing themidpoint
x x x 2 0A B( )= + = at the centre of the source.
One observes that in the presence of evanescent waves, that is for small kz, the CF decays rapidly to zero not
showing the typical sinc function oscillations. The correlationwidth increases as onemoves away from the
source until the sinc function form is establishedwhosewidth then increases linearly according to theVCZT. In
particular, in the near-ﬁeld regime, thewidth sD of theCF is smaller than thewavelengthλ, but it increases
Figure 2.PropagatedWigner distribution function (a), (b) and correlation function (c), (d) of a partially-coherent (1DGaussian
Schell)near-homogeneous source: exact ((a) and (c)) versus approximate—Frobenius–Perron—((b) and (d)) computation at
z 10l= (all in absolute values). The radiation frequency is f= 1 GHz. The distributionwidths are 1 m,xs = and 0.1 m.ss =
6
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towardsλ as z approaches and exceedsλ. The secondmoment of theCF is not deﬁned in the near ﬁeld regime
and cannot therefore be used to deﬁne a correlation length. Instead, we deﬁne the correlation lengths to be the
spacing at which the correlation has fallen by a factor 1 e :
x s x s x x2, 2 , e . 23z z 1 2( ) ( ) ( )G + D + D G = -
Note that for aGaussianCF such as assumed for the source in (17), this deﬁnition coincides with the standard
variance: s .ssD =
Wecan nowobtain the correlation lengths from exact wave propagation calculations. The results are shown
inﬁgure 4 as a function of the distance z for different source correlation lengths .ss
From equations (21) and (22), one can estimate the growth rate both in the near and the farﬁeld. Including
non-paraxial effects, there are three different regimes:
(i) in the deep near ﬁeld, with kz 1< and k 1,ss < the correlation length increases linearly with a slope that is
independent of the frequency aswell as of ss and xs (blue dashed line inﬁgure 4);
Figure 3.Evolution of the correlation function along the line x= 0 for a selected (partially) correlated source, from kz 0.42= (blue
solid line) to kz 1.68= (brown solid line). The physical dimension of the source (k 25xs = ) and its correlation length (k 0.02xs = )
are the same for all the curves.
Figure 4.Evolution of the correlation length sD with z on a log-log scale at x= 0 and for a partially correlated 1D source. Evanescent
waves drive the increase of the correlation length (blue dashed line) described by a universal linear regime in equation (25) for sources
with sub-wavelenght correlations. A plateau is observed between kz 1» and the so-calledRayleigh range as deﬁned in [20, 40]. For
large kz the canonical VCZT regime sets in (red dashed line), for which the correlation length increases according to equation (28).
7
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(ii) a no-growth regimewith s const.D =
– For k 1,ss < one ﬁnds k s 1D » in the range kz k1 ;xs< <
– For k 1,ss > then s ssD = in the range kz k k kz0 .s x c( )( )s s< < = The latter regime has already been
described for paraxial sources in [20, 40]where the onset of theVCZT regimewas described as the Rayleigh
range z kc s xs s= in our notation;
(iii) the VCZT regime for large z, or z zc> for k 1,ss > with a linear growth of the correlation length according
to
s
l
z, 24( )lD µ
with a slope depending on the ratio of wavelength to source dimension l (red dashed line inﬁgure 4).
We nowmotivate these three regimes inmore detail, beginningwith case (i), which corresponds to k 1,ss <
kz 1.< TheWDFdescribed by (21) then decays slowly along the p axis as p∣ ∣ increases beyond the propagating
region p 1.2∣ ∣ = In the extreme nearﬁeld theCF is proportional to the inverse Fourier transformof the function
W x p, ez kz p2( ) ∣ ∣~ -
of p, that is,
s
kz
kz ks
2
2
.z 2 2( ) ( ) ( )
pG ~ +
The correlation length deﬁned by equation (23) then takes the form
s z z2 e 1 1.6109 . 25( )D » - »
That is, weﬁnd in regime (i) that evanescent decay of the sub-wavelength correlations in the source dominates in
such away that there is a universal growth rate in the correlation length. The numerical value of the slope in (25)
is particular to the form taken in equation (23) for the correlation length, but the qualitative conclusion applies
more generally. The presence of evanescent waves thus leads to an increase of the correlation length in the near
ﬁeld in this regimewhich is typically faster than in theVCZT regime. This is important for sources that show
ﬂuctuations on scales smaller than thewavelength, such as in the case of a fully uncorrelated source 0,ss =
whichmay serve as amodel for thermal sources [41].
The plateau behaviour corresponding to regime (ii) arises when z is sufﬁciently large that (22) describes the
WDF,while k 1.ss < TheCF is then proportional to the inverse Fourier transform
s ks
1
sincz ( ) ( )pG ~
of the function
W x p
p
p
,
1, 1,
0, 1
26z
2
2
( )
∣ ∣
∣ ∣
( )
⎧⎨⎩
~ >
of p. In this case the correlation length deﬁned by equation (23) takes the form
k s 1.6443 27( )D »
independent of .ss It should be noted that if the condition k 1ss < is breached, then theGaussian decay in p
present in (22) becomes the dominant feature and instead a limiting plateau level
s ssD =
occurs, see ﬁgure 4. Note that in this case the plateau extends all theway to z= 0 and the linear regime of case (i)
is not seen.
Finally, regime (iii) applies once evolution of the phase space takes effect in the propagating region p 1.2∣ ∣ 
Assuming the quasihomogeneous case lxs  , we obtain for a givenmidpoint x that theﬁnite size of the source
reduces the support in p of theWigner function and (26) is replaced by
W x p
x l
z x l
p
x l
z x l,
1,
2
2
2
2
,
0, otherwise.
z
2 2 2 2( ) ( ) ( )
⎧
⎨⎪
⎩⎪
~
-
+ -
< < +
+ +
For simplicity consider the case x= 0. Then theCF obtained from the inverse Fourier transformof this function
is
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s
ks
z l
1
sinc
1 2
z
2
( )
( )
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟pG ~ +
and the correlation length deﬁned by (23) takes the form
s z l0.2617 1 2 , 282( ) ( )lD » +
generalizing (27). Going now to the farﬁeld kz kz ,c> weﬁnd
s
z
l
0.2617
2
,
lD » ´
(where the numerical prefactor is particular to the convention (23)). Alternatively, if l,xs  then the screen
length becomes unimportant and xs provides the length scale appropriate to the source intensity. An analogous
calculation then allows us instead to recover the basic form
s
z1
2 xp
l
sD » ´
of theVCZT for z .xs
4.3. Application to a complex source
Theﬁeld at the source at z= 0 is often produced by a complex process such as tracks on a PCBor integrated
circuits in electronic devices; the radiation produced in the source region then propagates into free space.We
model such a complex source here by a set ofNmetallic wires driven by random time-domain voltages, as
illustrated inﬁgure 5; a realization of the voltage s tp ( ) driving a pin of the bundle is reported inﬁgure 6 along
with its spectrum S f .p ( ) The voltage has been generatedwith a uniformdistribution between 0.5- and 0.5V
with a time step of 500 ps. This represents a typical problem in EMCwhere one tries to obtain statistical
information about an erratic signal.
The presence of a perfect electric conductor (PEC) along an oblique planemakes the source radiate only into
the half-space z 0:> thismimics a conﬁguration that is widely used in the design of PCBs.We useN= 12wires
very close to each other and to themetallic plane in terms of wavelength. Thewires are positioned in the plane
z= 0m, along the y direction, at x 0.33,= - 0.27- , 0.21- , 0.15- , 0.09- , 0.03- , 0.03+ , 0.09+ , 0.15+ ,
0.21+ , 0.27+ , 0.33+ mwith respect to the centre at x= 0m. Inﬁgure 5, only 4wires at x 0.09 m,= - 0.03- m,
Figure 5. Set of parallelmetallic wires running above an oblique perfect electric conductor (PEC) ground plane. This complex source
emits radiation in the half-space z 0.> The full-wave TLM simulation has been carried out for the conﬁgurationwithN= 12. (Only 4
wires are shownhere for convenience). The scan line (blue dashed line) is located at y= 0mat various levels of z. It is wider than the
physical width of the wire array in the x direction.
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0.03+ m, 0.09+ mare reported for convenience. The heights hl and hu are referred to thewires at
x 0.09 m,= - and 0.09+ m, respectively. Finally, the same statistical signal, i.e.,ﬂuctuating voltage varying
fromwire towire but having the same statistical behaviour, is applied to all the 12wires. Therefore, it is
reasonable to think of this circuit as a collection of random sources of partially coherent radiation.
The exactﬁelds emitted from such a complex structure are computed through an in-house transmission line
matrix (TLM) code [42]. This is a time domainmethod formodelling 3DEM ﬁeld interactions with complex
structures thatmay include a variety ofmaterials. The technique is based on the equivalence between electric and
magnetic ﬁelds and the voltages and currents on a network of transmission lines. After discretizing space, the
ﬁelds in individual cells aremodelled by transmission lines incident from each cell-face and intersecting at the
cell centre forming a junction. Each of these orthogonal transmission lines allows for the propagation of EM
waves. Thewaves are characterized by voltage and current and their associated electric andmagnetic ﬁelds. In
order to obtain the desiredCFs, we sample the numerically obtainedﬁelds in a plane above the tracks at different
times in order to create a suitable ensemble of uncorrelated circuit realizations. Theﬁeld recorded at the scan
line y= 0 inﬁgure 5 is used as a basis for calculating ﬁeld-ﬁeld CFs and theirWigner functions both in the near-
and far-ﬁeld.
Figures 7 (a) and (b) show the comparison between theWDF as computed through the full-wave (TLM)
simulations, and theWDFobtained by the FP approximation (12) in the far-ﬁeld at z 2.3 .l= In the TLM
calculation, the full time-dependent ﬁeld is propagated out from the source, while in the FP approximation, the
WDFobtained from the signal at the source (as shown inﬁgure 6, see alsoﬁgure 8 (a)) is propagated according to
(12). Note, that the range along the scan line y= 0 over which theWDF and theCF are calculated ismuch larger
(from−3 to 3 m) than the physical width of thewire array (12 0.06 m´ 0.72= m), seeﬁgure 7. There is good
agreement between the behavior predicted from full-wave simulations and the FP approximation, even though
the source exhibits strong inhomogeneities. Interestingly, ﬁgure 7 shows the sameWigner distribution shearing
as inﬁgure 2 following the geometrical interpretation (13) of the correlation propagation. It is worth stressing
that such aWigner function challenges the FP approximation (12), whose underlying assumption is quasi-
homogeneity. Note that we can always also switch to the exact transport rule (8), which is computationallymore
expensive than the FP approximation, but still orders ofmagnitudes faster than a full TLMcalculation.
PropagatedCFs as shown inﬁgure 7 (lower plots (c) and (d)) are ﬁnally obtained by applying the inverse Fourier
transform (9).
Note that we alsoﬁnd a pronounced broad side radiation around p 1»  (corresponding to 2a p»  ),
and a strong asymmetry of theWigner distribution due to the obliquemetallic reﬂector. Those features can be
captured by inspection of theWDF representation in phase-space, while they are less apparent in the propagated
CF shown in ﬁgures 7(c) and (d).
The source distributionW x p,0 ( ) as obtained from the radiated signal inﬁgure 6, is shown inﬁgure 8(a).
Note that the regionwith p 12∣ ∣ > corresponds to evanescent contributions. Inﬁgures 8 (b)–(d), a comparison
betweenWDFs as computed through the full-wave (TLM) simulations and those obtained using theWDF
propagator incorporating evanescent contributions are shown along the line x= 0. In particular, we have used
the FP approximation in equation (12) for p 1,2∣ ∣  and the evanescent approximation in equation (16) for
p 1.2∣ ∣ > Weﬁnd that propagation beyond z 0.1 l= results predominantly in an exponential reduction of the
Figure 6.Time- and frequency-domain behavior of the signal driving a pin of the bundle.
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WDF in the region p 1.2∣ ∣ > In the far-ﬁeld, the radiation energy is restricted to the phase-space region p 1,∣ ∣ 
as can be seen in theWDF inﬁgures 7(a) and (b). The results in ﬁgures 8(b)–(d) are restricted to themomentum
range p1 1.5< < in order to emphasize the behaviour of the evanescent phase-space density with increasing z,
thus validating equation (16).
Figure 7. Far-ﬁeldWDF Wz{ }R -(a) and (b) - and correlation functions zG - (c) and (d) - at z= 2.3λ: comparison between TLM
computation (left column) and Frobenius–Perron analytical approximation (12) (right column). The propagated correlation has been
calculated through (9).
Figure 8. (a) Source distribution; near-ﬁeld Wz{ }R WDF: comparison between TLMcomputation and evanescent-wave
approximation (16) for (b) z 0.1 ;l= (c) z 0.2l= and (d) z 0.4l= along x= 0. The range of p at x= 0 is restricted between 1 and 1.5
in (b)–(d) in order to emphasize the behavior of evanescent waves in phase-space.
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A comparison of (TLM) simulated and (FP) approximate far-ﬁeld propagated energy
E x W x p p
1
2
1
2
, d , 29z z0 2 0∣ ( )∣ ( ) ( )  òy= =
is shown inﬁgure 9.We see that the two numericalmethods show qualitatively the same features, however, there
are quantitative differences.We think that these deviations are due to a difference in the numerical treatment of
the boundary conditions at x 3 m.=  While the FP approach has no difﬁculties in treating these boundaries as
completely open, the TLMmethod needs tomodel this with absorbing boundary conditions. These conditions
tend to be still slightly reﬂective, as is evident from the source distribution inﬁgure 8(a) around x m3 ,= 
p 1.=  In other words, the effect of truncating the simulation domain results in a small reﬂection of the signal
at the boundaries. Reﬂections interfere with each other creating a non-trivial source of discrepancy. Other
sources of discrepancymay be the approximated FP propagation rule sampled for one EMﬁeld component only
and along a single line. The evaluation of theWDFof actual circuits can be done for the full EM ﬁeld by using the
approach described here component by component.
5. Reﬂection of partially correlated sources
Having developed a framework for the propagation of CFs in free space, we are now interested in tackling the
case of reﬂection fromplanar boundaries. In particular wewould like to test the FP approximation in the
presence of interference taking into account higher order corrections such as the Airy-function propagator,
equation (15). It is then interesting to solve the canonical situation depicted inﬁgure 10, where a planar reﬂector
is located at distance z= L from the source at z= 0.
The reﬂecting boundary is here for simplicity assumed to be parallel to the source plane, indeﬁnitely
extended in the xyˆ-plane, andmade of an ideal PEC. Therefore, for electric (TE) ormagnetic (TM)ﬁelds
perpendicular to z,ˆ the Fresnel reﬂection coefﬁcient reads r 1,( )a = - for all incoming anglesα [43].We again
consider for simplicity only a scalarﬁeld, or a single component of the vector ﬁeld, emitted from the source.
5.1. Theory
Consider a plane located at an arbitrary longitudinal coordinate z=D between source and detector. Theﬁeld
distribution in the plane consists then of two contributions: the direct wave coming from the source, and the
reﬂectedwave bouncing off the reﬂector back to the source, that is,
p z p p, e , 0 e , 0 , 30kDT p kDT p k T pi i i2ˆ ( ) ( ) ( ) ( )( ) ( ) ( )f f f= - + D
where p, 0( )f is theﬁeld at the source plane z= 0,T(p) is deﬁned as in (3), and L D.D = - Themomentum
spaceCF is formed as the product of the twoﬁelds in (30) and an ensemble average is taken as in equation (1). By
plugging the closed-form expression (30) into the deﬁnition of theWDF (6), weﬁnd the phase space
representation
p x W p x W p x W p x, , , , cc , 31D D L D2( ) ( ) ( ) ( ) ( )⎡⎣ ⎤⎦ = + - +- D
Figure 9.TLMversus approximate energy density of theﬁeld radiated far from the source.
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where theﬁrst two terms are direct and reﬂected contributions respectively, coming to the detector straight from
the source or through the reﬂector, and the last two terms express the interference between direct and reﬂected
waveswith cc standing for the complex conjugate.
Following the procedure described in the previous subsection, it can be shown that direct and reﬂected terms
in (31) can be calculated through the free-space propagation scheme in (8) and (9), with z=D and z L D2= -
respectively, while the interference terms lead to
W p x x x p p W x p x p, , ; , , d d , 320( ) ( ) ( ) ( )ò ò= ¢ ¢ ¢ ¢ ¢ ¢D D
with amodiﬁedGreen integral operator
x x p p p p
k
q
, ; ,
2
e d . 33
d
k x x q kD T p T p k T pi i i2q q q2 2 2( )( ) ( ) ( )
( ) ( )
( )( )
⎜ ⎟⎛⎝
⎞
⎠
* *

ò
d p¢ ¢ = - ¢
´
D
- ¢ + + - - - D -
For the class of statistically quasi-homogeneous sources, wemay again expand the exponent in (33) in a Taylor
series in q, and retain only terms up toﬁrst order. This results in a FP approximation of the interference terms,
leading to a phase-factor of the optical lengthΔ besides theDirac’s delta in (11). Adopting the same linear
approximation for each term in (31) gives the updatedWDF
x p W x
Dp
T p
p W x
L D p
T p
p
k T p W x
Lp
T p
p
, ,
2
,
2 cos 2 , . 34
D 0 0
0
( ) ( )
( )
( )
( ( ))
( )
( )
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
 » - + - -
- D -
Similar expressions have been found in quantummechanics [44] and optics [8] for two overlappingwave-
functions.
Again, the propagatedCF can be obtained by the inverse Fourier transform (9) of (31) or (34), the latter being
closely related to the free-space VCZT.
5.2. Numerical results
Wechose again an initial correlation density distributed according to theGaussian Schellmodel, equation (17),
with corresponding sourceWDF shown inﬁgure 1.Wework as usual at a frequency of operation of 1GHz
corresponding to 0.3 ml = and choose 1.0 m,xs = 0.1 m.ss =
We further suppose ametallicmirror at L 1.8 m= (6l). The propagation of the intensity from the source to
themirror can be found by evolving the sourceWDFwith the exact rule composed of equations (8) and (9) and
those for the interference terms, equations (31)–(33), and then inverse Fourier transforming the propagated
WDF according to equation (9). The coherent energy Iz(x) reaching the scan plane at z=D is given by
equation (10), that is, by considering theCF at s= 0.
Figure 11 shows the behavior of the intensity I x 0z ( )= near themirror, from D 1.0 m= to D 1.8 m.=
The solid black line is computed through the full Green’s integral operators (31) and (33), while the dashed red
Figure 10.Arbitrary planar electromagnetic source emitting in the half-space z 0,> in presence of a planarmetallic boundary.
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line is obtained by the FP approximation (34). The oscillatory behaviour in (34) is due to the interference terms
in theWDF.
Inﬁgures 12 and 13, we show themagnitude of theWDF and the associatedCFs at a distance 1.25lD =
(position A inﬁgure 11) and at a distance 2lD = (position B inﬁgure 11) from themirror, respectively.While
good agreement between the exact and the approximate propagation using the FP approximation is achieved at
positionA, amaximum in theCF, the same is not true at position B.Here the intensity is suppressed due to
destructive interference and themagnitude of theCF is itself only of orderO k1 .( ) To obtain the good
agreement shown inﬁgure 13, we need to take into account higher order corrections in theWDFpropagator
such as using the Airy function integral kernel, equation (15). The improvement when going from the leading
order FP to the Airy function approximation is shown in ﬁgures 13(b) and (c), which need to be comparedwith
the exactWFﬁgure 13 (a); the corresponding propagated CF is displayed inﬁgure 13(d). Only after going
beyond the FP approximation in this way arewe able to reconstruct the ﬁne structure of theWDF. This ﬁnding is
not surprising, but remarkable nevertheless; computingWDFs in amulti-scattering environment will encounter
Figure 11. Interference pattern formed by the intensity Iz (x = 0) along the longitudinal direction as the scan plane approaches the
reﬂector. Exact (black solid line) versus approximate (red dashed line) computations are compared.
Figure 12.Magnitude of theWDFof a 1DGaussian Schell source: exact (left plots) versus approximate (right plots) computation at
1.25lD = (positionA inﬁgure 11). Related correlation functions are reported in the lower plots.
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exactly these problems andwe have shown that the Airy-function approximation— still faster than a fullWDF
propagation— can handle interference corrections successfully.We note that these corrections have been
reported also in the ‘diffusive’Green function presented in [19].
6. Conclusion
An exact propagator has been derived forﬁeld-ﬁeld CFs of complex sources. It has been applied to a problem
mimicking EMradiation froma complex source; extending this to other wave problems such as in vibro-
acoustics or quantummechanics is straightforward. The phase-space representation based on theWigner
function provides a usefulmeans of physically interpreting the propagated data. It also serves as a very efﬁcient
computational technique both for an exact propagation of CFs and in terms of a ray approximation leading to
the FP operator. This provides a good description of the propagated data evenwhen applied to source data that
are relatively far fromhomogeneity.Where necessary,more heterogeneous sources can be accounted for by
higher-order approximations leading to anAiry propagator. This propagator proved important in the case of a
planar random source emitting in presence of a planar reﬂector, for whichwe are able to reconstruct theﬁne
structure of the phase space in presence of interference. Evanescent decay into the near ﬁeld can also be
accounted for using simple propagation rules. These rules have been used to investigate the effect of evanescent
waves in near-ﬁeld CFs. For source correlations exhibiting smaller-than-wavelength scales, we predicted a rapid
initial increase of the correlation length (with distance from the source), before it saturates with the onset of the
VanCittert-Zernike behaviour at a distance of awavelength. The approximations used have been validated
through full-wave simulations usingmodel sources and numerical sources exhibiting strong statistical
inhomogeneities.
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