ABSTRACT
INTRODUCTION

27
Dominance and epistasis may play an important role in the genetic determinism of genetics, the partition of the variance in statistical components due to additivity, dominance and 34 epistasis does not reflect the biological (or functional) effect of the genes but it is most useful for 35 prediction, selection and evolution (Huang and Mackay 2016) .
36
In livestock populations, one of the main reasons why dominance or higher order 37 interaction terms have not been considered in genetic evaluations is that pedigree relationships which uses an equivalent model from which the marker effects can be inferred by backsolving.
54
Dominance and higher order interaction terms can also be modeled using the "genomic" accounted for 39% of the total genetic variance when they used a non-orthogonal partition, 65 versus 24% when they used the orthogonal partition in Vitezica et al. (2013) .
66
In this study, we develop a general procedure to estimate "genomic" relationship matrices individuals. We present how to compute epistatic relationships from genotypes. Our results
70
generalize Cockerham's (1954) results to genomic models (something that had not been proven 71 so far) and to any population, either in Hardy-Weinberg equilibrium (HWE) or not. In particular,
72
we show that the use of Hadamard products to obtain high-order relationships is correct,
73
something that is frequently used (Su et as "regression of value on gene dosage" only holds in HWE (Falconer 1985) . Note that here 173 has a least squares meaning ("regression of value on gene dosage"), but when HWE does not 174 hold is not a substitution effect in the sense of "breeding value" (Falconer, 1985) . Indeed, it is
175 not clear what is a "breeding value" in absence of HWE. 
182
A linear model including additive, dominant and higher order interaction terms can be written as:
where is the vector of phenotypic records, is the population mean, is the total genotypic 185 value, ' is the additive value of the individual (breeding value if the population is in HWE), _ 186 is the dominant value, r8 is the second order epistatic value, r89 is the third order epistatic 187 value and so on.
188
The additive "genomic" (co) variance relationship matrix will be computed from the equation 1 189 as:
where ) is a matrix with rows (number of individuals) and columns (number of markers) is equal to ℎ ) ‚‚ , … , ℎ ) ‚ƒ and the element ℎ ) ‚c for = 1, … , marker is equal to
for genotypes
197
On the other hand, ( ) ) > ) corresponds to the expected variance of ) ) with ) = 198 (Searle, 1982) . In other words, ( ) ) > ) standardizes the cross-product matrix ) ) > to a 
202
For the dominance, the "genomic" (co) variance matrix will be:
where the matrix Q is This results in orthogonality of epistatic effects. For instance, consider individual with two 216 loci:
In fact, the Kronecker product above reorders the effects as follows:
Following this idea, for the interactions, such as additive-by-dominant interaction, the matrix 224 )Q can be written using Kronecker products of each row of the preceding matrices as
For instance, for individual 1 the incidence matrix of epistatic effects is:
For instance, the second element of )Q ‚ contains the additive-by-dominant interaction for 
And this product is
Thus, the , element of )Q )Q > has the form ) • 
However, in order to standardize and get meaningful relationships we need to divide by the trace:
and thus '_ ≠ ' ⊙ _ unless all elements in the 252 diagonals of the matrices equal 1.
253
Assume that we know ' , _ and the traces
which results in For instance, in a two loci ( , ) case, has 9 values, ordered as (AABB, AaBB, aaBB…aabb))
289
= 8 ⊗ 9 , 9 = ℎ ) ℎ Q is a 3x3 matrix for locus with alleles A/a. In , the 290 first column contains 1, and the second and third columns are equal to equations (1) and (2).
292
The orthogonal system has the two properties described before: where is a diagonal matrix that contains the effects in in its diagonal. Matrix contains, in 302 its diagonal, the variance components associated to each contrast; in the case of two loci, these 303 are 9. Because the system is orthogonal the out-of-diagonal terms in contain 0. Because the
304
Kronecker product reorders effects in the linear system, for the two loci case we have: The frequencies of the 9 genotypes at the two loci are, assuming LE, the Kronecker product of 
334
In the LE scenario, we simulated a quantitative trait with pure biological (or functional) 335 dominance-by-dominance effects (see Table 2 in absence of HWE, the mean of the matrix is not zero, in particular for the dominant matrix.
405
Both phenomena affect the interpretation of variance components (Legarra 2016 HWE and NOIA models radically differ in their estimates. The NOIA model retrieves the 420 simulated variance components (last column called "true" in Table 5 ). The HWE model (which In the LD scenario, the variance component estimates are similar in both models,
441
assuming HWE or NOIA (Table 6) , although the NOIA model obtains a correct estimate of total 442 genetic variance even with LD, while HWE model overestimates it by 20%. In Table 6 , the 443 simulated variance components are pseudo-true variance components because they do not 444 account for LD. Note that LD among loci has an effect on estimations that cannot be ignored.
445
Differences between HWE and NOIA models are less clear than in the LE scenario, nonetheless 
DISCUSSION
466
In this work, we propose to use the NOIA model, which was conceived for QTL studies, 
471
In this genomic evaluation framework, the NOIA model can be used to define appropriate 
475
We have also shown that using Hadamard products of relationship matrices is equivalent or, in other words, HWE (Cockerham 1954 
