INTRODUCTION1
Active queuing management is an important method to inform traffic sources of possible network problems at early stages of congestion. Using this feedback methodology, sources with heavy demand would reduce their flow rate to avoid network congestion and erratic network behavior. This concept has been the subject of many research papers [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . However, recently much work has been done in modeling a network of Active Queue Management (AQM) routers using fluid dynamics theory [1] [2] [3] . Hollot and Misra [3] [4] have shown that based on the linear model of a typical network, classical control system theories and design methodologies can be used to improve network performance and avoid network congestion. 
FLUID-BASED TCP FLOW MODEL
In this section, we show in detail the process of developing the differential equation governing the TCP traffic flow. Fluid models have been used successfully to obtain nonlinear and linear models to describe dynamics of TCP and AQM [2] [3] [4] . The following coupled nonlinear differential equations describe the behavior of a typical TCP.
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where W is the expected TCP window length (packets), q is the queue length (packets), R is the round trip time (seconds), C is the link capacity (packets/s), T p is the propagation delay (seconds), N is the number of TCP sessions, and P is the probability of packet marked/drop. Obviously W and q cannot take negative values and are bounded respectively by W max and q max , i.e., W ∈ [0, W max ], and q ∈ [0, q max ]. Eq. (1) describes the behavior of the window-length. At each time iteration, window length is increased by one packet unless a packet loss occurs, then window length is reduced to half of its current value. Eq. (2) captures the dynamic behavior of the expected queue length and Eq. (3) is a static equation describing the round-trip delay as the sum of the propagation and queuing delays.
LINEAR MODEL DERIVATION
In general, for a nonlinear function x(t)
Assuming that f(⋅) is smooth and has continuous derivative around the operating point, and using a Taylor series expansion, we can find the linear model of this nonlinear equation as
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where
Now a linear model [2] [3] for Eqs. (1-3) can be derived around a nominal solution Q 0 = (W 0 , R 0 , q 0 , p 0 ). Let N and R be considered as constants; then Eqs. (1) and (2) can be rewritten as:
where ( ) ( )
At operating point Q 0 , the steady state conditions for Eqs. 
Calculating partial derivatives around the operating point will result in 
Partial derivatives of Eq. (9) are 
Now expressing Eqs. (12) through (18) 
The two linear differential equations describing TCP flow can now be written as
Taking the Laplace transform of these equations
The transfer functions H TCP (s) and H queue (s) can be defined as
If W 0 >> 1 [3] , which is a reasonable assumption, then the delay term in the denominator of Eq. (21) will not be significant and Eq. (21) can be simplified to 
Now the linear model of TCP window-control, shown in Fig. 2 , can be used to design a variety of controllers. Numerous papers have been published addressing this. In this study we will present the results of applying a model referenced neural network controller and compare the performance of this control structure with that of a standard random early detection (RED) and RED with PI. The RED algorithm for controlling AQM applies proportional control with saturation limits as shown if Fig. 3 3 . The RED nonlinear feedback function (Fig. 4) is given by 
MODEL REFERENCE NEURAL NETWORK
Model Reference control consists of two neural networks as shown if Figure 5 . One neural network is used to model the system and one neural network is used to control the system.
Using the plant measurement values, the model network is trained offline. This block estimates the plant behavior, and the output of this block is used to calculate the modeling error. Then the controller is trained such that system response follows a reference model. Controller parameters are updated based on the error signal computed from the system output and the neural network model of the plant.
Each network has two layers with delayed inputs and outputs. Number of delayed inputs can be selected based on complexity of the plant. For all the results presented here two or three delayed inputs and outputs where selected. Normally the number of delayed units in the network is selected proportional to the order of the system. The higher the system order and plant complexity the higher should be the number of delayed inputs and outputs of the neural network to allow the network to properly capture the dynamics of the system.
RESULTS
The traditional RED algorithm is shown in Fig. 3 . Much research has been performed [5] in implementing traditional control algorithms on this system with documented success in increasing system performance and stability. Fig. 6 shows the block diagram of a PID controller implementation. It has been shown [4] that P and PI controllers improve the overall performance of the system. MRC RED and PI RED algorithm as shown in Figs. 5 and 6 are implemented using MATLAB/Simulink at the link of a network for active queue management. The considered network topology consists of a single bottleneck link, with channel capacity of C = 2000 pks/s and 40 ms round trip propagation delay.
The network traffic consists of 50 identical long-lived TCP sessions with RED parameters set to, q min = 200 packets, q max = 800 packets, and p max = 0.5. Fig. 7 shows the simulation result when 10 TCP sessions drop at 5 seconds into the simulation. As can be seen the neural network transient response is much better than the PI controller, which exhibits oscillatory behavior. The difference between the steady state values of the two controllers is due to the difference between the open-loop gains of the two designs. In this study we will not concentrate on matching the steady state values, rather on exploring the transient response and stability behavior exhibited by the two controllers.
As can be seen from Fig. 8 , as the number of drop out flows doubles the transient response of the PI controller becomes much worst than the previous case while remaining stable. The NN-MRC controller performs very nicely with no overshoot and a fast rise time of less than one second. Fig. 9 shows the instability of the PI controller when 30 TCP flows drop out at 5 seconds into the simulation. NN MRC performs with excellent transient response and adapts to dynamic change of the system. For the next set of simulation runs the reference queue length window is increased such that the drop out probability, Eq. (29), is in saturation range and equal to one.
Figs. 10 and 11 show unstable behavior of the PI controller when operated in saturation range of the RED algorithm, and inability of this controller to perform under severe session drop-out. NN-MRC performs very well and exhibits stable behavior with no overshoot and fast rise time of less than 2 s.
Next we retrained the networks several times and the following results show that the steady state behavior of NN-MRC can be improved with proper network training. The network traffic again consists of 50 identical long-lived TCP sessions with RED parameters set to, q min = 200 packets, q max = 800 packets, and p max = 0.5. q ref is set to 560 packets at 5 seconds into the simulation with 10 load factors (TCP sessions) drop out. Comparing Figs. 7 and 11 , we can see that retraining the networks did improve the steady response of the NN-MRC matching that of PI controller. After the session drop outs the PI controller again exhibits signs of instability.
Figs. 13, 14, and 15 show how stable the NN-MRC behaves as compared to unstable behavior of the PI controller. Figure 16 shows the structure of the Simulink program that was used to perform the above simulation runs. A special S-function had to be created to allow dynamic change of simulation parameters and to capture the network dynamic changes.
Next we modified the structure of the controller by removing the RED algorithm block from the NN-MRC feedback loop. In this scenario, the neural network has to capture the nonlinear behavior of the RED algorithm as well. This structure is shown in Fig. 17 .
With the network traffic of 50 identical long-lived TCP sessions and RED parameters set to, q min = 200 packets, q max = 800 packets, and p max = 0.5. q ref we ran two simulation runs. In these runs we had 2 drop out points, one at 5 and one at 10 seconds into the simulation run. At each stage 10 TCP sessions dropped out.
We can see from Figs. 18 and 19 that with the RED saturating block removed, the response of the NN-MRC has some overshoot but performs gracefully under severe modeling changes as opposed to the unstable behavior of the PI controller.
CONCLUSION
In this paper, we have shown that a neural network based model referenced control algorithm improves transient and steady state behavior of AQM controller over classical RED, P, and PI. While P and PI controllers perform very well at the design points, they exhibit instability when system model is changed drastically. On the other hand NN-MRC controllers performed very well even under sever modeling errors or system dynamic changes. 
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