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Abstract
When an electron’s propagation direction in a material is restricted in one or multiple dimensions,
the material’s properties deviate heavily from its bulk counterpart. These properties were inten-
sively studied theoretically decades before the experimental synthesis of these ”low-dimensional”
materials was realized. Carbon is one of the major elements in organic chemistry and can form a
large variety of allotropes in different dimensions. Graphene, an atomically thin single layer of
carbon, is the 2D component of the carbon allotropes and can be regarded as the building block
for most of the other allotropes. It is the thinnest material in the world and the first 2D material to
be successfully isolated. Stacking graphene layers results in graphite, which is the 3D crystalline
carbon allotrope besides diamond. Rolling up a graphene sheet can form a carbon nanotube,
which can have different phases and therefore can have different properties. The nanotubes are
regarded as 1D materials and were described in 1991 by Sumio Iijima. Fullerenes, where 60
carbon atoms build the smallest soccer balls in the world, are regarded as a 0D material and were
successfully synthesized already in 1985.
Graphene has been successfully isolated in 2003, recently after the development of aberration
correctors in transmission electron microscopes which enabled resolving single atoms in very
beam-sensitive materials. This coincidence made it possible to intensively study graphene as
well as the dynamics of single atoms. This enormous effort is not only justified by its unique
properties which are very interesting for industrial applications, but also for the possibility
of a fundamental understanding low-dimensional physics experimentally at the atomic scale.
Despite the huge attention paid to graphene, there is still limited information about its actual 3D
structure, especially at defect sites. This knowledge gap is due to the limited information in 2D
using aberration corrected transmission electron microscopy techniques, because their images
are essentially projections of an object. This cumulative thesis focuses on filling this missing
knowledge gap and delivers a relevant contribution for the understanding of the (3D) structural
properties of defects in graphene.
The cumulative dissertation is based on 3 peer-reviewed first-author publications and one
relevant peer-reviewed non-first-author publication, which present a new method of reconstructing
atomically-thin structures using only 2 atomically resolved images. They reveal insights into the
3D structure of grain boundaries, heteroatom impurities and van-der-Waals heterostructures. Not
just static properties, but also out-of-plane dynamics induced by the electron beam are studied. In
addition, scanning transmission electron microscopy is used to unambiguously identify single
oxygen and nitrogen atoms in defective graphene. The data set allows statistical assessment of all
the bonding configurations and comparison of oxygen with nitrogen configurations. Remarkably,
graphitic oxygen substitutions with three carbon neighbors are observed.
This cumulative thesis is clustered in 4 different chapters. Chapter 1 presents an introduction
on the studied material and a motivation of this work. Chapter 2 summarizes the experimental
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methods and introduces their principles and basic physics. Chapter 3 discusses the novel recon-
struction method in detail. Chapter 4 briefly summarizes the papers and the author’s contributions.
Each summary follows the corresponding original publication.
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Zusammenfassung
Wenn die Propagationsrichtung eines Elektrons in einem Material in einer oder mehreren Di-
mensionen beschra¨nkt wird, vera¨ndern sich die Eigenschaften des Materials gravierend. Diese
Eigenschaften wurden bereits Jahrzehnte vor der experimentellen Synthese dieser sogenannten
“niedrig-dimensionalen” Materialien theoretisch untersucht. Kohlenstoff ist eines der bedeutend-
sten Elemente in der organischen Chemie und kann eine Vielzahl an Allotropen in verschiedenen
Dimensionen bilden. Graphen, eine atomar du¨nne Schicht aus Kohlenstoffatome, ist ein zwei-
dimensionales Kohlenstoff Allotrop und kann als Baustein der meisten anderen Allotropen
angesehen werden. Es ist das du¨nnste Material der Welt und das erste 2D Material das erfolgreich
isoliert wurde. Eine Stapelung von Graphen ergibt Graphit, welches neben Diamant ein 3D
kristallines Kohlenstoff Allotrop ist. Aufgerolltes Graphen ergibt ein Kohlenstoff Nanoro¨hrchen,
welche unterschiedliche strukturelle Phasen und daher auch unterschiedliche Eigenschaften be-
sitzt. Nanoro¨hrchen gelten als 1D Materialien und wurden 1991 von Sumio Iijima beschrieben.
Fullerene sind die kleinsten Fußballmoleku¨le der Welt, bestehend aus 60 Kohlenstoff Atomen
und werden als 0D Materialien angesehen, welche bereits 1985 erfolgreich synthetisiert wurden.
Graphen wurde 2003 erfolgreich isoliert kurz nach der Realisierung von Aberrationskorrek-
toren fu¨r Transmissionselektronenmikroskope, welche das Auflo¨sen einzelner Atome in sehr
bestrahlungsempflinglichen Materialien ermo¨glichten. Das Zusammentreffen dieser Umsta¨nde
machte es mo¨glich, sowohl Graphen, als auch die Dynamiken individueller Atome intensiv
zu studieren. Dieser enorme Aufwand ist nicht nur durch die einzigartigen Eigenschaften
von Graphen gerechtfertigt, welche sich als ho¨chstinteressant fu¨r industrielle Anwendungen
herausstellen, sondern auch durch die Mo¨glichkeit, ein fundamentales Versta¨ndnis fu¨r niedrigdi-
mensionale Physik experimentell auf atomarer Skala zu entwickeln. Obwohl Graphen enorme
Aufmerksamkeit gewidmet wird, gibt es nur ein sehr beschra¨nktes Wissen u¨ber dessen eigentliche
3D Struktur, besonders an Defekten. Diese Wissenslu¨cke resultiert daraus, dass atomar aufgelo¨ste
Bilder von aberrationskorrigierten Transmissionselektronenmikroskopen in 2D beschra¨nkt sind,
da sie nur Projektionen eines Objekts abbilden. Diese kumulative Doktorarbeit fokussiert sich
auf die Schließung dieser Wissenslu¨cke und liefert einen relevanten Beitrag fu¨r das Versta¨ndnis
von (3D) Strukureigenschaften von Defekten in Graphen.
Die Dissertation basiert auf drei begutachteten Erstautor Publikationen und einer relevanten
begutachteten Nebenautor Publikation, welche eine neuartige Methode pra¨sentiert, atomar du¨nne
Materialien durch Verwendung von nur zwei atomar-aufgelo¨sten Bildern aus unterschiedlichen
Blickrichtungen zu rekonstruieren. Damit enthu¨llt diese Arbeit Erkenntnisse u¨ber die 3D Struktur
von Korngrenzen, Fremdatomen und van-der-Waals Heterostrukturen. Abgesehen von statischen
Struktureigenschaften werden Dynamiken senkrecht zum Kristallgitter, die vom Elektronenstrahl
induziert werden, studiert. Desweiteren wird Rastertransmissionselektronenmikroskopie verwen-
det um Sauerstoff- und Stickstoffatome in defektreichem Graphen eindeutig zu identifizieren.
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Die Daten erlauben eine statistische Beschreibung der auftretenden Bindungskonfigurationen
und einen Vergleich zwischen Stickstoff und Sauerstoff Bindungen. Als besonders interessante
Beobachtung erweisen sich graphitische Sauerstoff Substitutionen, die sich mit drei Kohlenstoff-
nachbarn binden.
Diese kumulative Doktorarbeit ist in vier Kapitel eingeteilt. Kapitel 1 pra¨sentiert eine Ein-
leitung zu dem studierten Material und gibt einen Einblick in die Relevanz dieser Arbeit. Kapitel
2 fasst die experimentellen Methoden zusammen und liefert eine Einleitung in deren Prinzipien
und der grundlegenden Physik. Kapitel 3 diskutiert die neuartige Rekonstruktionsmethode im
Detail. Kapitel 4 fasst die Publikationen und die Beitra¨ge des Autors kurz zusammen. Nach jeder
Zusammenfassung folgt die zugeho¨rige Originalpublikation.
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Introduction
1.1 Graphene
In science, trial and error is sometimes the only way to make experimental progresses. And
sometimes, it does not even require extensive equipment to conduct these experiments. Andre
Geim and Konstantin Novoselov, two physicists from the University of Manchester, were curious
enough to spend a tiny part of their lab work for experiments which “probably won’t pan out at all,
but if they do, it would be really surprising” [1]. In 2003, they attempted to prepare the thinnest
material in the world – namely graphene. And this achievement was definitely very surprising
this time. Graphene is a one atomic-layer thin material and was already theoretically studied
after the second world war [2, 3]. Although graphene was predicted to have very fascinating
properties and therefore the potential to be integrated into many industrial applications, it was
presumed not to exist due to thermodynamic instabilities [4, 5, 6]. Therefore, the majority of
the scientific community regarded graphene as just a theoretical object. However, Geim and
Novoselov iteratively peeled off layer-by-layer of graphite using a simple adhesive tape and
managed to isolate graphene and proved that 2D materials – which are only one unit-cell thick
– can indeed exist [7]. Since that discovery, graphene and other 2D materials have attracted a
huge attention resulting in an enormous amount of publications and have ignited a revolution in
science and technology. Therefore, it was not surprising that they were awarded the Nobel Prize
in Physics in 2010 “for groundbreaking experiments regarding the two-dimensional material
graphene” [8]. The stability of suspended graphene could be explained in 2007, when it was
proven that graphene is not perfectly flat, but exhibits an intrinsic roughness [9].
The rise of graphene and the massive investment in its research is justified by its exciting
electronic properties (e.g. high electron mobility and high conductivity [10, 11]), optical properties
(e.g. high transparency [12]), mechanical properties (e.g. high elastic modulus [13]), chemical
properties (e.g. chemical inertness and impermeability to gases) and other unusual quantum-
mechanical properties [14]. These properties arise from the simple hexagonal arrangement of
carbon atoms where three valence electrons form sp2-hybridized orbitals, resulting in strong
in-plane bonds with an inter-atomic distance of d = 142pm and one delocalized electron in the
remaining orthogonal 2p-orbital, which determines its electronic properties. Due to graphene’s
unique properties, years of development were specifically spent on graphene-based electronic
devices (e.g. high-frequency field-effect transistors [15], batteries [16], highly-efficient solar
3
Chapter 1 Introduction
cells [17]). The various properties are the key for the countless numbers of potential applications
beyond electronic devices. In the electron microscopy community, graphene is the ideal substrate
for the observation of particles and molecules due to its very weak scattering cross-section. For
example, a monolayer of hexadecachlorocopperphtalocyanine (CuPcCl16) molecules could be
imaged on graphene [18]. Furthermore, graphene can also be used as a protection layer by
embedding the material of interest between two sheets of graphene. With this method, fullerenes
could be stabilized and imaged [19].
The lattice constant of the hexagonal lattice of graphene is a = 246pm (Fig. 1.1a). Repeating
the two-atom unit cell forms the characteristic honeycomb lattice. When using four basis vectors,
as commonly used in hexagonal systems, the primary six-fold lattice spacings are indexed by 101¯0
(corresponding to the first reciprocal vector) and 112¯0 (corresponding to the second reciprocal
vector) and are shown in Fig. 1.1b. This concept is crucial for diffraction analysis where the
positions of the Bragg diffraction peaks are given by the reciprocal vectors while the intensities
are given by the structure factors. In the case of monolayer graphene, it turns out that the first two
orders of the Bragg diffraction spots have theoretically the same intensity while the intensity ratio
is significantly changed already for an AB stacked bilayer. As one example, the reciprocal vector
G101¯0 = b1−b3 is shown in Fig. 1.1c.
After the initial excitement of graphene (reaching over 10.000 publications per year), also
other 2D materials – most importantly single unit cell thick transition metal dichalcogenides –
and their stacking [20] became more relevant. These artificial materials might compensate for
graphene’s weaknesses such as the lack of an electronic band gap [21, 22].
It can be seen as a fortunate coincidence that in the era of graphene as well as the development
of aberration-correction in (scanning) transmission electron microscopes (S/TEM) reached a
practical milestone that makes it possible to reach atomic resolution at energies close to the
damage threshold of these one-atomic layer thick materials (ca. 80 kV for graphene). This
enabled not only the study of structural properties, but also interesting electron-beam induced
dynamics and controlled manipulation of the structure. For a detailed description of the principle
of S/TEM, see chapter 2.1.
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Figure 1.1: Structural properties of graphene. (a) The two-atomic hexagonal unit cell of
graphene with a lattice constant of |~a1|= |~a2|= 2.46A˚ and an interatomic distance of d = 1.42A˚.
(b) Graphene honeycomb lattice with two representative lattice spacing groups. (c) Reciprocal
lattice of graphene with the first Brillouin zone. According to Ref. [23]
1.2 Defects and deformations in graphene
Although the intrinstic properties of graphene and other 2D materials open many possible
applications, the properties are often only valid for a perfect crystal. Deviations from the
perfect periodic atomic lattice can significantly modify their properties and a comprehensive
understanding of the possible configurations, their stabilities, and their effects is thus of critical
importance. The 2D nature of graphene enables strain relaxation – for example induced by
defects – in the third dimension. Since the discovery of fullerenes [24], it has been known that
non-hexagonal rings induce local curvatures in a graphene sheet. Therefore, it is also expected that
embedded defects within the graphene lattice might induce significant out-of-plane deformations
due to the “freedom” provided by the third dimension [25, 26, 27]. These distortions of the
sheets have to be taken into account when characterizing their properties. Structural relaxation
by energy minimization is a common computational method to retrieve the 3D structure as e.g.
shown in paper 1 (section 4.1.) of this thesis, but it requires approximations, periodic boundary
conditions and is usually limited to a relatively small number of atoms. Moreover, a broad variety
of parameters often requires experimental confirmation of the computational output.
A very common group of defects in graphene are point defects, which can be created by bond
rotations (e.g. a Stone-Wales transform), vacancies or substitutions. An enormous amount of
effort has been taken to model their properties [28] and control their formation [29, 30]. Foreign
atoms which replace the original element are often referred to as dopants or impurities and have
been intensively studied due to the significant modification of the electronic structure. A lot of
effort has been taken to tune the band structure by incorporating foreign atoms in the graphene
lattice and systematically manipulate them within the structure [31, 32, 33]. A local distortion of
the lattice can already be intuitively explained by the different atomic radii. The out-of-plane
buckling of impurity atoms on the substitutional site has been experimentally confirmed by
analyzing the fine structure in the electron energy loss spectrum (EELS) [34, 35, 36, 37].
An often unavoidable structural defect in graphene is a grain boundary (GB) which is formed
in graphene during its synthesis by chemical vapor deposition (CVD) due to nucleation and
5
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connection of individual graphene grains [38]. On the one hand, they are known to e.g. degrade
the electronic properties due to the modification of the 2p orbital and scattering of the electron
waves [39]. On the other hand, it has been reported that GBs can enhance the mechanical
strength [40]. The out-of-plane characteristics in line defects such as GBs are still not clearly
understood due to the challenges in modeling these structures. Furthermore, because the mis-
orientation between the individual grains can exhibit an arbitrary angle, each grain boundary
is individual and can have different sequences of non-hexagonal rings, so it can be straight or
serpentine-like and can migrate within the lattice [41]. Calculations reveal – despite being limited
to straight GBs – interesting buckling trends depending on the misorientation angle: while GBs
with large misorientation angles (30◦) tend to be flat, small angles (close to 0◦) tend to have
sharper kinks [25, 26]. A part of my results (see section 4.1) confirms this trend experimen-
tally. GBs with large misorientations can form a chain of non-hexagonal configurations which
compensate for the strain induced by the lattice orientation mismatch while two grains with a
small orientation mismatch are only rarely able to connect via non-hexagonal polygons, so they
compensate the strain by buckling in the third dimension.
Defects in the structure not only result from the sample preparation procedure, but can be also
induced by the interaction of the atoms with the electrons in a TEM. In semi-conductors and
insulators, ionization damage (radiolysis) due to the excitation of an electron breaks the bond,
leading to atomic ejections. In conductors (such as graphene), knock-on damage dominates. Here,
the incident electron elastically scatters from the potential of an atomic nucleus, transferring a
certain amount of energy. An ejection of the atom occurs if the transferred energy is larger than
the atom’s displacement threshold energy. This displacement mechanism is quantitatively well
understood in the case of pristine graphene when atomic vibrations are taken into account [42, 43].
In the case of sp2-hybridized carbon atoms, the threshold energy of atomic ejection is approx.
21 eV whereas the activation energy for bond rotations is in the range of 4–10 eV [29]. Because
the maximum transferred energy is smaller for incident electrons energies below 80 keV, atomic
displacements rarely occur using accelerating voltages below 80 kV. Monovacancies and edges
are significantly less stable because double-coordinated carbon atoms have a much lower threshold
energy for ejection (approx. 14 eV).
Fig. 1.2 shows different defect configurations revealed by atomic-resolution STEM. Panel
a-c shows three different stable divacancy configurations which can be transformed into each
other by bond rotations induced by the electron beam. Remarkably, the bond rotations can also
easily occur at GBs. Fig. 1.2d shows a typical graphene grain boundary with a characteristic
sequence of polygonal rings. Fig. 1.2e shows the same location after another scan. Clearly,
the configuration (characteristic sequence) has changed. Fig. 1.2f–h shows different Si dopant
configurations revealed by the Z-contrast of STEM.
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Figure 1.2: STEM images of point and line defects in graphene. (a) 585-divacancy. (b) 5555-
6-7777 divacancy (butterfly defect). (c) 555777 divacancy. (d,e) Graphene grain boundaries at
two consecutive scans. Red, blue and green overlays correspond to pentagons, heptagons and
octagons, respectively. (f-h) Si substitution, Si-trimer and Si-tetramer in graphene. Scale bar is
0.5 nm.
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1.3 The road to atomic resolution
Already in the late 19th century, the theory of optical microscopy and its resolving power,
which is ultimately limited by the wavelength of light, was sufficiently understood. The first
magnified image using electrons instead of light was demonstrated in 1931 by Ruska and
Knoll, although they initially did not know about de Broglies postulation of the wave nature
of electrons in 1924. By the end of Ruska’s thesis in 1933, he built a TEM which surpassed
the light microscope in resolving power [44]. Despite this significant breakthrough in advanced
characterization techniques providing the base for the optimistic prediction that “sooner or later
the ultramicroscopy technique will be able to reveal single atoms” (von Ardenne, 1939), it took
until 1986 that E. Ruska was awarded the Nobel Prize in Physics, 2 years before his death [45].
Already in 1938, the first STEM was designed and constructed by M. von Ardenne reaching a
resolution down to 10 nm, but the images where dominated by noise [46]. The next breakthrough
in STEM was achieved in 1966 by A. Crewe, who successfully incorporated a cold field-emission
gun (CFEG) [47, 48]. Four years later he invented the annular dark field detector (ADF) and
published images of single heavy atoms [49, 50]. Otto Scherzer showed theoretically in 1936 that
static, rotationally symmetric, space-charge-free electron lenses always have a positive spherical
aberration coefficient that cannot be eliminated by a lens design as can be done for optical
lenses [51]. In practice, the resolution before the era of aberration correction was limited to
the order of 50-100 wavelengths instead of being of the same order as in the case of photons.
It was again Scherzer who suggested breaking the rotational symmetry using quadrupole and
octopole lenses in order to correct the spherical aberration. Huge efforts were made in the 1950s
to implement such a system, but the technical complexity and the challenge for a proper alignment
and adjustment requested a different design. Hawkes showed in 1963 that a set of hexapoles
can create a negative spherical aberration coefficient that could compensate for the problems of
round objective lenses, but they still did not result in an actual resolution improvement due to the
presence of other aberrations [52]. With the development of more stable power supplies, faster
computers and the possibility to automatize aberration measurements and corrections, the first full
spherical aberration corrected microscopes were created almost 40 years later by Haider, Rose et
al. for TEM [53] and Krivanek et al. for STEM [54]. This allows atomic resolution at electron
energies down to 60 keV which is crucial for probing light elements and beam-sensitive materials.
On the downside, the influence of chromatic aberrations becomes more relevant. Recent projects
worked successfully on chromatic aberration correction in a TEM [55] or monochromation of the
electron source in a STEM, which has the – probably more important – side effect of increasing
the energy resolution to approx. 5 meV in electron energy loss spectroscopy [56, 57]. This allows
to reach sub-A˚ resolution at 20–30 keV electrons corresponding to a resolution of 15 times the
wavelength [55].
1.4 Motivation and Outline
The breakthrough of achieving atomic resolution with moderate beam energies resulted in a
huge scientific output of S/TEM research of beam sensitive materials such as graphene and
other low-dimensional materials. The community of atomic-resolution S/TEM is constantly
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increasing due to the opportunity for imaging and manipulating individual atoms, understanding
the interaction of electrons with a single atom, observing chemical reactions, analyzing electronic
configurations and much more. Despite the power and elegance of these instruments, the 3D
structure of 2D materials – especially at defect sites – has not been revealed yet. This is mainly
because a single image only provides a projection of the 3D object. As a theoretical approach,
large unit cells of embedded defects are usually relaxed by energy minimization. This approach,
however, requires periodic boundary conditions of the model. Moreover, there is always a need
for experimental confirmation. Conventional reconstruction methods are not easily applicable on
2D materials, as I will describe in the following section.
The goal of this thesis has been to develop a new reconstruction approach to reveal new insights
into the 3D structure of defects in 2D materials and to apply it to experimental STEM data from
state-of-the-art instruments. In particular, my work shows that defects are far from being flat, but
rather lead to significant out of plane deformations. For example, graphene GBs show a very
interesting buckling behaviour, depending on the misorientation angle of the grains. Specifically,
extended defects with ad-dimers lead to a strong bump while a circular GB remains flat. Beside
intrinsic structural characteristics, my work also reveals insights into electron-beam induced
dynamics. For example, this work not only directly visualizes the 3D geometry of a Si impurity
in graphene, but also reveals its flipping between up- and down- configurations with respect to
the graphene plane. Similar behavior is shown for more complex Si defects, such as Si tri- and
tetramers. Also, the expected deformation of mixed-dimensional heterostructures – as shown
for nanotubes on graphene – is experimentally confirmed in this thesis. In total, this thesis
provides key information about the basic physics and structural properties generally and graphene
specifically.
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Experimental and computational methods
2.1 (Scanning) transmission electron microscopy
Although the goals of high-resolution STEM and TEM are very similar - identifying the position
of individual atoms – the image formation mechanisms are quite different. In conventional
high-resolution TEM, the sample is illuminated by a coherent parallel beam and the image is
mainly formed by coherent interference stemming from the beam-specimen interaction where the
contrast and resolution is given by the contrast transfer function (CTF). High-resolution TEM
interpretation is often difficult due to the CTF’s sensitivity to residual aberrations and focus
values. In order to directly interpret the image in terms of projected structure, the CTF has to
have a maximized passband from zero up to the microscope’s information limit. This requires
optimal conditions which might drift over time. However, high-resolution TEM’s phase-contrast
based image formation technique requires significantly less dose than STEM, which is based
on incoherent scattering. In STEM, the incident electron beam is focused to an A˚ngstrom sized
probe and scanned across the sample. The electron beam interacts with the specimen generating
a broad variety of signals down to the atomic scale. Fig. 2.1 summarizes the relevant signals,
which can be extracted when an electron interacts with a material.
For STEM, the image formation from medium to heavy elements, the electrons that were
elastically scattered to high angles are collected by an annular detector, which consists of a
scintillator, a photomultiplier and additional electronic amplifiers. The elastic scattering of a
charged particle with the potential of an atomic nucleus was already observed in the beginning of
the 20th century by Ernst Rutherford and is therefore referred to as Rutherford scattering. The
resulting contrast is strongly dependent on the atomic number as Z [58], allowing much easier
interpretation of the obtained image. For graphene, it turns out that enabling good contrast is
obtainable when using a medium-angle annular dark field (MAADF) detector, which usually
covers the range from 58–200 mrad. This detector configuration, however, also includes partially
coherent electrons detected due to the Bragg scattering. In order to minimize the partial phase
contrast, one has to use higher inner detector angles (e.g. 80 mrad) which is then referred to as
high-angle annular dark field (HAADF) STEM. Unfortunately, the detection of only high angle
scattered electrons reduces the image signal, especially for light elements like carbon.
Secondly, inelastically scattered electrons, which are usually scattered to very low angles, go
through the central hole of the ADF detector and can be used to perform electron energy loss
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spectroscopy (EELS). EELS is usually used for elemental identification, analysis of chemical
bonds, plasmons and even phonons. For the first two cases, the energy-loss of the electrons arises
typically from core ionization events, in which the incident electron excites an electron from its
ground state in the specific shell to the vacuum level. Depending on the shell from which the
ionization occurs, the corresponding EELS edge is referred as the K, L, M... -edge. Since binding
electrons have relatively large energies, the energy losses due to these processes typically start
at about 100 eV. The fine structure of the core-edge depends on the exact electronic state and
therefore on the local chemical bonding. This technique is advantageous for low atomic numbers
due to the higher scattering cross-section of low energy losses.
Because the interaction of electrons with a specimen emits also X-rays with characteristic
energies, energy-dispersive X-ray spectroscopy (EDX) measurements are also possible with the
spatial resolution given by the probe size. It is closely related to EELS because the characteristic
photons are emitted by electrons which are relaxed from the outer shells to the hole in the core
shell (see Fig. 2.1 right). This technique is more sensitive to higher energy losses.
All of these signals can be extracted as a function of probe position resulting in a 3D dataset in
the case of EELS and EDX. This data cube can be reduced again into a 2D image, usually by
extracting the signal of an energy window around a certain peak. This leads to a map which e.g.
shows the location of a specific element and can be correlated with the simultaneously recorded
ADF image.
Due to the high required accuracy of the electron probe, which defines the spatial resolution
in STEM, very stable conditions are required for this method. Usually these microscopes are in
a separate room, decoupled from the ground and have µ metal shielding to avoid mechanical
vibrations and external electromagnetic fields. As already mentioned, state-of-the-art aberration
correctors achieve sub-A˚ngstro¨m probes at relatively low acceleration volages down to 60 keV
and even 20 keV when the microscope is equipped with a chromatic aberration corrector. On the
spectroscopic side, the EELS resolution is primarily limited by the energy spread of the incident
electrons, which can be monochromated by dedicated energy filters.
The experiments in this thesis were conducted with a Nion UltraSTEM100, which is equipped
with a CFEG providing an electron beam with high brightness and an energy width of ca.
0.3 eV. Its aberration correctors are quadrupole-octopole (QO) lenses which correct all geometric
aberrations up to 5th order providing a probe size of ca. 1.3 A˚ at 60 keV [54]. The – very
simplified – principle of the correction QO lens system is as follows: The quadrupole lenses
focus the beam along one transverse axis and defocus the beam along the perpendicular axis.
This creates an elliptic beam which is called a line focus. The octopole has a negative third-
order spherical aberration which directly compensates for the third-order aberrations. Another
set of QO lenses repeats the correction to the beam along the perpendicular axis and a final
quadrupole produces a round beam again. Residual four-fold aberrations are further corrected
by another octopole lens. The instrument’s excellent ultra-high vacuum (UHV) has a typical
pressure of 10−11 mbar at the gun and 10−9 mbar at the sample. This is crucial for minimizing
the contamination on the sample as well as for higher performance and lifetime on the gun.
Additionally, UHV reduces the interaction of the sample with residual ionized gas molecules
which would lead to chemical etching. The specimen stage’s design minimizes drifts. A MAADF,
a HAADF and a bright-field detector are included in the detection system as well as a CCD
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Figure 2.1: Signals obtained when an electron interacts with a material. (a) Schematics of
the possibilities of interactions and signal detection method. Only the most relevant for (S)TEM
are shown. (b) Schematics of the inelastic scattering of an incoming electron.
camera for tuning and aligning the electron beam. For spectroscopy, it is further equipped with a
Gatan EEL spectrometer.
2.2 STEM simulations
2.2.1 Multislice algorithm
Although the interpretation of STEM signals is easier than in TEM, quantitative analysis of the
experimental output often requires comparison with simulations. The number of open-source
softwares for quantitative image simulations containing TEM, STEM, CBED (converged-beam
electron diffraction) and other techniques are increasing and almost all of them are based on the
multislice or the Bloch-wave algorithm. The multislice algorithm requires lower mathematical
computations and is therefore preferred and briefly summarized in the following paragraph. In
the multi-slice approach, the specimen is divided into many thin slices (ideally one slice per
atomic plane perpendicular to the optical axis) and the atomic potential is projected within the
slices [59]. In STEM, the initial converged and optionally aberrated electron beam, represented
by the wavefunction ψp(x), is propagating through the specimen’s potential. In the weak-phase
object approximation (which assumes thin specimens that induce minimal phase shifts), each
slice causes a position-dependent phase shift that is represented by the specimen transmission
function t(x) = exp(−iσvz(x)) where vz(x) is the projected potential in a specific slice and
σ = 2pimeλh−2 the interaction parameter. The sample potential can be rapidly modeled by a
superposition of isolated atom potentials, which have been calculated for every element of the
periodic table. However, if modifications of the electronic states (e.g. due to chemical bonding)
are not negligible, density functional theory (DFT) calculations can reveal the electronic charge
density and therefore provide more realistic specimen potentials. The exit-wave function is
iteratively calculated and then finally incoherently integrated over the detector geometry D(k) to
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Figure 2.2: Picture (left) and schematic diagram (right) of a Nion UltraSTEM100 in Vienna.
The simplified ray path of the electrons is labeled in green, from bottom to top. Abbrevi-
ations from bottom to top: cold-field electron gun (CFEG), virtual objective aperture (VOA),
ion-getter pump (IGP), condenser lenses (CL), third-order and fifth order aberration correctors
(C3/C5 corr), scan coils (SC), projector lenses (PL), high-angle annular dark-field (HAADF),
medium-angle annular dark-field (MAADF), bright-field/charged coupled device (BF/CCD) and
electron-energy loss spectroscope (EELS).
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form the final signal g as a function of probe position xp:
g(xp) =
∫
|FT (ψex(x,xp))|2 ·D(k)dk
The signal has to be calculated for every pixel in the image and is therefore a very computationally
expensive task.
Due to the reciprocity of TEM and STEM, the formulas underlying TEM simulations remain
the same, but have to be applied in a different order. Here, the initial wave function is a (non-
aberrated) plane wave propagating through the specimen. The aberrations of the objective lens are
then included in the exit wave by a convolution with the CTF. The intensity is then the resulting
wave function squared. TEM simulations are significantly faster due to the parallel acquisition of
a single plane wave.
2.2.2 Convolution method
The task of STEM simulation can be simplified in the case of 2D materials, where each individual
atom represents an isolated potential in the image. The resulting image contrast is given by
a convolution of a 2D delta function δxy representing the atomic potential with a point spread
function (PSF) representing the (aberrated) electron beam. The coefficient of the delta function is
directly related to the intensity of the atoms. In detail, the phase of the aberrated wave front at a
polar angle θ and azimuthal angle φ is modeled as
ψ(θx,θy) = (2pi/λ ) · (C1 (θ 2x +θ 2y )/2
+C1,2a (θ 2x −θ 2y )/2+C1,2b θx θy
+C2,1a θx (θ 2x −θ 2y )/3 + C2,1b θy(θ 2x −θ 2y )/3
+C2,3a θx (θ 2x −3θ 2y )/3 + C2,3bθy(3θ 2x −θ 2y )/3)
(2.1)
where θx = θ · cos(φ), θy = θ · sin(φ), C1 is the aberration coefficient of the defocus, C1,2a and
C1,2b are the aberration coefficients of the two-fold astigmatism, C2,1a and C2,1b are the aberration
coefficients of the coma and C2,3a and C2,3b are the aberration coefficients of the three-fold
astigmatism [59]. λ is the wavelength of the incident electrons. After multiplying the resulting
wave function with an aperture function Aθ (which gives the convergence angle), the PSF is given
by the squared modulus of the inverse Fourier transform:
PSF(x,y) =
∣∣F−1(ψ(θx,θy) ·Aθ )∣∣2
Finally, the PSF is convoluted with the delta lattice of the model to obtain the signal g(x,y):
g(x,y) = PSF ∗δxy
To take the broadening effect of the finite electron source size into account, the result is further
convoluted by a Gaussian function.
Fig. 2.3e and g shows the simulation using the simplified convolution method where the model
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in panel d is convolved with the aberrated electron probe (panel c) before and after Gaussian
blurring, respectively. A comparison with a quantitative simulation with the same parameters
using QSTEM [60], presented in Fig. 2.3f and g, shows very good agreement between these two
methods.
The main advantage of this convolution simulation method is the much faster computational
time. This might be important (e.g. for the work presented in this thesis) for numerical optimiza-
tion processes, where STEM simulations are required for each iteration. In addition, a modified
intensity analysis can be used using this simulation method, when the atomic intensities are fitted
to the experimental data. This has the advantage that aberrations can be taken into account which
are often neglected in conventional analysis methods [58].
2.3 Raman spectroscopy
Although S/TEM can identify the position of each atom and is therefore a very powerful tool for
structural characterization of 2D materials, it has several drawbacks. Firstly, it requires suspended
samples and therefore requires the prepared sample to be transferred to a conventional TEM grid.
Usually it is necessary to specify the quality, the number of layers, the density of defects etc. of the
material before the transfer procedure. In addition, S/TEM is not a convenient tool to characterize
the structural properties on a micrometer scale – except for diffraction analysis. To address this,
this work also used Raman spectroscopy. It can be a very reliable tool for identifying the number
of layers, quantifying the density of defects and distinguishing different isotopes of materials
without needing additional post sample preparation or UHV. The Raman spectrum arises from
inelastic scattering of photons by atomic vibrations (phonons). In a conventional Raman setup, a
monochromated laser beam illuminates the sample and gets reflected. The majority of the photons
are elastically scattered and do not contain information about the sample; however, a tiny fraction
of the incident photons are interacting with the phonon modes and therefore lose energy when
a phonon is created (Stokes scattering) or gain energy when a phonon is absorbed (anti-Stokes
scattering). The quantized phonon states and therefore the transferred energy is characteristic
for the material, including its intrinsic properties such as temperature, doping level and strain.
Although a complete understanding of the phonon band structure at high symmetry directions and
their phonon-photon scattering processes is essential for the complete interpretation of Raman
spectra, a detailed description of the rather complex physics of Raman scattering is beyond the
scope of this thesis. This section is intended to give a brief introduction into the main Raman
peaks and related phonon modes used for characterizing graphene.
A main characteristic peak for graphitic sp2 carbon bonds is the G-peak with an energy
corresponding to 1580 cm−1. It arises from the doubly degenerate (longitudinal optical (LO)
and in-plane transverse optical (TO)) phonon mode at the Brillouin zone center Γ (k = 0) (see
Fig. 2.4a,b). Because there is no momentum transfer, the G-peak is therefore independent of
the initial photon energy. A very characteristic Raman peak of graphene is located at approx.
2700 cm−1 arising from a phonon close to the K point (at the Dirac cone). This phonon mode is
called “breathing” mode (cf. Fig. 2.4a, bottom). The mechanism includes a double resonance
process that links the phonon wave vectors to the electronic band structure. Figure 2.4c shows
a schematic of the process. Here, the incident photon induces an electron-hole excitation. The
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Figure 2.3: Principle of STEM simulations using the multislice method and the convolution
method. (a) Schematic of the multislice algorithm, where the atomic planes are classified in
different slices. Each slice represents a projection potential translated into a transmission function
t(x). (b) Calculated phase of the electron probe. (c) Calculated intensity probe profile. (d) Delta
potential representing the atomic positions of a GB. (e,f) STEM simulations using the convolution
method and QSTEM, respectively. (g,h) STEM simulations of panel e and f with a Gaussian blur,
respectively.
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excited electron scatters first with a phonon with wavevector kD exchanging its momentum.
Then, electron-hole recombination occurs emitting a photon with different energy before the
electron scatters with another phonon with wavevector −kD. The resulting 2D Raman peak
frequency is twice that of the wave number of the scattered phonon kD = 1350cm−1, which is in
the highest optical branch at the K-point. Since these zone-boundary phonons do not satisfy the
Raman fundamental selection rule, they are not seen in first order Raman spectra of defect-free
graphite [61]. Therefore, the resulting D peak only occurs when the lattice symmetry is broken
(e.g. at defects). The D as well as the 2D peak are dependent on the excitation wavelength. Figure
2.4d shows a typical Raman spectrum of graphene on a copper substrate with a wavelength of
488 nm (blue light), showing the main peaks of graphene. The exponential-like background
corresponds to photoluminescence from the copper substrate. This phenomenon involves the
relaxation of excited electrons from the d-states to the conduction band. The first indication that
the spectrum arises from a monolayer is the ratio between the 2D and the G peak intensity, which
is about 3:1. For a bilayer, the ratio decreases to 1 and further decreases with increasing number
of layers. The second fingerprint of graphene is the full width at half maximum (FWHM) of
the 2D peak, which is about 20 cm−1 for monolayer and significantly larger for bilayer due to
the split of the peak into 4 components [61]. Because the D peak is related to the defect density
in the sample, the barely visible peak in the corresponding specimen indicates the absence of a
significant number of defects.
2.4 Sample preparation
2.4.1 Chemical vapor deposition
Mechanical exfoliation of single layer graphene by peeling off graphite layer-by-layer is still
regarded as a reliable tool to prepare high quality graphene samples. The main drawback is
obviously the limited grain size. As an alternative, chemical vapor deposition (CVD) is one
of the commonly used synthesis techniques for the fabrication of graphene. A schematics of a
typical CVD setup and its reaction steps is presented in Fig. 2.5. In brief, a carbonaceous gas
(e.g. methane) is inserted into a quartz tube (i) where the gas decomposes in the presence of a
catalyst (e.g. copper) at high temperatures (ca. 1000 ◦C) (ii). The same catalyst also acts as a
substrate for the migration (iii) and nucleation (iv) of the carbon atoms. The decomposed carbon
atoms migrate at the copper substrate and form the graphene lattice. The process is usually run
in an Ar/H2 atmosphere. While the argon acts as a protection gas, the hydrogen reacts with
incompletely dehydrogenated molecules that are attached to the graphene grain and can desorb
these unwanted molecules. This is crucial for obtaining high quality graphene samples. An
optical image of individual graphene grains on the copper substrate is presented in Fig. 2.5b. To
obtain the pronounced contrast between the graphene and the copper, the substrate was annealed
in air at about 80 ◦C for 2 min. While the copper substrate oxidizes under these conditions, the
graphene protects the copper beneath it from oxidation, resulting in a visible contrast. The image
also shows two copper grains highlighted by the dashed lines, where the graphene grain sizes
are significantly smaller due to the higher probability of carbon nucleation at the defect sites.
Although the grain size can be controlled by smoothing the substrate surface and optimizing the
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Figure 2.4: Raman spectroscopy of graphene. (a) Schematics of the lattice vibrations causing
the G, D and 2D peak in the Raman spectrum. (b) Phonon dispersion along high symmetry
directions of graphene (Ref. from [43]). (c) Schematics of the double resonant scattering process
for the 2D peak (top) and the D peak (bottom), following Ref. [62]. (d) Typical Raman spectrum
of monolayer graphene.
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growth parameters, the presence of grain boundaries can never be fully avoided, and these alter
the graphene’s properties. Because the main goal of this work is to study defects of graphene,
I will briefly discuss the parameters used in this work to get a very polycrystalline graphene
sample. In principle, a sample with very small grain sizes can be obtained by increasing the
nucleation density of graphene. Defects of the copper substrate, for example, act as nucleation
site for the atoms. Firstly, any pre-cleaning step, especially chemical polishing, has been skipped.
This preserves the roughness of the copper foil caused by the fabrication process. Because long
annealing of the copper substrate close to its melting point increases its grain size and smooths its
surface, the graphene growth was started as soon as the desired temperature has been reached.
The growth temperature was set to 960 ◦C which is relatively low compared to conventional
growth conditions. As precursor, ethane was used which has a higher carbon-hydrogen ratio than
methane resulting in faster growth and therefore increased the chance for nucleation at copper
defects. The Ar/H2 ratio was 0.95 which is higher than values reported in the literature [63].
The significantly reduced concentration of hydrogen decreases the desorption rate which also
lowers the ”quality” of the sample. Finally, to further increase the growth speed and therefore the
nucleation density, the flow rate of the ethane precursor was set to a high value (approx. 200 sccm)
resulting in a total growth time of only 1–2 min. We pre-characterized the concentration of defects
qualitatively by Raman spectroscopy. The relation between the G and 2D peak of the Raman
spectrum in Fig. 2.6 is characteristic for monolayer graphene. The 2D/G ratio is slightly smaller
than for a perfect monolayer (see Fig 2.4d) indicating also the presence of bilayer graphene. This
might be due to the accelerated growth when using ethane as the precursor. More importantly, the
presence of a significant D peak is a promising indication for the presence of a significant amount
of defects.
2.4.2 Transfer to TEM grids
In order to study the fabricated 2D materials by high resolution S/TEM, a transfer to a suspended
state is necessary. Any substrate would significantly disturb the signal of the transmitted electrons.
Standard TEM grids (3 mm in diameter, 200 mesh gold grids), which are coated with a perforated
amorphous carbon foil (hole diameter approx. 1.6 µm), are usually used and commercially
available. A standard transfer method of graphene on the copper substrate to a TEM grid is
illustrated in Fig. 2.5c. The grid is attached to the sample while the holey carbon foil is facing
the graphene sheet by using a drop of isopropanol (IPA). After the IPA evaporated and the grid
is adhered to the sample, the substrate/graphene/grid sandwich is released on the surface of a
10% FeCl3 solution which etches the copper substrate. Optionally, the (unwanted) graphene
sheet on the bottom side of the Cu foil can be removed, for example by oxygen plasma. After
several hours, the Cu is completely removed and the remaining graphene on the grid is rinsed in
deionized water and IPA.
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Figure 2.5: CVD synthesis of graphene and its transfer to TEM grids. (a) Schematics of the
CVD process. (b) Optical images of graphene on an oxidized Cu foil. (c) Schematics of the
transfer of graphene on Cu to a TEM grid.
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Figure 2.6: Raman spectrum of defect-rich graphene.
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Method development for 3D reconstruction
of one-atomic layer materials
This chapter is dedicated to the methods we have developed for the extraction of the 3D positions
of each atom. Although the principle of the method is already published in the first paper of
chapter 4, this chapter provides a closer look at the details and implementation of the method. A
step-by-step guide through the reconstruction method used with the published code is given in
the appendix. In this chapter, I will firstly briefly review conventional reconstruction methods
and their limitations. Then, I will describe details of the reconstruction method which requires
two atomically resolved STEM images that are tilted relatively to each other.
3.1 Electron tomography as conventional 3D reconstruction method
Although state-of-the-art aberration corrected (S)TEMs already reach resolutions below 1 A˚ and
therefore easily resolve all interatomic distances, they only provides a single projection and
therefore does not enable retrieving information about the specimen along the electron beam
direction. The need for determining 3D TEM specimen structure justifies the ongoing effort
into the rapid development of reconstruction methods. In order to retrieve the 3D structure
of a thin sample in a (S)TEM, electron tomography (ET) has emerged as a generally reliable
method. ET was introduced in 1968 and has been primarily used to determine the 3D structure of
biological samples [64]. To perform ET, the sample is tilted over a large range of tilt angles. After
alignment of the set of projections a Fourier-based iterative algorithm such as SIRT (Simultaneous
Iterative Reconstruction Technique) combines the dataset into a 3D structure [65]. Although this
method was successfully developed and applied down to atomic-resolution [66, 67], it suffers
from several drawbacks which makes this approach suboptimal for beam-sensitive materials
such as 2D materials and their defects. One main issue is the amount of dose required for
the whole tomographic series which makes defects frequently change their configuration even
at moderate TEM acceleration voltages. There have been several studies of the experimental
reconstruction of using a limited amount of dose. For example, on the basis of a defocus-series,
the structure of defect-free graphene has been revealed (Focal series reconstruction) [68]. A
statistical analysis of the scattering cross-sections was successfully implemented to recover the
3D structure of nanoparticles in STEM [69]. Another reconstruction approach extracted the
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structure of clustered divacancies from atom contrast variations in the TEM [70]. However, this
approach requires that the intensity of each atom can be measured without being affected in any
way by the intensity of the neighboring atoms, which is difficult to avoid in presence of residual
aberrations, finite resolution, and very short projected distances in non-flat structures. Any kind
of polynomial fit relaxes that requirement, but then the reconstruction does not reveal the position
of individual atoms, but only averaged local heights. Due to recent advances in the correction of
chromatic aberrations, the depth-sensitivity can be increased to reveal the buckling of dislocations,
but the relatively large noise in the resulting 3D model requires smoothing of the out-of-plane
coordinates [71]. Despite the large effort to develop methods to retrieve the 3D structure of
defects in 2D materials such as graphene GBs, they remain experimentally unquantified. The
following section describes the new method used in this work.
3.2 3D reconstruction from two atomically resolved STEM images
From a single atomically-resolved STEM image, the 2D coordinate (i.e. x-y coordinate) of each
atom (in case of a one-atomic layer material) can be accurately determined. In order to extract
the out-of-plane coordinate (i.e. z-coordinate), the atom has to be measured from a different
perspective. This can be realized by tilting the sample, which leads to a translation of the atom
in the projection. The magnitude of the displacement is directly dependent on the z-coordinate.
This simple geometric view of atoms should demonstrate, that already two views of a single atom
are sufficient to determine the x-y-z position. The relative displacement of an atom in the (tilted)
projection plane caused by a height difference is schematically shown in Fig. 3.1. If an atom
(labeled in gray) is displaced by ∆z orthogonal to the projection plane (labeled in transparent gray
with dashed circle), there is no shift in the projection plane when it is viewed from the orthogonal
direction (View 1). When the configuration is observed from a different angle (View 2), the
displaced atom is also shifted by ∆x in the projection.
The reconstruction method is based on this simple geometric relation between the pair of
projections and the 3D coordinate. Consequently, for a set of atomically resolved STEM images,
two prerequisites are required for the reconstruction: (1) Each atom has to be visible individually
in the projections, and (2) the connectivity matrix can be obtained and shows unambiguously
which atom is which in the comparison of the views. For a single atomic layer material, such
as graphene and hBN, both requirements can be fulfilled. For this work, graphene is preferred
over hBN mainly because of the higher stability under the electron beam. In contrast to graphene,
hBN is an insulator and therefore suffers more from ionization damage. This makes it even more
difficult to obtain two projections with the same atomic configuration.
The reconstruction method is based on an iterative optimization process where the projected
atomic positions of a model in both views are compared to the atomic positions of the experimental
images. The method includes the following steps:
I. Obtaining the experimental data, namely two relatively tilted atomically resolved STEM
images
II. Extract the atomic positions of all projections
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View 1
View 2
z
x
Figure 3.1: Schematic diagram showing that changing an atom’s height results in a different
projected position when the atom is viewed from a non-orthogonal direction.
III. Assign the identical atoms in the projections
IV. Initialize a 3D model and minimize the error function
Points II-IV are the computational tasks. More details of the reconstruction steps are discussed
in the following subsections.
3.2.1 Obtaining the experimental data
First, an area of interest has to be found manually. Even this task can be time consuming when
defects are analyzed because irregularities in the periodic lattice usually act as charge traps
and therefore attract contamination. An ideal sample has minimal contamination and a high
defect density. When the region of interest is found (e.g. a large graphene grain boundary),
we acquired an image with a decent signal-to-noise ratio (corresponding to an electron dose of
approx. 5×105 e− A˚−2). Then, because tilting the specimen induces a strong defocus change and
lateral translation, we first zoomed out of the area of interest and recorded reference images at
several magnifications. Then we tilted the sample while re-adjusting the focus and x-y position of
the stage. When the desired angle was reached, we zoomed in again, using the contamination
patterns in previously recorded images as reference. We re-focused at an area close to our region
of interest in order to minimize the dose applied to the grain boundary. Then we quickly moved
to the grain boundary again and acquired the second image. In this approach, the atomic structure
usually changes between exposures. However, occasionally a pair of images could be obtained
where the atomic network is identical – notably, for every single carbon atom in the region of
interest. Fig. 3.2 shows one image sequence of a graphene GB at different magnifications for two
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Figure 3.2: STEM images of a graphene grain boundary at different magnifications with
different tilt angles in top and bottom.
perspective views. The top sequence demonstrates a zoomed out GB, the bottom line zooms into
the GB after tilting and re-centering the specimen.
In this case, the two high-resolution STEM images have a specimen tilt of 0◦ and 20◦, respec-
tively. A specimen tilt of 20◦ is at the edge of what is possible with state-of-the-art STEM for
atomic resolution due to several reasons. First, the geometric constraints of the sample holder in
the column usually do not allow to tilt to a much larger angle. Even if it would be possible to go
for higher tilt angles, obtaining atomic resolution becomes more and more problematic. Firstly,
the atomic distances are shrinking in the projection with higher sample tilt resulting in intensity
overlaps between neighboring carbon atoms. As a consequence, identifying the atomic positions
becomes more challenging and less accurate. More importantly, atomic vibrations perpendicular
to the graphene plane result in a smearing of the intensities along the tilt direction and therefore
reduce the resolution. Although this effect can be reduced by image processing, a too large tilt
angle can impede the identification of single atoms.
3.2.2 Automatic extraction of the atomic positions in 2D
To determine the 2D atomistic model, the chosen projections are processed in order to filter out
low-frequency variations caused by the tail of the electron beam. A slight Gaussian smoothing
helps the algorithm detect the atoms. The contamination is then masked out reducing irrelevant
information. For each experimental projection, a model is iteratively modified in order to
minimize the error between its simulation and the experimental image. Mathematically speaking,
the following error function has to be minimized for each projection:
σ =
N
∑
i=1
(g(x,y)i−Vi)2...min
where g(x,y) is the STEM simulation (with a list of x and y coordinates corresponding to
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the atomic 2D positions) and V is the experimental data, running over all N pixels. We have
automated this process in a brute-force approach where the following parameters are iteratively
changed.
atom placement Adding an atom at a quasi-random position (higher probability at a position
where the error is higher) is obviously the most frequent choice of parameters in the
beginning of the reconstruction. In order to avoid accidentally placing two atoms too close
to each other, the closest atom is removed when its distance is within a certain threshold
distance. The threshold distance can be set manually and depends on the type of defects and
the tilt angle, but it turned out that a value of approx. 1 A˚ is a good compromise between
atomic placement and removal. The intensity of the atoms can be optionally fitted, which
enables compensating for errors due to random intensity variations or the presence of other
elements.
atom shift The precise position of a single atom can be optimized by shifting the atom with
sub-pixel accuracy. Also here, the intensity can be optionally fitted. This fine tune of the
atomic network becomes more crucial in the later steps of the optimization.
beam parameters Parameters of the simulated electron probe such as aberrations and Gaussian
smoothing are also changed in order to improve the match between simulation and experi-
ment. This is effective when the correct number of atoms have already been identified in the
process and the fine tuning of the atomic network begins. Modification of the aberrations
in the optimization procedure is a crucial step not only for an improved match, but also
for improved accuracy of the atomic positions and therefore for the 3D reconstruction.
The presence of certain residual aberrations in an atomically resolved STEM image is
usually also easily detectable by eye. For example, astigmatism leads to a distortion of the
rotational symmetry of the atom intensity. In the corresponding Fourier transform, it results
in different intensities of the graphene spots. A residual three-fold astigmatism can lead to
different intensities of the atoms in the different sublattice sites of the hexagonal lattice.
field of view The field of view scales the width of the electron probe in pixels and can also be
included in the optimization process.
In each step, all of the parameters are only changed by a small amount, keeping the change
if the error between the simulation and the experiment is lowered. This optimization approach
requires a huge number of iterations, but the simulation results in an excellent match to the
experimental image. Fig. 3.3a shows an example of a raw graphene GB, a processed GB where
the contamination is masked, a simulation of the final model and the GB with the overlaid 2D
model (in purple). Fig. 3.3b shows the simulation (top row) and its pixel-by-pixel squared error
(bottom row) at different iteration steps. Initially, the model is empty (i) while atoms are appearing
in (ii)–(iv) lowering the error relative to the experimental image. At step (iv), all the atoms are
found (the intensities are fitted to the experimental image) and the fine tuning starts by shifting
the atoms and changing the aberration coefficients. The corresponding error is minimized and
dominated by noise at the final stage of the process (v). In Fig. 3.3 c, the plot of the error is
demonstrated. The steps in the plot (in red) are due to adjustment of the simulation parameters
(e.g. aberrations, field of view).
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Figure 3.3: Automatic extraction of the 2D positions of a STEM image (a) From left to right:
Raw image of a graphene GB. Masked and low-frequency bandpass filtered image. STEM
simulation of the 2D optimized model. Overlay of the 2D model and the experimental image.
(b) Top row: STEM simulation of a model at different stages of the optimization process. The
number indicates the iteration step of (c). Bottom row: Pixel-by-pixel squared difference between
the experiment and the simulation. (c) Total error as function of iteration.
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While there exist hundreds of approaches to identify atomic positions, the improvement from
(iv) to (v) in Fig 3.3 is new and results in a very precise assignment of the atomic positions from
experimental data. We assume to get a global minimum of the error function when the difference
image is dominated by noise.
3.2.3 Automatic assignment of identical atoms in all projections
The heart of the 3D reconstruction is the correct assignment of the same projected (2D) atoms in
all views. For this purpose, we first determine the topology of the structure (e.g. bonds and rings)
in both atomistic models. Drawing the atomic network by hand is possible but rather tedious,
so we developed an automatic assignment routine that appears to work well for sp2-bonded
carbon networks. Simply defining bonds to all neighbors within a certain distance becomes
problematic in a projection with a tilted sample and irregular atomic distances (e.g. within
defects). However, we found that a useful topology assignment can be made automatically if we
require that each atom has no more than three bonds (optionally four) to nearest neighbors and
we exclude the formation of triangles in the bonding network. This assumption agrees very well
with the observations of the sp2-bonded 2D structures presented in this work. A bond between
two atoms is only created when both atoms are within the three closest neighbors (double-check
criterion). If not, the next neighbor will be chosen as candidate and will be double-checked in the
same way. Fig. 3.4 shows the network of the example data set (two views of a grain boundary)
in the second column. Once all bonds are identified, the topological assignment continues with
the identification of the rings created by the bonds. This is obtained by iterating through all
neighbors of each atom. A polygon with n edges is found after n−1 iterations. The constraint
of n is set depending of the maximum number of atoms within the largest ring, but it usually
does not exceed n = 9 in graphene defects. The third column of Fig. 3.4 shows that every ring
has been identified in the example data set. When all the rings are identified in both views, the
algorithm continues with the assignment of the same rings in both views. This task starts with a
characteristic atom sitting at the touching point of a pentagon, a heptagon and a hexagon in the
first view. Then, the computer goes through the neighboring atoms via an outwards spiraling path
that will cover all surrounding rings until the edge is hit. The same process is done for the second
view, but the identical assignment (corresponding to the first view) is only achieved when the
first characteristic atoms are the same. Therefore, the computer repeats the algorithm with all
possible starting atoms and the longest match between the respective characteristic sequences
of the polygons in the two views identifies the same starting atom. The connected rings and
therefore the full information of the topology is shown in the last column of Fig. 3.4. When the
assignment of the identical rings has been successful, the identification of the same atoms in the
views is not difficult anymore. They are then iteratively identified by matching up all the touching
polygons and already matched up neighbors. The identification of the same initial atom can only
work automatically in the presence of a non-periodic feature in the lattice. If this is not the case,
the starting atom has to be chosen manually.
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Figure 3.4: Automatic assignment of the topology and identical atoms of the projections.
From left to right: 2D models of both views. By checking the nearest neighbors, the bonds can
be identified resulting in the network of bonds. The path along the bonds can identify the rings.
Starting at a characteristic atom, the rings can be assigned using a spiral path along the network.
The same characteristic sequence defines the same starting atom. The right pictures show the
connected rings with the same starting atom, where the identification of the same atom is trivial.
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3.2.4 Determination of the 3D model
Last, but not least, we finish the reconstruction by extracting the 3D coordinates of all relevant
atoms. First, we initialize a 3D model by including the atoms that exist in both projections and
that are not at the edges of the 2D structures. For this purpose, we choose one of the 2D models
(as obtained from one of the projections), and use it as the starting configuration with the third
coordinate (z) initialized at zero. The projected positions rcalc(x,y)p,i of each 3D atom i can be
calculated in each projection p. The 3D positions can now be optimized by minimizing the error
function
σ3D =∑
p
∑
i
(rcalc(x,y)p,i− r2D(x,y)p,i)2 (3.1)
where r2D(x,y)p,i is the extracted 2D position of atom i in projection p. This means that each
atom is shifted to the (x,y,z) coordinate where its projections are observed in the experiment.
The optimization usually starts with matching the projection parameters (azimuth angle, scale)
and shifting the atoms in z-direction alternately. This step drastically improves the match in the
second view. Geometric smoothing at particular iterations helps to match a more realistic model
to the projection parameters. Because the exact positions in the second view cannot be reached
by only shifting the atoms in z-direction, a fine tune of the atomic positions by moving in all 3
dimensions finally converges the error function. It is to mention that this error function usually
will not reach zero even after the fine tune due to the finite accuracy of the 2D models. Because a
shift of the spatial coordinates always leads to shifts in both projection, there exists only a “best”
solution (corresponding to the smallest error) for the coordinates of each atom.
Remarkably, the above function is sufficient when each atom is clearly identified in both
projections. This holds for one atomic layer materials like graphene, as demonstrated in this thesis.
If the condition of a fixed position in the projection has to be relaxed (e.g. when the extraction of
the 2D positions is not possible), there is a slightly alternative approach the reconstruction can
take: First, an initial model has to be defined (e.g. by computational analysis) as input. Then,
the 3D structure is given by minimizing the difference between the simulated images and the
experimental images. The approach is similar to the 2D reconstruction described in sec. 3.2.2,
but now considering all views simultaneously. The error function is given by
σ3D =∑
p
∑
i
(g(r)p,i−Vp,i)2 (3.2)
where g(r)i,p is the simulation of the model in projection p and Vp,i is the pixel value of the
i-th pixel of the experimental image of projection p. Fig. 3.5 shows the 3D model at different
stages of the algorithm. Initially, the error is significantly higher in the second view than in the
first view. This is expected because the first view was taken as initial x-y coordinates (and z = 0
for the initialized 3D model (i)). Note that there would be also a perfect match in the second view
if the true structure would be flat. During optimization, the error decreases also in the second
view (ii). The final structure is obtained when the error is negligible in both views (iii).
31
Chapter 3 Method development for 3D reconstruction of one-atomic layer materials
a
b
 
View 1
 
View 2
si
m
ul
at
ed
 im
ag
e
 
View 1
 
View 2
 
View 1
 
View 2
i ii iii
si
m
ul
at
ed
 im
ag
e
si
m
ul
at
ed
 im
ag
e
er
ro
r
er
ro
r
er
ro
r
iteration
di
ffe
re
nc
e 
(a
rb
. u
ni
ts
)
i
ii
iii
Figure 3.5: 3D reconstruction of a graphene grain boundary. (a) Total error (see equation 3.1)
as a function of iteration. (b) Perspective view (top), simulations (middle) and pixel by-pixel
error (bottom) in both views in different iteration steps.
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3.3 Source of errors
Several parameters define the error bars of the reconstruction. In this section, the accuracy of
the 2D positions, the error caused by the limited tilt angle and the influence of the quality of the
experimental data are discussed.
3.3.1 Accuracy of the 2D positions
The error in the determination of the 2D coordinates directly affects the noise in the 3D structure.
To quantify how this affects the accuracy of the reconstruction, we have chosen a flat part of the
test structure and calculated the standard deviation of the distribution of the bond lengths. This
approach slightly overestimates the error because the region is not perfectly flat. For a typical
electron dose used to obtain an atomically resolved image, we obtain a standard deviation of
σ = 5pm (cf. Fig. 3.6a). The value depends mainly on the signal-to-noise ratio of the experimental
images.
3.3.2 Tilt angle
The error in out-of-plane direction is magnified by a factor of 1/tan(α), where α is the relative
tilt angle between the projections. The trend of the error as a function of tilt angle is shown
in Fig. 3.6b. With the measured in-plane error of 5 pm, the corresponding out-of-plane error is
estimated to be 0.14 A˚ . Although a higher tilt angle increases the accuracy, several challenges
have to be encountered: Firstly, the tilting range of the microscope goniometer is limited by
geometrical constraints due to the short distance between the pole piece of the objective lens and
the specimen stage. Secondly, the signal-to-noise ratio decreases with higher tilt angle as a result
of out-of-plane vibrations of the individual atoms. The frequency of the vibrations is orders of
magnitude higher than the time required for one scan resulting in a smearing orthogonal to the
tilting direction. Last, but not least, the projected distances are also reduced which might inhibit
resolving two neighboring atoms and therefore the identification of each individual atom. The
precision of the mechanical tilt is 0.5 mrad [72] which also contributes to the limited accuracy of
the reconstruction.
3.3.3 Quality of the experimental images
Obviously, the noise level of the reconstruction is directly related to the quality (e.g. signal-to-
noise ratio, aberrations, disturbances) of the experimental data. While the influence of the signal-
to-noise ratio is already discussed and aberrations are taken into account in the reconstruction
algorithm, disturbances such as scan distortions or sample drift can lead to artifacts in the
reconstruction. Although state-of-the-art specimen stages minimize the stage drift, a linear stage
drift corresponds to a rhombohedral (instead of a rectangular) scan pattern. This artifact can be
corrected using a matrix that corrects the distortion in the corresponding view. Unfortunately,
distortions resulting in line-by-line variations are more challenging to correct as shown in Fig. 3.6c,
highlighted by the yellow dashed box. The line-by-line variations origins are from disturbances
with a timescale corresponding to the slow scan direction (red arrow), which is in the millisecond
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region. This distortion results in an artifact which can be identified by small (non-physical)
elongations in the reconstruction along the slow scan direction. As a consequence, it is important
to orient the scan pattern so that the fast scan direction probes the height variation of interest, in
this case the grain boundary.
3.4 Analysis of electron-driven dynamics
Tilting the specimen does not only reveal the 3D structure of the object of interest, but also
allows to study out-of-plane dynamics by capturing a sequence of STEM images. In order to
visualize different configurations of (multiple) metastable states, the energy barriers have to be
relatively close to the maximum transferred energy. If the energy barrier is too large, the structure
modification cannot be triggered. In the case of a too small energy barrier between the states, the
timescales of the changes are orders of magnitude faster than the time of an acquisition resulting
in a superposition of multiple configurations in the final STEM image. For example, pyramidal
inversions of Si in graphene are observed as described in Paper 2. The energy barrier can be
experimentally estimated by analyzing the dose (electrons per area) until the corresponding event
happens. The dose is estimated by
dose =
I
e
· t
A
,where I is the beam current at the sample, e is the elementary charge, t is the time for one
scan and A is the area of the field of view. The statistical distribution of the events is usually
underlying a Poisson distribution. Thus, the probability to find k events in a given time interval
follows
fλ (k) =
λ k
k!
e−λ
where the fitted parameter λ is the expectation value of the process. The cross section of the
event can be then estimated and compared with the theoretical cross section.
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Figure 3.6: Analysis of the errors. (a) Distribution of bond lengths of the optimized GB. (b)
Expected error as function of tilt angle. (c) STEM image of a graphene GB with a scan distortion
between the two dashed yellow lines. (d) Perspective view of the reconstruction of the same GB
showing the elongations due to the scan distortion.
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4
Results
4.1 Paper I
Paper I is the core of this thesis: Here, the authors present the novel method also presented in
detail in chapter 3 of this thesis. It analyzes the reliability and errors of the method by comparing
the reconstruction with a computationally obtained structure. Applying the reconstruction to a set
of graphene GBs reveals – for the first time – very interesting deformation tendencies along the
line defect which are correlated with the misorientation angles. In fact, the trend of deformations
along the grain boundaries as discussed in chapter 2.2 is observed. The results of this paper give
new insights into the 3D structure of defects in graphene.
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Identifying the position of every atom in a sample 
is the ultimate goal of structural characterization. 
Although transmission electron microscopy (TEM) 
has already reached the spatial resolution to allow 
resolving all atomic distances [1, 2], it only provides 
two-dimensional (2D) projections of the sample 
regardless of its actual three-dimensional (3D) shape. 
While computer tomography can retrieve the 3D 
structure from a set of 2D projections, down to atomic 
resolution [3–7], it requires high electron doses which 
is problematic for structures susceptible to electron-
beam-induced structural changes. This is because in 
absence of any additional information, the number of 
projections required to obtain a uniform resolution 
in all dimensions is approximately the sample size 
divided by the resolution [8], which reaches typically 
tens or hundreds of projections for bulk samples.
Defects in graphene, the 2D allotrope of carbon, 
are expected to corrugate the structure. Such corruga-
tions have been studied previously through simula-
tions [9–12] and their existence has also been indirectly 
inferred from high-resolution TEM images [13, 14]. 
However, since graphene defects frequently change their 
configuration under electron irradiation even at mod-
erate acceleration voltages [15–20], recording an entire 
tomographic series to image the 3D structure of gra-
phene defects at atomic resolution would be very chal-
lenging. The 3D structure of defect free graphene has 
been analyzed on the basis of a defocus series [21] and 
the structure of clustered divacancies has been extracted 
from atom contrast variations in a single image [22]. 
However, this approach requires that the intensity of 
each atom can be measured without being affected 
in any way by the intensity of the neighboring atoms, 
which is difficult to avoid in presence of residual aber-
rations, finite resolution, and very short projected dis-
tances in non-flat structures. The polynomial fit of the 
atom positions as done in [22], relaxes this requirement, 
but then it also does not reveal the position of individual 
atoms, but only averages of local height. In this way, it is 
not suited for the analysis of structures with sharp kinks 
or significant height differences between neighboring 
atoms, as revealed in this work. Our approach does not 
introduce such geometrical constraints and the results 
show that indeed the 3D configurations are more com-
plex than the smooth height variations around defects 
that could be revealed previously.
Here, we show that it is possible to obtain the 3D 
shape of defected graphene directly already from two 
experimental images obtained at different tilt angles. 
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Abstract
We demonstrate insights into the three-dimensional (3D) structure of defects in graphene, 
in particular grain boundaries, obtained via a new approach using two transmission electron 
microscopy images recorded at different angles. The structure is revealed through an optimization 
process where both the atomic positions as well as the simulated imaging parameters are iteratively 
changed until the best possible match to the experimental images is found. We first demonstrate 
that this method works using an embedded defect in graphene that allows direct comparison to the 
computationally predicted 3D shape. We then apply the method to a set of grain boundary structures 
with misorientation angles spanning nearly the whole available range (2.6°–29.8°). The measured 
height variations at the boundaries reveal a strong correlation with the misorientation angle with 
lower angles resulting in stronger corrugation and larger kink angles. Our results allow for the first 
time a direct comparison to theoretical predictions for the corrugation at grain boundaries, revealing 
the measured kink angles are significantly smaller than the largest predicted ones.
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We first demonstrate our approach with an embedded 
graphene defect, for which the corrugated structure 
obtained from the experimental data can be directly 
compared with the one obtained computationally 
through energy optimization. Then, we move on to 
study the corrugations caused by grain boundaries 
in polycrystalline graphene. Importantly, both grain 
boundaries themselves as well as corrugations even in 
the absence of defects have been shown to significantly 
influence the properties of graphene [23, 24], making 
this an important subject to study.
We start our experiment by looking for a defect in 
graphene grown via chemical vapor deposition (CVD; 
see Methods for details) using scanning transmission 
electron microscopy (STEM) medium-angle annular 
dark field (MAADF) imaging. In order to avoid elec-
tron irradiation-induced changes in the atomic struc-
ture [25], the electron dose at the defect is minimized 
by recording as few atomic-resolution images as pos-
sible of the area of interest. After a defect is found and 
one atomic resolution image is acquired, we record a 
few images of the surrounding area at larger fields of 
view in order to find the same location after the sam-
ple has been tilted. While tilting, we track the sample 
to stay in the vicinity of the defect, and when the neces-
sary tilt angle has been reached, we zoom in again and 
record the second atomic-resolution exposure. Even 
with this approach, the atomic structure at the defect 
often changes between the two recorded atomic- 
resolution images. However, it is also possible to obtain 
pairs of images of defect structures where the atomic 
structure remained unchanged. Areas covered by con-
tamination in each image have been masked in order 
not to confuse the reconstruction algorithm and the 
images have been high-pass filtered. An example is 
shown in figure 1.
The first task for our reconstruction algorithm is 
the identification of individual atoms within each of 
the experimental images. This is achieved through an 
iterative process, where a model structure is compared 
at each step with the experimental image through 
image simulation (see Methods). Initially, the model 
contains no atoms. At each step, an atom is either 
added, its position is adjusted, or it is removed from 
the model. This is carried out by selecting a random 
position and either adding an atom at this position, 
or if there is an atom within a distance of rcut  0.5 A˚ 
moving it to this position. If two atoms end up being 
too close to each other (within rnbr  1 A˚), the atom 
pair is replaced by just one atom. After each adjust-
ment, a simulated STEM-MAADF image is created 
based on the model, and the difference between the 
simulated image and the experimental image is calcu-
lated as σ =
∑N
i=1(I
exp
i − Isimi )2, where the sum runs 
over all N pixels in the image, and Iexpi  and I
sim
i  are the 
intensities of pixel i in the experimental and the simu-
lated image, respectively. At each step, the change in 
the structure is only accepted if it results in reducing 
σ from the previous step. Since the match between the 
experimental and the simulated images depends not 
only on the exact atomic structure but also on the exact 
electron aberrations during the experiment (which 
can change between two images and need to be used 
as input parameters for the image simulation), they 
are also adjusted with a similar stochastic process. An 
image sequence showing one optimization process is 
presented in the supplemental material (video 1) and 
the evolution of σ as a function of the number of steps 
is shown in figure 2. At the end of the optimization 
process, σ approaches a value close to zero and the dif-
ference image is dominated by noise.
Next, the topology needs to be established in order 
to allow identifying the same atom in each of the model 
structures. In our approach, this process is automated 
through the implementation of the following rules. 
Firstly, two neighboring atoms need to be close enough 
(within 2 A˚) to allow bonding. Secondly, no more than 
three neighbours are allowed for each individual atom. 
Finally, the formation of three-membered carbon rings 
is prohibited. These rules are based on the observation 
of previous atomic-resolution studies of the structure 
of sp2-bonded defective carbon networks [15, 26] and 
appear to work extremely well. The agreement is eas-
ily confirmed visually by comparing the exper imental 
image to the established network (see figure 2(c)). Sub-
sequently, identifying the same atoms in each of the 
images is possible based on their location in the network.
After the atoms have been identified, those that 
appear in both images (excluding image edges) are 
used as the basis for a new model which will be fur-
ther optimized, now including also the third dimen-
sion. One of the 2D models is chosen arbitrarily for 
the initial positions of the atoms, and the optim ization 
is continued considering both experimental views 
simultaneously (taking into account the tilt between 
the models). During this phase atoms are no longer 
added or removed. Initially, the optimization takes 
only into account the model structures, minimiz-
ing the difference between the projected positions 
of the new 3D model and those of the 2D models 
developed during the previous optimization phase. 
After this process has converged (see figure 3(a)), the 
optim ization is continued based on the error in sim-
ulated STEM-MAADF images as compared to the 
exper imental ones. The convergence behavior of this 
optim ization phase is shown in figure 3(b). The model 
structures, simulated STEM-MAADF images and 
the error with respect to the experimental images are 
shown at three different stages of the process in fig-
ure 3(c). The yellow dashed line shows the area which 
is included in the model (edge atoms are excluded, but 
retained as background in the simulated image so that 
no discontinuity appears at the edge). As expected, 
the simulation of the first (untilted) model (View 1 in 
figure 3(c)) fits perfectly to the corresponding exper-
imental image (this was the starting configuration), 
but there is a high discrepancy between the exper-
imental image and the simulation of the second (tilted) 
2D Mater. 5 (2018) 045029
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Figure 1. (a) Schematic illustration showing the sample at two different tilts (β1 and β2) that result in two different views of 
the sample (View 1 and View 2). (b) Filtered STEM-MAADF image of a graphene grain boundary at nominally zero sample tilt 
(β = 0◦). (c) STEM-MAADF image of the same grain boundary at a nominal tilt of ca. β = 20◦. The white areas correspond to 
contaminated areas that have been cut out from the images. Scale bars are 0.5 nm. The experimental images have been processed 
with a high pass filter to remove long-range intensity variations. Raw images are shown in the supplementary information (stacks.
iop.org/TDM/5/045029/mmedia).
Figure 2. Error minimization through the optimization algorithm for one image. (a) Simulated image and the calculated error for 
each image pixel at six different stages (i–vi) during the process. The corresponding optimization steps are marked with arrows in 
panel (b). (b) The calculated error σ as a function of the number of iterations. The black data points correspond to the optimization 
of the atomic structure and the red ones to the optimization of the aberration coefficients used in the image simulation. (c) Overlay 
of the resulting 2D model and the experimental image, shown for a small section as indicated in the last frame of panel (a).
2D Mater. 5 (2018) 045029
41
4C Hofer et al
model (View 2). The situation improves quickly dur-
ing the optim ization process until at the end the differ-
ence between the experimental images and the simu-
lated ones is dominated by noise.
In order to validate our approach and estimate its 
accuracy, we test it using a computationally obtained 
structure and simulated STEM images for realistic 
conditions including noise as expected for our exper-
imental dose. For this purpose, we use a defect configu-
ration that was also observed experimentally, but with 
its 3D configuration obtained by energy minimization 
(see Methods). Since this defect contains two extra 
atoms compared to an ideal graphene lattice, it displays 
a significant out of plane distortion and hence is ideally 
suited for the validation. The reconstruction from the 
simulated data agrees with the original model with a 
mean out-of-plane deviation of 0.183 A˚ and a mean 
in-plane deviation of 0.053 A˚. Details of this test are 
given in the supplementary information. As expected, 
the out-of-plane error is larger than the in-plane error, 
since the effect of noise is amplified by the limited tilt 
angle between the two images.
Next, we use the two experimentally obtained STEM 
images of this structure. Figure 4 shows the exper-
imental reconstruction (a) and for comparison the 
energy-minimized structure (b). Top views, line profiles 
and the side views show and excellent match between 
the two. The structure displays a particularly strong 
distortion around the two atoms that are furthest from 
the plane, and which can be identified as a carbon ad-
dimer integrated into the defect. Additionally, we tested 
our method with a small rotated grain (flower defect 
[27, 28]), which is flat according to both, computational 
analysis (energy minimization) and 3D reconstruction 
from experimental data. For the latter structure, we 
could also calculate the out-of-plane standard deviation 
of the coordinates. In this case, the deviation is 0.31 A˚, 
which is slightly higher than the error obtained from the 
simulated data as discussed above.
After establishing the reliability of the method for 
resolving the 3D structure, we move onto the analysis 
of graphene grain boundaries. GBs are a challenge for 
computational techniques, because they join together 
two crystalline grains with different orientations, 
hence they can neither trivially be incorporated into 
a periodic supercell required for most computational 
techniques nor can their effect on the surrounding 
graphene lattice be easily estimated with calculations 
using non-periodic structures since often only a short 
piece of a GB is visible in atomic resolution images. We 
present results for several GBs spanning misorienta-
tion angles θ ∈ [2◦, 30◦]. In figure 5, the 3D structure 
of two representative grain boundaries with small 
miso rientation angles (θ = 2◦ and θ = 8◦, respec-
tively) and in figure 6, the 3D structure of two repre-
sentative grain boundaries with large misorientation 
Figure 3. Evolution during the 3D optimization. (a) Difference between the projected atomic positions of the optimized 3D model 
and those in the flat models obtained during the previous optimization step. (b) Total error in the simulated STEM-MAADF images 
based on the 3D model, as compared to the experimental images. (c) Perspective views of the atomic structures (atoms of non-
hexagonal rings in the grain boundary highlighted by color), simulated STEM-MAADF images for both tilt angles (View 1 and View 
2), and the error for each pixel as compared to the experimental images. The area included in the 3D optimization is marked by the 
yellow dashed lines overlaid on the simulated images. The corresponding iteration steps for each case (i–iii) are marked in panels (a) 
and (b).
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angles (θ = 24◦ and θ = 30◦, respectively) are shown. 
Three additional structures can be found in the sup-
plementary information. For each structure, we show 
the top view colored based on the z-coordinate of each 
atom as well as two line profiles: one along the y-axis 
that contains all atoms in the structure and another 
along the x-axis that is limited to a narrow strip of 
atoms located within ca. 1 nm around the GB. From 
the line profiles, we also calculate the maximum cor-
rugation (∆z), height variation (σz), defined as the 
standard deviation of the out-of-plane coordinate of 
the atoms in the structure from the mean value and 
the kink angle (α) which is measured across the grain 
boundary. For an optical impression of the structure, 
we also show a perspective view of the bonds with the 
same color code as in the top view.
When each of the structural characteristics are 
plotted as a function of the misorientation angle 
(θ) (figure 7), it becomes clear that they all depend 
strongly on θ. While the trend is most clear for the 
small- and high-angle grain boundaries, the interme-
diate data points display some scatter reflecting the 
large structural variability in these grain boundaries. 
Remarkably, the lowest measured kink angle is only 
α ≈ 0.7◦ for a GB with θ ≈ 30◦, whereas the highest 
one is nearly 40◦ for a GB with θ ≈ 2.6◦. This variation 
is lower than what has been predicted based on density 
functional tight binding calculations [29]; the largest 
calculated angles were up to 85° with no clear corre-
lation to the misorientation angle. This discrepancy 
is likely a consequence of the fact that the theoretical 
models were created by forcing two straight graphene 
edges to join, whereas during actual growth nothing 
prevents the carbon atoms from forming more mean-
dering structures [20, 30–32] that help in reducing the 
stress at the GB. In another theoretical work [9], it was 
predicted that small angle grain boundaries should 
show a pronounced tendency for buckling, whereas 
large angle grain boundaries tend to be flat. Although 
also this work was limited to straight GBs (and also 
formed of regular arrays of dislocations), this predic-
tion is in good agreement with our experimental result. 
We indeed find that smaller θ predicts higher corruga-
tion (up to ∆z ≈ 4 A˚ and σz ≈ 1.8 A˚), whereas the 
GBs with θ ∼ 30◦ tend to be significantly flatter (with 
∆z ≈ 1.5 A˚ and σz ≈ 0.5 A˚). These values reflect 
the fact that small-angle GBs contain isolated non- 
hexagonal rings as well as short segments where the 
hexagonal lattices of both grains are directly con-
nected, leading to significant local strain that must be 
released through buckling [9, 33]. This is particularly 
clear in figure 5(a), where an essentially isolated dislo-
cation core in a grain boundary with only 2.6◦ misori-
entation angle is observed.
In conclusion, we have demonstrated a new 
approach to determine the 3D structure of defec-
tive graphene at the atomic resolution from only two 
scanning transmission electron microscopy images 
taken at different sample tilts (with a respective differ-
ence of ca. 20◦). We first showed an embedded defect 
for which the results could be directly compared to 
the structure obtained through energy minimization. 
The comparison revealed excellent agreement, except 
for small local height variations due to noise in the 
experimentally obtained structure. We then applied 
the method to a set of grain boundary structures with 
misorientation angles nearly spanning the whole avail-
able range (2.6°–29.8°). The measured height varia-
tions at the boundaries reveal a strong correlation with 
the misorientation angle with lower angles resulting in 
Figure 4. 3D structure of an embedded defect with a rotated grain and an ad-dimer. (a) Structure obtained through experimental 
reconstruction from STEM-MAADF images. (b) Structure obtained computationally through energy minimization. The line 
profiles under the top views in both panels include all atoms between the two horizontal black lines. At the bottom, a perspective 
view of the structure is shown (only color-coded bonds are shown).
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stronger corrugation and larger kink angle (slope dif-
ference for the graphene grains on the different sides 
of the boundary). The largest measured kink angle was 
almost 40◦ for a GB with 2.6◦ misorientation. As far 
as we know, our results allow for the first time a direct 
comparison with theoretical predictions for the corru-
gation at grain boundaries. The measured kink angles 
are significantly smaller than the largest predicted ones 
[29], probably due to artificial constraints in the theor-
etical models being different from the experimental 
reality. However, our results do qualitatively agree 
with the prediction that smaller misorientation leads 
to higher overall corrugation at the boundary [9]. Our 
results both open the way towards a detailed study of 
the complete morphology of 2D materials, includ-
ing the often disregarded third dimension, and can 
already be used for tailoring graphene growth towards 
application utilizing the revealed differences in corru-
gations of polycrystalline samples with different miso-
rientation angles between the graphene grains.
Methods
Samples
For our experiments, we studied chemical vapor 
deposition (CVD) grown graphene. We used 
commercially available graphene on TEM grids 
(Graphenea on Quantifoil R2/4), as well as self-grown 
CVD samples transferred to Quantifoil 0.6/1 grids. In 
order to have a high defect density in our samples, we 
kept the growth temperature low (T = 960 ◦C), the 
flow rate high (SF  =  100 sccm) and the annealing time 
as short as possible by starting the growth when the 
growth temperature is reached. As precursor, we used 
ethane which further increases the nucleation density.
Microscopy
Scanning transmission electron microscopy 
(STEM) experiments were conducted using a Nion 
UltraSTEM100, operated at 60 kV acceleration voltage. 
Typically, our atomic-resolution images were recorded 
Figure 5. Atomic structures of two representative grain boundaries in graphene with small misorientation angles (θ) of (a) ca. 2◦ 
and (b) ca. 8◦. From top to bottom, in each case: (1) Top view of the structure, with the z coordinate coded by color; (2) A side view 
of the atoms between the two green dashed lines, revealing height variations along the grain boundary (solid line shows an average); 
(3) A side view of the entire structure, viewed along the grain boundary in order to reveal the kink angle; (4) Perspective view of the 
structure (only bonds are shown, color-coded for z position). Also indicated in (a) are the definitions of the maximum corrugation 
(∆z , peak to peak of the height variation along the grain boundary), the height variation (σz, standard deviation) and the kink angle 
(α, inclination between the two graphene sheets).
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with 512× 512 pixels for a field of view of 8 nm and 
dwell time of 32 μs per pixel using the medium angle 
annular dark field (MAADF) detector.
Conjugate gradient energy minimization
In order to study the strain adaptation in each of the 
defects, a supercell of pristine graphene with the size of 
72  ×  62 nm2 consisting of 173 000 atoms was created and 
the defect structure was incorporated into this supercell. 
LCBOP [34] was used as the long-range bond-order 
potential for carbon to describe the pair interactions. All 
calculations were performed with Large-scale Atomic/
Molecular Massively Parallel Simulator code [35, 36]. 
The total potential energy was minimized by relaxing 
atoms until the forces were below 10−3 eV ˚A
−1
 and the 
strain at the borders of the graphene flake was negligible 
(pressure below 1 atmosphere).
STEM image simulation
Instead of a multislice algorithm, which is typically 
used for quantitative STEM-simulations, we used 
a simplified method which works for single layer 
materials and is much faster. We approximate the 
potential of the 2D lattice by a zero-filled image with 
non-zero pixel values on the atomic positions. The 
simulation is obtained by convoluting this image 
with a (potentially aberrated) electron probe (see 
supplementary information for more details).
Figure 6. Atomic structures of two representative grain boundaries in graphene with large misorientation angles (θ) of (a) ca. 23.6◦ 
and (b) ca. 29.8◦. The data is displayed in the same way as in figure 5(a).
Figure 7. Kink angle (α), height variation (σz) and maximum corrugation (∆z) for different grain boundaries as functions of the 
misorientation angle (θ). The lines are linear fits to the data, which serve as guides to the eye.
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1 STEM simulation method
Since our optimization is too computationally expensive for a complete STEM simulation, we
use a simplified simulation where the image contrast is given by a set of points (atoms) and is
broadened by a point spread function (taking into account aberrations). We have verified that,
for a single layer of carbon atoms, this approach produces indinstinguishable results compared
to a simulation using QSTEM [1]. The projected 2D positions from a set of three dimensional
coordinates are calculated for the respective tilt angle. The phase of the aberrated wave front at
a polar angle θ and azimuthal angle φ is modeled as
χ(θx, θy) = (2pi/λ) · (C1 (θ2x + θ2y)/2 + C1,2a (θ2x − θ2y)/2 + C1,2b θx θy +
C2,1a θx (θ
2
x − θ2y)/3 + C2,1b θy(θ2x − θ2y)/3 +
C2,3a θx (θ
2
x − 3 θ2y)/3 + C2,3b θy(3 θ2x − θ2y)/3)
where θx = θ · cos(φ), θy = θ · sin(φ), C1 is the aberration coefficient of the defocus, C1,2a and
C1,2b are the aberration coefficients of the astigmatism (with a relative angle of 90◦ with respect
1
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to each other), C2,1a and C2,1b are the aberration coefficients of the coma and C2,3a and C2,3b are
the aberration coefficients of the three-fold astigmatism [2]. λ is the wavelength of the incident
electrons. The resulting aberrated electron wave function ψf (θx, θy) is then multiplied by an
aperture function and the point spread function is obtained as the square modulus of its inverse
Fourier transform.
The final simulation is obtained by convoluting the point spread function with the image
which represents the delta potentialM(−→x1, ...,−→xn) of the structure. We use a zero-filled image
with non zero pixel values on the atomic positions distributed over four pixels around the pro-
jected coordinates for sub-pixel accuracy. The pixel intensity is chosen such that it represents
the integrated intensity on the detector of the respective atom. Using the convolution theorem
yields our simulation S0
S0(−→x1, ...,−→xn) = FT−1(ψf (θx, θy) · FT (M(−→x1, ...,−→xn)) ).
In order to take the finite size of the tip of the electron gun, the energy spread and the atomic
vibrations into account, we further processed our results by a Gaussian blur.
Supplementary Figure 1 summarizes the procedure of the simulation algorithm and com-
pares the resulting image with the simulation obtained by QSTEM. The computation time is
about 1000 times shorter with this algorithm.
2 Accuracy of the 3D reconstruction
As test structure for our approach, we simulated two STEM images with realistic experimental
conditions (including noise) from a computational model. These images were used as input
for our reconstruction algorithm (see Supplementary Figure 2a). This allows us to directly
compare the reconstructed structure with the energy minimized model. Apart from noise, the
reconstructed structure agrees well with the original model. Supplementary Figure 2d shows
the distribution of the deviations of the corresponding atomic positions.
As a further potential source of error, we consider the effect of sample or beam drift during
acquisition of a scanned image. Such drift would result in an offset in the projected atom po-
sitions that slowly varies during image acquisition, and hence, variations in the reconstructed
height. As shown in one of the reconstructed grain boundaries (GBs) in Supplementary Figure
2
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Supplementary Figure 1: Simplified simulation method to simulate monolayer materials. First,
the phase of the electron beam is computed. With the real and imaginary part of the function,
the FT is computed, squared and normalized in order to obtain the point spread function. Then
the PSF is convoluted with the model, which is a black image with pixel spots at the projected
atomic positions. To obtain the final simulation, the result is Gaussian blurred.
3, drift may result in small height variations along the slow scan direction. This artefact can be
identified in the reconstruction from parallel undulations going across the entire sheet. Conse-
quently, it is important to orient the scan pattern so that the fast scan direction probes the height
variation of interest – for example, we choose the fast scan direction across the grain boundary.
Along the fast scan direction, subsequent lines of the scan consititute a repeated measurement,
so that sudden changes in the structure would be noticed as an unphysical line-to-line variation.
For a few structures, we managed to obtain more than two images before the atomic configu-
ration changed. In this case, a further validation is possible. For example, the 3D reconstruction
can be carried out in such a way that the difference between the simulation and the experiment
is minimized with respect to all images. This was done for the grain boundaries with 23.6 and
24.6◦ misorientation angle (full data shown in Supplementary Figure 12 and 11). In both cases,
the final difference images do not only contain noise, but show some weak periodic features
indicating a mismatch that can not be fully resolved by the structural optimization. In Supple-
mentary Figure 12, this effect is small, and indicated by a red circle. In Supplementary Figure
11, a larger residual mismatch between the simulation and the experiment is found (difference
3
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images show weak lattice fringes in some areas). Indeed, these fringes indicate some changes
in the 3D structure or the imaging parameters (e.g. drift) between or during the measurements.
Since the atomic configuration within the clean graphene region have not changed, they may
have been caused, e.g., by changes in the contamination around the edges (which is indeed
changing between images). These differences at the strongest point correspond to a mismatch
in the projected position of 0.7 A˚. However, the mismatch does not arise sharply from one atom
to its neighbor, but rather indicate a difference in curvature of the graphene sheet between the
grain boundary and the surrounding contamination.
In order to further evaluate the consequences of this effect, we created multiple 3D recon-
structions from different pairs of these images. The results are shown in Supplementary Figure
4. Importantly, the 3D configurations of the grain boundary are in excellent agreement with
each other. However, the height and curvature of the graphene sheet around the grain boundary
differs slightly. Hence, we can conclude that the changes in the contamination slightly affect
the curvature of the graphene, but not the atomic configuration near the defects. In any case,
the differences between these reconstructions are clearly at a level where they do not affect the
conclusions of the present work.
Also for the rotated grain structure, we were able to record four images. Here, the difference
between all experimental and simulated images is reduced to noise after the 3D optimization
(Supplementary Figure 15, bottom line). Hence, in this case we can exclude any changes in the
structure as well as sample or beam drift during imaging.
3 Additional structures
Supplementary Figure 5 shows three more grain boundaries. For each structure, we show the
top view colored based on the z-coordinate of each atom as well as two line profiles: one along
the y-axis that contains all atoms in the structure and another along the x-axis that is limited
to a narrow strip of atoms located within ca. 1 nm around the GB. From the line profiles, we
also calculate the maximum corrugation (∆z), height variation (σz ), defined as the standard
deviation of the out-of-plane coordinate of the atoms in the structure from the mean value and
the kink angle (α) which is measured across the grain boundary. For an optical impression of
the structure, we also show a perspective view of the bonds with the same color-code as in the
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a Computed 3D Model
b
c 3D 
reconstruction
d
Supplementary Figure 2: Comparison between a modeled 3D structure and a reconstructed
structure. a) Energy-minimized structure. b) Two STEM simulations of the known structure
with an relative tilt angle of 20◦ and noise corresponding to an electron dose of 5 ·105 e−/A˚2. c)
Reconstructed structure. d) Histograms of the deviations of the corresponding atomic positions.
Left: Total deviation. Middle: In-plane deviation. Right: Out-of-plane deviation.
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fast scan 
direction
slow scan direction
Supplementary Figure 3: 3D structure of a grain boundary shown in Figure 6a of the main
article. The undulation along the slow scan direction reveals a scan distortion.
top view.
Supplementary Figure 6 shows the color-coded top view, a line profile, and a perspective
view of the small rotated grain (flower defect) for the experimental reconstruction and the sim-
ulated structure. Apart from noise in the experimental data, an excellent match is obtained.
4 Complete set of raw and processed images
Supplementary Figures 7-15 show all raw and processed data used in this work. For each struc-
ture, we show the raw data with the corresponding tilt angle, the filtered data, the simulations
of the final 3D model, and the difference between the simulated and experimental data.
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Supplementary Figure 4: 3D structures of a grain boundary obtained with different pairs of im-
ages. Top: experimental images with sample tilt of -2.8◦, 0◦, 0◦ and 20◦, respectively. Bottom:
Color-coded top view of the reconstructions using different images. The same grain boundary
is shown in Supplementary Figure 5b
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Supplementary Figure 5: Atomic structures of three grain boundaries. The line profiles under
the top views show side views for the x-direction for atoms within ca. 1 nm around the grain
boundary (green dashed area) and for the y-direction for all atoms in the structure. Definitions
for the maximum corrugation (∆z), height variation (σz) and kink angle (α) are shown in Figure
5a of the main article.
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Supplementary Figure 6: 3D structure of the flower defect. (a) Structure obtained through ex-
perimental reconstruction from STEM-MAADF images. (b) Structure obtained computation-
ally through energy minimization. Below the line profile, a perspective view of the structure is
shown (only color-coded bonds shown).
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Supplementary Figure 7: Experimental data, filtered data for processing, simulations and the
difference of the extended defect in Figure 4 of the main article.
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Figure 8: Experimental data, filtered data for processing, simulations and the difference of the
grain boundary in Figure 5a. of the main article.
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Supplementary Figure 9: Experimental data, filtered data for processing, simulations and the
difference of the grain boundary in Figure 5b. of the main article.
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Figure 10: Experimental data, filtered data for processing, simulations and the difference of the
grain boundary in Supplementary Figure 5c.
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Supplementary Figure 11: Experimental data, filtered data for processing, simulations and the
difference of the grain boundary in Supplementary Figure 5b.
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Supplementary Figure 12: Experimental data, filtered data for processing, simulations and the
difference of the grain boundary in Figure 6a of the main article.
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Supplementary Figure 13: Experimental data, filtered data for processing, simulations and the
difference of the grain boundary in Figure 6b of the main article.
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Figure 14: Experimental data, filtered data for processing, simulations and the difference of the
grain boundary in Supplementary Figure 5a.
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Supplementary Figure 15: Experimental data, filtered data for processing, simulations and the
difference of the flower defect in Supplementary Figure 6
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Chapter 4 Results
4.2 Paper II
Paper II is a follow up to the first paper. It presents the 3D structure of Si impurities in graphene
in the form of substitutions, trimers and tetramers. Moreover, it reveals interesting dynamics of
these heteroatoms induced by the electron beam.
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ABSTRACT
We directly visualize the three-dimensional (3D) geometry and dynamics of silicon impurities in graphene as well as their dynam-
ics by aberration-corrected scanning transmission electron microscopy. By acquiring images when the sample is tilted, we show
that an asymmetry of the atomic position of the heteroatom in the projection reveals the non-planarity of the structure. From a
sequence of images, we further demonstrate that the Si atom switches between up- and down- configurations with respect to
the graphene plane, with an asymmetric cross-section.We further analyze the 3D structure and dynamics of a silicon tetramer in
graphene. Our results clarify the out-of-plane structure of impurities in graphene by direct experimental observation and open a
route to study their dynamics in three dimensions.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5063449
Although the extraordinary properties of pristine graphene
have raised enormous interest in the scientific community and
industry, most applications require modified properties such as
a non-zero energy bandgap in the electronic structure.1,2 One
approach to tailor graphene properties is doping with heteroa-
toms, which may open a bandgap3–6 or enhance local plasmon
resonances.7 To understand the influence of atomic substitu-
tions, the three-dimensional (3D) position of every atom has to
be determined. The 3D structure as well as the beam-induced
dynamics is also important in the context of single atom manip-
ulation in graphene.8–10
Out-of-plane buckling of heteroatoms has already been dem-
onstrated indirectly by analyzing the fine structure of electron
energy loss spectra.11–14 Nevertheless, to fully understand the real
magnitude of the displacement from the graphene plane as well as
the local lattice distortion, there is a need for directly measuring
the 3D structure. Although recent advances in scanning transmis-
sion electron microscopy (STEM) allow extracting structural and
chemical information at the atomic scale,15,16 this is only possible
as a two-dimensional projection of the object. Electron tomogra-
phy allows the reconstruction of the 3D atomic structure17–21 but
requires a large number of images from different projections,
which is difficult to obtain for radiation sensitive structures.
Here, we obtain the structure of an ultra-thin sample—one
atomic layer for the Si substitution or up to two atoms behind
each other in a projection for the Si tetramer—from a small num-
ber of images with different sample tilts. We directly show the
out-of-plane buckling induced by the Si dopant from the
medium-angle annular dark-field (MAADF) STEM images with
the sample (and hence the plane of the graphene sheet) tilted by
approximately 20 away from the normal incidence of the elec-
tron beam. While the Si dopant in graphene appears symmetric
in normal incidence plane-view images,11 the out-of-plane
deformation of the atoms causes a significant symmetry break-
ing of the atomic positions in the tilted projection. First, we
show that a computationally relaxed model of a silicon substitu-
tion in graphene matches significantly better to a tilted STEM
image of this structure than to a flat one. This already indicates
that the theoretical model agrees well with the experimental
observation. For a quantitative analysis of the 3D structure, we
use an optimization process where an atomistic model is itera-
tively optimized to achieve the best possible fit to two experi-
mental images with different viewing angles. The details of the
method are described in Ref. 22.
Since the electron beam can transfer more energy to Si in
the graphene lattice than is required for flipping a buckled Si
Appl. Phys. Lett. 114, 053102 (2019); doi: 10.1063/1.5063449 114, 053102-1
Published under license by AIP Publishing
Applied Physics Letters ARTICLE scitation.org/journal/apl
68
atom from one side of the lattice to the other,8 this process
should be expected. As a consequence, one might expect all Si
atoms to be on the side opposite from the electron source.
However, our results reveal both configurations and the transi-
tion between the two. We also show the 3D structure of a
pyramid-like Si-tetramer, whose formation and observation
were reported in Ref. 23. Also in our case, the structure was
formed from a Si trimer24 by the capture of an additional Si
atom. Calculations show that the central Si atom in the tetra-
meric configuration is almost 3 A˚ above the graphene plane. The
projected position of this atom is displaced relative to the other
atoms when the sample is tilted. Also here, the 3D structure can
be reconstructed by matching the model to the experimental
images, and our reconstruction is in excellent agreement with
the computer model. Similar to the single Si substitution, we
observed a single flipping event presumably induced by the
electron beam. Our results not only show experimentally
obtained 3D structures but also provide insights into their elec-
tron beam induced out-of-plane dynamics.
Figure 1 shows a STEM image of a Si dopant with a sample
tilt of ca. 18, overlayed by a tilted flat model (left panel) and a
relaxed model (right panel). The model was scaled and translated
so that the graphene lattice around the impurity matches the
experimental image. In the flat structure, the expected Si position
deviates from the experimentally observed position, whereas the
carbon positions match very well. However, a visually perfect
match between the model and the STEM projection can be
obtained by overlaying the computationally relaxed 3D model to
the experimental image. This approach already qualitatively
confirms that the theoretically predicted 3D structure can also
be verified using an electronmicroscope.
Figure 2 shows two different STEM images with a Si substi-
tution with the same sample tilt as in Fig. 1. From the tilt direc-
tion, the Si atom in panel (a) can be identified as sticking above
the graphene plane (with respect to the electron beam coming
from the bottom in our microscope). Although two energetically
equivalent states of the silicon (buckling above and below the
graphene plane) are expected, this configuration appears to be
more frequent due to the direction of the electron beam. After
several more scans, the same projected silicon atom is seen on
the other side of the graphene plane [panel (b)]. The stability of
this configuration is, as expected to be, much lower than the
previous one because the direction of the buckling is opposite
to the direction of the momentum of the electron beam. The
expected dose required to cause the dopant to flip from “up” to
“down” and vice versa is calculated by a Poisson analysis. The
electron doses until a corresponding event occurs are collected
and shown in the histograms in Fig. 2. In total, 10 events for each
configuration are used for the analysis. The blue and the orange
columns show the flip from above the graphene plane to below
(towards the electron beam) and vice versa. A Poisson fit yields
the mean values ku ¼ 2.87 106 e A˚2 for the flip from up to
down and kd¼ 4.96 105 e A˚2 for the flip from down to up.
Based on a density functional theory (DFT) molecular
dynamics simulation,8 the kinetic energy perpendicular to the
graphene lattice that a probe electron would need to transfer to
a Si substitution in order to shift it from one side of the graphene
lattice to the other is between 1.375 eV and 1.50 eV. For our
60keV electron beam, this corresponds to a cross section of
about 1100barn.26 The experimentally observed areal event dose
of 0.5 106 e A˚2 corresponds to a cross section value of
200barn. On the other hand, the Si bouncing back to the side
facing towards the electron beam was not observed in the
molecular dynamics simulation. These discrepancies might be
due to non-perpendicular momentum transfers due to sample
tilt. Including a full description of the angular dependence of the
momentum transfer and of the displacement threshold energy
itself27 would potentially improve agreement with experiment
but is beyond our scope here.
With experimental images of the “up” and “down” configura-
tion at a fixed sample tilt, and a reference image of the impurity at
zero sample tilt, we reconstruct the 3D configuration as described
previously.22 In brief, an atomistic model is created, and the atoms
are shifted in such a way that the difference between the experi-
mental images and simulated images is minimized. The obtained
3D structures in the corresponding orientations are shown in the
bottom row of Fig. 2. Besides the out-of-plane position of the Si
impurity, they reveal slight buckling also of the surrounding gra-
phene sheet. The Si-C bond length obtained from the experimen-
tal data via the 3D reconstructions is (1.6860.07) A˚, which is close
to the theoretical prediction (1.74 A˚).
Next, we show the 3D structure of a Si tetramer. This struc-
ture is very beam stable allowing us to tilt the sample in different
directions and reconstruct its three-dimensional shape.
Computational studies of this structure reveal a triangular pyra-
mid structure, where the central Si atom is sticking out of the
FIG. 1. Double-gaussian-processed25 STEM image of a Si dopant in graphene
overlaid by a ﬂat model (a) and a relaxed model (b). On the top row, a side view of
the used models is shown. The magniﬁed image (bottom) shows a poor match of
the Si atom position using the ﬂat model (a) but an excellent match using a buckled
structure (b).
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plane by ca. 3 A˚. The top row of Fig. 3 shows a side view of the
relaxedmodel tilted in different directions.The top view (second
row) shows the projected positions with respect to the electron
beam. The experimental images (third row) agree well with the
model. Again, we further reconstruct the 3D shape using all four
projections, and the result matches precisely with simulations
(Fig. 4).
We also observed a transition of the tetramer, where the Si4
pyramid flipped from below to above the graphene plane. Also in
this case, breaking the symmetry by tilting the sample is the key
to observe the dynamics. Figure 5(a) shows a STEM image of a Si
trimer, which captures a fourth Si atom to create the tetramer
(b). In this case, the Si was captured below the graphene plane.
However, after some time the continuous electron irradiation
triggers a transition to an intermediate step (panel c), which
could not be clearly identified. Eventually, the Si atoms are
arranged again as a tetramer, facing in the opposite direction
with respect to the initial state. Hence, the whole tetramer was
FIG. 2. Double-gaussian-processed STEM
images of a Si dopant in graphene with a
sample tilt of ca. 18. On the top row, a side
view of the used models is shown. Panels a
and b show that the experiment exhibits both
“buckled up” and “ buckled down” structures.
The bottom row shows the actual 3D recon-
struction. Panel c shows how much dose is
required to ﬂip the Si from below the gra-
phene plane to above it and vice versa,
respectively in orange and blue.
FIG. 4. 3D structures of the Si tetramer obtained by image reconstruction (left) and
DFT calculation (right).
FIG. 3. Computational models (side view
in the top row and top view in the second
row) and double-gaussian-processed
STEM images of a Si tetramer in gra-
phene (bottom row) with a non-tilted
specimen (a) and with a specimen tilt of
ca. 20 (b)–(d) in different directions. The
highly asymmetric displacement of the
central Si atom indicates a signiﬁcantly
out-of-plane position.
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flipped to the opposite side of the graphene plane, where it
remained stable for a large number of atomically resolved STEM
images.
We have experimentally confirmed the out-of-plane struc-
ture of a single Si substitution and revealed the 3D structure of a
Si tetramer in graphene. The single silicon dopant induced a
buckling of the surrounding graphene sheet and we observed its
electron beam induced flip in both directions, with an asymmet-
ric cross-section. The Si tetramer is stable under the electron
beam, after changing from opposing the electron beam to the
other side of graphene. Our results provide insights into the
structure and dynamics of Si dopants in graphene, and the
approachmay be extended to other impurities.
For our experiment, we used graphene oxide (GO; Danubia
NanoTech, CAS No. 7782-42-5) which contains mobile C and Si
adatoms as by-products. Water dispersion of GO was received
from Danubia NanoTech, Ltd. The oxidation method of graphitic
powder and subsequent exfoliation were developed by the com-
pany with an ultimate goal to preserve the long-range structural
order in the graphene oxide flakes exfoliated down to the
single-atom thickness.Water dispersion of GO was significantly
diluted (1:100); a TEM grid was then vertically dipped into the
dispersion for a minute and dried in air afterwards. The sample
was baked for 8h at 160 C in ultra-high vacuum before inserting
it into the microscope. Patches of clean graphene were revealed
after reducing the functional groups by electron exposure.
Scanning transmission electron microscopy (STEM) experi-
ments were conducted using a Nion UltraSTEM100, operated at
60kV. Typically, our atomic-resolution images were recorded
with 512 512 pixels for a field of view of 2–4nm and a dwell
time of 16 ls per pixel using the medium angle annular dark field
(MAADF) detector with a semi-angular detector range of
60–200 mrad. The probe current was approximately 20pA and
the (semi-)convergence angle was 30 mrad. To enhance the sig-
nal, 2–5 identical images were averaged, if the structure clearly
did not change.
Density functional theory as implemented in the GPAW
package was used to minimize structural models of the Si sub-
stitution8 and the Si4 pyramid. For the latter case, a graphene
supercell of 11 11 1 containing 242 carbon atoms was con-
structed. Some of the carbon atoms were substituted with Si to
construct a model matching the experimental observation.
Employing the LCAO double zeta polarized basis set, a jkj-point
mesh of 5 5 1, the Perdew-Burke-Ernzerhof (PBE) functional,
and a computational grid spacing of 0.2 A˚, the models were
relaxed until the maximum forces were less than 0.01 eV A˚1. In
addition, we estimated via molecular dynamics simulations8 the
perpendicular kinetic energy required to shift a Si substitution
from one side of the graphene lattice to the other.
See supplementary material for the whole set of raw data.
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Direct visualization of the 3D structure of silicon
impurities in graphene - Supplementary Information
Christoph Hofer1, Viera Skakalova1, Mohammad Reza Ahmadpour
Monazam1, Clemens Mangler1, Jani Kotakoski1, Toma Susi1, and Jannik C.
Meyer1
1Faculty of Physics, University of Vienna, Boltzmanngasse 5, A-1090, Vienna,
Austria
Example of Si substitution in tilted projection
Supplementary Figure 1 shows one example of the flipping process of a single Si substitution.
The sample is tilted by approx. 20 degrees and the numbers in the arrows show the number
of frames until the flip occurs. All the images are averaged, all individual unprocessed images
are found in Video 1. Supplementary Figure 2 shows the raw images of the processed images
shown in Figure 3 of the main text.
Raw data and videos
The Video files 1-3 show unprocessed STEM images with a sample tilt of ca. α = 19◦, α = 19◦
and β = 20◦ as videos of the Si substitution, respectively. Alpha and beta are the tilt axis aligned
to the y and x axis of the image, respectively. Here, the flipping process can be seen clearly.
Video 4 and 5 shows a sequence of unprocessed STEM images with a sample tilt of β = 17◦
of the Si tetramer. The first video of them shows the formation from a Si trimer revealed by the
extra intensity from fourth Si atom. The latter show the flip induced by the electron beam.
1
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Supplementary Figure 1: Averaged STEM images of a Si substitution with a sample tilt of ca.
20 degrees. The sequence shows the flips of the Si atom through the graphene plane. The
number corresponds the the number of frames which is required to occure the event.
Supplementary Figure 2: Averaged STEM images of the Si tetramer with different sample tilts.
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4.3 Paper III
4.3 Paper III
Paper III uses STEM to analyze light elements in graphene, specifically nitrogen and oxygen
impurities incorporated into the carbon lattice. Nitrogen and oxygen atoms were found to bond
to their neighbors in a rich variety of configurations. For the most part, the study confirmed
the textbook model for this system, which can now be displayed with direct images of actual
atoms: Nitrogen atoms were incorporated into the carbon framework via two or three bonds,
and most oxygen atoms had two bonds to the neighboring carbon atoms. However, also oxygen
substitutions binding to three carbon neighbors were found (which were previously only known in
a highly charged state, referred to as oxonium and difficult to stabilize in extended compounds).
Author contributions
The author of this thesis conducted the STEM measurements of GO, analyzed the configurations
and drafted the figures and the manuscript. V.S. performed the sample preparation and participated
in the STEM experiments. T.G., A.M. and M.T. performed the synthesis, STEM experiments,
and analysis of N-doped graphene. M.R.A.M. and T.S. performed the DFT simulations. C.M.
prepared alignments for the STEM instrument and supported the experiments. J.K. and J.C.M
conceived and supervised the study.
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Direct imaging of light-element impurities
in graphene reveals triple-coordinated oxygen
Christoph Hofer 1,2,3*, Viera Skákalová 1, Tobias Görlich1, Mukesh Tripathi1, Andreas Mittelberger 1,
Clemens Mangler1, Mohammad Reza Ahmadpour Monazam1, Toma Susi 1, Jani Kotakoski 1 &
Jannik C. Meyer 1,2,3
Along with hydrogen, carbon, nitrogen and oxygen are the arguably most important elements
for organic chemistry. Due to their rich variety of possible bonding conﬁgurations, they can
form a staggering number of compounds. Here, we present a detailed analysis of nitrogen and
oxygen bonding conﬁgurations in a defective carbon (graphene) lattice. Using aberration-
corrected scanning transmission electron microscopy and single-atom electron energy loss
spectroscopy, we directly imaged oxygen atoms in graphene oxide, as well as nitrogen atoms
implanted into graphene. The collected data allows us to compare nitrogen and oxygen
bonding conﬁgurations, showing clear differences between the two elements. As expected,
nitrogen forms either two or three bonds with neighboring carbon atoms, with three bonds
being the preferred conﬁguration. Oxygen, by contrast, tends to bind with only two carbon
atoms. Remarkably, however, triple-coordinated oxygen with three carbon neighbors is also
observed, a conﬁguration that is exceedingly rare in organic compounds.
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Recent advances in transmission electron microscopy, inparticular aberration correction, have enabled the study oflow-dimensional materials at low electron energies with
atomic resolution. In scanning transmission electron microscopy
(STEM)1, the contrast mechanism behind annular dark ﬁeld
images allows the identiﬁcation of light elements (e.g. B, C, N, O)
despite their very similar atomic number2. In aberration-
corrected high-resolution transmission electron microscopy
(HRTEM), however, these elements have an almost-identical
contrast and their discrimination becomes difﬁcult in particular
when they are incorporated into irregular structures such as
defects3,4. Atomic resolution images have revealed the bonding
conﬁgurations of several types of impurities in light-element
samples. For example, nitrogen dopants in graphene and carbon
nanotubes have been revealed in several studies5–9, boron
dopants have been identiﬁed in graphene by STEM8, and carbon
and oxygen impurities have been revealed in monolayer hex-
agonal boron nitride2. Oxygen impurities in graphene are of high
relevance due to their importance for the processing of graphene
oxide (GO), and are likely to play a role, e.g. in the degradation of
graphene in oxygen or in air at high temperatures. Despite efforts
to quantify the functional groups in GO10–15, the nature of
oxygen binding to graphene is still not well understood. Although
few HRTEM studies have revealed disorder and defects in gra-
phene oxide16–19, a direct visualization of oxygen atoms that
includes their unambiguous chemical identiﬁcation (e.g., via
contrast in STEM or via electron energy loss spectroscopy, EELS)
along with their bonding with a carbon matrix has not been
achieved yet.
Here, we study a large number of oxygen impurities in samples
of graphene oxide. The oxygen atoms are identiﬁed by their
contrast in medium-angle annular dark ﬁeld STEM images2, and
in several cases also by EELS. For comparison, we also prepared a
graphene sample with nitrogen impurities by low-energy plasma
and ion treatment (see the “Methods” section). In contrast to an
earlier study8, our samples are transferred under vacuum from
implantation to STEM imaging, which prevents conﬁgurations
with open bonds from being saturated with contamination. Our
data set is large enough to carry out a statistical analysis of the
different bonding conﬁgurations for oxygen and nitrogen.
Moreover, we describe the dynamics of reduction observed under
the electron beam for the case of oxygen.
Results
Conﬁgurations. Before discussing the observed atomic conﬁg-
urations, it must be pointed out that initial changes occur in the
structure of graphene oxide already at relatively low doses, which
makes it challenging if not impossible to capture the pristine
structure in atomic resolution TEM or STEM images. In agree-
ment with earlier ﬁndings20, we observed changes in the EELS
signal at doses between 103 and 106 e−Å−2 (Fig. 1a–d). We
assume that functional groups which are attached to the basal
plane, edges, or defects of graphene via relatively weak bonds
(such as hydroxyl, carboxyl, epoxide, or ketone groups) are
destroyed at these doses before an image could be obtained.
Nevertheless, what remains after initial electron irradiation is a
defective graphene sample, where numerous oxygen impurities
are incorporated into a carbonaceous host structure. These
structures, which are stable enough for STEM imaging and in
some cases EELS, reveal a variety of bonding conﬁgurations for
oxygen in an sp2-bonded carbon system.
A high-magniﬁcation image where the defective carbon
honeycomb lattice can be resolved is presented in Fig. 1e. While
the regular graphene lattice dominates the area of the sample, a
remarkably high density of defects with brighter impurity atoms
can be identiﬁed. By analyzing the intensities2, most of these
atoms can be assigned as oxygen. Figure 1f, g show the histogram
of the intensities. We further conﬁrmed the identity for some of
the impurities by EELS (which in turn validates the intensity
analysis). Due to a lower dose than that used in ref. 2 necessitated
by the sample stability, a small fraction of the impurities cannot
be uniquely assigned, e.g. where the tails between the nitrogen
and oxygen intensity distribution overlap in the histogram
(Fig. 1g). For example, the atom in Fig. 1c marked by the blue
circle could—based on the intensity alone—be either nitrogen or
oxygen. However, since the EELS signal of the GO samples shows
no indication of nitrogen, we assume the impurity atom to be
oxygen in such cases.
For the N-doped graphene, we classify the conﬁgurations in
agreement with earlier literature into graphitic (substitution with
three N–C bonds), pyridinic (two N–C bonds in a hexagon) and
pyrrolic (two N–C bonds in a pentagon) conﬁgurations. Different
oxygen and nitrogen conﬁgurations are shown in Fig. 2.
For the oxygen impurities, the conventional classiﬁcation into
different types of functional groups is not useful for describing
the observed structures. Instead, we classify the oxygen conﬁg-
urations into three frequently observed types. The ﬁrst, and
surprisingly frequently observed, conﬁguration consists of two
oxygen atoms substituting two neighboring carbon atoms. An
example of a STEM image of this conﬁguration is shown in
Fig. 2a. Graphitic substitutions are our second type of conﬁgura-
tion (Fig. 2b). This is the only conﬁguration in which oxygen
binds with three carbon neighbors, similar to the oxygen
impurities imaged in hexagonal boron nitride2. Our third class
of conﬁgurations are oxygen atoms next to vacancies. Interest-
ingly, they form defect reconstructions that are very similar to
those in graphene without heteroatoms, except that one or two
carbon atoms at the edge of a vacancy are replaced by oxygen. We
label these defects in accordance with the carbon-only structures.
In a 5–9 monovacancy (MV)21, for example, a single oxygen
replaces the carbon atom with only two bonds (Fig. 2c, ﬁrst
column) while the structure undergoes a distortion that looks like
the Jahn–Teller distortion of a carbon-only vacancy. If two
oxygen atoms are present, however, both remain two-coordinated
and the bond at the pentagon remains open leading to a
symmetric MV conﬁguration (Fig. 2c, second column). Another
prominent example is the divacancy (DV)22, where two oxygen
atoms can sit in the same pentagon of a 5-8-5 DV (third column
of Fig. 2c). Also here, the two oxygen atoms do not form a bond
and have a larger projected distance than the corresponding
carbon atoms at the opposite pentagon. The 555–777 DV (fourth
column) shows an interesting behavior when one carbon is
replaced by an oxygen atom: Here, the oxygen only binds with
two carbon atoms, breaking the three-fold symmetry. In a
conﬁguration where three carbon atoms are missing (last column
of Fig. 2c), the oxygen atom binds with two carbon atoms
building a “bridge”. This appears very similar to a graphene
trivacancy (TV). All of these conﬁgurations, except for the
graphitic type, form an ether-like bond, i.e. an oxygen binding to
two different carbon atoms.
A statistical analysis of the distribution of the conﬁgurations
reveals that the oxygen pair is the most prominent one (Fig. 2e),
whereas the graphitic substitution is the least frequent. In
contrast, in our N-doped graphene sample, the pyrrolic
conﬁguration was the most favored one followed by the graphitic
substitution. The occurrence of the pyridinic conﬁguration is low
in our case. It can be increased by ozone treatment during sample
preparation23, which we have not done. The difference of
the bonding conﬁgurations of N and O in graphene can be
highlighted by the distribution of their coordination numbers
(Fig. 2f). The statistical analysis of our atomic resolution images
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Fig. 1 Reduction of GO under the beam. Lower magniﬁcation (lattice resolution) STEM images: a initial and b after ~50 scans. Adsorbates shrink under
observation, and the clean lattice area increases. The insets show a model with and without functional groups attached to the graphene sheet (reduced
GO). The upper left section of the image contains the supporting carbon ﬁlm. c EEL spectra after different electron doses showing the loss of the oxygen
K-edge. d EEL intensity of the oxygen K-edge as a function of electron dose. e High magniﬁcation double-Gaussian ﬁltered image where the graphene
lattice with defects and impurities is resolved. The bright atoms (red dashed circles) can be identiﬁed as oxygen. The atom in the blue dashed circle is at
the edge of the intensity distribution and might be either nitrogen or oxygen. f Histogram of the ADF intensities of carbon (gray) and oxygen atoms (red).
g Magniﬁed histogram of panel f. Insets in a, b are reprinted from ref. 10 with permission. Scale bars are 2 nm
NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-019-12537-3 ARTICLE
NATURE COMMUNICATIONS |         (2019) 10:4570 | https://doi.org/10.1038/s41467-019-12537-3 | www.nature.com/naturecommunications 3
78
directly conﬁrms that oxygen prefers two bonds while nitrogen
prefers three bonds. This is in agreement with the different
electronic conﬁguration of these elements, and hence different
preferences for forming chemical bonds with carbon.
To analyze their structural properties, we performed density
functional theory (DFT) calculations for each conﬁguration. The
obtained relaxed models are shown below the STEM images in
Fig. 2. In some cases, we ﬁnd clear differences in the structural
relaxation for oxygen in comparison to nitrogen. For example, the
relaxed structure of the 555–777 DV (Fig. 2c, fourth column)
shows a large projected distance of the oxygen atom to one of its
three neighbors, breaking the three-fold symmetry of this
conﬁguration. Clearly, the oxygen in this case binds only with
two carbon atoms. However, a nitrogen atom in the same
position results in a highly symmetric conﬁguration with
three neighbors close to the impurity (Supplementary Fig. 2).
For the double-oxygen site (Fig. 2a), the two oxygen atoms do not
bind but stick out of the graphene plane in opposite directions,
with a projected distance that is signiﬁcantly larger than the
carbon–carbon bond in graphene. This is not the case for a
simulated double-nitrogen structure (see Supplementary Discus-
sion). All other considered conﬁgurations have very similar
structural properties for both nitrogen and oxygen impurities,
except for small out-of-plane displacements.
The energies of the relaxed conﬁgurations with the heteroa-
toms incorporated in the lattice (Ein) for both, nitrogen and
O-pair
5–9 MV
0.5 N = 59 N = 89
N = 41
N = 35GO GON-Gr
N-Gr
1.0
0.8
0.6
0.4
0.2
0.0
Pair Defect Graphitic Graphitic Double TriplePyridinic Pyrrolic
0.4
0.3
0.2Re
la
tiv
e
 c
o
u
n
ts
0.1
0.0
s-MV 5–8–5 DV 555 777 DV TV
a
c
e f
b d
Graphitic GraphiticPyrrolic Pyridinic
Fig. 2 STEM images of different conﬁgurations of oxygen and nitrogen atoms in graphene. a Oxygen pair. b Graphitic substitution by oxygen. c Oxygen
atoms within vacancies. d Nitrogen-doped graphene conﬁgurations. e Distribution of the different conﬁgurations in GO (red) and N-doped graphene (blue).
f Distribution of double-coordinated and triple-coordinated heteroatoms in GO (red) and N-doped graphene (blue). N shows the total number of
heteroatoms of each sample (note that some conﬁgurations contain multiple heteroatoms). Scale bars are 0.5 nm
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oxygen, were also obtained by DFT. We calculated the sum of the
energies (Eout+ Eisolated) when the heteroatoms are released from
the lattice (after relaxation) and the isolated atoms (half of N2 or
O2). The difference Ein− (Eout+ Eisolated) is referred as binding
energy and is lower (meaning higher stability) for all N
conﬁgurations. This is in agreement with the observed higher
stability of N dopants in graphene. All calculated energies are
listed in Supplementary Table 2. The binding energies are
negative in all cases, which means that the structures are stable
with respect to forming a carbon-only vacancy plus isolated
O or N.
Dynamics. The oxygen substitutions are sputtered after a dose
with a geometrical mean of 5 × 105 e−Å−2 and replaced by a
carbon atom, whereas nitrogen substitutions can withstand
orders of magnitude higher doses24 (cf. Fig. 3a–c). To understand
this difference, we performed DFT-based molecular dynamics
calculations (see the “Methods” section). The threshold energy for
removing an oxygen atom from the lattice is 10.3 eV, and the
threshold for removing the neighboring carbon is 15.0 eV. This
energy is almost 2/3 of the calculated 22.0 eV threshold kinetic
energy for a carbon in pristine graphene and also signiﬁcantly
lower than for nitrogen in graphene (19.09 eV)25. Indeed, gra-
phitic nitrogen in graphene was found to be extremely stable
under 60 or 80 kV electron irradiation, such that the atomic
structure of the dopant site is more likely to be changed by dis-
placing a neighboring carbon atom before the dopant atom itself
is sputtered under electron irradiation25. Hence, the observed
clear difference in the stability under the beam between graphitic
oxygen and nitrogen impurities is in agreement with the calcu-
lations. We further performed intensity analysis of another STEM
image, where multiple oxygen pair conﬁgurations, as well as a
graphitic conﬁguration are present (see Fig. 3d). The histogram of
the atom intensities (Fig. 3e) shows that the intensity of the
graphitic conﬁguration is clearly within the distribution of
oxygen.
As mentioned above, we often observed the neighboring
double-oxygen conﬁguration as shown in Fig. 4a. Calculations26
and experiments27 show that directly neighboring nitrogen atoms
are energetically unfavorable, while our experiments indicate that
in the case of oxygen such a conﬁguration is stable. Interesting
dynamics can be observed when one oxygen atom is sputtered
and a MV conﬁguration with a single oxygen atom is left behind
(Fig. 4b, c): During imaging, the oxygen atom jumps frequently
to the opposite vacancy site. Similar dynamics were reported in a
N-doped sample5. The number of images between such events
spans the range from 1 to 15 with a dose of ca. 6 × 105 e−Å−2 per
image. After a long electron exposure, the second O atom can be
removed, leaving behind a DV (Fig. 4d), which is also highly
dynamic22. A video of this process is shown in the Supplementary
Discussion.
Another example of dynamics is shown in Fig. 4f. In this case,
two oxygen atoms were found in a MV. After a few images, one
carbon is sputtered and a 5-8-5 DV with two oxygen atoms forms
(cf. Fig. 2c, middle column).
Then, after a few scans, one oxygen is removed and after
some intermediate (not clearly observed) steps, a structure with
two defects, a MV and a 555–777 DV, is formed. These
observations indicate that, similar to all-carbon defects in
graphene, also carbon–oxygen conﬁgurations can undergo
beam-induced bond rotations and thereby migrate in the lattice22.
Figure 4g shows the 5-8-5 DV in two distinct, but equivalent
states.
Discussion
Oxygen with three carbon neighbors appears as a surprise,
because it seems to contradict the textbook concept of oxygen
forming two bonds (or one double bond), while nitrogen forms
three, and carbon up to four covalent bonds. Within the known
organic compounds, trivalent oxygen only appears in a charged
state, referred to as oxonium, and is difﬁcult to stabilize in
extended compounds28. Here, the oxygen with three carbon
neighbors is found in an extended organic matrix, and the fact
that it survives sufﬁcient dose of high-energy electrons for
recording several high-resolution images means that it must have
a remarkable stability.
With respect to the structure of GO, our results indicate that
oxygen atoms incorporated into the graphene lattice or integrated
into small defects within in the graphene plane could play an
important role among the structural conﬁgurations in GO or
reduced GO. In particular, the high stability of these conﬁgura-
tions means that they would be difﬁcult to remove, e.g. by ther-
mal annealing. Indeed, several of our conﬁgurations appear to
have been predicted by simulations of oxidation and annealing of
graphene (Fig. 2 of ref. 29), and formed under simulated annealing
conditions where most functional groups attached to the basal
plane were removed.
In conclusion, we have shown a large variety of bonding
conﬁgurations of nitrogen and oxygen atoms in a carbon matrix
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Fig. 3 Graphitic oxygen substitution. a Unprocessed STEM image of a
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via atomic resolution imaging. For the ﬁrst time, individual
oxygen impurities were clearly identiﬁed, and a statistical analysis
for both oxygen-containing and nitrogen-containing defects was
presented. By and large, the preference of nitrogen for three
bonds, versus the preference of oxygen for two bonds, is con-
ﬁrmed. An oxygen pair conﬁguration is revealed to be a very
frequent conﬁguration in GO, followed by different types of
double-coordinated oxygen atoms at the edges of vacancies. As a
remarkable minority, symmetric, graphitic substitutions of oxy-
gen binding to three carbon neighbors in graphene were found.
Further, we presented electron-beam-induced reduction dynam-
ics. Overall, we ﬁnd that the structural features of the defects are
similar for all-carbon defects compared to nitrogen-containing or
oxygen-containing defects in the same conﬁguration, while dif-
ferences in the bond lengths or stability are nevertheless
detectable.
Methods
Sample preparation. GO is usually prepared from graphite oxide30–32 by mixing
graphite powder into an acid solution, which leads to oxidation. In an improved
method, the temperature during oxidation is kept low in order to suppress the
extensive formation of CO2, which therefore improves the quality of the sample33.
Water dispersion of graphene oxide was received from the company Danubia
NanoTech, Ltd. The oxidation method of graphitic powder and subsequent exfo-
liation were developed with a goal to preserve the long-range structural order in the
graphene oxide ﬂakes exfoliated down to the single-atom thickness. Water dis-
persion of GO was signiﬁcantly diluted (ca. 1:100). A TEM grid was then vertically
dipped into the dispersion for one minute and dried in air afterwards.
Nitrogen-doped samples prepared for comparison were made by irradiating
graphene on TEM grids (obtained from Graphenea) with 50 eV nitrogen ions26.
The plasma irradiation was carried out in a target chamber that is directly
connected to the Nion microscope via a UHV transfer system34. The sample was
irradiated for 16 min at a pressure of ca. 3 × 10−6 mbar, resulting in a total ion dose
of 4 ions nm−2. During irradiation, the sample was heated with a laser (270 mW)
in order to reduce contamination. The irradiation treatment in the vacuum system
is very similar to the preparation in ref. 34 except that we used nitrogen instead of
argon. As a result, we ﬁnd numerous defects where open bonds can still be
observed, e.g., the pyridinic nitrogen conﬁguration (which would likely be covered
with contamination if the sample were transferred through air) without post-
annealing the sample5.
Electron microscopy. STEM experiments were conducted using a Nion Ultra-
STEM100, operated at 60 kV. Typically, our atomic-resolution images were
recorded with 512 × 512 pixels for a ﬁeld of view of 6–8 nm and dwell time of
16 μm per pixel using the medium angle annular dark ﬁeld (MAADF) detector
with an angular range of 60–200 mrad. The probe current was ~20 pA and
the beam (semi-)convergence angle was 30 mrad. Where appropriate if the
structure did not change, a few (2–5) experimental images were averaged in order
to increase the signal-to-noise ratio.
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Intensity analysis. The histograms show integrated atom intensities of the double-
Gaussian processed STEM images. The parameters for the ﬁlter are similar as in
ref. 2 so that the maximum of the double-Gaussian function is between the ﬁrst two
orders of the graphene peaks in the reciprocal space. The width of the Gaussian
ﬁt of the carbon peak is assumed to be the same as for the intensity distribution of
the other elements.
Density functional theory. We used DFT as implemented in the Vienna ab initio
simulation package (VASP)35 within the generalized gradient approximation of
Perdew, Burke, and Ernzernhof (PBE) for exchange and correlation36. Projector-
augmented wave (PAW) potentials37 were used to describe the core electrons.
The kinetic energy cutoff was 700 eV. In case of oxygen impurities, a spin-
polarized density-functional method was used. Depending on the defect size and
number of impurity atoms, different supercells were selected for modeling. The
smallest one was a 5 × 5 × 1 supercell with 50 atoms for the nitrogen graphitic
impurity,whereas a 8 × 8 × 1 supercell containing 128 atoms was used for the TV
defect. For all defect structures, a Γ-centered k-point sampling was used for the
Brillouin-zone integration. The k-point meshes were selected to correspond to
36 × 36 × 1 points for the unit cell of graphene. The structures were fully opti-
mized using the damped molecular dynamics method until the residual forces
were smaller than 0.005 eV Å−1. Due to the size of the defects and existing
impurities, special care was devoted to minimize the external pressure or
strain on the supercells calculated from traces of the stress tensor. The total
energies were calculated based on supercell sizes with minimum external
pressure.
To calculate the displacement threshold energy, we carred out DFT/MD
calculations at 300 K using the Langvin NVT thermostat. In these simulations,
appropriate velocity is given to the oxygen atom and the simulation is run with a
0.5 fs time step for 100 fs. The calculation is then repeated for the neighboring
carbon atom.
Data availability
The full STEM data on which the statistical analysis of the conﬁgurations are based are
available on ﬁgshare with identiﬁer https://doi.org/10.6084/m9.ﬁgshare.9205367.v338.
Although the data is classiﬁed in different sub-folders, each image might contain multiple
conﬁgurations.
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Direct imaging of light-element impurities in graphene
reveals triple-coordinated oxygen
Hofer et. al
Supplementary Discussion
DFT calculations
We used DFT calculations to analyse the differences in structural properties when nitrogen and
oxygen are incorporated into graphene. The relaxed models are shown in Supplementary Fig-
ure 1. The projected interatomic distances and out-of-plane distances are listed in Supplemen-
tary Table 1. Significant differences in the projected positions occur for the pair configuration
and the 555-777 DV. In the first case, the two oxygen atoms do not form a bond and stick out
of the graphene plane in opposite directions. Their projected distance is larger than the inter-
atomic distance in graphene or the distance between two neighboring nitrogen substitutions.
Supplementary Figure 2a compares the experimental data with the projected positions of the
pair configuration with oxygen (red atoms) and nitrogen (blue atoms). As clearly visible from
the magnified overlay of the model and the STEM image, only the relaxed oxygen configuration
fits to the experiment. The same analysis can by applied to the 555-777 DV (Supplementary
Figure 2b), where the difference is even larger. Also here, the relaxed configuration with the
oxygen atom fits to the STEM image. The other configurations are very similar, except for small
variations in the out-of-plane direction, which cannot be distinguished in the projected STEM
images.
Supplementary Table 2 shows the energy of the relaxed configurations with the heteroatoms
incorporated in the lattice for both, nitrogen and oxygen (Ein), the sum of the energies (Eout +
Eisolated) when the heteroatoms are released from the lattice (after relaxation) and the isolated
1
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Configurations Oxygen Nitrogen
r1 [pm] r2 [pm] z [pm] r1 [pm] r2 [pm] z [pm]
Pair 123 186 65 141 145 0
Graphitic 149 - 20 141 - 0
5-9 MV 135 - 1 132 - 0
s-MV 136 264 13 135 266 0
5-8-5 DV 136 242 0 132 248 13
555-777 DV 138 206 22 145 145 0
TV 133 138 3 131 134 0
Supplementary Table 1: Projected interatomic distances and out-of-plane distances of different
configurations with oxygen and nitrogen as heteroatoms in graphene. Definitions of r1 and r2
are in SFig. 1.
atoms (the half of N2 or O2). The difference Ein − (Eout + Eisolated) is referred as binding
energy and the difference between the binding energies is shown in the last column of the table.
Configurations Oxygen Nitrogen
Ein Eout + Eiso Ebind Ein Eout + Eiso Ebind Ediff
Pair -1175.47 -1162.30 -13.17 -1179.37 -1163.50 -15.87 2.69
Graphitic -295.99 -280.66 -8.08 -294.20 -281.87 -12.33 4.25
5-9 MV -649.07 -642.43 -6.65 -650.48 -643.63 -6.85 0.20
s-MV -645.68 -631.19 -14.49 -650.015 -632.39 -17.62 3.13
5-8-5 DV -636.31 -622.88 -13.44 -639.87 -624.08 -15.79 2.35
555-777 DV -857.16 -853.34 -3.82 -862.22 -854.54 -7.68 3.86
TV -1144.03 -1137.76 -6.27 -1145.59 -1138.97 -6.62 0.35
Supplementary Table 2: Total energy of each configuration in eV when the heteroatom is in the
lattice (Ein), when the heteroatom is out of the lattice plus the isolated energy (Eout+Eiso ), its
difference (Ebind) and the difference between the binding energies Ediff = Ebind,O − Ebind,N
.
2
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STEM image sequences
Video1 is a sequence of STEM images that shows the reduction of the oxygen pair configuration
(cf. main text).
3
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N-pair 5-9 MV s-MV
5-8-5 DV 555-777 DV TV
r1
r2 r1
r1
r2
r1
r2
r1 r2
r1
r2
Supplementary Figure 1: Relaxed models for each impurity configuration with nitrogen instead
of oxygen.
4
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a b
Supplementary Figure 2: Filtered STEM images of (a) the 555-777 DV and (b) the pair config-
uration. The middle row shows the top view of the relaxed model using oxygen or nitrogen as
heteroatoms, respectively. The bottom row shows an overlay of the image from the oxygen sam-
ple and the model with oxygen or nitrogen. In both cases, the simulated oxygen configuration
matches the experimental image.
5
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4.4 Paper IV
4.4 Paper IV
Paper IV applies the reconstruction to a mixed-dimensional Van-der-Waals heterostructure. In this
case, carbon nanotubes on graphene are analysed by STEM. Applying the reconstruction method
to the underlying graphene (where every atom can be easily resolved) reveals deformations of the
graphene induced by the interaction of the two structures. The reconstructions excellently match
the computational relaxed heterostructures.
Author contributions
The author of this thesis participated in the STEM measurements and carried out the 3D recon-
struction. The other authors conducted the rest of the study.
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Atomic-Scale Deformations at the Interface of
a Mixed-Dimensional van der Waals
Heterostructure
Kimmo Mustonen,*,† Aqeel Hussain,‡ Christoph Hofer,† Mohammad R. A. Monazam,†
Rasim Mirzayev,† Kenan Elibol,† Patrik Laiho,‡ Clemens Mangler,† Hua Jiang,‡ Toma Susi,†
Esko I. Kauppinen,‡ Jani Kotakoski,† and Jannik C. Meyer*,†
†University of Vienna, Faculty of Physics, 1090 Vienna, Austria
‡Aalto University School of Science, Department of Applied Physics, P.O. Box 15100, FI-00076 Aalto, Finland
*S Supporting Information
ABSTRACT: Molecular self-assembly due to chemical
interactions is the basis of bottom-up nanofabrication,
whereas weaker intermolecular forces dominate on the
scale of macromolecules. Recent advances in synthesis and
characterization have brought increasing attention to two-
and mixed-dimensional heterostructures, and it has been
recognized that van der Waals (vdW) forces within the
structure may have a signiﬁcant impact on their
morphology. Here, we suspend single-walled carbon
nanotubes (SWCNTs) on graphene to create a model system for the study of a 1D−2D molecular interface through
atomic-resolution scanning transmission electron microscopy observations. When brought into contact, the radial
deformation of SWCNTs and the emergence of long-range linear grooves in graphene revealed by the three-dimensional
reconstruction of the heterostructure are observed. These topographic features are strain-correlated but show no
sensitivity to carbon nanotube helicity, electronic structure, or stacking order. Finally, despite the random deposition of
the nanotubes, we show that the competition between strain and vdW forces results in aligned carbon−carbon interfaces
spanning hundreds of nanometers.
KEYWORDS: carbon nanotube, graphene, scanning transmission electron microscopy, elasticity, interfacing
Building on enormous advances in graphene research,interest has recently shifted to the creation of so-calledvan der Waals heterostructures (vdWHs). These
typically combine graphene and other two-1 or lower-dimen-
sional2,3 molecules into vertical stacks. The principal idea of this
concept is to preserve the covalent bonding structure of the
molecules that interact with each other mainly through van der
Waals (vdW) forces while the electronic and plasmonic coupling
between the layers remains relatively strong and enables the
creation of functional (meta)materials.1,3−7 However, regardless
of the nominally weak vdW interaction, the lattice mismatches in
these structures can result in signiﬁcant morphological
changes.8,9
The creation of exclusively 2D heterostructures has proven
relatively straightforward, either by directly placing two sheets
into contact1 or via epitaxial growth.10−14 Furthermore, the
energetic tendency to maximize the contact area seems to drive
self-cleaning within the vdW gap,15 enabling atomically pure
interfaces. However, it is much more challenging to obtain
suﬃciently clean, ordered, and thin layers of lower-dimensional
structures owing to their higher chemical reactivity. This in turn
has hindered the eﬀorts to experimentally study fundamental
phenomena governing the interactions between the layers. We
recently studied monolayers of C60 molecules trapped in
between two graphene sheets16 in a higher-dimensional
analogue of carbon pea pods.17 In this mixed-dimensional
heterostructure, we observed the deformation of the graphene
sheets only at the edges of C60 molecular layers.
Here, to create a 1D−2D molecular interface, we have dry-
deposited single-walled carbon nanotubes (SWCNTs) on
suspended monolayer graphene. Using scanning transmission
electron microscopy (STEM), we study how they stack onto
graphene and how the adsorbtion changes the morphology of
both materials. Unlike most other molecules of this class,
SWCNTs are hollow tubes that may deform when interacting
with substrates,18−20 and although their covalent structure
remains intact, this is expected to aﬀect their transport
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properties.21 Likewise, the relative orientation strongly
inﬂuences their electronic coupling: in earlier experiments, the
contact barriers between graphite and carbon nanotubes were
modulated by an order of magnitude simply by changing the
orientation.22
Through three-dimensional reconstructions of the interfaces,
we ﬁnd that graphene partially folds around the suspended
molecules. The interplay between vdW and elastic energies
allows them to maximize the contact area and thus minimize the
total energy of the system. Much like a canvas strained by a mass
that it supports, the graphene membrane also becomes slightly
strained. This tension dampens the mechanical vibrations of
clean suspended areas, allowing the vdWHs to be imaged at
resolutions higher than separately possible for either material as
cleanly as here. Unlike their vacuum-suspended counterparts,
individual atoms of the tubes embedded in heterostructures can
be resolved not just near the suspension point23 but also over
their entire length. Complementary to scanning probe
techniques,24,25 this approach may prove useful for the direct
identiﬁcation of point defects at ambient temperature.
Finally, we ﬁnd that the carbon nanotubes align on the surface
according to the symmetry of graphene, presumably to optimize
the stacking of their lower wall with the underlying lattice.
Nanotubes have been previously observed to grow epitaxially on
graphite step edges,26 but here they self-order on ultraclean
graphene due to thermal excitation.
RESULTS AND DISCUSSION
The heterostructures were fabricated as in Figure 1a, starting
with the synthesis of carbon nanotubes by ﬂoating catalyst
chemical vapor deposition (CVD)27,28 followed by direct
deposition29 onto monolayer graphene and cleaning by laser
irradiation in vacuum.30 The cleaning procedure exposed large
atomically pure areas of up to 1 μm2 in size for atomic-resolution
scanning transmission electron microscopy (STEM) analysis, as
shown by the medium-angle annular dark ﬁeld (MAADF) image
Figure 1. SWCNT−graphene interface. (a) Heterostructure fabrication by the thermophoretic deposition29 of ﬂoating catalyst CVD
SWCNTs27,28 on graphene and laser cleaning in vacuum.30 (b) Bright-ﬁeld overview of a typical laser-cleaned sample (tubes on graphene
cannot be seen at this magniﬁcation) and (c) a STEMMAADF image from the regionmarked as [c]. (d, e) Atomic-resolution close-up of a tube
in region [d] in contact with graphene and (f) corresponding Fourier transform (FT). The chiral indices analyzed from the FT correspond to
(20, 2). (g) Close-up of region [g] showing a (19, 1) tube and (h, i) a (6, 6) armchair tube completely aligned by AB stacking with graphene, i.e.,
|θarmchair − θchiral| = 0°. (j) Histogram of observed stacking angles for 24 distinct interfaces, with 30° representing turbostratic and 0°
representing AB stacking.
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in Figure 1c magnifying a small part of what was imaged in
bright-ﬁeld mode in Figure 1b. Within the example ﬁeld of view,
we ﬁnd several SWCNTs in direct contact with graphene over
hundreds of nanometers, as evidenced by their common focus.
(To appear sharp, atoms need to lie within the depth of ﬁeld of
our STEM system, approximately 2−3 nm, and at these
distances, the molecules are brought together by vdW forces.)
Unlike noncleaned samples (Supporting Information Section
1), these structures are devoid of contamination, hindering the
view during STEM observations, and their atomic structure can
be directly determined. The interfaces assume either well-
aligned or meandering conﬁgurations, both visible in our
examples. In the following analysis, however, we restrict
ourselves to the aligned segments that exhibit the highest
possible periodicity and thus structural unambiguity.
The structure of a SWCNT is completely described by its
chiral indices (n, m). Together with the graphene basis vectors,
these span chiral vector Ch.
31 Any tube can thus be constructed
by wrapping a sheet of graphene around a cylinder at a chiral
angle θchiral and connecting the perimeters. The chiral indices of
a nanotube can be directly determined from its electron
diﬀraction pattern,32 an atomically resolved real-space image,33
or its Fourier transform (FT). Here we exclusively use the latter
approach, acquiring atomically resolved images such as those
shown in Figure 1d,e,g,i. When SWCNTs are deposited on
graphene, the contrast of the lattices is intermixed and structural
identiﬁcation requires working in Fourier space. For example,
the FT of the heterostructure of Figure 1d is presented in Figure
1f, showing distinct contributions from bothmaterials. The layer
lines L1···n and the equatorial line L0 arise from the lattice of the
nanotube, and the graphene reﬂections arise from the atoms in
the background. The intensity oscillations along L1···n and their
spacing d1···n are mathematically related to the structure of the
tube, with each line being described by a single Bessel function.34
Given that SWCNTs may compress radially on the surface and
thus have an ill-deﬁned diameter,18 the best structural
unambiguity is achieved by separately analyzing the layer line
spacing35 and the oscillations along the lines36 and comparing
the experiments to STEM simulations.37 For example, the best
structural match for the tube in Figure 1d,e is (20, 2) having a
chiral angle of 4.7° and nominal diameter DN of 16.51 Å. The
methods for structural determination are discussed in
Supporting Information Section 2.
Following this procedure, we can acquire the structure of any
suspended SWCNT imaged with a suﬃciently high signal-to-
noise ratio. For example, the tube in Figure 1g is (19, 1) and thus
has a slightly smaller diameter of 15.28 Å, as also readily visible
from the real-space image. A particularly interesting case of a (6,
6) armchair tube with an extremely small diameter of just 8.18 Å
appearing to be perfectly aligned with the supporting graphene
Figure 2. SWCNT deformation. (a) Large-diameter (30, 5) SWCNT on graphene, with a line proﬁle revealing its apparent diameter. (b)
Fourier-ﬁltered graphene lattice next to the (30, 5) tube with (c) the corresponding interatomic distances aj as a function of the distance from
the SWCNT wall. (d, e) Close-ups of (12, 12) and (13, 3) tubes with their line proﬁles. (f) Measured eccentricity (ϵ = DA/DN) of SWCNTs
suspended on graphene. The coloring of the tabulated (n, m) values encodes semiconducting (orange), metallic (black), and semimetallic
(blue) carbon nanotube species. Each image scale bar in (a) and (d−e) has a length of 0.4 nm. To enhance the image contrast in (a, b) and (d, e),
ImageJ lookup table “Fire” was applied.
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lattice is presented in Figure 1h,i. Since FT represents the
frequency components of a real-space image in all directions, it
also encodes the orientation of any periodic structure. Hence, we
can ﬁnd the relative orientation of graphene and SWCNT
hexagons (although we cannot know which frequency
components arise from the bottom and which arise from the
top layer) by determining angles θarmchair and θchiral in Fourier
space (Figure 1f). For example, the (20, 2) tube has a helicity of
4.7° (i.e., the armchair edge is rotated by this amount with
respect to the tube axis), and from the FT, we see that θarmchair
(angle between the tube axis and the nearest graphene armchair
edge) is exactly 30°. This gives us a misalignment angle of 25.3°
for the (20, 2) tube and 0° for the (6, 6) tube.
We systematically analyzed 24 heterostructures for which the
related angles could be reliably determined. The distribution of
these angles is shown in Figure 1j. Interestingly, we observe a
nonuniform distribution favoring the aligned conﬁguration,
implying that the SWCNTs are not randomly oriented despite
having landed on the substrate randomly.29
We suspect that this alignment is not spontaneous but is
enabled by the laser treatment, simultaneously providing the
required thermal energy while removing the contamination that
would hinder the movement. Approximately 55% of the
heterostructures remain disordered, which could result from
residual contamination stuck in the nanotube junctions, such as
those presented in Figure 1c. The nanotubes appear to reach a
(constrained) energy minimum within the potential landscape
of graphene and hence preserve their orientation over relatively
long distances. Interestingly, the aligned structures not only have
the highest possible symmetry but also allow the nanotube
handedness to be directly extracted based on the graphene
orientation.26
We now turn our attention to the detailed response of the
heterostructure to dispersion forces, ﬁrst concentrating on the
nanotubes. After seminal molecular mechanics predictions in
the early 1990s,20 the radial deformation of SWCNTs as
inﬂuenced by substrates has also been studied experimen-
tally.18,19 Most investigations, however, have been limited to
scanning probe methods,18,38,39 posing problems with tip
deconvolution, the vdW distance to the substrate, and surface
roughness.38 Moreover, a structural determination using these
techniques is extremely demanding.25 In contrast, our
heterostructures provide the ﬁrst clean view to measure such
eﬀects using an electron probe free of these confounding factors.
Furthermore, the image scale can be directly calibrated in
Fourier space by using the nearest-neighbor distance in
graphene and ﬁnally the apparent diameter (DA) measured at
sub-angstrom accuracy.
The eccentricity (ϵ) of a deformed tubular object can be
described as the ratio of the major andminor axes of the ellipse it
forms. Here we use a slightly diﬀerent deﬁnition, ϵ =DA/DN, i.e.,
comparing the apparent and nominal diameters directly. For this
comparison, we have chosen three tubes (13, 3), (12, 12), and
(30, 5) with nominal diameters of 10.79, 16.29, and 25.67 Å,
Figure 3. Graphene deformation. (a) Atomically resolved normal projection of the (13, 3) tube on graphene. Projections of the same site rotated
by 300 mrad around either the y (b) or x axis (c). (d) Reconstructed graphene lattice around the (13, 3) tube and the cross-section of the ﬁtted
atomistic simulations in (e). The simulated model is shown in the upper right corner as an inset. (f) Reconstruction of the graphene lattice
around the (30, 5) tube and (g) the ﬁtted simulation. The experimental points in (e) and (g) are average atom positions perpendicular to the
tube axis.
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respectively, as shown in Figure 2a,d,e. To determine their
eccentricity, we analyzed the wall separation by ﬁtting Gaussian
line shapes to the nanotube cross-sectional intensity proﬁles
shown below the real-space images. For example, the small-
diameter (13, 3) tube is quite rigid, undergoing only a small
deformation to ϵ = 1.022. The slightly larger (12, 12) tube
ﬂattens more to an eccentricity of 1.033, and the (30, 5) tube
ﬂattens to as high as 1.114. In total, we studied the deformation
of 10 structurally identiﬁed tubes, with the results gathered in
Figure 2f. Neither the chiral angle nor the electronic type
(semiconductor or metal) appear to be correlated with the
amount of deformation, which conﬁrms earlier theoretical
predictions.40 Generally speaking, however, and especially
considering the accuracy of our method, the data shows a
large variation in ϵ. Surprisingly, deformation on graphene
seems to be greater than what is separately reported for bundled
SWCNTs19 or on bulk substrates.18
To understand these discrepancies, we used atomistic
simulations (Methods) to study the adsorption of SWCNTs
on both graphene and graphite. Graphite was imitated by
completely ﬁxing a single layer of graphene, whereas to
reproduce the curvature of graphene found in experiments
(discussed next), the simulation cell perpendicular to tube axis
was initially compressed by 0.7−0.8%, leaving the graphene
under a negative strain and thus free to adapt to the adsorbed
tube. Simulations were performed on (i) (13, 3) and (30, 5)
tubes suspended on graphene and marked with star symbols in
Figure 2f and (ii) for a number of armchair tubes suspended on
graphite, as indicated by the dashed line.
Interestingly, tubes on graphene show larger deformations
than on graphite, ϵ = 1.038 vs 1.009 for (13, 3) and 1.110 vs
1.090 for (30, 5). This initially counterintuitive result is
explained by an increase in binding energy on graphene, in
respective order yielding 0.085 vs 0.176 eV/Å and 0.205 vs 0.411
eV/Å. This is a direct consequence of graphene minimizing the
surface energy by partially folding around the nanotube as in
Figure 3e−g and Supporting Information Figure S5. Thus, the
gain in surface energy is achieved by the greater structural
deformation of the tube.
The observed variation in ϵ can be similarly explained:
randomly oriented tubes on isotropically strained graphene
undergo minimum deformation, but a uniaxial strain allows
graphene to bend perpendicular to this axis, with some of the
tubes deviating from the curve.
Apparently, the real-world membrane behaves like this, with
the strain continuously varying in both direction and magnitude
at diﬀerent locations on the sample.
We turn our attention next to graphene, which ideally is a
perfectly two-dimensional crystal. We start by analyzing the
interatomic spacing of the graphene lattice around the carbon
nanotubes. In normal projection, a planar topology has isotropic
atomic separations quantized to 60° angles. This, however,
systematically changes on a curved surface, as schematically
depicted in the lower part of Figure 2c. Here, we chose the lattice
near the (30, 5) tube and used Fourier ﬁltering to produce a
clearer view of the atom positions, shown in Figure 2b. From the
ﬁltered image, we extracted the interatom separations by ﬁtting
Gaussian line shapes to the intensity proﬁles of each atom,
highlighted by the green circles, producing the data shown in
Figure 2c. If we schematically approach the interface from the
right-hand side, then we observe a decrease in the apparent atom
separation, extending ∼20 Å from the edge and thus implying
local out-of-plane curvature. By this method alone, however, the
vertical direction of the inclination is ambiguous.
This limitation can be overcome by analyzing atomic-
resolution images of the sample recorded from the same area
under diﬀerent tilt angles. We have recently developed an
algorithm that obtains the 3D structure of a 2D material
(graphene) from a minimum of two projections with a relative
sample tilt of about 15−20°.41 The algorithm identiﬁes the
position of each atom within the experimental projections and
then ﬁnds the best-matching 3D structure that minimizes the
diﬀerence between simulated images of the structure and the
available experimental ones. Figure 3b,c shows projections of the
(13, 3) tube on graphene acquired by rotating the sample
separately around the x and y axes by 300 mrad (17.2°) relative
to the normal incidence in Figure 3a. Since only the structure of
the single-layer graphene can be unambiguously reconstructed,
the atom positions between the red dashed lines were omitted
from the analysis, ﬁnally yielding the 3D atomic model shown in
Figure 3d. To recover the complete structure including the
nanotube, we performed several atomistic simulations with a
varying degree of strain in the graphene to simultaneously match
the result to experimental graphene curvature and SWCNT
eccentricity (Methods). As readily visible in Figure 3e, the
simulation reveals an ∼14-Å-deep 1D groove symmetrically
expanding on both sides of the tube. The experimental points
here represent the average vertical positions of atoms
perpendicular to the tube axis. Following the same procedure,
we also studied the graphene curvature around the (30, 5) tube,
for which the reconstructed lattice and simulation are shown in
Figure 3f,g, respectively.
Finally, given the high adsorption energies and the strain in
graphene, these hybrid structures are extremely stable in our
STEM experiments. Images can be acquired from arbitrary
positions at resolution exceptional for such large and atomically
clean systems. Furthermore, graphene can be eﬀectively
eliminated from the data by Fourier ﬁltering.16 This reveals a
beautiful view of the SWCNT lattice fromwhich the positions of
individual atoms can be resolved along the tube axis. Such an
Figure 4. Imaging stability. (a) A STEM MAADF image of a (24, 2) SWCNT supported on graphene and (b) the same image after Fourier
ﬁltering the graphene. (c) Image simulation of the same structure with graphene removed in (d). Note that the signal-to-noise ratio in (a, b) was
improved by double Gaussian ﬁltering.42
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example is shown in Figure 4a,b, displaying a (24, 2) tube with
and without the graphene background. These images are
extremely sharp, exhibiting a striking resemblance to the image
simulations in Figure 4c,d.
CONCLUSIONS
By using graphene and single-walled carbon nanotubes as a
model heterostructure, we have studied atomic-scale deforma-
tions in a 1D−2D molecular interface held together by van der
Waals forces. The interface shows topographically interesting
features, with nanotubes dipping into the supporting graphene
layer, creating ordered, long-range, one-dimensional grooves
that reduce the surface energy of the structure. With the help of
multiple projections, the three-dimensional structure of the
lattice can be reconstructed, and when correlated with atomistic
simulations, the morphology of the complete heterostructure is
recovered. The graphene support thus allows the nanotubes to
be observed along their entire length at room temperature with
accuracy previously possible only through scanning probe
techniques on rigid substrates.
METHODS
Sample Fabrication. Carbon nanotubes were synthesized using
ﬂoating catalyst chemical vapor deposition. For small-diameter tubes,
we used carbon monoxide as the carbon precursor, decomposing on ex-
situ-generated iron nanoparticles at 880 °C.27 The larger-diameter
tubes were synthesized at 1050 °C by ethylene precursor decomposing
on nanoparticles formed in situ from ferrocene vapor.28 The as-
synthesized tubes were dry-deposited29 on commercial CVD graphene
(Graphenea Inc.) suspended on perforated silicon nitride grids (Ted
Pella Inc.) The structures were cleaned by 20 s of laser irradiation at 3W
excitation power30 under 10−7 Pa pressure and transferred to the
microscope column within the same vacuum system.
Scanning Transmission Electron Microscopy. Atomic-resolu-
tion imaging used the aberration-corrected Nion UltraSTEM 100
operated with a 60 keV primary beam energy, with the sample in a near-
ultrahigh vacuum of 2 × 10−7 Pa. The angular range for the medium-
angle annular dark-ﬁeld (MAADF) detector was 60−200 mrad. Sample
tilt was eliminated by bringing a 64 × 64 nm ﬁeld of view completely
into focus by rotating the sample in a standard Nion double-tilt holder.
With our 2 to 3 nm depth of ﬁeld, this corresponds to a maximum tilt of
less than 5°, providing good unambiguity in the (n ,m) assignment.37
To minimize spatial inaccuracies caused by scan distortions (i.e.,
variations in the vertical scan speed) or drift, the nanotube diameters
were measured from images acquired by setting the scan direction
perpendicular to the carbon nanotube axis. For reliable (n, m)
assignment, both parallel and perpendicular scans were used and
compared.
Scanning Transmission Electron Microscopy Simulations.
STEM simulations were performed using QSTEM 2.31 with a
chromatic aberration coeﬃcient of 1 mm, a spherical aberration
coeﬃcient of 1 μm, an energy spread of 0.48 eV, and MAADF detector
angles set to the experimental range of 60−200 mrad. The illumination
semiangle was 35 mrad. In Figure 4c,d, the best match with the
experiment was achieved by placing the carbon nanotube at a van der
Waals distance (0.34 nm) from the graphene membrane (without
energy optimization) and rotating the whole system by 5° around the
principal axis perpendicular to the tube, with the electron beam then
encountering the sample plane at this angle. The chiral index, (24, 2),
and the relative graphene orientation in the simulation were identiﬁed
from the experimental image as described in the text and in Supporting
Information Section 2. To mimic the experimental contrast in Figure
4d, graphene was ﬁrst included in the simulations and manually
removed by Fourier ﬁltering.
Three-Dimensional Reconstruction. The three-dimensional
reconstruction was done by matching a simulated model to a series
of experimental images acquired from diﬀerent tilt angles by rotating
the sample to ±300 mrad inclination during imaging. Finally, the
structure was obtained through an optimization process where both the
atomic positions and the simulated imaging parameters were iteratively
changed until the best possible match to the experiment was found.41
This was possible since the location of each graphene lattice atom and
their connections to nearest neighbors could be discerned from each
projection.
Atomistic Simulations. The adaptive intermolecular reactive
empirical bond order (AIREBO)43 potential was used to describe the
covalent bonding in graphene and nanotubes, whereas vdW
interactions were included by augmenting the model with a Morse
potential.44 The torsion component of the AIREBO potential for the
nanotube was turned oﬀ since this gave a better match with the
experimental results, and theMorse potential parameters were identical
to the AIREBO Morse potential.44 All structural minimization
processes were performed using the large-scale atomic/molecular
massively parallel simulator (LAMMPS) code.45,46
For each carbon nanotube, the graphene structure was oriented so
that it is commensurate with a single unit cell of the chiral nanotubes,
which is necessary to enforce the periodic boundary conditions along
the axis. For the (13, 3) and (30, 5) tubes, the rotated graphene unit cell
was multiplied perpendicular to the axis by 12- and 28-fold,
respectively. Hence, the total width of graphene for the (13, 3) tube
was ∼64 nm, and that for the (30, 5) tube was ∼66 nm. To match the
graphene curvature with the reconstructed results, the bounding box of
the cell was shrunk by 0.7 and 0.8% for the (13, 3) and (30, 5) tubes,
respectively. The nanotube eccentricity was determined by comparing
the diameters of a relaxed nanotube in vacuum and on the surface.
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1. Non-cleaned heterostructures
Surface contamination originating from the CVD process, transfer and environment are a
major concern for two-dimensional materials.1,2 Despite our intrinsically clean synthesis pro-
cess3,4 and deposition5 of single-walled carbon nanotubes (SWCNTs), the heterostructures
fabricated on commercial CVD graphene were covered by contaminating material. Figure
S1 shows how the samples typically appear prior to the high-power laser annealing.6 In this
particular case, the clean graphene spots, visible as dark contrast, are roughly 5–20 nm in
size. While this is often enough for observation of 2D materials in their pristine state, it hin-
ders the structural determination of SWCNTs and conceals the topographic features around
them.
16 nm64 nm
Figure 1: As-fabricated example of dry-deposited5 single-walled carbon nanotubes3,4 on
commercial monolayer graphene from Graphenea Inc. The dark contrast in these images is
clean graphene. To guide the readers’ eye, the positions of carbon nanotubes are highlighted
with red dashed lines.
99
2. Chiral index assignment for graphene-suspended car-
bon nanotubes
The assignment of chiral indices, (n,m), of a SWCNT by using e.g. transmission electron
microscopy (TEM) in diffraction mode has many implementations.7–13 A crude approxi-
mation is given by measurement of the diameter in real-space, and the chiral angle θchiral
in reciprocal space through the use of electron diffraction.13 All modern implementations,
however, rely completely on the structural representation of a SWCNT in the reciprocal
space, retrieving the structure based on the relative positions of the characteristic diffraction
peaks.10,12,14
Here, instead of using electron diffraction, we calculate Fourier transforms (FTs) of real-
space images thus converting them into reciprocal space. We first analyze the (n,m) of
the SWCNT in manuscript Figure 1d and then test the robustness of our method to radial
deformations. A real-space image of the tube is reproduced in Figure S2a and its FT in
Figure S2b. The chiral indices are related to the structure of a tube in 3D reciprocal space,
described by a set of Bessel functions.9 These functions, when intersected by the Ewald’s
sphere, are represented by a number of layer lines that encode the structure of the tube. It
has been independently shown that the layer line spacings are directly related to the chiral
indices (n,m),10 and so are the (squared) Bessel functions dominating the intensities along
each layer line.11,12 Figures S2c and S2d plot the intensity profiles along the layer lines L1
and L2. By measuring the relative distance of the first and second maxima we can determine
the order of the Bessel function along the line by calculating Jn(x) = X2 / X1, yielding the
chiral indices as tabulated in the original publication by Liu et al.11 We can similarly use the
layer line spacing, di, to calculate (n,m), for which the related intensity profiles are plotted
in Figures S2e and S2f. The di is defined as a distance of each layer line from the equatorial
line L0, related to n and m through a set of geometric equations.
10 This method, however,
is calibrated by the period of oscillation along the equatorial line, δ, proportional to the wall
3
100
separation of the tube only, rendering it susceptible to radial aberrations.
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Figure 2: (a) Real-space image of the tube shown in manuscript Figure 1d and its Fourier
transform in (b). The Li and di mark the positions of layer lines and their distance from L0.
The intensity profiles along the layer lines L1 and L2 are shown in (c-d) and along the the
equatorial line L0 in (e). The intensity profile perpendicular to equatorial line is plotted in
(f).
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A calculation of X2 / X1 along L2 yields 1.244 ± 0.005 and along L1 2.202 ± 0.005
(uncertainties from peak positions). These values match best to n = 20 and m = 2, with a
second best match of n = 21 and m = 2. Similarly, if we determine the structure using the
di, we get n = 20.39 ± 0.1 and m = 1.95 ± 0.1.
To evaluate the robustness of the methods against radial deformations,14 we determined
the (n,m) for tubes simulated with an elliptical shape. Figures S3a-c show FTs of simulated
(20, 2) tubes radially compressed respectively by 0%, 3% and 6%. Starting with the circular
case, we get X2 / X1 = 1.246 ± 0.001 along L2 and 2.177 ± 0.001 along L1, matching almost
perfectly to n = 20 and m = 2. Similarly, the layer line spacing yields n = 20.00 ± 0.01 and
m = 2.01 ± 0.01.
For 3% and 6% compressed tubes we likewise acquire X2 / X1 = 1.243 ± 0.001 and 1.243
± 0.001 along L2, and X2 / X1 = 2.209 ± 0.001 and 2.182 ± 0.001 along L1, respectively.
The best structural match in both cases is (20, 2) and the second best (21, 2). From layer
line spacing we get n = 20.32 ± 0.01 and m = 1.97 ± 0.01 for 3% compressed and n = 20.52
± 0.01 and m = 1.94 ± 0.01 for 6% compressed tube. It thus appears the layer line spacing
is, as expected, somewhat sensitive to radial deformations. Nonetheless, at high confidence
our example tube is indeed a (20, 2) with only a small amount of eccentricity. For unclear
cases of (n,m), however, it may become necessary to run extensive simulations to assign the
correct structure. As an example of that, Figure S4 compares the experimental FT to the
nearest matching indices showing that (20, 2) is closer than (21, 2). For comparison, we also
show a FT of (20, 3), having a similar diameter but distinct structure in the reciprocal space.
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Figure 3: (a) A real-space image of a circular (20, 2) tube and its Fourier transform. (b-c)
3% and 6% radially compressed (20, 2) tubes with their corresponding Fourier transforms.
Experiment
(19,2)
(20,1)
(20,3)(21,2)Experiment (20,2)
9.4° 9.4° 9.0° 13.8° 
Figure 4: Comparison of the FT acquired from experiment to the closest matching chiral
indices of (20, 2) and (21, 2). (20, 3) is shown for comparison.
3. Adsorption energy and carbon nanotube eccentricity
The adsorption energy of a (13, 3) SWCNT on graphene was calculated by compressing
a pristine graphene supercell by 0.0-0.8% to introduce negative strain. The width of the
graphene area in the cell was the same as in the main manuscript, ∼64 nm.
Here, we have normalized the adsorption energy and cell size by those of the non-
compressed simulation cell. These normalized values are plotted in Figure S5, showing
that when graphene is able to fold around the tube due to the negative strain, the nanotube
shows larger deformation as measured by its eccentricity.
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Figure 5: Normalized adsorption energy and eccentricity of a (13, 3) SWCNT on graphene
as a function of normalized simulation cell size. Atomistic models of the extremes are shown
as insets.
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5
Summary
This cumulative thesis demonstrates 3D analysis using a tilted specimen when investigating
2D materials by STEM. Most importantly, the 3D structure can be extracted using only two
images from different tilt angles of the atomically resolved object-of-interest. Paper 1 and chapter
3 discuss the novel method in detail and use this approach to reveal interesting out-of-plane
deformations in graphene grain boundaries. Characteristics of the grain boundaries are shown to
clearly depend on the misorientation angle of the two grains. The second paper uses the method
to directly visualize the out-of-plane buckling of Si substitutions in graphene. Also investigated
were more complex but still stable configurations like the silicon trimer (three silicon atoms
incorporated in a defect in graphene) and the silicon tetramer (four silicon atoms incorporated
in a defect in graphene) which builds a pyramid-like structure. The resulting structures agree
excellently with the calculated relaxed models. In addition, in-situ dynamics have been observed
that were only possible to measure when the sample is tilted. This is because a Si atom sticking
out of the graphene plane results in a visible broken symmetry of the configuration when the
sample is tilted. In particular, reversible flips of the Si substitution to the opposite side of the
graphene plane have been observed. In contrast, only a single irreversible flip has been observed
for the Si tetramer due to the impact of the electron beam. In a subsequent wrote by C. Su et al.
(5th paper in the publication list), it is demonstrated that some events – in particular a Stone-Wales
Transfer – can be only triggered from an electron hitting the neighboring carbon atom at a certain
angle.
Paper 4 shows also deformations of graphene induced by Van-der-Waals forces of other
structures, in this case of a carbon nanotube.
Paper 3 presented in this thesis shows an example for using the Z-contrast based medium-
angle annular dark field STEM technique for characterizing atomic configurations. Here, we
showed for the first time different configurations of oxygen in defect-rich graphene (graphene
oxide) and compared their bonding preferences with the configuration of nitrogen dopants. This
work is motivated by the relatively unknown structure characteristics of oxygen configurations
in graphene oxide. Most of the data confirms the textbook concept of these elements: While
nitrogen binds to carbon via two or three bonds, oxygen mostly binds to two carbon atoms. As an
exception, graphitic oxygen binding to three carbon neighbors has also been observed, which is a
configuration that is usually difficult to stabilize in extended compounds.
This work opens a new way towards a detailed study of the complete morphology of atomically-
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Chapter 5 Summary
thin materials, as demonstrated for graphene-based structures. As an outlook, this method should
be capable of reconstructing other 2D materials such as hBN or any heteroatom impurity in these
materials. In the case of transition metal dichalcogenides, where the unit cell is usually three
atomic layer thick, the method should be directly applicable to reconstruct the isolated metal
atom which is visible on one of the sublattices. In addition, the method could be generalized to
use more than two projections for the complete reconstruction of few-layer materials. Also in this
case, much fewer projections than what is required for a full tomographic series would be needed
to elucidate the 3D structure. Here, a suited balance of assumptions to be put into the model (e.g.
presence of certain elements) and the number of projections would have to be developed.
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Contributions to scientific events
Participation in international conferences:
Date & Venue Conference Type Title of contribution
02-06 May 2016
Lille (France)
Spring Meeting of
the European Materials
Research Society
Poster
Correlation between
Raman Spectroscopy and
Transmission Electron Microscopy
13.-16. February 2017
Levi (Finland)
Towards Reality in
Nanoscale Materials IX
Oral
Isotope analysis in the
Transmission Electron Microscope
7.-11. March 2017
Bad Mitterndorf (Austria)
Nion Swift Workshop III - -
12.-14. December 2017
Ulm (Germany)
3rd SALVE Symposium - -
5.-10. February 2018
Obergurgl (Austria)
Graphene Winter School Poster
Revealing the 3D structure
of graphene defects
17.-24. March 2018
Kirchberg (Austria)
International Winterschool on
Electronic Properties
of Novel Materials
Poster
Revealing the 3D structure
of graphene defects
9.-13. July 2018
Trieste (Italy)
Conference on Physics of
Defects in Solids:
Quantum Mechanics
Meets Topology
Oral
Revealing the 3D structure
of graphene defects
14.-17. October 2018
Hamburg (Germany)
International Workshop on
Advanced and In-situ Microscopies
of Functional Nanomaterials
and Devices
Poster
Revealing the 3D structure
of graphene defects
27.-31. May 2019
Nice (France)
Spring Meeting of
the European Materials
Research Society
Oral
Revealing the 3D structure
of graphene defects and
electron-beam induced
out-of plane dynamics
26. June 2019
Tu¨bingen (Germany)
Netzwerk fu¨r Elektronenmikroskopie
Tu¨bingen – Symposium
Oral
Revealing the 3D structure of
defects in 2D materials
1.-5. September 2019
Berlin (Germany)
Microscopy Conference Oral
Revealing the 3D structure
of graphene defects and
electron-beam induced
out-of plane dynamics
Table .1: List of participated scientific conferences and workshops during the PhD project.
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Appendix
A Complete workflow for the 3D reconstruction from multiple
atomically resolved STEM images
The algorithm presented in chapter 3 has been developed over the last years. There are obviously
several parameters which have to be fine tuned in order to obtain reliable results. This appendix
chapter is dedicated to a rather technical description of all data processing steps needed for the
successful reconstruction. It is intended to be detailed enough so that the reader (assuming he/she
has all the necessary software correctly installed) can reproduce the results. The software is a set
of ImageJ [73] plugins which can be downloaded from github [74]. It also includes a data set
which is used in chapter 3. The computation can be performed by any standard computer.The
reconstruction involves the following steps:
1. Data preprocessing
2. Extraction of the 2D models
3. Assignment of the same atoms
4. Fine tuning of the 2D models
5. 3D reconstruction
A.1 Data preprocessing
Before starting the task of reconstruction, the data has to be preprocessed in order to not confuse
the algorithm. First, the images have to be high-pass filtered in order to reduce low-frequency
variations arising from the electron beam tail. This can be done with the existing ImageJ functions.
First, the image stack has to be opened (assuming all images have the same field of view) by
ImageJ. A duplicate of the image stack has then to be processed by a Gaussian filter with a
relatively high Gaussian radius (ca. 1 nm so that only the low frequency modulations are present;
the lattice should disappear). The raw image stack is then mathematically divided by the filtered
images (Process > Image Calculator ...). Optionally, the resulting image can then be further
processed by Gaussian smoothing to reduce pixel-to-pixel variations. In order to reduce the
computational time, the pixel size of the image can be reduced. The test images, for example,
are down-sampled to 6.4 pixel/A˚ (Image > Adjust > Size ...). This results in an image size of
512×512 pixels (using a power of 2 for faster computation times is recommended). Then, the
contamination has to be masked out by creating a selection of the ”undesired” region manually
and setting the pixel values to ”NaN” (Process > Math > Set ...). Finally, the processed image
should be saved in TIFF-format to an arbitrary working directory and is ready for the algorithm.
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A.2 Extraction of the 2D models
With the processed images open, the plugin ”Smart Atomizer.java” can be started which opens a
Graphical User Interface (GUI). Fig. 1 shows the GUI with the default settings. The panel raw
image (GRAY32) should highlight the name of the experimental image stack. The first step is to
set up appropriate atom parameters by checking interactive atom, where another GUI opens after
clicking OK. The new GUI shows several parameters: radius is the size of the window which is
used for convolution in real space, FWHM is the width of the atom and solid diameter defines
the minimum allowed distance between atoms. All units here are in pixels. After confirming
these parameters, several windows are popping up: ”atom.tif ”, ”model.tif ” (zero image with
non-zero pixel values which correspond to atomic positions), ”sim.tif ” (simulation obtained by a
convolution of the model with ”atom.tif ”) and ”diff.tif” (”sim.tif” minus input image). ”model.tif”
is the image stack which carries the information about the 2D models and is taken as input for
the further processes. The default values in the GUI are adjusted for the test data, meaning that
the correct extraction of the 2D models can be generated using these values. It takes approx.
5 iterations of generating and fine tuning atoms (ca. 5 min). This task has to be done for both
views (the algorithm only processes the view corresponding to the front slice of the experimental
image). The success of the algorithm is easily confirmed visually by comparing the experimental
image to the established network using ”show topology overlay”. However, if there are clearly
visible model errors after convergence, several parameters can be adjusted depending on the
problem: If there are clearly too few atoms, reduce the solid diameter and/or decrease the relative
peak weight threshold and vice-versa. If the signal-to-noise ratio is too poor for the correct
assignment, there are two tricks in order to fulfill the task. Firstly, one can set or delete atoms
manually by modifying the image stack ”model.tif”, where the algorithm reads the atomic model
from. It can help to set up the correct number of atoms to their approximate positions and then
use a small value of solid diameter and a few iterations of fine tune atoms. Secondly, there is
the option ”analyze & fix topology”, which corrects the topology using assumptions about the
sp2-configuration of the underlying data. For example, it deletes atoms in the model which have
only two neighbors or corrects the presence of two neighboring pentagons. For the completion,
all the parameters are explained in listing 1.
118
raw image (GRAY32) name of image stack used as input
full stack proccesses full stack
cycles number of iterations
max threads maximum number of threads
atom name of image used for convolution
solid diameter minimum distance between two atoms
guessed atom FWHM FWHM of point spread function
interactive atom changes atom parameters
enforce solid diameter deletes all atoms within the solid diameter
model name of image stack of the delta lattice
reset model sets model to zero
homogenize intensities sets all delta values in model to average value ,
weighted by the intensity mixing factor
intensity mixing
factor weight for equalizing the intensities
fixed intensities uses only average intensity for the
delta intensity
generate atoms places atoms quasi -randomly
and keep all atoms forces to keep all atoms
relative peak
weight threshold uses only intensities in certain region
grand trials number of iterations of genearating atoms
analyze and
fix topology corrects suspisious configurations
in the topology
show topology overlay shows overlay of bonds , rings and their
connections
fine tune atoms shifts atoms by the amount
given by the wobble radius
wobble radius wobbles atoms within this radius
cycles per atom iterations per atom during fine tuning
optimize FWHM matched width of atoms based on the error
function
auto scale intensities adjusts atomic intensity
based on the error function
simulated name of image stack of the simulation
deviations name of image stack of the difference image
init mesh from xyz initialize the atomic network from a .xyz file
read signature
from disk reads the identical atoms from a .sig file
join meshes correlates the topologies
write signature
to disk saves the signature of the topology in
a .sig file
write topology to disk saves the topology (atoms , bonds , rings)
in a .top file
Listing 1: Parameters of GUI in Fig. 1.
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Figure 1: GUI when loading Smart Atomizer.java (left) and recommended order of tasks (right).
120
A.3 Assignment of the same atom
When the 2D models of each view are identified correctly, the correct correlation of the models
includes three check boxes in the GUI which have to be checked: ”join meshes”, ”write signature
to disk” and ”write topology to disk”. The algorithm assumes the presence of non-hexagonal rings.
After clicking OK, it asks for confirmation if the chosen starting atoms are identical, which should
be the case if the sequence of defects is irregular. For a circular closed GB, for example, the
user has to confirm when the algorithm asks if the suggested atoms are identical. The algorithm
creates two files in the working directory, having the same name as the initial image but endings
with ”.sig” and ”.top”, respectively. The latter contains the information about the topology, e.g.
atoms, bonds and rings. It also initializes the 3D model based on all of the 2D models. Listing 2
shows a small part of the file.
MASTER 1237 # shows how many atoms are in the initialized 3D
model
ATOM 0 2 246.0 260.0 0.0 6 # keyword id viewcounts
x y z element
ATOM 1 2 254.0 266.0 0.0 6
.
.
.
VIEW 0 # keyword viewnumber
#view of slice:1 in NAME.tif
TRANSLATION 0.0 0.0 0.0
# keyword x-translation y-translation z-translation (will be
calculated)
SKEWMATRIX 1.0 0.0 0.0 1.0
# keyword matrix elements for distortion (can be matched)
QUATERNION 0.0 0.0
# keyword inclination angle (use microscopy metadata !) azimuthal
angle (can be matched)
ATOM 935 145.0 35.0 # keyword id x y
ATOM 858 201.0 35.0
.
.
.
Listing 2: Example for the text in NAME.top
A.4 Fine tuning of the 2D models
Section A.2 was primarily written to extract the 2D models without the focus on high precision.
The next piece of software fine tunes the atomic model based on a more quantitative approach:
Here, the ”atom” also takes aberrations into account and therefore it is from now on referred to as
electron probe. It also allows sub-pixel accuracy for the atomic positions. For this task, the plugin
”TwoDReconstruction.java” has to be executed, which opens another GUI (Fig. 2). ”Reset model”
has to be used first to initialize the corresponding images. It also initializes the beam using the
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parameters (e.g. aberrations, FOV, Gaussian blur) from a file called ”beamparameters.txt”. It takes
default parameters if there is no file. The file contains several keywords and the corresponding
values separated by tabs. An example for the file is given in the listing 3.
VIEW: 0 # number of view
Aberrations: -0.3998013 -0.01281184 0.16177532 12.400177
-13.0498085 24.028996 -31.067255
# Aberrations: C10 C12a C12b C21a C21b C23a C23b
Sigma: 1.5427575
# Sigma: Gaussian radius in pixels
FieldOfView: 8.0
# FieldOfView: FOV in nm
VIEW: 1
Aberrations: -1.25065 0.46148407 -0.2955373 21.837414
-1.5990982 10.735797 1.975914
Sigma: 1.4375322
FieldOfView: 8.0
Listing 3: Example for the code in beamparameters.txt
It has to be mentioned that this program homogenizes the atomic intensities of the same
elements (default value is 6 for carbon). If there are other elements than carbon, the corresponding
element number can be set in the top file (using tab as delimiter). The program allows to fine
tune the atomic positions (fine tune) and adjust the parameters of the electron probe (match
aberrations, match Gaussian blur, match FOV). It creates an adjusted duplicate of the topology
file, but the original file can be overwritten by using the checkbox ”save topology file”. All the
parameters are listed in listing 4.
raw image (GRAY32) name of image stack used as input
reset model reads the .top file and beamparameters.txt
and resets the initialization
init from imagetitle
"model.tif" initializes from "model.tif"
fine tune atoms optimizes atomic positions
number of iterations number of iterations of fine tuning
match Gaussian blur matches the radius of the Gaussian blur
match aberrations matches the aberration coefficients
match fov matches the field of view
adjust atomic
intensities matches the atomic intensities
mean stepsize mean of normal -distributed step size
total rounds number of iterations
slice to optimize slice which is processed
Listing 4: Parameters of GUI in Fig. 2 (left).
A.5 3D reconstruction
The final task is the actual reconstruction. Before starting the program, one has to ensure that the
tilt angles are correctly set in the topology file (cf. listing 2). For this task, open the topology file
and search for the word ”VIEW”, and adjust the values right of the keyword ”QUATERNION”.
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Figure 2: GUI when loading TwoD-finetune.java (left) and Reconstructor.java (right).
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The first value corresponds to the inclination angle and the second value corresponds to the
azimuth angle, which can be adjusted as part of the optimization process. Then the plugin
”Reconstructor.java” can be loaded, which opens a similar GUI as in the previous section. All the
parameters are listed in listing 5. ”Reset model” is again obligatory to initialize the images using
the information from the topology file (which has to be again the same name as the image stack).
The initialization of the electron probe is again based on the file ”beamparameters.txt”, which
basically takes the optimized parameters of the previous step. Therefore, it is usually not necessary
to change these parameters in the course of the 3D optimization. Before moving the atoms (in
z-direction or in random directions), it is recommended to adjust the view parameters like azimuth
angle (”adjust azimuth angle”), the scaling (”adjust scale”) and eventually adjust distortions
”adjust distortions”). When moving the atoms (in the beginning z-direction is recommended),
”z-smoothing” and ”ring-smoothing” before adjusting the view parameters again turns out to
provide a reliable reconstruction. The checkbox ”use correlation as merit” uses the image
deviation instead of the projected positions as merit (cf. eq. 3.2) instead of the observed positions
in the 2D models (cf. eq. 3.1). The program saves the new model in a duplicated .top file and in
.xyz format.
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raw image (GRAY32) name of image stack used as input
reset model reads the .top file and beamparameters.txt
and resets the initialization
reset z sets z to zero for all atoms in the 3D model
z-direction optimizes atomic positions shifting the atoms
parallel to the viewing direction
random directions optimizes atomic positions using
random directions
orthogonal movement optimizes atomic positions shifting the atoms
orthoogonal to the viewing direction
smooth z-coordinates smoothes the z-coordinates of each atom
based on the neighbors
smooth rings smoothes the structure based on the rings
match fov matches the field of view based on
the energy of the model or the image
correlation
tune azimuthal angle matches the azimuthal angle
tune inclination angle matches the inclination angle
compensate distortions matches the skewmatrix
match Gaussian blur matches the radius of the Gaussian blur
match aberrations matches the aberration coefficients
scale model matches the scale of the models in each view
optimize translation optimizes translation coefficients
switch to correlation
as merit uses image correlation for optimization
mean stepsize mean of normal -distributed step size
total rounds number of iterations
increase energy
contribution aut. increases the energy contribution
after a certain amount of iterations
analyze energy and
image contribution shifts a certain atom and tracks
the change in energy and image error
Listing 5: Parameters of GUI in Fig. 2 (right).
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