This paper introduces a novel method, called Reference-Based String Alignment (RBSA), that speeds up retrieval of optimal subsequence matches in large databases of sequences under the edit distance and the Smith-Waterman similarity measure. RBSA operates using the assumption that the optimal match deviates by a relatively small amount from the query, an amount that does not exceed a prespecified fraction of the query length. RBSA has an exact version that guarantees no false dismissals and can handle large queries efficiently. An approximate version of RBSA is also described, that achieves significant additional improvements over the exact version, with negligible losses in retrieval accuracy. RBSA performs filtering of candidate matches using precomputed alignment scores between the database sequence and a set of fixed-length reference sequences. At query time, the query sequence is partitioned into segments of length equal to that of the reference sequences. For each of those segments, the alignment scores between the segment and the reference sequences are used to efficiently identify a relatively small number of candidate subsequence matches. An alphabet collapsing technique is employed to improve the pruning power of the filter step. In our experimental evaluation, RBSA significantly outperforms state-of-the-art biological sequence alignment methods, such as q-grams, BLAST, and BWT.
INTRODUCTION
There are many applications that require fast searching in sequence databases that consist of collections of strings. Given a query string, the goal is to find the most similar substrings in the database using a distance/similarity measure such as the edit distance (ED) or Smith-Waterman (SW). Applications in this area include 1) spell-checking: given some input text the spell-checker consults its dictionary to find words of high similarity to the text, so as to identify potential typos, 2) data cleaning: data obtained from different sources might contain inconsistencies which can be eliminated by looking for similar entities (strings) in the data, 3) near homology search in biological sequences: given different genomes we want to find regions of high similarity that were the result of a mutation, etc. Being able to efficiently answer such queries is Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the VLDB copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Very Large Data Base Endowment. To copy otherwise, or to republish, to post on servers or to redistribute to lists, requires a fee and/or special permission from the publisher, ACM. VLDB '09, August 24-28, 2009 , Lyon, France Copyright 2009 VLDB Endowment, ACM 000-0-00000-000-0/00/00. crucial, especially for online string search applications.
In order to generate and interpret complete genomes of different organisms, various searches need to be performed that 1) involve queries of large length, and 2) only target near exact matches [11, 14] . We focus on these two major requirements: we want to be able to retrieve near-exact matches of long query sequences efficiently. As a motivating example for large query lengths, consider large EST (Expressed Sequence Tag) databases, that contain portions of genes expressed as mature mRNA. In such databases, large scale searches need to be performed against other genomic databases to determine locations of genes [14] . In practice, genes can vary in size from hundreds to millions of nucleotides. Searches can also target whole chromosomes, where the goal is to find chromosome similarities across different organisms. Since chromosomes can be relatively large (e.g. Human Chromosome 1 is approximately 272 million bases), such searches require algorithms that can handle large queries efficiently.
In many applications, database matches are of interest only if their deviation from the query does not exceed a certain, relatively small, fraction of the query length [5, 11, 17] . We denote that fraction as δ and focus on values of δ up to 15%, which is typical in applications, such as shotgun sequencing [30] and mutation analysis [38] . Notice that our focus is on DNA sequences, where the alphabet size is small (4) and the query size can be large (up to 10, 000 bases). In this setting, only near homology search is biologically significant, whereas remote homology search is more meaningful and mostly used not for DNA, but for protein sequences.
In this paper, we propose a novel method, called reference-based string alignment (RBSA), for efficient subsequence matching in large databases of strings under the edit distance or the SmithWaterman similarity measure. RBSA decomposes the subsequence matching problem into two distinct problems:
• The fixed query length problem: achieve efficient retrieval assuming that all queries have the same length.
• The variable query length problem: using a solution to the fixed query length problem, achieve efficient retrieval for queries of arbitrary length.
To solve the fixed query length problem, RBSA precomputes, for each position of every database string, alignment scores corresponding to different reference sequences. These alignment scores are based on the edit distance. Given a query, alignment scores between the query and all reference sequences are computed online and are used to prune away large portions of the database, so as to leave a relatively small number of candidate matches. We can guarantee that the optimal subsequence match will be included among the candidates. Exact alignment scores are then computed to identify the optimal match among the remaining candidates. Notice that the term optimal subsequence match, refers to the database position that gives the best alignment score for an input query using the exact and full dynamic programming algorithm. In the case of edit distance, this refers to the database position with the lowest score and for the case of Smith-Waterman this is the position with the highest similarity score.
To solve the variable query length problem, RBSA first breaks up that problem into multiple fixed query length problems, by partitioning the query sequence into segments of fixed length. In the exact version of RBSA, all query segments are considered, and subsequence matches found for those segments are used to identify candidate subsequence matches for the entire query. In the approximate version of RBSA, only a subset of query segments is considered. Another contribution in our paper consists in showing that the probability of failing to find the optimal match drops very fast (exponentially) as we increase the number of query segments that we consider, and thus we can achieve both significantly improved efficiency and very high accuracy rates by considering only a relatively small number of segments.
The main contributions of this paper are summarized below:
1. We present RSBA, the first reference-based method for subsequent matching in string databases that both guarantees correct results and performs well for large queries. RBSA produces lower bounds of the edit distance and upper bounds of the Smith-Waterman similarity between the query and database subsequences using precomputed alignment scores with reference sequences. In prior work, such bounds have only been derived for full sequence matching [42] .
2. We present an exact method for decomposing the variablelength query problem into multiple fixed-length queries, so that we can achieve state-of-the-art retrieval runtimes for long queries, while still guaranteeing correct results.
3. We present an approximate method for decomposing the variable-length query problem into multiple fixed-length queries. The approximate variant achieves speedups of over an order of magnitude, compared to exact RBSA and other competitors, in experiments with queries of length 10,000. At the same time, the probability of missing the correct result in approximate RBSA drops exponentially with the number of query segments that we consider, and thus can easily be reduced to a negligible quantity.
4. The experimental evaluation shows that, for query lengths ≥ 200, RBSM outperforms current state-of-the-art sequence alignment methods: BLAST2 [2] , BWT-SW [22] and q-grams. Speedups of one to two orders of magnitude over the current state of the art are demonstrated for query sizes ≥ 2, 000.
RELATED WORK
A preeminent group of methods for string subsequence matching are based on dynamic programming [23] . In [33] , a global alignment method is described, where both query and database sequences are aligned along their entire lengths, using match, mismatch and gap scores. A similar, but generalized algorithm [13] for global alignment, handles sequences of intermittent similarities. Smith and Waterman [39] developed a dynamic programming approach for local alignment, where a subsequence of the query is matched to a subsequence of the database. [40] exploits the fact that in approximate string searching we are looking for patterns that match with substrings of the text with at most k errors. Thus, it speeds up the dynamic programming (DP) computation by pruning cells in the DP matrix with values larger than k.
Several q-gram-based methods [5, 6, 7, 18, 24, 25, 27, 31, 43] have been developed to solve the problem of exact and approximate string matching in large sequence databases. Their main characteristic is that they build a dictionary of words on a given database of sequences. At query time the query is broken into a set of overlapping q-grams and the index is searched for exact matches of those q-grams. These matches provide candidate hits that are later refined to remove false positives.
QUASAR [5] is a subsequence matching method that performs q-gram based filtering on a sequence database. QUASAR is limited to relatively short queries (the maximum query length on which the performance of QUASAR was evaluated was 393 characters) of high similarity to the database. A generalization of QUASAR, which uses gapped instead of contiguous q-grams is described in [6] . Similar q-gram based methods for approximate full string matching are described in [24, 25, 43] .
VGRAM [25] employs a q-gram dictionary where the words are of variable length and more representative of the dataset. Again, the limitations to small queries persist (the experimental evaluation reports queries of average size ranging from 8 to 62 characters) and the performance seriously deteriorates as k (the number of edit operations applied to the queries) increases (> 4). An improved vgram-based method is described in [43] , but is again limited to small query sizes (varying between 4 and 249 characters). Several methods [18, 7] employ a two level q-gram index to speed up the database search. A q-gram based approximate string matching method is described in [31] , where disjoint text substrings of length q are collected by the index at fixed intervals. Finally, [24] introduces several strategies for improving the join cost of the gram lists found during a query search in an inverted q-gram index and shows how to incorporate these strategies into existing filtering methods to improve string matching.
A key property of q-gram based methods, such as the ones mentioned above, is the following: if the query size is |Q| and we are searching for matches with edit distance within k, q can be at most ⌈|Q|/(k + 1)⌉ to guarantee no false dismissals. It can be seen that as k increases, q decreases, and thus, the index size becomes larger. Consequently, and also as shown in the experiments, q-gram based approaches can only handle short queries of relatively high similarity to the database. However, the biologically interesting types of queries (e.g. mutated genes) can be significantly long (up to 10, 000 nucleotides or more [22] ) and thus, q-gram based methods are not able to handle them efficiently.
Another group of methods has been proposed for exact string matching, targeting exact occurrences of the query sequence in a database [4, 9, 10, 16, 20, 27, 28, 37, 41] . However, exact string matching is quite different from the main focus of this paper and thus, these methods are not discussed any further.
Several methods have been developed for aligning biological sequences. FASTA [26, 35] detects locally similar regions between two sequences using only identities and no gaps, and then based on some measure of similarity it re-scores them accordingly. Additional heuristics are proposed in BLAST [1] . Given a query (DNA or protein), BLAST performs a linear scan on the sequence database searching for a set of seeds belonging to the neighborhood of some substrings of the query. Having identified a set of candidate hits, it then extends them both ways, until the accumulated similarity score begins to decrease. Finally, BLAST reports as matches those regions with high statistical significance.
A new version of BLAST, known as BLAST2 [2] , improves accuracy by allowing a limited number of insertions and deletions during the alignment formation and improves search speed by imposing more stringent criteria when performing a local alignment. Further improvements of BLAST include MegaBLAST [44] , MP-BLAST [21] and miBLAST [19] . MegaBLAST is a greedy algorithm for detecting sequences that differ slightly as a result of sequencing. MPBLAST and miBLAST are different versions of BLAST used for parallel queries.
BLAT [1] builds an index of the database and then given a query, it linearly scans the query searching for matches in the index. Apart from using an inverse index, BLAT differs from BLAST and BLAST2 in that it triggers extensions on any number of perfect hits whereas in BLAST extensions are triggered when one or two hits occur in proximity to each other. Several hash-based approaches [15, 34] have been developed for further speed up. A key limitation of all the above-mentioned variants of BLAST is that their accuracy and retrieval cost deteriorates as the query size increases. As the volume of biological sequence databases increases, all the aforementioned exhaustive systems become prohibitively expensive.
Another key limitation of BLAST-like approaches is that there is no guarantee that the optimal local alignment will be reported. Several methods have been developed to handle this weakness. OA-SIS [29] employs a best first search technique over a suffix tree for string alignment. The algorithm outperforms BLAST by an order of magnitude, but only for small query sizes (5 to 60); this is one of its major limitations. Another indexing method that uses suffix trees is discussed in [32] , whereas [36] discusses an efficient method for suffix tree construction in external memory. Finally, BWT-SW [22] employs a suffix array to speedup local alignment search in biological sequences. It outperforms BLAST for queries of size up to 1000; for larger queries its performance deteriorates. Both OASIS and BWT-SW always find the best local alignment according to Smith-Waterman.
Two reference-based indexing methods for full sequence matching are proposed in [42] that use reference sequences to represent the database. At query time, the edit distance of the query against each reference sequence is computed. Lower and upper bounds are applied to efficiently filter candidate matches. DSIM [8] uses a set of selected reference words formed from high-frequency data sub-strings. SST [11] is used for subsequence matching in biological sequences and maps the biological sequence database to a d-dimensional vector space; this mapping is used to filter a significant portion of the database from consideration during the query process. This method outperforms BLAST by an order of magnitude but only for applications where there exists an extremely high similarity (95% and over) between the query sequence and its match in the database.
The RBSA method proposed in our paper is also related to EBSM [3] , which uses precomputed alignments between database sequences and reference sequences for efficient subsequence matching in time series databases. The key differences between RBSA and EBSM stem from the fact that RBSA addresses near-exact string matching under the edit distance or Smith-Waterman, whereas EBSM addresses general time series matching under DTW. RBSA exploits the metric properties of the edit distance, and the additional nearexact matching constraint, to provide either guaranteed correct results (for exact RBSA) or guaranteed high probability of correct results (for approximate RBSA). No equivalent guarantees are present in EBSM. Furthermore, RBSA can handle queries of arbitrary size (query lengths range from 40 to 10,000 in our experiments) by breaking up queries into fixed-size segments, whereas EBSM requires that query lengths be within a relatively narrow range (query lengths range from 152 to 426 in the experiments of [3] ), and provides no mechanism for handling queries of arbitrary size.
BACKGROUND
In this section we define the edit distance and Smith-Waterman measures used to evaluate similarity between strings (e.g. DNA). We use the terms "string" and "sequence" interchangeably. Throughout the paper, the following notation will be used:
• Q, X are sequences of length |Q| and |X| respectively. Q denotes a query sequence and X denotes a database sequence. Typically |X| ≫ |Q|. Without loss of generality we assume that the database contains a single very long sequence, since we can always concatenate all the strings stored in the database into a single string.
• Subscripts denote elements of sequences. For example, Q = (Q1, . . . , Q |Q| ).
• For any sequence X = (X1, . . . , X |X| ), given start and end positions s and t respectively, we can define subsequence X s:t to be the sequence (Xs, . . . , Xt), i.e., the part of X that starts at position s and ends at position t. Then, X s:t i is the i-th element of X s:t , and is equal to Xs+i−1.
The Edit Distance
The edit distance ∆(A, B) is a function measuring how dissimilar two strings A and B are. For a more general definition of the edit distance we need to specify a cost for each editing operation, i.e., for each insertion, deletion, and substitution. In this paper we denote these costs as follows:
• Cins denotes the cost of the edit operation that inserts a letter to string A.
• C del denotes the cost of the edit operation that deletes a letter from string A.
• C sub (Aj, Bt) denotes the cost of the edit operation that replaces letter Aj with some letter Bt = Aj.
In the general case, ∆(A, B) is the smallest possible cost of converting A to B using insertions, deletions, and substitutions. In the most common version of ED, Cins = C del = C sub = 1, and in that case ∆(A, B) is the smallest total number of insertions, deletions, and substitutions that can convert A to B. For simplicity, in the remainder of this paper we assume that Cins = C del = C sub = 1.
Given a query sequence Q and a database sequence X, the best (optimal) subsequence match of Q in X is the subsequence X s:t that minimizes ∆(Q, X s:t ). We define the subsequence matching cost D(Q, X) as:
(1) In describing how to compute D(Q, X) and the corresponding subsequence match X s:t , it is useful to define an auxiliary distance D j,t , as the smallest possible distance between Q 1:j and a suffix X s:t of X 1:t :
We also define an auxiliary function C(Qj, Xt) that denotes the cost of matching letter Qj with letter Xt:
Computing D(Q, X) and the corresponding best subsequence match of Q in X can be performed using dynamic programming, by computing D j,t (Q, X) for j = 1, . . . , |Q| and t = 1, . . . , |Q|, as follows:
loop:
(j = 1, . . . , |Q|; t = 1, . . . , |X|) .
termination:
It should be clear that evaluating D(Q, X) takes time O(|Q||X|). We should also note that the optimal matching sequence can be found by keeping track, in each application of Equation 5 , of the predecessor selected for each (j, t), and by backtracking, at termination, starting at position (|Q|, t * ).
The Smith-Waterman Measure
A similarity measure Λ(A, B), in contrast to a distance measure, measures how similar two strings A and B are. If Λ(A, B) = 0 then A and B are maximally different from each other. The SmithWaterman measure [39] is a frequently used similarity measure for strings. In order to specify the Smith-Waterman measure, we need to choose values P match , P sub and Pgap, that stand for the following terms:
• P match is a positive number that denotes the reward for a letter of A being equal to the corresponding letter in B.
• P sub is a negative number that denotes the penalty for a letter of A being substituted by another letter.
• Pgap is a negative number that denotes the penalty for deleting a letter of A, or inserting a letter to A.
In the remainder of the paper, and in our experiments, we use P match = 2, P sub = −1, and Pgap = −1, which are commonly used choices for these parameters.
Given a query string Q and a database string X, finding the best (optimal) local alignment between Q and X is the task of finding subsequences Q i:j and X s:t that maximize Λ(Q i:j , X s:t ). We define the Smith-Waterman similarity score L(Q, X) as:
In describing how to compute L(Q, X) and the corresponding optimally matching subsequences Q i:j and X s:t , it is useful to define an auxiliary score S j,t , as the highest matching score between a suffix Q i:j of Q 1:j and a suffix X s:t of X 1:t :
We also define an auxiliary function P (Qj, Xt) that denotes the reward or penalty of matching letter Qj with letter Xt:
Given Q and X, the Smith-Waterman algorithm identifies optimal subsequences Q i:j and X s:j and the corresponding similarity score L(Q, X) = Λ(Q i:j , X s:t ). The Smith-Waterman algorithm is very similar to the algorithm computing the edit distance, and also proceeds using dynamic programming, by computing L j,t for j = 1, . . . , |Q| and t = 1, . . . , |Q|, as follows:
Similar to the edit distance, Smith-Waterman takes time O(|Q||X|), and finding the subsequences of Q and X that give the maximum similarity score can be easily done using backtracking.
RBSA FOR FIXED QUERY LENGTH
In this section, we describe the proposed RBSA (Reference-Based String Alignment) method for queries of fixed length. We denote that fixed length as q. In Section 5, we will generalize RBSA to queries of arbitrary length.
RBSA follows a filter-and-refine approach. A set of random reference sequences is generated. For each database position, an alignment score with each reference sequence is computed, and an embedding-based index is constructed using those scores. The embedding is used for fast filtering of database positions that can lead to a potential match. Those positions are then passed to the refine step where the computationally expensive distance measure (edit distance or Smith-Waterman) is applied.
Embedding Queries and Database Positions
Let Q be a query sequence of fixed length |Q| = q, and X be the database sequence. At the core of our method is an embedding definition, that we use to produce one-dimensional (1D) mappings, that map every query sequence Q to a number, and that map every database position (X, t) also to a number. We will use these 1D mappings to obtain bounds for the optimal subsequence matching or local alignment score ending at each database position (X, t), and then we will use those bounds to efficiently prune significant portions of the database.
Let R be a sequence of the same fixed length q as the queries. Using R we can define a 1D embedding F R , mapping each query sequence into a real number F R (Q), and also mapping each database position (X, t) into a real number F R (X, t):
The above equations can be interpreted intuitively as follows: the embedding F R (Q) of the query is the smallest edit distance matching R to a suffix of Q. The embedding F R (X, t) of database position (X, t) is the smallest edit distance matching R to a suffix of X 1:t . If a very close match to Q appears as X s:t in X, then we expect F R (Q) to be very similar to F R (X, t). Any sequence R used to define an embedding F R is called a reference sequence.
Reference-based Bounds for the Edit Distance and Smith-Waterman
Let Q be a query string, X be the database sequence, and t be a position on X. As a reminder, ∆(A, B) is the edit distance between strings A and B, and D |Q|,t (Q, X) is the smallest edit distance between Q and any subsequence of X ending at position (X, t). To establish an exact reference-based filtering method for the subsequence matching problem, our first step is to establish a lower bound for D |Q|,t (Q, X) based on F R i (Q) and F R i (X, t), where Ri is any reference sequence. PROPOSITION 1. For any query Q, database position (X, t), and reference sequence Ri, define lb
Then, it holds that:
and thus lb i,t ED (Q) is a lower bound for the smallest possible edit distance between Q and a subsequence of X ending at (X, t).
Proof: First, we need to make the following auxiliary definitions:
In words, M (A, B, t) is the subsequence of B ending at position (B, t) that has the smallest edit distance from A, and Q ′ is the suffix of Q that has the smallest edit distance from Ri. Then, we can prove Proposition 1 as follows:
To justify the above derivation, we note the following:
) since both M (Ri, X, t) and M (Q ′ , X, t) are subsequences of X ending at (X, t), and M (Ri, X, t) is defined as the subsequence of X ending at (X, t) that has the smallest distance with Ri.
• The edit distance is metric, so the triangle inequality holds, and
• We can prove
, Q) by considering that when we perform the minimal set of edit operations that convert Q to M (Q, X, t), those same operations suffice to convert Q ′ (which is a suffix of Q) to a suffix of M (Q, X, t). Therefore, the smallest possible edit distance between Q ′ and a subsequence of X ending at (X, t) cannot be greater than ∆(M (Q, X, t), Q).
2
If we are actually interested in retrieving optimal matches under the Smith-Waterman similarity measure, as opposed to the edit distance, we can easily convert the lower bound of the edit distance to an upper bound for Smith-Waterman. We can prove the following: PROPOSITION 2. For any query Q and database position (X, t), define ub i,t SW (Q) as follows: ub
Suppose that we define a Smith-Waterman similarity measure using P match = 2, Pgap = −1, and P sub = −1. Then, it holds that:
where L |Q|,t (Q, X) is the highest Smith-Waterman score between Q and a subsequence of X ending at (X, t). Thus ub i,t SW (Q) is an upper bound for the Smith-Waterman score between Q and any subsequence of X ending at (X, t).
Proof: First, we need to make the following auxiliary definition:
MSW (Q, X, t) = argmax X s:t |s=1,...,t {Λ(Q, X s:t )}.
In words, MSW (Q, X, t) is the subsequence of X ending at position (X, t) that has the highest Smith-Waterman score with Q. Then, we can prove Proposition 2 as follows:
In justifying the above derivation, the most important step is showing that 2|Q| − ∆(Q, MSW (Q, X, t)) ≥ L |Q|,t (Q, X). The argument for that is as follows: Consider the optimal alignment (according to Smith-Waterman) between Q and MSW (Q, X, t). If Q perfectly matches MSW (Q, X, t), then the alignment score is 2|Q|, since we get a reward of P match = 2 for every letter of Q. Any mismatch and gap in the optimal alignment causes the alignment score to decrement by at least 1. Therefore, we know that the number of mismatches and gaps in the optimal alignment cannot be greater than 2|Q| − L |Q|,t (Q, X). At the same time, the optimal alignment between Q and MSW (Q, X, t) defines a sequence of edit operations (substitutions for mismatches and insertions or deletions for gaps) that converts Q to MSW (Q, X, t). Consequently, the edit distance between Q and MSW (Q, X, t)) cannot exceed
Notice that since Smith-Waterman is a similarity score (and not a distance measure) upper bounds established efficiently during a filtering step can be used to prune away candidate database matches, while guaranteeing that the correct answer will not be pruned. This is quite analogous to the use of lower bounds for efficient filtering when looking for the best matches under a distance measure.
Offline Selection of Reference Sequences
We have shown how to use reference-based alignment scores computed for database positions and for the query in order to obtain lower bounds of the edit distance or upper bounds for the SmithWaterman similarity score between the query and subsequences ending at each database position. We say that, for a query Q, database position (X, j) is pruned using Ri, if lb i,j ED (Q) > δq, where lb i,j ED (Q) is as defined in Eq. 16, and δ is the maximum amount (expressed as fraction of the query length) of difference between the query and its subsequence match that we are willing to tolerate. We note that, if the best match has an edit distance of more than δq from Q, we are not interested in retrieving that match.
The filter step of RBSA, which is described in Section 4.4, prunes database positions using information from reference sequences. However, given a query Q, it would take too much time to check for each database position if it can be pruned using every single reference sequence. Therefore, we perform an off-line preprocessing step, at which we identify, for every database position, the best reference sequences (out of thousands of available sequences) to use for that position. Intuitively, reference sequences R for which F R (X, j) is high (meaning that R is far from any subsequence of X ending at position j) tend to provide tighter lower bounds according to Eq. 16. Our reference selection method is inspired by that of [42] , although that approach was proposed in the context of full sequence matching.
For the reference selection process, we use two sets: 1) a set Q sample = {Q1, . . . , Q |Q sample | } of randomly generated queries with |Qi| = q, and 2) a set of randomly generated reference objects R = {R1, . . . , R |R| } with |Ri| = q. For each database position (X, j), the set of reference objects to use for that position are selected using a greedy approach. More specifically, for each position (X, j), we first choose reference object R 1 j to be the reference sequence R that prunes position (X, j) for the largest number of queries in Q sample . Then, the queries for which (X, j) is pruned by R 1 j are removed from Q sample . Similarly, we choose reference object R i j to be the reference sequence R that prunes position (X, j) for the largest number of queries in Q sample , where Q sample has been modified to exclude queries for which (X, j) is pruned using the previously chosen reference objects R The pseudocode for selecting reference objects for each database position is given in Algorithm 1. We should note that the selection of reference objects is an offline process and is executed only once.
Filter Step
Next we describe the online behavior of RBSA at query time, for queries of fixed size q. The retrieval process, given Q, consists of a filter step and a refine step. Given a query Q, its embeddings F R i (Q) under all reference objects in R are computed. Then, for each database position (X, j), each R i j ∈ R K j is considered, until either an R i j is found that prunes (X, j), or all R i j ∈ R K j have been considered. In the latter case, position (X, j) is a candidate endpoint of a subsequence match, that will be considered by the refine step. The filter step is described in Algorithm 2.
Refine Step
The filter step produces set candidates that contains endpoints of possible database matches for the query. At the refine step, each of those candidates is evaluated. Naturally, depending on whether we want to retrieve the best matches according to the edit distance or Smith-Waterman, we use respectively the edit distance or SmithWaterman to evaluate each candidate endpoint.
For the case of the edit distance, the refine step is shown in Algorithm 3. It is fairly straightforward to adapt that algorithm to work for the Smith-Waterman similarity measure.
Alphabet Collapsing
The filtering power of RBSA is improved by employing an alphabet collapsing technique. In particular, for the case of DNA sequences the alphabet is Σ = {A, C, G, T }. We can reduce the alphabet size to 2 by applying four possible collapsing schemes:
• Scheme 0: No collapsing (letters remain unchanged).
• Scheme 1: A and C map to X, G and T map to Y .
• Scheme 2: A and G map to X, C and T map to Y .
• Scheme 3: A and T map to X, C and G map to Y .
input
: Q sample : a set of randomly generated queries. R: a set of reference objects. {F R i (X, j)}: the embeddings of all positions (X, j) under all R i ∈ R j . X: database sequence. δ: target dissimilarity percentage. K: number of reference objects to be returned for each database position.
output
: {R K j }: for each database position (X, j), the set R K j of K reference objects to use for that position.
for j = 1 to |X| do // initialize R K j to the empty set. R K j = {}; // insert all queries into a list Q. Q = list(Q sample ); for r = 1 to K do // initialize pruned to zero. A combination of the four schemes is used to improve the filtering power of RBSA. Let Ti be a transformation function that converts an input string defined in alphabet Σ to its corresponding string defined in scheme i. In the offline selection of reference sequences for each database position (Section 4.3), each reference sequence R ∈ R eventually generates four different reference sequences: T0(R), T1(R), T2(R) and T3(R). The same transformations are also applied to the database thus producing T0(X), T1(X), T2(X) and T3(X).
Reference object Ti(R) can be used to obtain bounds and prune database positions (X, j) by comparing F T i (R) (Ti(Q)) with F T i (R) (Ti(X), j)). Bounds obtained using any of the transformations Ti are still true for the untransformed sequences, since we can easily show that, for any of the four Ti's, the edit distance ∆(A, B) ≥ ∆(Ti(A), Ti(B)). The offline process for reference selection considers each of the Ti(R)'s as a separate candidate reference sequence and typically chooses, for each database position, reference sequences obtained from all letter collapsing schemes.
At query time, the query Q is also converted into each of the four representations, T0(Q), T1(Q), T2(Q) and T3(Q). Filtering is modified to include these transformations. For each database position (X, j), lower bounds are computed for each Ti. We have found empirically that we get more pruning power by combining bounds from the untransformed sequences and bounds from the transformed sequences obtained using letter collapsing. Reference objects obtained via letter collapsing have a larger variance in their distances to database subsequences, thus leading to better pruning. We should underline that in [42] it is also noted (in the context of full sequence matching) that pruning power improves when using reference objects whose distances to database sequences have higher variance, but that approach did not use letter collapsing.
RBSA FOR VARIABLE QUERY LENGTH
The discussion in Section 4 addressed the problem of efficient retrieval of subsequence matches for query sequences of fixed length q. In this section we describe how to build upon the solutions proposed for the fixed query length problem to obtain solutions for the variable query length problem. We assume that we have already prepared an index, as described in Section 4.3, for processing queries of fixed size q. In our experiments, q = 40.
Let Q be a query. In principle, Q can have arbitrary size, but for simplicity we assume that |Q| = αq, for some α ∈ N. No constraints are placed on α, and α can be different for each query. At query time, the query is broken into non-overlapping segments Q 1 , . . . , Q α of size q. We now proceed to describe two different methods, one exact, and one approximate, for using results obtained for the different segments Q i in order to identify the subsequence match for the entire query.
Exact RBSA
The exact version of RBSA is based on a simple observation: if Q has a subsequence match with edit distance ≤ δ|Q|, then at least one of the query segments Q i has a subsequence match with edit distance ≤ δq. This can be seen by observing that each of the edit operations that transforms Q into its subsequence match is applied to one of the individual query segments. After all edit 
end columns = columns + 1; end end Algorithm 3. The refine step for the edit distance.
operations have been applied, each query segment Q i has been transformed to a database subsequence. If each query segment Q i needed more than δq edit operations to be converted to its optimal database match, then the entire query would need more than αδq = δ|Q| operations to be converted to its optimal database match.
Let X s:t be a subsequence match for the entire query Q, with distance ≤ δ|Q|. Then, we can show that there exists at least one Qi that has, within X s:t , a subsequence match X Let sorted be the union of the sets of candidate endpoints generated from all matches of all segments Q i , and let's assume that sorted is sorted in descending order. Then, evaluating those candidate endpoints can be done by invoking Algorithm 3, i.e., the exact same algorithm that was used for the refine step of the fixed-querylength version. It should be clear from the preceding paragraphs that this algorithm is guaranteed to identify the correct subsequence match, as long as that match is within edit distance δ|Q| from Q. As in the fixed-length case, Algorithm 3 can easily be adapted to use Smith-Waterman instead of the edit distance, so as to identify the optimal Smith-Waterman match for the query (but still assuming an edit distance ≤ δ|Q| from Q).
Approximate RBSA
In the exact version of RBSA we try to find subsequence matches within δq edit distance of each of the α query segments Q
i . An important question, whose answer forms the foundation of the approximate version of RBSA, is the following: what if, instead of using all segments Q i , we used a single random Q i ? What would be the probability of the endpoint of the subsequence match for the entire query being included in the set of candidate endpoints generated by that single Q i ? It turns out, as we prove next, that under some fairly reasonable assumptions, this probability is at least 50%.
In order to prove the above claim, we need to make some assumptions about the distribution of edit operations needed to convert Q into its optimal subsequence match. We denote the best subsequence match of Q in X as M (Q, X). Since we assume that ∆(Q, M (Q, X)) ≤ δ|Q|, at most δ|Q| edit operations are needed to convert Q to M (Q, X). Each of these edit operations is applied to one and only one of the α segments Q i that the query has been partitioned to. We denote by Q cm the query segment where the m-th edit operation is applied, and by P (cm = i) the probability that the m-th edit operation is applied to segment Q i .
PROPOSITION 3. Let Q be a query, and M (Q, X) be the optimal subsequence match of Q in X. We assume that ∆(Q, M (Q, X)) = n ≤ δ|Q|, α ≥ 4, P (cm = i) is uniform over all i, and the distributions P (cm = i) corresponding to all m are mutually independent. In other words, we assume that the distribution of cm does not depend on any cn, for n = m. Consider the optimal sequence of edit operations that convert Q to M (Q, X). Given any Q i , there is a probability of at least 50% that, out of those edit operations, at most δq edit operations are applied to Q i .
Proof: The probability that exactly k out of the n edit operations are applied to Q i follows a binomial distribution, where we have n trials, "success" is the case where an edit operation is applied to Q i , and the probability of success for an individual trial (i.e., a specific edit operation) is . The expected number of successes over n trials is n α (as a reminder, α is defined as |Q|/q). If α ≥ 4, as we assume, the probability of success is ≤ 0.25, and for that case it has been shown [12] that there is at least a 50% probability that the number of successes will not exceed the expected value n/α. Since n ≤ δ|Q|, it follows that n α ≤ δ |Q| α = δq, and the probability that at most δq edit operations are applied to Q i is at least 50%. 2
Based on Proposition 3, by choosing a single Q i , and generating candidate endpoints for the subsequence match of the entire query based on subsequence matches retrieved for Q i , we have a probability of at least 50% to include the correct endpoint (i.e., the endpoint of the optimal subsequence match for the entire query) in those candidates. If the correct point is not included in those candidates, it follows that more than δq edit operations were applied to Q i . In that case, for any j = i, the probability that at most δq edit operations are applied to Q j is still at least 50%, and it is actually higher now that we know that more than δq edit operations were applied to Q i . By extending that reasoning, if we generate candidate endpoints for the match of the entire Q using p segments Q i 1 , . . . , Q ip , the probability of not including the correct endpoint in those candidates is at most 1 2 p , and thus drops exponentially with respect to p. If the correct endpoint is indeed included in those candidates, then the optimal subsequence match is guaranteed to be identified using the same refine step as in exact RBSA, and as in Algorithm 3. In our experiments, we use p = 10, so that the probability of retrieving the correct result is at least 99.9%.
EXPERIMENTS
The performance of RBSA is evaluated on biological data obtained from the NCBI repository. RBSA is compared with stateof-the-art methods for string matching under the edit distance and the Smith-Waterman similarity measure. With respect to the edit distance, we have compared with Q-grams. With respect to SmithWaterman, we have compared with:
• BLAST2 [2] : the expect value E has been adjusted to achieve retrieval accuracies of 95%, 98% and 100%. In the tables and figures that follow, this adjustment is denoted as BLAST X, which means that the E values have been adjusted to guarantee X% retrieval accuracy compared to SmithWaterman.
• BWT-SW [22] : a local alignment method that guarantees 100% retrieval accuracy.
For the purposes of the experimental evaluation, we denote the exact version of RBSA as E-RBSA, and the approximate version as A-RBSA. For notation purposes, the distance/similarity measure (edit distance (ED) or Smith-Waterman (SW)) used in the refine step of RBSA is added as a suffix at the end of each notation. For example, E-RBSA-ED is the exact version of RBSA using the edit distance at the refine step, whereas A-RBSA-SW denotes the approximate version of RBSA using Smith-Waterman at the refine step. In the following sections we use the term RBSA to refer to our method in general. The other notation is only used to distinguish within different versions of RBSA when needed.
Datasets
RBSA has been tested on Human Chromosome 22. The size of this chromosome is 35,059,634 bases. For the experiments described in section 6.2.1, the database sequence consisted of the first 184,309 bases of the chromosome. For the rest of the experiments, the database sequence consisted of the whole chromosome, and thus had a length of 35,059,634 letters. Queries have been extracted from random chromosomes of the mouse genome. Their size varied from 40 to 10K nucleotides (i.e., 40 to 10K letters) and their similarity to the database varied within 5%, 10% and 15% edit operations, which as also discussed earlier is a reasonable range of δ values needed for the applications targeted by this paper. Several sets of queries have been created, one for each combination of the above parameters. Each set contains 200 queries.
Performance Measures
The two key measures of performance in this context are accuracy and efficiency. E-RBSA is exact meaning that it is always guaranteed to find the optimal match for each query. Hence its accuracy is always 100%. On the other hand, A-RBSA is approximate, therefore we use the term Retrieval Accuracy (RA) to express the percentage of the correct nearest neighbors found over the total number of queries. Efficiency is measured based on the Retrieval Runtime Percentage (RRP) for each query. RRP is defined as follows:
For our experiments the brute-force case is the full dynamic programming algorithm. Efficiency is also measured based on the cell cost for each query, which is the percentage of database positions visited during the refine step.
Specifically, two sets of experiments have been performed: for the first set, the edit distance has been used at the refine step, whereas for the second we used the Smith-Waterman similarity measure. The system was implemented in C++, and run on an AMD Opteron 8220 SE processor running at 2.8GHz. For all the experiments, parameter K of Algorithm 1 was set to 50.
Experimental Results
First we show the experimental performance of RBSA when the edit distance is used at the refine step. In this case, the main competitors are the q-gram based methods. Then, we compare the performance of RBSA on Smith-Waterman against BLAST and BWT-SW. To provide a thorough experimental analysis we show the performance of RBSA considering the following factors: 1) the effect of letter collapsing, 2) the effect of query size and δ, and 3) the effect of the number of reference objects used for the filter step.
Edit Distance: Comparison with Q-grams
The major competitors in the case of edit distance are the qgram based approaches. Their inefficiency for long queries with a relatively large deviation from the database has already been discussed earlier in this paper. In Table 1 we show that their pruning power deteriorates for queries of size larger than 100 and for values of δ that exceed 5%. For this experiment only, we used a small dataset that included the first 184,309 bases of Human Chromosome 22. The queries had a match within δ = 5%, 10% and 15%. The experiment was organized as follows: for each query size |Q| we used a set of sliding windows W with size varying in [|Q|(1 − δ), |Q|(1 + δ)]. The database was scanned using W and all possible sequences were enumerated. For each query size and δ value we show the cell cost for the optimal q value. Clearly, for query sizes larger than 100 or δ values greater than 10%, the pruning power of q-grams deteriorates significantly, rendering them inappropriate for such string searches in large string databases. Due to this observation, we did not perform any further experiments with q-gram based state-of-the-art methods for subsequence matching. Also, an application of a full sequence matching q-gram based algorithm like [24, 25] would not work either as these algorithms are designed for full sequence matching (as pointed out by one of the authors of [24, 25] ).
For the experiments described in the remainder of this section the database sequence is the whole Human Chromosome 22. Next, we show the performance of E-RBSA-ED in terms of retrieval runtime percentage and cell cost for various query sizes and various δ values on Human Chromosome 22. E-RBSA-ED is not significantly affected by the query size as regards its retrieval runtime percentage. We also note that larger query sizes lead to smaller cell cost. This behavior is expected since the longer the query size the more segments will be used for pruning; thus the pruning power increases. With respect to δ, it is clear that as the similarity of the query to the database increases, E-RBSA-ED improves both in terms of retrieval runtime percentage and cell cost. Table 2 summarizes the results. Table 3 shows how alphabest collapsing affects the performance of E-RBSA-ED and E-RBSA-SW. From the experiments we can see that applying alphabet collapsing can improve the performance of E-RBSA in most cases by factors of 1.3 and 1.55 or more, in terms of retrieval runtime percentage and cell cost respectively.
Effect of Alphabet Collapsing

RBSA-SW: Comparison with BLAST and BWT-SW
For the remaining part of our experimental analysis we focus on the performance of RBSA on local alignment, i.e. when the SmithWaterman similarity measure is used at the refine step. The performance of RBSA-SW is compared against two state-of-the-art local alignment methods, BLAST and BWT-SW, for various query sizes and δ values. We also show the significant improvement on both retrieval runtime percentage and cell cost for the approximate version of RBSA (i.e. A-RBSA-SW). For the following experiments, alphabet collapsing has been applied. Notice that A-RBSA-SW has not been studied for query sizes 40 and 200 since the number of possible chunks in both cases is extremely small to guarantee a high retrieval accuracy. Our findings are summarized in Table  4 . For clarity purposes, the same results are also shown in Figure  1 . It can be seen that A-RBSA outperforms BLAST by more than an order of magnitude for large queries (2, 000 and 10, 000). Table 3 : RRP and cell cost of E-RBSA-ED (exact RBSA using edit distance at the refine step) and E-RBSA-SW (exact RBSA using SmithWaterman at the refine step) for various query sizes and δ = 15%. The first column describes whether alphabet collapsing has been used (Coll.) or not (U ncoll.). The number of reference objects used at the filter step is 50.
retrieval accuracy of A-RBSA is ≥ 99.5% for all the experiments described in this section. For δ = 15% and 10%, A-RBSA has a retrieval accuracy of 99.5% when |Q| = 2, 000, and 100% when |Q| = 10, 000. For δ = 5%, A-RBSA achieves 100% accuracy for both query sizes. As regards BWT-SW, in terms of retrieval runtime percentage it outperforms BLAST and E-RBSA by over an order of magnitude for |Q| = 40 and is up to almost 3 times faster than BLAST for |Q| = 200. Its performance deteriorates, however, as |Q| becomes larger.
RBSA-SW: Effect of the Number of Reference Objects used for Filtering
Experiments so far, assumed that 50 reference objects are assigned to each database position. In this section, we show the effect of the number of reference objects assigned per database point on the performance of RBSA-SW. We experiment on two query sizes, 200 and 2, 000 with δ = 10%. Also for these experiments alphabet collapsing has been applied. Table 5 summarizes our findings with respect to retrieval runtime percentage and cell cost. Clearly as the number of reference objects decreases, both retrieval runtime percentage and cell cost deteriorate. In particular, if less that 30 reference objects are used, RBSA-SW outperforms the brute-force Smith-Waterman by a factor smaller than 3.5, and for 10 reference objects this factor is less than 2.
RBSA-SW: Experiment on Queries with Various δ Values
Finally we created a set of queries where δ varies from 1% to 15% in increments of 2%. Two query sizes have been studied, 200 and 2, 000. We have created one query set per query size using different δ values. The total number of queries in each set is 400. Also, 50 reference objects have been used at the filter step. Results on retrieval runtime percentage and cell cost are summarized in Table 6 . For the set of queries with size 2, 000 we show the approximate version of RBSA. At the refine step we have used the Smith-Waterman similarity measure. For both query sizes, RBSA is at least one order of magnitude faster than BLAST and BWT-SW. The retrieval accuracy of A-RBSA is 99.75%.
RRP of RBSA-SW vs. BWT-SW and BLAST for δ = 15% Method |Q|=40 |Q|=200 |Q|=2,000 |Q|=10,000 Table 4 : RRP and cell cost of BLAST and BWT-SW vs. A-RBSA-SW (approximate RBSA using Smith-Waterman at the refine step) and E-RBSA-SW (exact RBSA using Smith-Waterman at the refine step). The number of reference objects used at the filter step is 50. Results are shown for δ = 15%, 10%, and 5%.
To summarize our findings, A-RBSA can support relatively large queries without significant loss in retrieval accuracy and outperforms current state-of-the-art local alignment methods (BLAST and BWT-SW) by over an order of magnitude in terms of retrieval runtime percentage. For completeness we should mention that the average retrieval runtime for the brute-force local alignment computation for queries of size 40, 200, 2, 000 and 10, 000 is 28.5, 132.4, 1317.8 and 6620.1 seconds respectively. BLAST and BWT-SW vs. A-RBSA-SW (approximate RBSA using Smith-Waterman at the refine step) and E-RBSA-SW (exact RBSA using Smith-Waterman at the refine step). The number of reference objects used at the filter step is 50. Also, δ = 15% on top row, δ = 10% on middle row, and δ = 5% on bottom row. Notice that A-RBSA has only been applied for query sizes of 2, 000 and 10, 000 and for the latter it can be barely seen due to its low cost.
RRP and cell cost of RBSA-SW varying # of references RRP Cell Cost # of references |Q|=200 |Q|=2,000 |Q|=200 |Q|=2,000 50 Table 5 : RRP and cell cost of E-RBSA-SW (exact RBSA using SmithWaterman at the refine step) varying the number of reference objects assigned to each database point.
DISCUSSION AND CONCLUSIONS
RBSA uses precomputed alignment scores between reference sequences and database positions to efficiently identify, given a query Q, a relatively small number of candidate subsequence matches in the database. RBSA has an exact version that is guaranteed to find the correct subsequence match, as long as that subsequence match has edit distance of at most δ|Q| to Q. In our experiments, for |Q| ≥ 200, the exact version of RBSA outperforms state-of-the-art competitors such as BLAST, BWT, and q-grams.
Furthermore, we present an approximate version of RBSA that, for large queries, can efficiently identify candidate matches by considering only a relatively small number of fixed-size segments of Q. We show that, under some realistic assumptions, the probability of failing to retrieve the correct match, for approximate RBSA, drops exponentially with the number of query segments considered.
It is important to note that the number of query segments needed to guarantee a certain probability of success is independent of the |Q|, making approximate RBSA scale very well with large query lengths. This version also achieves significant speedups over the exact version and produces speedups of one to two orders of magnitude compared to existing competitors, for |Q| ≥ 2, 000.
An open question is whether we can extend RBSA, so that it does not require matches to be within edit distance δ|Q| from Q. It will also be interesting to study more extensively the effects of letter collapsing, and analyze theoretically the reasons that letter collapsing improves performance. Finally, we believe that it may turn out to lead to more significant improvements in domains with larger alphabet sizes, such as proteins. We aim to explore these issues in future work.
