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a b s t r a c t
We propose a lattice Boltzmann realization for the hydrodynamic pressure drop condition
introduced in [J. Heywood, R. Rannacher, S. Turek, Artificial boundaries and flux and
pressure conditions for the incompressibleNavier–Stokes equations, Int. J. Numer.Methods
Fluids 22 (1996) 325–352]. This condition has the advantage that only the average pressure
needs to be prescribed at the boundary. In general, a second order accurate velocity
and a first order accurate pressure are recovered with the proposed lattice Boltzmann
implementation. The analytical investigation is supported by numerical simulations of a
Poiseuille flow and a less symmetric flow with nontrivial pressure field.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In numerical simulations of flows in pipe or duct systems, the computational domain is usually truncated to reduce the
computational cost, while concentrating on the interesting flowphenomena. For example, in a pipe system, the flow through
a junction may be of special interest (see Fig. 1). Cutting the flow domain artificially at the lines Si and thereby neglecting
the influence of the fluid behind these artificial boundaries, gives rise to the interesting question of how to set appropriate
boundary conditions so that the simulation of the relevant part is close to the original flow.
Gresho [1] proposed a general condition for open boundaries
− pn+ ν ∂u
∂n
= F , (1)
with a prescribed function F . Here p and u are the fluid pressure and velocity, ν is the kinematic viscosity, and n is the unit
outer normal direction at the boundary. Further, Heywood et al. derived a pressure drop condition [2] particularly for flows
in pipes where F is of the form F = −P¯nwith a prescribed average pressure P¯ , i.e.
− pn+ ν ∂u
∂n
= −P¯n. (2)
Relation (2) has been obtained from the variational form of the Navier–Stokes equation for incompressible flows
∇ · u = 0, ∂tu+ (u · ∇)u+∇p = ν∇2u+ G, u|t=0 = ψ, (3)
whereψ : Ω → Rd andG : [0, T ]×Ω → Rd represent a divergence free initial velocity field and a source term respectively.
The result in [2] states that Eq. (3) together with pressure condition (2) at Si and no-slip condition at Γ is well posed for the
pressure and velocity field under certain constraints of regularity. The related numerical computations using conventional
finite element methods demonstrate that the flow pattern depends only weakly on the pipe length.
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Fig. 1. Left: an exemplary pipe system with three outlets Si (dotted lines) and rigid walls along Γ . Right: In the case of the D2Q9 discrete velocity model,
there are three incoming directions c1 , c5 and c8 at each boundary node on the boundary segment S1 , in particular c1 = −n.
Our aim in this article is to make this interesting boundary condition accessible in lattice Boltzmann schemes [3–7].
In an earlier attempt [8], we have formulated a first order accurate version of (2) with P¯ = 0 which proves to be useful as
outflowboundary condition in lattice Boltzmann simulations. However, if a specific average pressure P¯ should be guaranteed
at a boundary, the accuracy of the formulation in [8] is insufficient. We therefore construct a modified variant which
preserves the typical accuracy of lattice Boltzmann simulations (second order for velocity and first order for pressure). With
applications as shown in Fig. 1 in mind, we restrict our considerations to boundaries coinciding with grid lines.
2. Setup of the lattice Boltzmann method
The standard lattice Boltzmann equation has the general form
fi(n+ 1, j + ci) = fi(n, j)+
N∑
k=1
Aik(f
eq
k − fk)(n, j)+ gi(n, j), (4)
where fi(n, j) represents the density distributions of particles which are moving with velocity ci at time level tn = n1t and
node xj = hj for a given temporal step1t and a spatial grid size h. The time step is coupled with the grid size by1t ∼ h2
(see the detailed discussion in [9,10]). The discrete velocity ci is taken from the set V = {c1, . . . , cN} ⊂ Rd which possesses
the symmetry property V = −V and which is compatible with the spatial lattice hZd in the sense that j + ci ∈ Zd for every
j ∈ Zd and every ci ∈ V.
The equilibrium distribution f eqi is taken to be
f (eq)i = Fi(ρˆ, uˆ), Fi(ρˆ, uˆ) = f ∗i
(
ρˆ + 3uˆ · ci + 92 (uˆ · ci)
2 − 3
2
|uˆ|2
)
(5)
which is a function of the total mass density and the average velocity of the particles
ρˆ =
N∑
i=1
fi, uˆ =
N∑
i=1
cifi. (6)
Here f ∗i = F Li (1, 0) is a constant equilibrium obeying the symmetry property f ∗i = f ∗i∗ where i∗ is the index of the velocity
vector ci∗ = −ci, and
N∑
i=1
f ∗i = 1,
N∑
i=1
ciαciβ f ∗i =
1
3
δαβ ,
N∑
i=1
ciαciβciγ ciδ f ∗i =
1
9
(δαβδγ δ + δαδδβγ + δαγ δβδ).
Note that the standard D2Q9, D3Q15, D3Q19, and D3Q27 weights fall into this class [5,11].
The collision matrix A ∈ RN×N used in (4) should satisfy the following properties: it should be symmetric and positive
semi-definite with kernel generated by {1, v1, . . . , vd}. Here, the components of the vector 1 ∈ RN are all 1 and vα ∈ Rn is a
vectorwith components (ciα)i=1,...,N . Furtherwe require that for everyα, β ∈ {1, . . . , d} the vectorsΛαβ f ∗with components
(Λαβ f ∗)i =
(
ciαciβ − 1d |ci|
2
)
f ∗i , i = 1, . . . ,N
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are eigenvectors of the collision matrix Awith eigenvalue 1/(3µ), i.e.
AΛαβ f ∗ = 13µΛαβ f
∗, α, β ∈ {1, . . . , d}. (7)
As shown in [9], this establishes the link to the fluid viscosity ν according to ν = µ− 1/6.
The required conditions on the matrix A are satisfied for several widely used collision models, for example several MRT
models described in [12]. Also, the well-known BGK model with single relaxation time τ = 3µ can be written with an
appropriate matrix A as shown, for example, in [9,8].
Finally, the function gi models the body force term in (3) with a scaling of h3 (a detailed explanation is given in [9])
gi(n, j) = c−2s h3f ∗i ci · G(tn, xj).
3. Pressure condition in LBM
The treatment of the pressure condition (2) is similar to the do-nothing condition in [8] with an additional improvement
that the residue terms in order h3 are removed. As far as the boundary geometry is concerned, we require that one of the
incoming direction is opposite to the outer normal direction n at Si, and that the lattice nodes are located exactly on the
boundary. The right part of Fig. 1 illustrates a typical 2D situation. There are three incoming directions pointing into the
computational domain at an arbitrary boundary node xj on S1, in which c1 = −n opposes the outer normal direction n.
Splitting the pressure condition (2) into a normal component containing the pressure term
− p+ ν(n · ∇)(u · n) = −P¯ (8)
and tangential components
(n · ∇)(u · tk) = 0, k = 1, . . . , d− 1, (9)
we recover Neumann conditions for the tangential velocities. Here tk is a unit tangential direction at the boundary node.
In order to realize these conditions in the lattice Boltzmann framework, we use the fact that derivatives of the form
(cm ·∇)(u · cm) naturally appear in the expansion of the lattice Boltzmann solution. Since we assume n = ck∗ for some k, this
gives us direct access to the derivative in (8). The trick to achieve higher orders lies in the fact that the terms (cm · ∇)(u · cm)
are even polynomials in cm. By considering expansions of the even part fi + fi∗ , all odd terms are removed which increases
the order of accuracy compared to the approach in [8]. More specifically, we have from the asymptotic analysis in [9,13,14]
fi(n+ 1, j)+ fi∗(n+ 1, j) = f eqi (n, j)+ f eqi∗ (n, j)− h2
N∑
m=1
(AĎim + AĎi∗m)(cm · ∇)(3f ∗mcm · u)(tn, xj)+ O(h4) (10)
for any time level tn and any lattice node xj , where AĎ is the pseudo-inverse of the matrix A and u is the Navier–Stokes
solution. Moreover, we have the relations
h2
N∑
m=1
(AĎim + AĎi∗m)(cm · ∇)(3f ∗mcm · u) = f eqi − fi + f eqi∗ − fi∗ + O(h4), (11)
and
2h2(cm · ∇)(3u · cm)f ∗m =
N∑
i=1
(Ami + Am∗ i)(f eqi − fi)+ O(h4). (12)
Treatment of the normal incoming direction ck = −n
The pressure at the boundary node is first expressed explicitly from (8) by
p = P¯ + ν(n · ∇)(u · n) = P¯ + ν(ck · ∇)(u · ck). (13)
Setting ρˆ = 1+ 3ph2 + O(h4) in the equilibria in (10) and applying relation (11), we first obtain that
fk(n+ 1, j)+ fk∗(n+ 1, j) = (F eqk + F eqk∗ )(1+ h23P¯, uˆ(n, j))+ 2h2ν(ck · ∇)(3f ∗k ck · u)(n, j)
−
∑
i=k,k∗
(f eqi − fi)(n, j)+ O(h4), (14)
Next, the term (ck · ∇)(u · ck) in (14) is approximated using the lattice Boltzmann solution. Applying (12), we construct a
scheme for the distribution function fk at boundary node xj ,
fk(n+ 1, j)+ fk∗(n+ 1, j) = (F eqk + F eqk∗ )(1+ h23P¯, uˆ)(n, j)+
N∑
i=1
ν(Aki + Ak∗ i)(f eqi − fi)(n, j)−
∑
i=k,k∗
(f eqi − fi)(n, j).
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On the left-hand side, fk∗(n + 1, j) is the known value obtained from the general lattice Boltzmann equation (4) at node
j+ ck. A more condensed version is obtained by introducing the non-equilibrium part f neqk = fk− f eqk of the distribution and
combining the equilibrium distributions on the right-hand side, giving rise to the final form
fk(n+ 1, j)+ fk∗(n+ 1, j) = fk(n, j)+ fk∗(n, j)− 2f ∗k (ρˆ(n, j)− (1+ 3h2P¯))−
N∑
i=1
ν(Aki + Ak∗ i)f neqi (n, j). (15)
Treatment of the non-normal incoming directions ci 6= −n
While (15) ensures condition (8), the treatment of the remaining incoming directions is used to implement (9). Let us
consider the boundary node xj and its two neighbors xj−hn and xj−2hn on the line of normal direction in the computational
domain (see the right part of Fig. 1). At each time step,we compute an appropriateDirichlet valueφ for the boundary velocity,
thus converting the Neumann into a Dirichlet condition. A proper value for the tangential components of the velocity at node
xj is constructed from a parabolic fit with a parabola that has zero slope at the boundary
φ(n, j) · tk = 43 uˆ(n, j − n) · tk −
1
3
uˆ(n, j − 2n) · tk. (16)
Since the normal component is not restricted by (9), we keep the current value
φ(n, j) · n = uˆ(n, j) · n. (17)
The final task is to employ a stable lattice Boltzmann realization for theDirichlet conditionwhich is second order accurate for
both velocity and pressure. We remark that standard realizations like [15] ensure only first order accuracy for pressure. To
our knowledge, only the scheme proposed in [16] would be sufficiently accurate. However, we choose a different approach
which structurally fits to condition (15).
In the linear part of the equilibrium f eqi in (10) we replace the velocity uˆ by the convex combination U = λφ+ (1− λ)uˆ,
using a parameter λ restricted to the interval (1/2, 1] for stability reasons. This amounts to adding
3f ∗i (U− uˆ) · ci = 3λf ∗i (φ − uˆ) · ci
to Eq. (10). The velocity in the linear part of f eqi∗ is replaced by the converse construction V = (1 − λ)φ + λuˆ giving rise to
the additive correction
3f ∗i∗(V− uˆ) · ci∗ = 3(λ− 1)f ∗i (φ − uˆ) · ci.
In addition, the derivatives (cm ·∇)(3uˆ · cm) in (10) are approximated with suitable velocity averages of the non-equilibrium
functions as outlined in Reference [13]. Altogether,we achieve a boundary scheme for the other incoming directions ci 6= −n
from (10)
fi(n+ 1, j)+ fi∗(n+ 1, j) = f eqi (n, j)+ f eqi∗ (n, j)+ 3(2λ− 1)f ∗i (φ − uˆ) · ci + 6f ∗i
N∑
m=1
Bimf neqm (n, j) (18)
with
Bik = 32
[
(ci · ck)2 − |ci|2/3− c2iα(|ck|2 − d/3)
]
, (19)
and ciα is an arbitrary component of ci.
Following the analysis procedure in [9,13,8,14], one can check that the scheme composed of (15) and (18) recovers the
pressure condition (2), giving rise to a second order accurate velocity and a first order accurate pressure.
4. Numerical verification
4.1. Pressure driven Poiseuille flow
We consider the 2D pressure driven Poiseuille flow defined in the unit square [0, 1]2. The exact velocity and pressure
fields are given by
u(x, y, t) = y(1− y)1P/(2ν),
v(x, y, t) = 0,
p(x, y, t) = x1P + P0,
(20)
with a constant pressure drop1P . The north and south boundaries are rigid walls, where the bounce back rule at half link is
implemented to recover the zero velocity. The proposed scheme (15) and (18) is implemented at the left and right boundaries
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Fig. 2. Left: error plot of pressure (+) and velocity (©) for Poiseuille flow (20). Right: Error plot of pressure (+) and velocity (©) for the constructed
flow (21).
x = 0 and x = 1. The average pressure is evaluated from the exact pressure, P¯0 = P0, P¯1 = P0 + 1P . Changing the size of
the constants P0 and 1P , we can arbitrarily set the average pressure values at the boundaries. When the average pressure
at x = 0 is larger than at x = 1, the fluid flows from left to right, and vice versa. By observing the numerical errors at t = 1
on several grids h ∈ {1/10, 1/20, 1/30, 1/40, 1/50 1/80, 1/100}, we find that the velocity and pressure are both second
order accurate which is better than the analytic prediction due to the special nature of the Poiseuille flow (see Fig. 2).
4.2. Constructed nonlinear flow
Since the Poiseuille flow is too special, we test our scheme with a less symmetric flow which has a nonlinear pressure
profile on the boundary. We construct the example by prescribing a divergence free velocity field and a pressure satisfying
relation (2) at x = 0 and x = 1
u(x, y) = a
νpi
(
sin(piy)− 2
pi
)
sin(pix),
v(x, y) = a
νpi
(cos(piy)+ 2y) cos(pix),
p(x, y) = a sin(pi(x+ y)).
(21)
To enforce that velocity and pressure fields in (21) fulfill the incompressible Navier–Stokes equation, we define a suitable
source term G = (Gx,Gy)T
Gx = u∂xu+ v∂yu+ api cospi(x− y)− 2a sin(pix),
Gy = u∂xv + v∂yv + api cospi(x+ y)+ 2api cos(pix)(cos(piy)+ y). (22)
Here a is an arbitrary constant and taken to be 3ν in the following tests. The resulting flow profile is indicated in Fig. 3.
The computational domain is again chosen asΩ = [0, 1]2. At north and south boundaries (y = 0, 1) we set the Dirichlet
boundary condition for velocity which is evaluated from the exact values and realized by the bounce back rule at half links.
At left and right boundaries (x = 0, 1), the new boundary scheme is applied. The average pressures are P¯0 at x = 0 and P¯1
at x = 1,
P¯0 = 2a
pi
, P¯1 = −2a
pi
. (23)
In the setup of the lattice Boltzmann method, the velocity set V is of type D2Q9. As collision models, we have tested a BGK
approach using τ = 3ν + 1/2 and an MRT model as in [17] with eigenvalues s8 = s9 = 1/τ and the other nonzero
eigenvalues close to 1, for example, s2 = 1.13, s3 = 1.14, s5 = s7 = 1.2.
The numerical tests on several grids like in Section 4.1 show a second order accurate velocity and first order accurate
pressure. The left part of Fig. 4 indicates that the nontrivial pressure on the boundary is resolved using condition (2) with
the given average pressure. The right part displays the numerical error decreasingwith the grid becoming finer. A numerical
order study is given in Fig. 2. We remark that, for stability reasons, it is preferable to use the MRT collision model.
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Fig. 3. The exact pressure (left) and velocity field (right) for the test flow (21).
Fig. 4. Left: comparison of numerical pressure along several cuts x = 0 (©), x = 0.25 (∗), x = 0.5 (+)) with the exact pressure (solid lines) on the grid
h = 1/20. The average pressure on the left boundary (x = 0) is indicated by the dash-dotted line. Right: Error plots of pressure at the left boundary x = 0
on three grids h = 1/10 (o), 1/20 (∗), 1/40 (+).
Table 1
The numerical net flux at open boundaries for the left pipe system in Fig. 5.
Left pipe system in Fig. 5 Net flux
Group P¯1 P¯2 P¯3 S1 S2 S3
A 2 0 0 −0.7980 0.3990 0.3990
B 0 0.5 2 0.4170 0.0960 −0.5130
C 0 1.5 2 0.5428 −0.1671 −0.3756
4.3. Pipe flows
In a final examplewe simulate stationary flows through junctions in 2D pipe systems (sketched in Fig. 5). All three outlets
Si have identical width of unit length. At rigid walls Γ , the BFL condition [15] is implemented. The simulations are carried
out on a coarse grid h = 1/10 with a flow viscosity equal to 0.1 and a collision model of BGK type. Obviously, the flow
behavior depends on the average pressure constellation at the outlets Si. We consider three constellations A, B and C listed,
for example, in Table 1. The net flux at each Si is approximated by the sum∫
Si
u · n ≈
∑
xj∈Si
uˆ(j) · n. (24)
For the left pipe system in Fig. 5 with average pressure constellation A, the numerical net flux at the open boundaries
(listed in Table 1) demonstrates that the flow moves in from the left and divides, as expected, into two equal branches at
the junction due to the symmetry in geometry and pressure data (see also Figs. 6 and 7).
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Fig. 5. The geometry of two pipe systems.
Fig. 6. The streamlines of stationary flows in the left pipe systemof Fig. 5with average pressures listed in Table 1. The columns from left to right correspond
to the constellations A, B, C. The red arrows display the direction of the flow scaled with the magnitude of the local velocity.
Fig. 7. The pressure isobars of stationary flows in the left pipe system of Fig. 5 with average pressures listed in Table 1. The columns from left to right
correspond to the constellations A, B, C.
Table 2
The numerical net flux at open boundaries for the right pipe system in Fig. 5.
Right pipe system in Fig. 5 Net flux
Group P¯1 P¯2 P¯3 S1 S2 S3
A 2 0 0 −0.7141 0.4117 0.3024
B 0 0.5 2 0.3389 0.0391 −0.3780
C 0 1.5 2 0.4934 −0.2131 −0.2803
For the second constellation B, the flow moves in from the lower right boundary S3 and leaves mostly through the left
outlet S1 with only a small flux through the upper right outlet S2. Increasing the average pressure at S2, the flow finally also
enters there as demonstrated with the third constellation C.
For the right pipe system of Fig. 5, similar flow fields are observed. However, due to the increased wall friction in the
lower branch, the net flux becomes less if the same pressure constellations are used (see Table 2).
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5. Conclusion
A lattice Boltzmann implementation recovering the pressure drop condition (2) has been presented with accuracy order
2 for velocity and 1 for pressure. Numerical 2D simulations of Poiseuille flow and a flowwith nontrivial pressure support the
analytic results very well. An extension of our results to boundaries which are not aligned with the grid is subject to future
work. Themain difference is that the derivative term (ck ·∇)(u ·ck) is replaced by the general normal derivative (n ·∇)(u ·n)
in (14). However, since (n · ∇)(u · n) can be expressed in terms of the derivatives (cm · ∇)(u · cm) in grid directions, we
can still use (12) to approximate these derivatives. The more tricky part is the proper extrapolation of the relations to the
boundary nodes which requires carefully chosen extrapolation methods.
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