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We identify topological aspects of the subextensive magnetic moment contributed by the surfaces
of a three-dimensional crystallite – assumed to be insulating in the bulk as well as on all surface
facets, with trivial Chern invariants in the bulk. The geometric component of this subextensive
moment is given by its derivative with respect to the chemical potential, at zero temperature and
zero field, per unit surface area, and hence corresponds to the surface magnetic compressibility. The
sum of the surface compressibilities contributed by two opposite facets of a cube-shaped crystallite
is quantized to an integer multiple of the fundamental constant e/hc; this integer is in one-to-one
correspondence with the net chirality of hinge modes on the surface of the crystallite, manifesting a
link with higher-order topology. The contribution by a single facet to the magnetic compressibility
need not be quantized to integers; however, symmetry and/or Hilbert-space constraints can fix the
single-facet compressibility to half -integer multiples of e/hc, as will be exemplified by the Hopf
insulator.
Disentangling bulk and boundary effects in orbital
magnetism [1–3] has long been a subtle affair. Boundary
currents contribute extensively to the orbital magnetic
moment, yet the boundary current cannot be completely
attributed to single-particle states localized to the bound-
ary [4, 5]. The recent formulation of a local marker for
the orbital magnetization allows one, for the first time,
to unambiguously distinguish boundary contributions to
the magnetic moment from bulk contributions [6]; sub-
sequently it was realized that the boundary contribution
can be extensive only for topologically-nontrivial Chern
insulators [5].
What is missed in previous works is the possibility of
boundary contributions to the magnetic moment which
scale subextensively with the area of the surface. This
work aims to identify topological aspects of the subex-
tensive surface magnetism – for a three-dimensional crys-
tallite with trivial Chern invariants in the bulk. Such
aspects arise when there is a spectral gap to excitations
not just in the bulk, but also on all surface facets, as is
assumed throughout this work.
For illustration, consider the magnetic moment con-
tributed by the top and bottom facets of a cubic slab
depicted in Fig. 1. The geometric component of this
subextensive moment, referred to as the magnetic com-
pressibility, is given by its derivative with respect to the
chemical potential, at zero temperature and zero field,
per unit surface area. The magnetic compressibility is
known to be quantized to integer multiples of the funda-
mental constant e/hc for strictly two-dimensional, bulk
insulators, and the integer invariant has been identified
with the net chirality of the edge modes [2, 5–7]. Gener-
alizing this statement to a three-dimensional cubic slab,
the analogous integer invariant becomes the net chiral-
ity of hinge modes localized to the one-dimensional in-
tersections of the four side facets, as illustrated in Fig.
2. This means that a three-dimensional insulator with a
nontrivial magnetic compressibility is also a higher-order
topological insulator [8–14], as we will establish.
FIG. 1. Schematic illustration of a cubic slab with surface
magnetism (indicated by current loops) and hinge modes
(purple arrows). On the right, a cross section of the left slab
illustrates the exponential decay of the surface magnetization.
This is one of several links between surface magnetism
and higher-order topology that we will explore in Sec.
I. Unlike strictly two-dimensional systems, the contribu-
tion of a single facet to the magnetic compressibility need
not be quantized to integers. However, we find that cer-
tain symmetries, and/or Hilbert-space constraints, can
fix the single-facet compressibility to half -integer multi-
ples of e/hc. Our main case study [cf. Sec. II] for this
half-integer quantization is the Hopf insulator [15, 16],
a three-dimensional magnetic topological insulator in-
spired by the Hopf map in differential topology [17].
Beyond the Hopf insulator, we also consider bulk para-
magnets with nontrivially-quantized, single-facet mag-
netic compressibility. Such a phase of matter does not
fit into standard classifications under the family tree
of magnetism [18] (paramagnetism, ferromagnetism, fer-
rimagnetism, etc.), and we refer to it as a topomag-
netic insulator. In Sec. III, we show that some (but
not all) higher-order topological insulators known in the
literature[10, 19–21] are topomagnetic insulators. The
concluding Sec. IV contains a partial summary of our re-
sults and suggestions on how the subextensive magnetic
moment can be measured.
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2I. FACETED ORBITAL MAGNETIZATION AND
HIGHER-ORDER TOPOLOGY
After a brief review of the local marker for orbital mag-
netization in Sec. I A, we present a formula for the layer-
resolved magnetization in Sec. I B, which is used to isolate
a single facet’s contribution to the orbital magnetic mo-
ment. The associated compressibility of this moment is
shown to relate to the geometric component of the sur-
face anomalous Hall conductance in Sec. I C. We also de-
rive therein the correspondence between compressibility
of facets and chiral hinge modes, by arguments involving
Amperean loops and the Streda formula.
A. Review of local marker for orbital
magnetization
For an insulating crystallite in contact with an electron
reservoir (at chemical potential µ), the zero-temperature
magnetization is related to the grand thermodynamic po-
tential Ω as
M = − 1
V
∂Ω
∂B
∣∣∣∣
µ
= − 1
V
∂E
∂B
+ µ
∂n
∂B
:= m1 +m2, (1)
where n = NV is the electron density, E is the internal
energy, and B is the external magnetic field. The m1
term contains an orbital contribution originating from
the minimal coupling to the magnetic field, as well as a
spin contribution originating from the Zeeman coupling
to the intrinsic spin magnetic moment. We refer to the
orbital component of m1 plus the entirety of m2 as the
orbital magnetization morb.
We shall primarily be concerned with the zero-B or-
bital magnetization of band insulators with a spectral
gap in both the bulk and all surface facets of a three-
dimensional crystallite. Since we are not considering a
fully periodic system with translation symmetry it is im-
portant that we introduce a method to calculate the mag-
netization in position-space. Fortunately, it was already
shown in Ref 6 that morb can be expressed as an integral
over continuous position-space of a local marker m for
orbital magnetization. For convenience, we present here
the tight-binding analog of their formula:
Mγ =
1
V
∑
R
mγ(R),
mγ(R) =
e
2~c
αβγ Im
∑
a
〈R, a|P¯ rˆαQ¯H¯Q¯rˆβP¯
− Q¯rˆαP¯ (H¯ − 2µ)P¯ rˆβQ¯|R, a〉,
(2)
where H¯ is the Hamiltonian, and P¯ and Q¯ are the pro-
jectors onto the occupied and unoccupied subspaces of
H¯, respectively. H¯, P¯ and Q¯ act in a Hilbert space
spanned by the orthonormal basis vectors {|R, a〉}R,a,
where |R, a〉 is a ket state of an electron localized (as
a Wannier function) to a Bravais-lattice vector R =
(Rx, Ry, Rz), and the index a labels the basis vectors
of the reduced Hilbert space of one primitive unit cell.
The action of the position operator rˆα on these states
satisfies rˆα|R, a〉 = Rα|R, a〉. By assumption, an energy
gap separates the occupied and unoccupied subspaces of
H¯, so that the matrix elements of P¯ decay exponentially
with increasing position-space separation [22, 23]. This
gives an exponentially sharp distinction between the lo-
cal marker mγ(R) evaluated on the boundary versus in
the bulk [6]. Using this formalism we immediately ob-
serve that the µ-dependent term in Eq. (2) is geometric,
i.e., it is simply proportional to the local Chern marker
[24]. Alternatively, this proportionality can be derived by
applying the Streda formula [25, 26] to m2 = µ∂n/∂B.
B. Faceted orbital magnetization
To model a facet on a three-dimensional crystallite, let
us consider a half-infinite slab with surface normal vector
+zˆ. The orbital magnetic moment of the slab can be de-
composed into a sum over layers indexed by l = 1, 2, . . .,
where l = 1 lies closest to the surface termination. By
summing the local marker over each layer, we show in
Appendix A that the orbital magnetization (contributed
by each layer) is expressible as an integral over the re-
duced Brillouin zone (rBZ 3 k⊥ = (kx, ky)):
Mz(l) :=
e
c~
Im
∫
rBZ
dk⊥
(2pi)2
[
(gk⊥,xy(l)
+ hk⊥,xy(l))− 2µfk⊥,xy(l))
]
,
(3)
gk⊥,xy(l) = Trcell,z
[
Pl∂kx P˜ Q˜H˜Q˜∂ky P˜
]
,
hk⊥,xy(l) = Trcell,z
[
PlQ˜∂ky P˜ H˜∂kx P˜ Q˜
]
,
fk⊥,xy(l) = Trcell,z
[
PlQ˜∂ky P˜ ∂kx P˜ Q˜
]
,
(4)
where g, h, f correspond, in order, to the three terms in
Eq. (2). The quantity P˜ (k⊥) (Q˜(k⊥)) is the projector
to the occupied (unoccupied) subspace of the Hamilto-
nian H˜(k⊥); note the arguments have been suppressed
in the above equations above. In a slab geometry, these
operators have matrix elements labelled as, for example,
H˜(k⊥)RzRz′ ,ab, and “ Trcell,z” is the trace with respect to
the composite index (Rz, a). Finally, the operator Pl(k⊥)
is the projector onto the Rz = l layer in the k⊥ mo-
mentum sector. In direct correspondence with the local
Chern marker [24], the imaginary part of f in Eq. (3) is
the layer-resolved Berry curvature [27], and its integral
over the rBZ gives the contribution (of each layer) to the
Hall conductance:
C+zˆ(l) =
1
2pi
∫
rBZ
dk⊥ Im fk⊥,xy(l). (5)
Now we can define the faceted orbital magnetization as
the orbital magnetization contributed by the slab surface
3(or more generally a facet of a three-dimensional crystal-
lite). This quantity is obtained by summing the layer-
resolved magnetization in the vicinity of the surface, and
subtracting the bulk contribution:
M+zˆ =
bulk∑
l=1
(
Mz(l)−Mz,bulk
)
, (6)
where Mz,bulk is defined as the layer-resolved magnetiza-
tion in the bulk region, i.e., in a slab geometry, it is the
asymptotic value of Mz(l) for large l. By
∑bulk
l=1 , we mean
that the summation should be carried out into the bulk
region. The exponential decay of P˜RzR′z ;ab in |Rz − R′z|
guarantees that the sum reaches its asymptotic value ex-
ponentially.
C. Faceted magnetic compressibility and chiral
hinge modes
Differentiating Eq. (6) with respect to the chemical
potential, we obtain the magnetic compressibility con-
tributed by a single facet (in short, the faceted compress-
ibility):
dM+zˆ
dµ
= − e
hc
bulk∑
l=1
C+zˆ(l). (7)
The above equation can be derived straightforwardly
from Eqs. (3)-(5). Note that the derivative of Mz,bulk
vanishes by our initial assumption of the triviality of
the bulk Chern invariants. Hence, we can then iden-
tify
∑bulk
l=1 C+zˆ(l)e
2/h as the geometric component of the
surface anomalous Hall conductivity (in short, the geo-
metric SAHC, which we denote by σg+zˆ).[27, 28]. More
generally, for any facet with normal vector nˆ,
dMnˆ
dµ
= − 1
ec
σgnˆ, (8)
where σgnˆ is the geometric SAHC on the surface facet with
normal vector nˆ. Because the spin contribution to the
magnetization does not depend on the chemical potential
[cf. Sec. I A], the above equation represents the complete
compressibility contributed by a single facet, and not just
its orbital component.
Let us emphasize a distinction between the faceted
magnetization and the magnetization of a strictly
two-dimensional system M2D. The latter satisfies
dM2D/dµ = −(e/~c)C where C is the integer-valued
Chern number [2, 6], which remains quantized even in
disordered systems[7]. In contrast, Mnˆ, as defined on a
surface facet of a three-dimensional crystallite, satisfies
Eq. (7). Here the quantity
∑bulk
l=1 Cnˆ(l) is not necessarily
fixed to discrete values. However, we will now show that
the difference of
∑bulk
l=1 Cnˆ(l) on adjacent facets must be
quantized to an integer, with this integer equal to (mi-
nus) the net chirality of the hinge modes at the interface
of the two facets.
I
zˆ
xˆ yˆ
I0
M+zˆ
M+yˆ
M zˆ
FIG. 2. Geometry of facets (blue), hinges (green and orange),
and Amperean loops (red and black). The arrows on facets
indicate the direction of the faceted magnetization, not the
surface normal.
Let us derive this equality from the classical electro-
magnetic relation between magnetization and current:∮
M · dl = I/c [29], with M the total magnetization
defined per unit volume, as in Eq. (2). We construct an
Amperean loop to encircle a hinge between two facets, as
illustrated by the red loop in Fig. 2. By assumption, the
local Chern marker in the bulk is trivial, hence dM/dµ
receives contributions only from the faceted magnetiza-
tion: M+zˆδ(z−z0)zˆ for the top facet (colored blue in Fig.
2), and M+yˆδ(y − y0)yˆ for the right facet (also colored
blue). This means that
dM+zˆ
dµ
− dM+yˆ
dµ
=
1
c
dI
dµ
, (9)
for a current I flowing through the Amperean loop. By
assumption, there is an energy gap to excitations for both
bulk and surface states. Thus, a variation of µ within this
gap can only change the filling of hinge states localized
to the interface colored green in Fig. 2, and dI/dµ is
completely determined by the hinge state current. Each
hinge state with wave number k and velocity v(k) con-
tributes −ev(k)/L to the current I. Let s be a label for
each hinge mode crossing the Fermi level with velocity
v
(s)
F and wave number k
(s)
F . For an infinitesimal increase
δµ, the resultant change in current is
δI = − e
L
∑
s
L|δk(s)F |
2pi
v
(s)
F , (10)
where δk
(s)
F = δµ/v
(s)~ is the change in Fermi
wave number for mode s. It follows that δI/δµ =
−(e/h)∑s sgn[v(s)F ], hence
dM+zˆ
dµ
− dM+yˆ
dµ
= − e
hc
∑
s
sgn[v
(s)
F ], (11)
which proves our claim.
By a simple generalization of the above argument for
the black Amperean loop in Fig. 2, we derive
dM+zˆ
dµ
− dM−zˆ
dµ
= − e
hc
(∑
s
sgn[v
(s)
F ] +
∑
s′
sgn[v
(s′)
F ]
)
,
(12)
4where M−zˆ is the magnetization of the bottom facet, and
s′ is an index for hinge modes localized to the bottom
hinge colored orange in Fig. 2. The relative minus sign
on the left-hand side of Eq. (12) is because the faceted
magnetization is defined to point from the interior to the
exterior.
Let us present an alternative and instructive derivation
of Eq. (12). Because the bulk magnetization has van-
ishing compressibility (since bulk Chern numbers van-
ish), the right-hand side of Eq. (12) may be identi-
fied with the compressibility of the total magnetization:
Mz =
∑
lMz(l), where the sum is over all layers in the
slab; Mz is defined with respect to a fixed Euclidean co-
ordinate system indicated on the right-bottom corner of
Fig. 2. Applying the thermodynamic relation [in Eq. (1)]
to the case of a magnetization defined per unit area,
∂Mz
∂µ
=
1
Axy
∂N
∂B
=
e
hc
Cslab,z, (13)
where N is the total electron number and Axy is the area
of the slab. The second equality above relates ∂N/∂B (at
fixed µ and zero temperature) to the first Chern number
(Cslab,z) of the slab, in accordance with Streda’s formula
[25]. By the bulk-boundary correspondence for Chern
insulators, there must be chiral modes localized to the
‘edge’ of the slab. In this case, the ‘edge’ is a macroscop-
ically large side-surface facet. However, we have assumed
that any surface states are gapped, and thus the chiral
‘edge’ modes are identified with hinge modes localized to
either hinge.
With these formal preparations out of the way, we pro-
ceed to an illustrative example.
II. CASE STUDY OF THE HOPF INSULATOR
The Hopf insulator is a three-dimensional bulk insula-
tor with a two-band, bulk Hamiltonian H(k) that can-
not be continuously deformed to a trivial k-independent
Hamiltonian while the bulk energy gap and bulk transla-
tion symmetry are preserved [15, 16, 30]. This topological
obstruction exists despite the Hopf insulator having triv-
ial first Chern class – meaning the Chern number of any
two-dimensional slice in the three-dimensional Brillouin
zone vanishes. (We leave to future investigations the re-
lated notion of Hopf-Chern insulators [31], which have a
nontrivial first Chern class in the bulk.) Instead of a bulk
Chern invariant, the bulk topology of the Hopf insulator
is diagnosed by the Hopf invariant, which is equivalent
to a BZ-integral of the Abelian Chern-Simons three-form
[15]:
χ = − 1
4pi2
∫
BZ
d3kA(k) ·F(k), (14)
where A(k) = i〈u|∇ku〉 is the Berry connection of the
valence band, and F(k) = ∇ × A(k) is the associated
Berry curvature. This Chern-Simons formula is gauge-
invariant if the valence band has unit rank, and is fur-
thermore quantized to integer values if the conduction
band also has unit rank; both conditions are automat-
ically satisfied because the model we use for H(k) is a
sum of Pauli matrices. (The rank of a band defined over
the BZ or rBZ is defined as the number of independent
wave functions that span the band at each k ∈ BZ, resp.
k⊥ ∈ rBZ.)
Being an axion insulator with quantized magneto-
electric polarizability [30], the Hopf insulator is a prime
candidate for the quantized magnetic compressibility in-
troduced in Sec. I A. Additionally, the Hopf insulator
presents a unique opportunity to extend the Chern-
Simons/axion theory of magneto-electric polarizability
to the case where the Chern-Simons action is gauge-
invariant, unlike other known axion insulators [4, 19–
21, 27, 28, 32–36].
Let us summarize the main results of our case study:
(i) The faceted magnetic compressibility of the Hopf in-
sulator is a half-integer multiple of e/hc:
dMnˆ
dµ
=
e
hc
(χ
2
− Cv(nˆ)
)
. (15)
The half-integer includes a contribution from the bulk
integer invariant χ ∈ Z, and also a surface-dependent
contribution from the integer invariant Cv(nˆ) ∈ Z.
Roughly speaking, Cv is the first Chern number of the
occupied bands localized to a surface facet; the precise
formulation of this quantity requires a Bloch-Wannier
representation that is elaborated in Sec. II A.
(ii) Eq. (15) is derived by relating [cf. Eq. (8)] the facet
compressibility to the geometric component of the surface
anomalous Hall conductance (SAHC); the latter quantity
is related to the aforementioned topological invariants by
σgnˆ =
(
−χ
2
+ Cv(nˆ)
) e2
h
, (16)
as we prove in Sec. II B.
(iii) From Eq. (16), we argue that if two neighboring
facets differ in their values for Cv(nˆ), then there must
be chiral hinge mode(s) localized to the interface of the
two facets – this follows from a generalized Laughlin
argument (for surface facets) that is described in Sec.
II B 2. Furthermore, we show for the Hopf insulator
that the existence of hinge modes is guaranteed by a
symmetry that combines particle-hole conjugation with
spatial inversion, as demonstrated in Sec. II C.
(iv) Finally in Sec. II D, we numerically simulate the
quantization of Eq. (15) for a model Hamiltonian.
5A. Formulation of a Chern number for states
localized to a facet
We have proposed, roughly speaking, that the integer
invariant Cv in Eq. (15) is the Chern number for oc-
cupied states localized to a facet. To have a properly
defined Chern number (as an integral of the Berry curva-
ture over the reduced Brillouin zone rBZ), it is necessary
to identify an entire band of occupied states that is lo-
calized to the facet, with a projector that is continuously
defined over the entire rBZ. This does not generally
hold when one evaluates energy eigenstates of topologi-
cal band systems with a surface termination. The more
likely scenario is that of a ‘partial surface band’, whose
energy spectrum is attached to a bulk energy band in
some region of the rBZ, such that the states localized to
a facet (in position space) are confined to a subregion D
of the rBZ (in momentum space), as exemplified in Fig.
3(a). In general, the integral of the Berry curvature over
D is not quantized to integer values.
To obtain an integer-valued Chern invariant for
surface-localized states in the more general scenario of
a partial surface band, one has to relax our previous as-
sumption that said states are energy eigenstates of the
single-particle Hamiltonian. Instead, we propose to de-
fine the Chern invariant Cv for surface-localized states
that are eigenstates of the projected position operator on
a half-infinite geometry, as explained in Sec II A 1. (Note
that eigenstates of the projected position operator are
simply linear combinations of the occupied energy eigen-
states.) Then, in Sec II A 2, we describe the conditions
that make Cv a well-defined topological invariant. One
implication is that if a three-dimensional, bounded crys-
tallite is insulating in the bulk and on all surface facets,
and has a bulk Pauli-matrix Hamiltonian in the trivial
first Chern class, then bulk translational symmetry alone
gives a topological classification specified the bulk invari-
ant χ [cf. Eq. (14)] and the set of Cv for all facets.
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FIG. 3. (a) Partial surface bands in the open-boundary spec-
trum of the model Hamiltonian in Eq. (19), with u = 2. The
states colored red are localized to surface facets. ∆Eb,m is
minimal energy gap in the bulk.  is set to be the natural
energy scale in this paper. mD is the surface Dirac mass. (b)
Schematic illustration of Bloch-Wannier bands for a superlat-
tice model described in Sec. II A 1.
1. Chern invariant Cv from the projected position operator
Given a bulk insulator with an occupied subspace of
states (represented by the projector P ) and an unoccu-
pied subspace (with a projector Q), we consider the pro-
jected position operators PZˆP and QZˆQ, with Zˆ the
position operator in the z direction. Throughout this
subsection we impose periodic boundary conditions in
the x and y directions.
While the eventual goal of this section is to define the
Chern invariant Cv through the projected position op-
erator defined on a half-infinite slab geometry (with Zˆ
taking only positive values), it is useful to review some
properties of PZˆP on an infinite geometry (with Zˆ tak-
ing also negative values). These properties hold equally
well for QZˆQ, with the semantic replacement P → Q.
Since translations perpendicular to z are symmetries of
PZˆP , each eigenvalue forms a band over the reduced
Brillouin zone, rBZ 3 k⊥=(kx, ky). The corresponding
eigenstates, known as Bloch-Wannier bands [37, 38], are
extended (in the xy-plane) as Bloch functions with crys-
tal wavevector k⊥, but exponentially localized as a Wan-
nier function in the z direction. Such exponential lo-
calization makes the expectation value 〈Zˆ〉, for a Bloch-
Wannier eigenstate, well-defined, with 〈Zˆ〉 equalling an
eigenvalue of PZˆP . Under translation in the z-direction
by a lattice period (set to unity), PZˆP → P (Zˆ + 1)P ,
hence each eigenvalue in a given k⊥ sector belongs to an
infinitely-extended Wannier-Stark ladder where adjacent
rungs having unit spacing [39]. Generally, if the bulk va-
lence energy band has rank N , the spectrum of PZˆP (at
each k⊥) comprises N Wannier-Stark ladders – each of
them infinite in extent. For the Hopf insulator, N = 1.
Let us now consider a half-infinite slab geometry with
Zˆ taking only positive values. We assume that a gap
exists in the energy spectrum over the reduced Brillouin
zone (rBZ) of the surface facet, and separates two or-
thogonal subspaces projected by P (for occupied states)
and Q (for unoccupied states). (Such a gap is consistent
with the possible existence of chiral hinge modes, because
the surface geometry considered here is periodic without
hinges.) Let j = 1, 2, 3 . . . label Bloch-Wannier bands
with j = 1 being closest to the surface, j = 2 the next
closest, and so on. Owing to the exponential decay of P
in the coordinate representation [22, 23], Bloch-Wannier
bands sufficiently far from the surface are indistinguish-
able (up to exponentially small corrections) from Bloch-
Wannier bands obtained in the above-described infinite
geometry. We describe the former category of Bloch-
Wannier bands as bulk-like, while the latter category are
bulk ; every other Bloch-Wannier band is a surface band.
In the usual convention, we attach the additional qual-
ifier ‘valence’ and ‘conduction’ to objects associated to
the occupied and unoccupied subspaces respectively, e.g.,
valence bulk-like Bloch-Wannier bands.
Let us denote the Chern number of the j-th Bloch-
Wannier band in the occupied subspace as Cv(+zˆ, j).
6The faceted valence Chern number Cv(+zˆ) is defined
as the net Chern number of all surface valence bands:∑
j Cv(+zˆ, j), with the sum extending to the bulk-like
region. This sum is uniquely defined because bulk-like
Bloch-Wannier bands have zero Chern number, by as-
sumption. Analogously, we can define Cc(+zˆ, j) and
Cc(+zˆ) for the conduction band, i.e.,
Cv(+zˆ) =
∑bulk
j=1 Cv(+zˆ, j),
Cc(+zˆ) =
∑bulk
j=1 Cc(+zˆ, j).
(17)
In numerics, one can calculate the faceted va-
lence/conduction Chern numbers by summing j over half
a slab, assuming the slab height is much greater than the
exponential decay length of P and Q. The definitions
in Eq. (17) are straightforwardly generalized to Cv,c(nˆ)
any insulating surface facet with normal vector nˆ. Then,
we define the faceted Chern number of a surface as the
sum of the faceted valence Chern number and the faceted
conduction Chern number:
C(nˆ) = Cv(nˆ) + Cc(nˆ) = χ, (18)
where the second equality relates the faceted Chern num-
ber to the bulk Hopf invariant χ [cf. Eq.(14)] – a bulk-
boundary correspondence proven in Ref. 30.
This correspondence suggests that the faceted valence
Chern number Cv(+zˆ), just like the Hopf invariant, is
only well-defined if the bulk valence energy band is unit-
rank with trivial first Chern class. To appreciate this
point, we offer an example with non-unit rank where Cv
is not well-defined. Our example is constructed by stack-
ing decoupled, two-dimensional Chern insulators (in the
z-direction) to form a three-dimensional superlattice with
two layers per superlattice period, and with the Chern
number alternating in sign between adjacent layers. The
result is a topologically trivial insulator with two Bloch-
Wannier bands per lattice period in the z-direction, with
the Chern number alternating in sign between adjacent
Bloch-Wannier bands, as schematically shown in Fig.
3(b). It follows that Cv is not uniquely defined and
depends on how the sum in Eq. (17) is truncated: if
the number (N) of Bloch-Wannier bands included in the
summation is even (see dotted square in Fig. 3 (b)), then
Cv = 0, while if N is odd, Cv = 1.
To close this subsection, let us illustrate the notions of
Bloch-Wannier bands, faceted Chern numbers, and the
bulk-boundary correspondence for a tight-binding model
of the Hopf insulator constructed by Moore, Ran, and
Wen (MRW) [15]. The Hamiltonian of the MRW model
is constructed from the well-known Hopf map:
z = (z1 + iz2, z3 + iz4)
T ,
d = z†τz, τ = (τx, τy, τz),
HMRW (k) = d · τ ,
(19)
where τx, τy, τz are Pauli matrices, and
z1 = sin kx, z2 = sin ky, z3 = sin kz,
z4 = u− cos kx − cos ky − cos kz. (20)
If we take 1 < u < 3, then the above model is a Hopf
insulator with Hopf invariant χ = 1. In numerical calcu-
lations, we always use the MRW model with u = 2 and
χ = 1 unless otherwise specified.
To calculate the Bloch-Wannier bands in the presence
of a surface, we Fourier transform the Bloch Hamilto-
nian of the MRW model to obtain the position-space
Hamiltonian. Then we terminate the hopping matrix el-
ements across the surfaces of a finite slab that is open
in the z-direction and periodic in x and y. After modi-
fying the surface Hamiltonian to gap out both the top
and bottom surfaces, we diagonalize PZˆP and QZˆQ
to derive Bloch-Wannier bands as shown in Fig. 4(a)
and (b). If we sum the Chern number of the top five
bands of P zˆP in Fig. 4(a), we get Cv(+zˆ) = 1. If we
sum the Chern number of the top five bands of QzˆQ
in Fig. 4(b), we get Cc(+zˆ) = 0. Then, we have
C(+zˆ) = Cv(+zˆ) +Cc(+zˆ) = 1, which is consistent with
χ = 1, according to the bulk-boundary correspondence
in Eq. (18).
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FIG. 4. Spectrum of (a) P zˆP and (b) QZˆQ for the MRW
model with u = 2 and χ = 1, for a finite slab with a width
of ten unit cells in the z direction. Except for Bloch-Wannier
bands in the vicinity of the top and bottom facets, all other
bands are bulk-like with near-unit separation.
2. Cv as a topological invariant
Let us prove that Cv is invariant under continuous
deformations of the Hamiltonian that preserve the bulk
translation symmetry as well as the energy gap separat-
ing valence and conduction subspaces (on a half-infinite
geometry).
The only way for Cv to change is by the transfer-
ence of Berry-curvature quanta to (or away from) the
facet. If the energy gap is preserved, then there can be
no transference between occupied and unoccupied states.
What remains is to rule out transference between occu-
pied states. Because Bloch-Wannier bands have differing
spatial centers 〈Zˆ〉, the transference of a Berry-curvature
quantum between neighboring Bloch-Wannier bands ef-
fectively moves the quantum in real space. Such trans-
ference can only occur if the spectral gap separating the
two Bloch-Wannier bands closes then reopens; generi-
cally, the gap closes at a Dirac point. Yet if bulk trans-
lation symmetry is preserved, it is not possible for bulk
Bloch-Wannier bands (with unit rank) to touch, because
7they are always separated by the lattice period in the
z-direction. An analogous argument proves that Cc (for
the unoccupied subspace) is also a topological invariant.
We can provide an alternative derivation of this re-
sult by assuming translation invariance in all three spa-
tial directions. An adiabatic cycle for a bulk pump of
Berry-curvature quanta corresponds to a nontrivial sec-
ond Chern number for the Hamiltonian H(k, λ)[30, 40],
where λ is a cyclic parameter for a family of Bloch Hamil-
tonians H(k) defined over the 3D Brillouin zone. The
second Chern number is defined as a four-dimensional
integral of the second Chern character. Generally, the
n’th Chern character is given by
chn(F ) = Tr
[
1
n!
(
iF
2pi
)n]
, (21)
with F 2 = F ∧ F the exterior product of the Berry field
strength. However, the second Chern number is always
trivial for a non-degenerate band spanned by a single
Bloch function [of (k, λ)] that is continuous with respect
to k. This follows from a relation between the first two
Chern characters and the second Chern class c2:[41]
c2(F ) =
1
2
ch1(F ) ∧ ch1(F )− ch2(F ), (22)
and the triviality of the second Chern class
(i.e.,
∫
d3kdλ c2=0) for line bundles [42]. Note∫
d3kdλ ch1∧ch1=0 because, by assumption, the first
Chern numbers vanish in the kxky, kykz and kzkx planes.
This illustrates that adiabatic deformations of the Bloch
Hamiltonian will not transfer any Berry curvature
quanta away from the facet. A similar argument was
used in Ref. 30 to demonstrate the topological invariance
of the faceted Chern number C [cf. Eq. (17)].
B. Surface anomalous Hall conductance
The half-integer quantization of the faceted compress-
ibility of the Hopf insulator [cf. Eq. (15)] can be proven
once we relate the geometric SAHC to the bulk topolog-
ical invariant χ [cf. Eq. (14)] and the faceted valence
Chern number Cv [cf. Eq. (17)] through Eq. (16). As
preliminary steps, we will first review some salient as-
pects of the general theory of surface Hall conductance in
Sec. II B 1, then generalize Laughlin’s argument to sur-
face facets in Sec. II B 2. This general theory is subse-
quently applied to the Hopf insulator in Sec. II B 3.
1. Review of the general theory of magnetoelectric
polarizability and SAHC
For an insulator with a gapped surface facet (with nor-
mal vector nˆ), the application of an electric field results
in a surface Hall current: jnˆ = σnˆnˆ × E. The total
SAHC σnˆ can be separated into geometric (σ
g
nˆ) and non-
geometric contributions[4, 20, 21, 27, 28, 32, 33, 36]:
σnˆ = σ
g
nˆ − αcgiso +
1
2
α˜abnˆanˆb,
σgnˆ =
(
− θ
2pi
+ms(nˆ)
)
e2
h
, ms ∈ Z. (23)
The geometric contribution comprises two terms, the first
of which is proportional to the axion theta angle θ. The
value of θ is expressible as a Brillouin-zone integral of the
Chern-Simons three-form of the Berry gauge field [20].
For a unit-rank valence energy band, the Chern-Simons
three-form is Abelian, and the axion angle reduces to
pi multiplied by the right-hand side of Eq. (14), i.e., it
is piχ. The second term in σgnˆ is an integer multiple of
e2/h that depends on the surface preparation. The non-
geometric contribution to σnˆ also comprises two terms,
one being facet-independent (the “cross-gap” term αcgiso),
and the other facet-dependent. Analytic expressions for
both these terms can be found in Refs. 32 and 33, but
will not be the focus of this work.
2. SAHC of insulators with trivial bulk Chern invariants: a
generalized Laughlin’s argument
The differential SAHC between any two adjacent facets
is an integer multiple of e2/h, with this integer equal to
the net chirality of hinge modes localized to the interface
of the two facets. This follows from a generalization of
Laughlin’s argument to surface facets that we now de-
velop.
Laughlin’s original argument was applied to prove the
integer quantization of the Hall conductance for two-
dimensional electron gases [43], using flux threaded in a
cylindrical geometry. Our generalized argument is based
on the geometry illustrated in Fig. 5(a): two adjacent
surface facets with normal vectors nˆ1 and nˆ2, having an
interfacial “hinge” of length Lx parallel to +xˆ. Periodic
boundary conditions are imposed in the x direction, with
the system being infinite in both y and z directions.
Let us introduce a time-dependent flux Φ(t) into
the Hamiltonian by the minimal coupling px → px −
(e/c)Φ/L, with px the canonical momentum operator.
One can remove the flux from the Hamiltonian via a
unitary transformation which twists the boundary con-
ditions of single-body wave functions as: ψ(x, y, z) =
exp (−iΦ/Φ0)ψ(x + Lx, y, z), with Φ0 = hc/e the flux
quantum. The spectrum of the Hamiltonian is identical
for any Φ that is an integer multiple of Φ0. However,
it is possible that a filled Fermi sea ground state (at
Φ = 0) is adiabatically connected to an excited many-
body state after a flux quantum is threaded (at Φ = Φ0).
This happens only if there are states (near the Fermi
level) that are extended in the x-direction; such exten-
sion makes them sensitive to twisting of the boundary
condition along x. Since we have assumed the bulk and
surfaces are gapped, any extended state (near the Fermi
8level) will be a quasi-1D Bloch wave localized to the
hinge. If hinge modes crossing the Fermi level have a
net chirality for propagation in the x-direction, then the
many-body state at Φ = Φ0 is excited when compared
to Φ = 0. For illustration, if the spectrum contains a
single chiral hinge mode (illustrated in Fig. 5(c)), then
all single-body states are advanced in quasimomentum
by kx → kx + 2pi/Lx, resulting in one additional filled
state just above the Fermi level.
nˆ1
nˆ2
zˆ
xˆ yˆ
(a)
kx
E
EF
(b)
2⇡/Lx
j(1) j(2)
FIG. 5. (a) Two adjacent facets with normal vectors nˆ1 and
nˆ2. Their interface is emphasized by a purple colored line.
(b) Illustration of spectral flow for a single chiral hinge mode.
The purple dashes indicate hinge states with wavenumber kx
that takes discrete values owing to finite-size quantization.
More generally, let the net chirality of the hinge modes
be ∆N = NR − NL, implying that the number of oc-
cupied hinge states increases by ∆N upon inserting of
a flux quantum. By particle conservation, these states
must originate from a net flow of current transverse to
the hinge: (−e)∆N = L ∫ T0
0
(j(1) − j(2))dt, with j(i) the
areal current density on the i-th facet. We note that there
is no current contributed from the bulk, because the bulk
is insulating, and the bulk Chern invariants are assumed
to vanish. A time-dependent flux Φ(t) = LAx(t) can
be viewed as proportional to a time-dependent electro-
magnetic vector potential, which implies a non-vanishing
electric field: Ex = (−1/c)∂Ax/∂t. Assuming Ex is con-
stant in time, then Φ(T0) = Φ0 at time T0 = −h/eExL.
Substituting this time scale into the above expression for
∆N , and further identifying j(i) = σnˆiEx as a Hall cur-
rent (since both surfaces are gapped), we derive that the
difference in Hall conductance is determined by the net
chirality: σnˆ1 − σnˆ2 = (e2/h)∆N . This completes our
argument.
We can now use this result to interpret the general
expression for the SAHC in Eq. 23. First, we argue that
in three-dimensional insulators whose bulk valence band
has trivial Chern class, the anisotropic term 12 α˜abnˆanˆb in
Eq. (23) must vanish. This follows because on one hand,
(i) if α˜ were nonzero, 12 α˜abnˆanˆb can in principle take
arbitrary real values depending on the facet orientation
nˆ, implying that the differential 12 α˜abnˆanˆb between two
facets can take arbitrary real values. On the other hand,
(ii) we just proved that the differential SAHC between
two adjacent facets must be an integer multiple of e2/h.
Since the real-valued arbitrariness of (i) is incompatible
with the integer-valued quantization of (ii), our previous
assumption of α˜ 6= 0 cannot be true.
Secondly, we note that ∆N can be identified with the
differential ms between two adjacent facets. After all,
having just argued that α˜ = 0, ms is the only remaining
nonzero quantity in Eq. (23) that depends on the facet
orientation.
3. SAHC of the Hopf insulator
Specializing the general expression of the SAHC in Eq.
(23) to the case of the Hopf insulator, we obtain
σnˆ = σ
g
nˆ − αcgiso, σgnˆ =
(−χ2 +ms(nˆ)) e2h . (24)
We have replaced the (Abelian) axion theta angle by the
Hopf invariant: θAbelian = piχ, in accordance with Eq.
(14). (Note that χ is gauge-invariant, unlike the non-
Abelian version where θNA ≡ θNA + 2pi.) Moreover, the
term involving α˜ vanishes as an implication of the gen-
eralized Laughlin argument given above.
Next we will argue that we can identify the surface-
dependent integer invariant ms(nˆ) with the faceted va-
lence Chern number (c.f. Eq. (17)):
ms(nˆ) = Cv(nˆ). (25)
To prove this identity, consider a half-infinite slab of the
Hopf insulator with surface-normal vector nˆ, and total
SAHC σnˆ. The surface valence bands have the net Chern
number Cv(nˆ), which depends on details of the surface
termination. As a thought experiment, let us absorb
a two-dimensional Chern-insulating layer onto the sur-
face which has the opposite Chern number −Cv(nˆ) in
its valence subspace. We do not, however, introduce any
Hamiltonian matrix elements between the absorbed layer
and the original system. The combined system is then
a half-infinite, Hopf-insulating slab whose occupied sub-
space can be spanned by a set of exponentially-localized
Wannier functions. Then by following the derivations in
Refs. 4 and 33 (which apply only to systems with a Wan-
nier representation), we would deduce that the SAHC of
the combined system equals −χ/2(e2/h)−αcgiso. In the as-
sumed absence of coupling between the Chern-insulating
layer and the original slab, the SAHC of the combined
system must equal the sum of the SAHC of the con-
stituent systems, thus
σnˆ − Cv(nˆ)e
2
h
= −χ
2
e2
h
− αcgiso. (26)
Comparing this to the first equation in Eq.(24), we de-
duce ms(nˆ) = Cv(nˆ), and hence, for the Hopf insulator
σgnˆ =
(
−χ
2
+ Cv(nˆ)
) e2
h
. (27)
9C. Chiral hinge modes and their symmetry
protection
We have just determined that the net chirality of hinge
modes separating two surface facets equals the differen-
tial Cv between the two adjacent facets. Given a Hopf-
insulating crystallite with a fixed bulk invariant χ, it is
possible to manufacture a surface potential that leads to
many choices of {Cv(nˆ)}nˆ, and by implication many pos-
sible networks of hinge modes. Three representative ex-
amples consistent with half filling of the MRW model are
illustrated in Fig. 6(a-c), with blue indicating a facet with
Cv = +1, light orange indicating a facet with Cv = 0,
and red indicating a unidirectional hinge mode. These
three simulations differ only in the surface preparations,
while their bulk is identically given by the MRW model
[cf. Eq. (19)] with parameter u = 2, and bulk invariant
χ = 1. For the two examples in Fig. 6(a-b), the disper-
sion of the hinge modes propagating in the ±x direction
are plotted in Fig. 6(d-e) respectively.
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FIG. 6. (a-c) shows the possible networks of hinge modes for
a cubic Hopf-insulating crystalline with bulk Hopf invariant
χ = 1. Facets with Cv = 1 (Cv = 0) are colored light orange
(blue, respectively). Black arrows represent the the group ve-
locity of chiral hinge modes at the Fermi level. The particle-
hole inversion symmetry of Eq. (28) is imposed in panels (b)
and (c), but not in (a). The dispersion of hinge modes lo-
calized to the red-highlighted hinges in panel (a) [resp. (b)]
are plotted in panel (d) [resp. (e)]. Simulations for (d-e) were
performed for the MRW model (u = 2) on a finite slab that
is periodic in the x direction, with a width of 10 unit cells in
the z-direction, and a width of 40 unit cells in the y-direction.
Interestingly, it is possible that all facets have iden-
tical Cv such that there are no chiral hinge modes at
all. Hence, one might consider if a symmetry exists that
might prevents this possibility and thus guarantee higher-
order topology with robust hinge modes. As a candidate
for such a symmetry, let us consider the following trans-
formation of annihilation to creation operators
C′ : cR,a → bac†−R,b. (28)
Here, c†R,a creates an electron of orbital character a ∈
{1, 2} at lattice site R, and ab is the two-dimensional
Levi-Civita tensor. Since C′ is the composition of a spa-
tial inversion I : cR,a → c−R,a and a particle-hole con-
jugation P : cR,a → bac†R,b (with pseudo-spin flip), we
refer to C′ = PI as a particle-hole inversion symmetry.
Note that neither P nor I symmetry is individually im-
posed in the following discussion. The C′ symmetry of
the second-quantized Hamiltonian translates to the fol-
lowing antisymmetry of the first-quantized Hamiltonian
in the momentum representation:
τyH
?(k)τy = −H(k), k ∈ BZ, (29)
where H?(k) means the complex conjugate of the matrix
H(k). This constraint is satisfied by any traceless, two-
by-two matrix Hamiltonian.
We propose that C′ symmetry guarantees hinge modes
for Hopf insulators with odd bulk invariant χ, by ensur-
ing that Cv on inversion-related facets are distinct, as
illustrated in Fig. 6(b) and (e). To derive the necessity
of hinge modes, let us express C = Cv + Cc as an inte-
gral (over the rBZ) of the Abelian Berry curvature of the
surface valence (and conduction) bands:
C(nˆ) =
1
2pi
∫
rBZ
d2k
{
Tr [F(k)nˆ,v · nˆ]
+ Tr [F(k)nˆ,c · nˆ]
}
= Cv(nˆ) + Cc(nˆ).
(30)
We can understand how C′ constrains the Berry cur-
vature by decomposing its action as described above.
Since the Berry curvature is a pseudo-vector, the spatial
inversion transformation sends F(k)nˆ,v to F(−k)−nˆ,v.
Next, the particle-hole conjugation transformation sub-
sequently sends F(−k)−nˆ,v to −F(k)−nˆ,c. The minus
sign is due to the anti-unitary action of particle-hole
conjugation in k-space. Thus, C′ ultimately constrains
F(k)nˆ,v = −F(k)−nˆ,c, and therefore
Cv(nˆ) =
1
2pi
∫
rBZ
d2kTr [F(k)nˆ,v · nˆ]
=
1
2pi
∫
rBZ
d2kTr [F(k)−nˆ,c · (−nˆ)] = Cc(−nˆ).
(31)
Combining this with the bulk-boundary correspondence
[cf. Eq. (18)], we find that if χ is odd, the parities of
Cv(nˆ) and Cv(−nˆ) are non-identical. This would in-
dicate that some change of the SAHC is required over
neighboring facets, and hence there will be localized
hinge modes. However, for χ even, it is possible that
Cv(nˆ) = Cv(−nˆ) = χ/2 for all nˆ, implying no generic,
robust hinge modes.
Upon enlargement of the Hilbert space by addition of
trivial bands, it was discovered that Hopf insulators (with
odd Hopf invariants) remain homotopically inequivalent
to a trivial insulator – assuming an antisymmetry con-
straint that is a higher-rank generalization of Eq. (29)
[44]. Whether or not these higher-rank insulators are
also higher-order topological insulators is a question we
leave for future investigation.
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FIG. 7. Simulations on a finite slab that is open in the y-direction, with 20 unit cells. Figure (a) plots ln |My(l)/(e/hc)|
v.s. the layer index l, with l = 1 closest to the surface termination; we have chosen the surface Dirac mass to be mD = 0.1.
Exponential decay of the magnetization away from the surface is observed. (b) plots M+yˆ (at µ = 0) as a function of mD. (c)
plots M+yˆ vs µ with mD = 0.5. The constant slope as a function of µ indicates a quantized compressibility.
D. Numerical simulation of the magnetic
compressibility
For the MRW model, we will numerically demon-
strate that the layer-resolved magnetization is indeed
exponentially-localized to a surface facet, and sensitive
to details of the surface potential. On the other hand,
the faceted magnetic compressibility dMnˆ/dµ is a half-
integer-valued topological invariant if the Hopf invariant
χ is odd, no matter the details of the surface termination.
Beginning with the position-space representation of the
MRW model with parameters (u = 2, χ = 1), we diag-
onalize the Hamiltonian with a surface termination in
the +yˆ direction, by abruptly truncating all Hamiltonian
matrix elements that extend across the surface. With
this prescription, the surface energy bands touch at one
Dirac point owing to an artifact of the simplified model.
To gap the surface, we split this Dirac-point degener-
acy by adding the Hamiltonian term: mD(Pl=2 −Pl=1),
where mD can be interpreted as a Dirac mass, and Pl=1,2
projects to the first and second layers (counting from the
surface termination). We then fix the Fermi level in the
resultant energy gap, and compute My(l) on the surface
with normal vector +yˆ through Eq.(3) (with z replaced
by y). Fig. 7(a) plots the absolute value |My(l)| vs l,
for the Dirac mass mD = 0.1, where  is half the bulk
energy gap [see Fig. 3(a)]. This simulation demonstrates
that the faceted orbital magnetization is indeed exponen-
tially localized at the surface. What is more, as shown in
Fig. 7(b), the faceted orbital magnetization on the sur-
face with normal vector +yˆ can be tuned continuously
by varying the Dirac mass mD. Since the Dirac mass
is experimentally tunable (at least on the surface of a
Z2 topological insulator [45]), we see that, in principle,
the faceted orbital magnetization is tunable by surface
manipulations.
In contrast, Fig. 7(c) shows that M+yˆ depends linearly
on µ with slope equal to σg+yˆ = (1/2)(e
2/h). This is con-
sistent with Eq. (24) which states that the slope equals
(Cv−χ/2)e2/h; here, χ = 1 follows from our choice of the
bulk Hamiltonian parameter u = 2, and Cv = 1 on the
surface facet with normal vector +yˆ, due to the specific
nature of our surface termination.
We remark that for the Hopf insulator, the SAHC is
purely geometric. This is because the bulk Hamiltonian
H(k) being traceless ensures that it satisfies the ‘de-
generacy’ and ‘reflection’ conditions discussed in Ref 32,
which imply the vanishing of the non-geometric, ‘cross-
gap’ SAHC.
III. TOPOMAGNETIC INSULATORS (AND
BEYOND)
The half-integer-quantized faceted compressibility is
not a unique property of the Hopf insulator; rather, it
applies to any insulator whose geometric SAHC is a half-
integer multiple of e2/h, according to the general relation
between compressibility and surface anomalous Hall con-
ductance in Eq. (8). This class of insulators, sometimes
referred to as axion insulators, are exemplified by both (i)
the three-dimensional Z2 topological insulators [19, 20]
with gapped surface states [20, 21], and (ii) the 3D,
second-order topological insulators protected by a com-
position of time reversal with four-fold rotation (TC4)
[10].
In both of the above examples, the bulk magneti-
zation vanishes owing to symmetry – time reversal in
the first case, and TC4 in the second. This is because
both spin and orbital magnetization [cf. Sec. I A] trans-
form as a pseudo-vector under crystallographic spatial
transformations, and are moreover odd under time re-
versal, as shown in Appendix B. Hence, (i-ii) represent a
counter-intuitive phase of matter which is both insulat-
ing and paramagnetic in the bulk, but has a half-integer-
quantized magnetic compressibility on its surface – we
call this a topomagnetic insulator. Having zero bulk
magnetization renders the faceted magnetization more
readily measurable, with techniques that are tentatively
proposed in Sec. IV.
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A. The Hopf insulator as an anisotropic
topomagnetic insulator
Not all axion insulators are topomagnetic, e.g., time-
reversal-broken axion insulators protected by spatial in-
version symmetry [20, 27, 46–48] generally have nonvan-
ishing bulk magnetization. The Hopf insulator is another
axion insulator that is not topomagnetic, however cer-
tain symmetries render its bulk magnetization to vanish
in two of three independent spatial directions. In this
sense, the Hopf insulator realizes an anisotropic analog
of a topomagnetic insulator.
The simplest symmetry that would constrain the bulk
magnetization to vanish is time reversal. However, this
symmetry is incompatible with the Hopf invariant χ 6= 0.
This is because χ, being an integral of the Chern-Simons
three-form [cf. Eq. (14)], transforms like a pseudoscalar
under crystallographic spatial transformations, and is
odd under time reversal.
The best alternative one can achieve for the Hopf in-
sulator is to impose symmetry such that the bulk mag-
netization vanishes in two independent directions. For
example, time reversal Tˆ composed with the reflection
mˆx : x→ −x, constrains the x-component of the magne-
tization to vanish, and is also compatible with χ 6= 0. It
is possible to simultaneously have Tˆ mˆx and Tˆ mˆy sym-
metries, hence forbidding magnetization in the x and
y-directions. However, if Tˆ mˆz is further imposed, the
product of these three operations inverts (x, y, z, t) →
(−x,−y,−z,−t), which ensures the Berry curvature van-
ishes at each k, hence χ = 0. Incidentally, the MRW
model [cf. Eq. (19)] is manifestly symmetric under Tˆ mˆx
and Tˆ mˆy:
τzH
?
MRW (k)τz = HMRW (kx,−ky,−kz),
H?MRW (k) = HMRW (−kx, ky,−kz),
(32)
making the MRW phase an anisotropic topomagnetic in-
sulator.
As a curious sidenote, because the MRW model Hamil-
tonian is traceless, it possesses an antisymmetry [cf. Eq.
(29)] that ensures that the orbital (but not the spin) mag-
netization vanishes in all directions. This follows from a
more general result: any three-dimensional insulator with
trivial bulk Chern invariants and the following antisym-
metry
UH?(k)U† = −H(k), U† = U−1, (33)
must have vanishing extensive orbital magnetization in
the bulk. This statement holds for Hamiltonians of any
rank, and in particular it applies to Pauli-matrix Hamil-
tonians, as proven in Appendix C.
IV. SUMMARY AND OUTLOOK
We have investigated the subextensive magnetic mo-
ment m contributed by crystalline facets of a three-
dimensional insulator in the trivial first Chern class, as-
suming the existence of a bulk and surface energy gap.
This magnetic moment has both dynamical and geomet-
ric contributions, where the latter is a product of the
chemical potential µ with a momentum-space integral of
the Berry curvature (for states localized to the facet).
Consequently, the magnetic compressibility A−1dm/dµ
(contributed by one facet, per unit facet area A) is e/hc
times the geometric part of the surface anomalous Hall
conductance. In some cases the geometric contribution is
restricted to a half-integer multiple of e/hc, owing either
to symmetry or to Hilbert-space restrictions.
Geometry is ever linked with topology: two adjacent
facets with differing geometrical conductance must host
chiral hinge mode(s) at their interface, where the net chi-
rality is an integer-valued topological invariant. Thus we
establish a connection between quantized surface mag-
netism and higher-order topology. When half-integer-
quantization of A−1dm/dµ is combined with a vanishing
bulk magnetization, such a phase of matter is referred to
as a topomagnetic insulator.
We expect that being topomagnetic renders the faceted
magnetization more readily measurable. Since the mag-
netization contributed by a single facet has never been
measured (to our knowledge), we speculate on a few ex-
isting experimental techniques that might be augmented
to do the job. Torque magnetometry couples to the total
moment of a crystallite [49], which is a sum of contribu-
tions from the bulk and from all facets. Naturally, the
latter contribution is more visible if the former vanishes.
Magnetic neutron diffraction probes the magnetization
[50] of a single facet, assuming the cross-sectional area
of the neutron beam is smaller than the faceted area.
While the penetration depth of a neutron beam is typi-
cally much larger than the penetration depth of surface
states, there is no need to isolate the faceted contribu-
tion if the bulk magnetization vanishes. The above two
techniques potentially measure the faceted magnetiza-
tion, but to further measure the faceted compressibility,
a means must be found to vary the chemical potential,
e.g., by doping [45], or gating.
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Appendix A: Derivation of Eq.(3) from local orbital magnetization
1. Derivation of Eq.(3) under OBC
To derive Eq.(3) from Eq.(2) under OBC in a slab geometry where z direction is open and x and y directions are
periodic, we introduce |k⊥, Rz, a〉 =
∑
R⊥
√
Axy,celle
ik⊥·R⊥ |R, a〉, where Axy,cell is the area in the x-y plane of a
primitive unit cell, and k⊥ = (kx, ky), and R⊥ = (Rx, Ry). The normalization of |k⊥, Rz, a〉 is 〈k⊥, Rz, a|k′⊥, R′z, b〉 =
(2pi)2δ(2)(k⊥ − k′⊥)δRzR′zδab, where δ(2)(k⊥ − k′⊥) is the two-dimensional Dirac delta function. Note that
〈k⊥, Rz, a|O¯|k′⊥, R′z, b〉 = (2pi)2δ(2)(k⊥ − k′⊥)O˜RzR′z,ab, for O = P,Q,H. (A1)
Insert the identity (1/(2pi)2)
∑
Rz,a
∫
rBZ
dk⊥|k⊥, Rz, a〉〈k⊥, Rz, a| = 1 into Eq.(2), and sum over R⊥ fixing Rz = l,
we have
1
A
∑
R⊥
mz(R⊥, Rz = l) =
1
A
∑
R⊥
e
~c
Im
∑
a,b,c
∑
R′z,R′′z
∫
rBZ
dk⊥
(2pi)2
dk′⊥
(2pi)2
〈R⊥, l, a|k⊥, R′z, b〉〈k⊥, R′z, b|
× P¯ rˆxQ¯H¯Q¯rˆyP¯ − Q¯rˆxP¯ (H¯ − 2µ)P¯ rˆyQ¯|k′⊥, R′′z , c〉〈k′⊥, R′′z , c|R⊥, l, a〉
=
1
A
∑
R⊥
Axy,cell
e
~c
Im
∫
rBZ
dk⊥
(2pi)2
dk′⊥
(2pi)2
ei(k⊥−k
′
⊥)·R⊥〈k⊥, l, a|P¯ rˆxQ¯H¯Q¯rˆyP¯ − Q¯rˆxP¯ (H¯ − 2µ)P¯ rˆyQ¯|k′⊥, l, a〉,
(A2)
where A is the area of the x-y plane of the system, and A =
∑
R⊥ Axy,cell. With Eq.(A1), follow steps closely
analogous to Eq.(A8), we can derive∑
a
〈k⊥, l, a|P¯ rˆxQ¯H¯Q¯rˆyP¯ |k′⊥, l, a〉
= (2pi)2δ(2)(k⊥ − k′⊥)
∑
R1z,R
2
z,R
3
z,R
4
z
Trcell
[
∂kx P˜lR1zQ˜R1zR2zH˜R2zR3zQ˜R3zR4z∂ky P˜R4zl
]
= (2pi)2δ(2)(k⊥ − k′⊥) Trcell,z
[
Pl∂kx P˜ Q˜H˜Q˜∂ky P˜
]
= (2pi)2δ(2)(k⊥ − k′⊥)gk⊥,xy(l),
(A3)
where Pl is the projector on the layer with Rz = l, and we remind that Trcell,z is the trace respective to the index
(Rz, a). The last equality used the definition of gk⊥,xy(l) in Eq.(4). Similarly, we can also derive
〈k⊥, l, a|Q¯rˆxP¯ H¯P¯ rˆyQ¯|k′⊥, l, a〉 = −(2pi)2δ(2)(k⊥ − k′⊥) Trcell,z
[
PlQ˜∂kx P˜ H˜P˜ ∂kyQ˜
]
= (2pi)2δ(2)(k⊥ − k′⊥) Trcell,z
[
PlQ˜∂kx P˜ H˜∂ky P˜ Q˜
]
= (2pi)2δ(2)(k⊥ − k′⊥)hk⊥,yx(l),
(A4)
and
〈k⊥, l, a|Q¯rˆxP¯ P¯ rˆyQ¯|k′⊥, l, a〉 = −(2pi)2δ(2)(k⊥ − k′⊥) Trcell,z
[
PlQ˜∂kx P˜P∂kyQ˜
]
= (2pi)2δ(2)(k⊥ − k′⊥) Trcell,z
[
PlQ˜∂kx P˜ ∂ky P˜ Q˜
]
= (2pi)2δ(2)(k⊥ − k′⊥)fk⊥,yx(l).
(A5)
In Eq.(A4) and Eq.(A5), we used P˜ ∂Q˜ = −∂P˜ Q˜; the last steps of both Eq.(A4) and Eq.(A5) again used the definition
of hk⊥,yx(l) and fk⊥,yx(l) in Eq.(4) . Note that from Eq.(4), it is straightforward to see Im(o˜k⊥,xy) = − Im(o˜k⊥,yx)
for o = g, h, f . With this fact, we substitute Eq.(A3), Eq.(A4) and Eq.(A5) into Eq.(A2), we can finally derive Eq.(3).
2. Equivalence of Eq.(2) and Eq.(C1) under PBC
To prove Eq.(2) and Eq .(C1) with γ = z are equivalent under PBC, we define |k, a〉 as the Fourier transformation
of |R, a〉 such that |k, a〉 = ∑R√Vcelleik·R|R, a〉, where Vcell is the volume of a primitive unit cell and satisfies∑
R Vcell = V . Then normalization of |k, a〉 is 〈k, a|k′, b〉 = (2pi)3δ(3)(k − k′)δab, where δ(3)(k − k′) is the three-
dimensional Dirac delta function. Note that
〈k, a|O¯|k′, b〉 = (2pi)3δ(3)(k − k′)Oab(k), for O = P,Q,H. (A6)
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We will show that
(2pi)3δ(3)(k − k′)gk,xy = (2pi)3δ(3)(k − k′) Trcell
[
∂kxPQHQ∂kyP
]
=
∑
a
〈k, a|P¯ rˆxQ¯H¯Q¯rˆyP¯ |k′, a〉. (A7)
We remind that Trcell is the trace respective to the unit-cell index a. We prove the above equation by inserting the
identity (1/(2pi)3)
∑
a
∫
BZ
dk|k, a〉〈k, a| = 1 into the RHS of the above equation:
∑
a
〈k, a|P¯ rˆxQ¯H¯Q¯rˆyP¯ |k′, a〉 =
∫
BZ
dk1
(2pi)3
dk3
(2pi)3
dk3
(2pi)3
dk4
(2pi)3
∑
a,b,c,d,e
〈k, a|P¯ |k1, b〉〈k1, b|rˆxQ¯|k2, c〉〈k2, c|
× H¯|k3, d〉〈k3, d|Q¯|k4, e〉〈k4, e|rˆyP¯ |k′, a〉
= (2pi)3
∫
BZ
dk1dk2dk3dk4 Trcell
{
P (k)δ(3)(k − k1)i∂k1x
[
Q(k1)δ(3)(k1 − k2)
]
H(k2)δ(3)(k2 − k3)Q(k3)
× δ(3)(k3 − k4)i∂k4y
[
P (k4)δ(3)(k4 − k′)
] }
= (2pi)3
∫
BZ
dk1dk2dk3dk4δ(3)(k − k1)δ(3)(k1 − k2)δ(3)(k2 − k3)δ(3)(k3 − k4)δ(3)(k4 − k′)
× Trcell
[
P (k)i∂k1xQ(k
1)H(k2)Q(k3)i∂k4yP (k
4)
]
= −(2pi)3δ(3)(k − k′) Trcell
[
P (k)∂kxQ(k)H(k)Q(k)∂kyP (k)
]
= (2pi)3δ(3)(k − k′) Trcell
[
∂kxP (k)Q(k)H(k)Q(k)∂kyP (k)
]
= (2pi)3δ(3)(k − k′)gk,xy
(A8)
From the second equality to the third equality in the above equation, we used the fact that P (k)δ(3)(k−k1)Q(k1) = 0,
so that we have
P (k)δ(3)(k − k1)i∂k1x
[
Q(k1)δ(3)(k1 − k2)
]
= P (k)δ(3)(k − k1)
{[
i∂k1xQ(k
1)
]
δ(3)(k1 − k2) +Q(k1)
[
i∂k1xδ
(3)(k1 − k2)
]}
= P (k)δkz,k1zδ
(3)(k − k1) [i∂k1xQ(k1)] δ(3)(k1 − k2),
(A9)
and
Q(k3)δ(3)(k3 − k4)i∂k4y
[
P (k4)δ(3)(k4 − k′)
]
= Q(k3)δ(3)(k3 − k4)
{[
i∂k4yP (k
4)
]
δ(3)(k4 − k′) + P (k4)
[
i∂k4yδ
(3)(k4 − k′)
]}
= Q(k3)δ(3)(k3 − k4)
[
i∂k4yP (k
4)
]
δ(3)(k4 − k′).
(A10)
Following the same procedure, we can also get
(2pi)3δ(3)(k − k′)hk,yx =
∑
a〈k, a|Q¯rˆxP¯ H¯P¯ rˆyQ¯|k′, a〉,
(2pi)3δ(3)(k − k′)fk,yx =
∑
a〈k, a|Q¯rˆxP¯ P¯ rˆyQ¯|k′, a〉.
(A11)
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Then, by inserting the identity (1/(2pi)3)
∑
a
∫
BZ
dk|k, a〉〈k, a| = 1 into Eq.(2), we have
Mz =
1
V
∑
R
mz(R) =
1
V
∑
R
e
~c
Im
∑
a,b,c
∫
BZ
dk
(2pi)3
dk′
(2pi)3
〈R, a|k, b〉〈k, b|P¯ rˆxQ¯H¯Q¯rˆyP¯
− Q¯rˆxP¯ (H¯ − 2µ)P¯ rˆyQ¯|k′, c〉〈k′, c|R, a〉
=
1
V
∑
R
e
~c
Im
∑
a,b,c
Vcellδabδca
∫
BZ
dk
(2pi)3
dk′
(2pi)3
ei(k−k
′)·R〈k, b|P¯ rˆxQ¯H¯Q¯rˆyP¯ − Q¯rˆxP¯ (H¯ − 2µ)P¯ rˆyQ¯|k′, c〉
=
1
V
∑
R
e
~c
Im
∑
a
Vcell
∫
BZ
dk
(2pi)3
dk′
(2pi)3
ei(k−k
′)·R〈k, a|P¯ rˆxQ¯H¯Q¯rˆyP¯ − Q¯rˆxP¯ (H¯ − 2µ)P¯ rˆyQ¯|k′, a〉
=
1
V
∑
R
e
~c
ImVcell
∫
BZ
dk
(2pi)3
dk′ei(k−k
′)·Rδ(3)(k − k′) (gk,xy − hk,yx + 2µfk,yx)
=
e
~c
1
V
∑
R
Vcell Im
∫
BZ
dk
(2pi)3
(gk,xy − hk,yx + 2µfk,yx)
=
e
~c
Im
∫
BZ
dk
(2pi)3
(gk,xy − hk,yx + 2µfk,yx)
(A12)
Note that from Eq.(C2), it is straightforward to see ok,xy = o
?
k,yx for o = g, h, f , which leads to Im(ok,xy) =
− Im(o?k,yx). With this fact, the above equation becomes
Mz =
1
V
∑
R
mz(R) =
e
~c
Im
∫
BZ
dk
(2pi)3
(gk,xy + hk,xy − 2µfk,xy) . (A13)
If we fix γ = z and d = 3 in Eq.(C1), we have
Mz =
e
c~
Im
∫
BZ
dk
(2pi)3
{
zxy
[
1
2
(gk,xy + hk,xy)− µfk,xy
]
+ zyx
[
1
2
(gk,yx + hk,yx)− µfk,yx
]}
=
e
c~
Im
∫
BZ
dk
(2pi)3
{[
1
2
(gk,xy + hk,xy)− µfk,xy
]
−
[
1
2
(gk,yx + hk,yx)− µfk,yx
]}
=
e
c~
Im
∫
BZ
dk
(2pi)3
(gk,xy + hk,xy − 2µfk,xy),
(A14)
which is clearly equivalent to Eq.(A13).
Appendix B: Transformation of the magnetization under crystallographic spacetime group
If the bulk Chern class is trivial, the bulk orbital magnetization has vanishing compressibility, and is simply related
to a trace of the orbital angular momentum operator: M = (−e/2V c)tr(P¯ rˆ× vˆ). Note“tr” is the trace over the whole
Hilbert space, V is the volume of the system, and P¯ is the projector onto the occupied subspace of a Hamiltonian H¯
in the real space basis. The rˆ and vˆ are position operator and velocity operator respectively.
We show here that M transforms as a pseudo-vector under the crystallographic spatial transformations and is
moreover odd under time reversal. Consider an element g in the spacetime symmetry group such that
gˆrˆigˆ
−1 = g˘ij rˆj + δi, g˘−1 = g˘t ∈ R. (B1)
If a Hamiltonian has the symmetry gˆ, i.e., gˆH¯gˆ−1 = H¯ and thus gˆP¯ gˆ−1 = P¯ , given vˆl = i[H¯, rˆl]/~, then we have
gˆvˆlgˆ
−1 = (−1)s(g)(g˘lj i~ [H¯, rˆj ])
= (−1)s(g)(g˘lj vˆj),
(B2)
where s(g) = 1 if there is time-reversal in g, and otherwise s(g) = 0. Substitute Eq.(B1) and Eq.(B2) into M =
(−e/2V c)tr(P¯ rˆ × vˆ), and note that tr(P¯ vˆl) = 0 because the total current is zero in insulators under zero external
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field, we have
Mi =
e
2V c
ijltr(gˆP¯ gˆ
−1gˆrˆj gˆ−1gˆvˆlgˆ−1)
= − e
2V c
(−1)s(g)ijlg˘jmg˘lntr(P¯ rˆmvˆn).
(B3)
Multiply δip = g˘iq g˘
−1
qp = g˘iq g˘pq on both side of the above equation, given ijlg˘iq g˘jmg˘ln = det g˘qmn, we can finally
derive
M = (−1)s(g) det g˘(g˘M). (B4)
Note det g˘ = −1 for improper rotations, hence M is invariant under spatial inversion.
Appendix C: Vanishing bulk orbital magnetization due to the antisymmetry
To prove that the bulk orbital magnetization can be ruled out by the antisymmetry in Eq. (29), let us first rewrite
the orbital magnetization in the momentum representation:[2, 3]
Mγ =
e
c~
Im
∫
BZ
dk
(2pi)d
αβγ
[
1
2
(gk,αβ + hk,αβ)− µfk,αβ
]
, (C1)
where
gk,αβ = Trcell [∂αPQHQ∂βP ] ,
hk,αβ = Trcell [Q∂βPH∂αPQ] ,
fk,αβ = Trcell [Q∂βP∂αPQ] ,
(C2)
H(k) is a Bloch Hamiltonian with an energy gap separating occupied and unoccupied bands, which are respectively
projected by P (k) and Q(k). (In the above equation, the arguments of P,Q,H have been omitted for simplicity.) All
of P (k), Q(k) and H(k) are matrices with row index a labelling the basis vectors of the Hilbert space of one primitive
unit cell, and “Trcell” is the trace with respect to the unit-cell index a. If H(k) is an insulating Bloch Hamiltonian
satisfying Eq. (33), then UP ?(k)U† = Q(k). Substituting this into Eq.(C2), we have
hk,αβ = Trcell [∂βPH∂αPQ] = Trcell
[
∂βPH∂αPUP
?U†
]
= Trcell[∂βPUU
†HUU†∂αPUP ?U†]
= Trcell[(U
†∂βPU)(U†HU)(U†∂αPU)P ?]
= −Trcell [∂βQ?H?∂αQ?P ?]
= −Trcell [∂βP ?H?∂αP ?P ?]
= −Trcell [P∂αPH∂βP ] .
(C3)
For gk,αβ in Eq.(C2), using ∂αPQ = P∂αP and Q∂βP = ∂βPP we can do some manipulations:
gk,αβ = Trcell [∂αPQHQ∂βP ] = Trcell [P∂αPH∂βPP ]
= Trcell [P∂αPH∂βP ] .
(C4)
Compare the above two equations, we can clearly see hk,αβ = −gk,αβ . Thus, the first two terms of Eq.(C1) cancel
each other. The third and last term is proportional to the bulk-BZ-integral of fk,αβ , and therefore vanishes along
with the bulk Chern invariants, completing our proof.
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