Abstract. The performance of the decoding process of LT codes depends largely on its degree distribution. Due to the Significance of the degree distribution, the optimization of it is worth explored. In this paper, we propose a new method to design the degree distribution. We make modification to the robust soliton distribution through adding adjusted binary exponential distribution and modified Poisson distribution on RSD and controlling the weight of them. This method can combine the advantages of these degree distributions and highly improve the performance of encoding and decoding. Through simulation experiments, we have obtained the optimal value of weight and verified its better performance.
Introduction
The concept of digital fountain, also known as fountain code, is first proposed by M. Luby et al. at the year of 1998. However, there was no practical scheme of fountain. Until 2002, M. Luby proposed first practical scheme named Luby Transform (LT) code. Compare to traditional erasure codes, LT code has less complexity, which means the amount of computation is lower in the encoding and decoding process.
The encoding process of LT code is easy to understand. The process begins by generating an integer d which is defined as degree according to degree distribution ( ) d Ω . After that, the encoder selects d symbols from k source symbols and does XOR of these symbols to generate an encoded symbol. By repeating these operations, we can obtain infinite encoded information flow. After receiving enough encoded symbols, the decoder can start decoding. The decoding process of LT code employs the Belief Propagation (BP) decoding algorithm. In the first step of decoding, the decoder randomly selects a degree-1 symbol which can directly recover its source symbol from all selected symbol. In the second step, all received symbols connected with the selected symbol perform XOR operations with the selected symbol and their degrees decrease by 1. By repeating these two steps, all received symbols could be recovered. In the decoding process, the set of covered input symbols that have not yet been processed is called the ripple, and thus at this point all covered input symbols are in the ripple. From the encoding and decoding process, it is obvious that degree distribution has a great influence on the performance of LT codes.
In [2] , the author presented two distributions, namely Ideal Soliton Distribution (ISD) and Robust Soliton Distribution (RSD). These two distributions are the most classical degree distributions which inspire follow-up studies. In [3] , the authors proposed a Binary Exponential Distribution (BED). In this distribution, the probability of generating degree-1 encoded symbols is highly increased. However, producing too much degree-1 encoded symbols will increase the redundancy and reduce the probability of source symbols participating in encoding process [4] . In [5] , the authors proposed the concept of Poisson robust degree distribution. The authors use Poisson Distribution to replace ISD in the construction of RSD. In [6] , Shifted Robust Soliton Distribution was introduced, it mainly uses in the situation that the number of decoded input symbols cannot be determined accurately at the encoder. But at most of the time, we transmit the source symbols with a certain number which will make this distribution inappropriate. In [7] , the author presented a modified robust soliton distribution based on optimization of ripple size. The optimization is done by constructing a Loss function with ripple size and minimize the Loss.
In this paper, we propose a new way to modify the robust soliton distribution. After making appropriate adjustment to BED and PD, we add these two adjusted distributions on RSD and control the weight of them. Simulation result shows that compare to the RSD, MRSD with proper value of weight can improve both decoding efficiency and the symbol recovery probability.
Existed Degree Distribution

Robust Soliton Distribution
During LT decoding process, we hope the number of degree-1 encoded symbols remain unchanged in every iteration. The Ideal Soliton Distribution(ISD), which is a special case, can be obtained [2] , and its function is defined as follow:
is the probability that an encoded symbol has degree d . k is the number of source symbols. The ISD theoretically ensure that at each iterative decoding step, the number of degree-1 encoded symbol is 1. However, like most ideal thing, ISD is nearly useless in practice. Because the theoretically number of drgree-1 encode symbol is always 1, any variance will cause the disappearance of degree-1 symbols and the failure of decoding process.
Robust Soliton Distribution (RSD) makes an improvement of ISD by introducing two parameters δ and c , where δ is the allowable failure probability of the decoder to recover the data for a given number of k encoded symbols and c is a suitable positive constant. Then the auxiliary function ( ) d τ can be defined as follow:
Where R is a constant, and its value is ln( / ) c k k
Binary Exponential Distribution
The number of symbols generated by the robust soliton distribution is relatively large, so that all the source symbols can be covered as much as possible in the encoding process. But it produces less coding symbols, and the decoding process may interrupt. In [3] , the authors propose the Binary Exponential Distribution (BED) which increases the probability of the occurrence of smaller values of degree, defined as follows:
( ) b d is the probability that an encoded symbol has degree d and k is the number of source symbols. The probability of getting degree-1 encoded symbols is very high which can make the decoding process continue working, but the probability of selecting values of 1 d > goes on decreasing very rapidly. So, we can get only a few encoded symbols with big degree, the coverage rate of source symbols is low.
Poisson Distribution
In probability theory and statistics, the Poisson distribution is a discrete probability distribution that expresses the probability of a given number of events occurring in a fixed interval of time and/or space if these events occur with a known average rate and independently of the time since the last event. The Poisson distribution can also be used for the number of events in other specified intervals such as distance, area or volume.
Due to Similarity between Poisson distribution and other frequently-used degree distribution, Poisson distribution with appropriate modification have the potential to be a good degree distribution. The probability density function of Poisson distribution is as follow:
Where λ is a positive constants.
Proposed Scheme Important Characteristics of Degree Distribution
It has been found that a good degree distribution has some common characteristics after a great deal of research work. The fraction of certain degrees in a degree distribution dominates the performance of the decoding process of LT codes. For a good degree distribution, the fraction of degree-2 symbols must be the maximum in the degree distribution. In [8] , O. Etesami and A. Shokrollahi investigated the performance of fountain codes on arbitrary binary input memoryless symmetric channels (BIMSCs), and generalized the bound on the degree-2 fraction if the error probability of the BP decoder converges to zero. The range of degree-2 fraction is constrained to 0
in binary erasure channel (BEC), and 1/ ln(16) (2) 1/ 2 µ ≤ ≤ in the binary-symmetric channel (BSC) and the binary input additive white Gaussian noise (BIAWGN). Many scholars have considered adjusting degree-2 fraction reasonably to improve the performance of LT codes, and have made certain achievements. In this letter, we also pay great attention to this characteristic.
Modified Robust Soliton Distribution
By analyzing the robust soliton distribution, the binary exponential distribution and the Poisson distribution, we can get the merits and demerits of RSD, BED and PD. Although the probability of generating encoded symbol with greater degree using RSD is reasonable high, the number of degree-1 encoded symbol is very small and the decoding process will be easily interrupted; BED can produce enough degree-1 encoding symbols, which guarantee the decoding start and ongoing, however, producing too much degree-1 encoding symbols will make the probability of the source symbols not involved in encoding higher; at the same time, due to the low correlation between encoding symbols generated by the BED, the probability of the degree of degree-2 encoding symbols reduce to 1 in decoding process is correspondingly small, so the iterative decoding efficiency is low. In addition, in BED, the probability that degree is 1 is (1) 1/ 2 b = , much larger than (2) 1/ 4 b = ,which is contrary to the characteristics of a good degree distribution. Similar to BED, although PD with appropriate value of can generate enough number of degree-1 encoded symbols, the probability of degree being 2 is correspondingly small. Due to this reason, PD is unable to meet the demand of ripple size in decoding process. For These characteristics of BED and PD, proper modification must be implemented. For BED, we exchange the value of (1) b and (2) b , then we have the adjusted BED as:
For PD, we change the value of (2) p , then the modified PD can be obtained:
Following the modification of BED and PD, we can obtain the proposed Modified Robust Soliton Distribution by combining the RSD, adjusted BED and MPD. The function of the distribution is as follow:
Where ( ) b d is adjusted BED and ( ) d θ is MPD, k is the number of source symbol, α and β are the weighting coefficients. We could control the weight of adjusted BED and MPD through adjusting the value of α and β , So these two coefficients have direct effect on the performance of the distribution. However, due to the difficulty and complexity of calculating the accurate value of α and β , we will obtain the optimal value through simulation experiments
Simulation Results
In this section, we test the performance of the MRSD by doing several simulation experiments and compare the results with RSD after 1000 encoding/decoding processes. We set the constants 0.3 c = and =0.2 δ in RSD and adopt the Belief Propagation algorithm to decode the encoded data. In [5] , the author had proved that PD with =3.04 λ can achieve optimal performance, so we adopt this value in our simulation.
To obtain the optimal value of α and β , Several simulation experiments are carried out and the results is in Figure 1 . We set the overhead 0. The symbol recovery probability versus the overhead for MRSD and RSD with different k is shown in Figure 2 . The symbol recovery probability means the rate of successfully recovered symbols which decoded from encoded symbols by the decoder. Obviously, when the parameter is chosen reasonably, the fewest encoded symbols are needed for decoder to successfully recover all source symbols. When the overhead is lower, the performance of MRSD is remarkably superior to RSD. As the overhead increasing, the symbol recovery probability of MRSD rises rapidly to 1 for different k . 
Summary
This paper combined the characteristics of several degree distributions include RSD, adjusted BED and MPD. To optimize RSD, we introduce a new scheme of adding adjusted BED and MPD on RSD and controlling the weight of adjusted BED and MPD. We obtain the optimal value of the weight through several simulation experiments. Simulation result shows that the MRSD with optimal value of weight obviously outperform than RSD and other optimized degree distribution.
