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High- epitaxial CeO2 thin ﬁlm has been grown on Si(111) by pulsed laser
deposition. Charaterisation works were carried out to study the formation mech-
anism of twin domain CeO2 growth. Surface of CeO2(111) ﬁlm was very smooth
with root mean square surface roughness around 0.63nm. The epitaxial relation-
ship between CeO2 and Si was determined to be (111)[112]CeO2k(111)[112]Si. Twin
domain, co-existence of A-type and B-type stackings, of CeO2 ﬁlm were shown via
the in-plane -scans. High resolution transmission electron microscopy revealed
the amorphous interface layer between the CeO2 and Si. The interface layer exam-
ined by time-of-tlight secondary ion mass spectrometry was found to be Ce rich.
Interface with or without amorphous layer can be the cause to the growth of twin
domain or B-type dominant CeO2(111) on Si(111). Based on the XRD spectra,
unrelaxed interface models of A-type stacking of CeO2(111) on Si(111) (together
with type-A and type-B interface bondings orientations) and B-type stacking of
CeO2(111) on Si(111) were constructed and brieﬂy discussed.
ZnO(002) epitaxial ﬁlms have been successfully grown on Si(111) with CeO2 as
a buﬀer layer by pulsed laser deposition. In spite of large lattice mismatch between
ZnO and CeO2, good ﬁlm quality was achieved, as proven by Fourier ﬁltered high
resolution transmission electron microscopy image, due to reduction of interface
strain by domain matching epitaxy. The epitaxial relationship of ZnO and CeO2
on Si substrate was determined to be (002)[210]ZnOk(111)[112]CeO2k(111)[112]Si.
The high resolution transmission electron microscopy images show low defect con-
centrations in both the deposited ZnO ﬁlm and CeO2 layer. Ordered crack lines
are observed on the surface of ZnO ﬁlm which are due to A-type and B-type stack-
ings of CeO2 on Si(111). Sharp near-band edge emission at 3.253 eV was detected
for the ZnO ﬁlm through photoluminiscence measurement at room temperature.
The interface energetics and the Schottky-barrier heights (SBHs) of NiSi2/HfO2
gate stacks are investigated within the framework of ﬁrst-principles calculations.
It was found that the SBHs are interface structure dependent and vary with abrupt
vi
interfacial bonds. Based on the calculated interface formation energies of seven
interface structures for two diﬀerent chemical environments (oxygen chemical po-
tential O and silicon chemical potential Si) and the calculated SBHs, we propose
adjusting hafnium or oxygen chemical potential together with silicon rich surface
as an eﬀective method to tune the barrier heights.
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The scaling down of the semiconductor devices follows the famous Moore’s law [1],
which predicts that the number of components per chip doubles every eighteen
months, to ever smaller dimensions has come to the bottleneck in the past few
years. Over the past 50 years, silicon dioxide (SiO2) and polycrystalline silicon
(poly-Si) which are used as the traditional transistor and capacitor materials,
have been pushed to their fundamental material limits. As a result of decreasing
device dimension, many issues related to the scaling down of Si-based transistor
devices, such as large tunneling current (leakage currernt), have become critical.
Series of hot research topics on designing new materials and technologies have been
stimulated to meet requirements of the rapid development [2]. The selection of
suitable gate dielectric in metal-oxide-semiconductor (MOS) devices has emerged
as the most diﬃcult challenges for future device scaling [3].
The most serious scaling-related problems occur in the MOS ﬁeld eﬀect tran-
sistor (MOSFET) stacks. That is for the gate electrode (poly-Si) and the gate
dielectric layer (SiO2) between the gate electrode and the Si channel, as shown
in Fig. 1.1 [4]. Based on the latest International Technology Roadmap for Semi-
conductors (ITRS) [5], the gate dielectric layer with the thicknesses around 1.0
1
nm is required for the next generation of Si-based MOSFETs, both for the high
performance logic applications and low operation power logic applications. With
current Si-based technology, it is no doubt that 1.0 nm SiO2 ﬁlm can be manufac-
tured on top of Si with high quality SiO2-Si interfaces [6]. However, large leakage
current ﬂows through the gate dielectrics of MOS structures for ultrathin SiO2
gate layers (thickness typically below 2.0 nm), by a quantum mechanical direct
tunneling mechanism [7]. This is illustrated in Fig. 1.2. The tunneling probability
increases exponentially as the thickness of the SiO2 layer decreases. This results
in a large increase of the leakage current ﬂowing through the gate dielectric layer
as its thickness decreases to below 2 nm. For example, the leakage current density
exceeds 100 A cm 2 at VOX=1 V in a 1 nm thick SiO2 layer (VOX is the potential
drop across the dielectric layer) [8]. The leakage current speciﬁcations from ITRS
requires that the minimum leakage current should be lower than 10 A cm 2 and
10 2 A cm 2 for high performance and low operation power devices respectively,
which correspond to 1.61.4 nm thickness of SiO2 for high performance circuits
and 2.52.2 nm for low operating power circuits. It is clear that the SiO2 dielec-
tric layer scaling is limited by the leakage current problem and it is an urgent task
to introduce new dielectric material to replace SiO2 as the gate dielectrics [9, 10].
From an electrical point of view, the MOS structures behave like a parallel
plate capacitor, and with neglecting the depletion eﬀects of substrate and poly-Si
Figure 1.1: Schematic cross-section of a ﬁeld-eﬀect transistor.
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where A is the capacitance area, 0 is the permittivity of free space,  is relative
dielectric constant of the gate dielectric, and tox is the thickness of the gate di-
electric. Based on Eq. 1.1, it is clearly shown that the reduction of gate dielectric
thickness will lead to an increase of gate dielectric capacitance, which is directly
corresponding to a larger drive current in CMOS devices.
Thus, as we mentioned before, one of the most serious problems for further
scaling down of device size is that large tunneling current would occur in Si-based
devices if the thickness of SiO2 is reduced further. Since the problem is due to the
fact that the SiO2 layer is too thin, a straightforward solution is to replace SiO2
with other gate dielectric materials, which have higher dielectric constant (high-)
and could provide the same performance of capacitance but with a much greater
thickness [9, 10, 11]. It is an urgent task to ﬁnd a proper high- material to replace
SiO2 as the gate dielectric in order to further improve the performance of CMOS
devices. For the gate electrode side, the conventional gate electrode material,
poly-Si, which has been the workhorse in semiconductor gate technology for over
30 years, also faces challenge with the down-scaling of CMOS devices [12, 13, 14].
The problems will be introduced in details in Section 1.3.
Figure 1.2: Schematic energy band diagram of a metal gate/SiO2/n-Si MOS struc-
ture, illustrating direct tunneling of electrons from the Si substrate to the gate by
applying gate voltage VG.
3
1.2 High- dielectrics
To understand how we select a proper high- material to replace SiO2 as the
gate dielectric, it is convenient to deﬁne an equivalent oxide thickness (EOT) and










SiO2 as the dielectric constant of SiO2(3.9), high  as the dielectric constant of
high- material, and thigh  as the thickness of the high- material.
From Eq. 1.2, the beneﬁt of using high- materials is obvious: with thicker
physical thickness (thigh ), the leakage current ﬂowing through the device can be
reduced by several orders of magnitude. However, the alternative high- material
that could replace SiO2 as gate dielectric in advanced semiconductor technologies
should satisfy a long list of requirements [10, 15, 16], e.g.:
i. A suﬃciently large energy band gap and band oﬀsets with Si, providing
high energy barriers at the dielectric/Si interfaces, in order to reduce leakage
current;
ii. Good thermal stability in contact with Si, preventing the formation of a
thick SiOx interfacial layer and the formation of silicide layers;
iii. Good quality interface with the Si channel, which means a low number of
intrinsic defects at the dielectric/Si interfaces;
iv. Good ﬁlm morphology, avoiding the formation of polycrystalline ﬁlms and
grain boundaries;
v. Electrical reliability, e.g. stress induced leakage current, time-dependent
dielectric breakdown etc, of a new gate dielectric must satisﬁes the strict
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reliability criteria;
vi. Compatibility with the current mass fabrication process.
With the criteria established above for the choice of high- oxide, lists of pos-
sible candidates can now be introduced and discussed. A wide range of materials
has been proposed as alternate high- dielectrics. The dielectric constants of these
high- materials range from 10 <  < 10000 [9, 10]. Some of these materials, such
as Al2O3, Ta2O5, and SrTiO3 are already being used commercially for capacitor
memory devices [10]. For the more demanding gate dielectric application in ﬁeld
eﬀect transistors (FETs), the search for a suitable high- dielectric material con-
tinues to be a challenge. In this thesis, we choose cerium dioxide (CeO2) as the
possible high- dielectric to be grown on the Si(111) substrate. CeO2 has face
centered cubic structure where its rare earth atom is surrounded by 8 oxygen
atoms. It has close lattice parameters with Si (lattice mismatch between CeO2 to
Si is only 0.35%) and has a well deﬁned surface and simple cubic structure, which
can be grown on Si, i.e. hexagonal structure stackings between CeO2(111) and
Si(111). Hence, it has been exploited to be a non reactive buﬀer layer to integrate
oxides or high-Tc superconducting ﬁlm (which has hexagonal structure stacking)
on Si [17, 18]. As an alternate high- dielectrics to replace SiO2, its high dielectric
constant (26) makes it a promising candidate as an insulating material for the
continual downscaling of Si based devices.
Two types of hexagonal structure stackings, A-type or B-type stackings, be-
tween CeO2(111) and Si(111)) can be formed (more details will be presented in
Section 3.1.5). However, only B-type stacking of CeO2(111) on Si(111) had been
identiﬁed [19, 20, 21]. None had conclusively reported the twin domain stacking
of CeO2(111) on Si(111). Therefore, the possibility and the mechanism behind the
growth of B-type stacking only or twin domain stacking of CeO2(111) on Si(111)
still remain unexplored. In this thesis, we investigate the epitaxial CeO2 growth
on Si(111) by pulsed laser deposition. Twin domain stacking of CeO2(111) on
Si(111) will be shown and discussed in Section 3.1.1.
5
1.3 Metal gates
Poly-Si is widely used as metal gates for current generation CMOS devices be-
cause of the work function of poly-Si matches work function of Si substrate and
the interfacing between poly-Si and gate oxide (SiO2) was favourable. However,
its low charge carrier density near the gate electrode/dielectric interface (less than
1021 carriers per cm3) gives rise to a depletion layer at the gate/dielectric interface
under gate inversion condition, as shown in Fig. 1.3. This depleted layer ( 0.4 nm
in thickness) introduces an additional capacitance that is in series with the gate di-
electric capacitance. This additional capacitance reduces the net gate capacitance
and degrades short channel eﬀects. This is intolerable for the coming sub-65 nm
MOSFET because such a depletion layer will contribute to the increase of dielec-
tric thickness and the eﬀort in the reduction of EOT is compromise. Therefore,
it becomes essential to replace the poly-Si by new metal materials with higher
charge carrier densities [22]. In addition to the gate depletion problem, it was
found that poly-Si is not stable on high- dielectric and the interface reaction can
produce silicides, which the work function and dielectric integrity of the gate stack
are compromise [23]. Further more, it was reported that interfacial bonding (Si-
metal bonds or oxygen vacancies) would pin the Fermi level at undesired energy
positions [24]. For these reasons, it is necessary to investigate metal or metallic
compounds as gate electrodes (metal gates) for MOSFET devices.
Figure 1.3: Schematic energy band diagram of an n-MOS device showing thede-
pletion layer in the poly-Si gate.
Candidates for metal materials or metal gates, to replace poly-Si as the gate
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electrodes [25] should have (i) tunable work functions; (ii) compatibility with the
underlying dielectric material and (iii) high carrier concentrations. The latter two
requirements are obvious. As for the work function requirement, gate electrodes
for n-channel MOSFET (NMOS) and p-channel MOSFET (PMOS) devices must
have work functions near Si conduction band edge (4.1 eV) and valence band
edges (5.2 eV) respectively, in order to achieve optimum device performance for
the conventional planar bulk CMOS devices. This requirement is easily fulﬁlled
in poly-Si by an appropriate substrate and poly-Si gate doping, but has been
proved diﬃcult to be met in case of metal gates [26]. Many promising metal gate
electrode systems have been proposed, including elemental metals, metal alloys,
metal nitrides, metal silicon nitrides, and metal silicides.
In this thesis, nickel silicide (NiSi, self-aligned nickel monosilicide) is selected
as metal gate. NiSi is emerging as the material of choice for contact applications
in semiconductor device processing for the 32nm technology and for advanced
CMOS process [27, 28]. It has many advantages such as low resistivity, low silicon
consumption, low process temperature and mid-gap work function [29, 30]. In
fact, NiSi has no adverse line-width dependence of sheet resistance, which was
often a big problem in TiSi2 and CoSi2 [27, 28]. The sheet resistance of the narrow
line was found to even decrease because of the 2 edge eﬀect [28]. Besides, silicon
consumption during the silicidation is the smallest among Ti, Co and Ni [27]. This
is suitable for ultra-shallow source/drain junction formation for scaled CMOS. The
mechanical stress of the NiSi ﬁlm on silicon substrate is also the smallest. Contact
resistance of NiSi to p-type silicon, which was a problem for TiSi, is the smallest
due to its lowest barrier height [31], and that to n-type silicon was found to be
also small. Bridging failure between the gate electrode and source/drain hardly
occurs for the NiSi salicide due to its reaction mechanism [27, 28, 29].
NiSi has been used in most of the high end CMOS device makers such as Intel,
AMD and Samsung [32, 33, 34, 35, 36, 37, 38]. It was introduced in sub-100
nm technology node (or sub-50 nm gate length). Besides, its applications in 30-
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and 20- nm gate lenght MOSFETs have been attracted the attentions because
of its excellent electrical characteristics. A lot of experiments have been done to
investigate the NiSi salicide technology [27, 28, 31, 39, 40, 41, 42, 43]. Mainly,
the experiments for Schottky-barrier heights (SBHs) tuning are for NiSi on Si [44,
45, 46] (we only list three references here). Although the integration of NiSi
technology on high- dielectric has been demonstrated for fully silicided (FUSI)
gate stack, the precise control of the threshold voltage of MOSFETs still remains
a concern due to the Fermi-level pinning phenomenon [24, 47, 48, 49, 50, 51, 52,
53]. Recent reports on Fermi-level pinning in FUSI gate/high- stack are not
consistent. Some groups reported weak or negligible Fermi-level pinning in FUSI
gate/high- stack [51, 54]; while the other groups reported the strong Fermi-
level pinning [48, 55, 56, 57, 52, 53, 58, 59], especially for Hf-based gate stacks.
Such inconsistencies may suggest that the degree of Fermi-level pinning in FUSI
gate/high- stack depends on the process conditions in the FUSI gate fabrication
process [60, 61]. However, none was reported from the perspectives of theoretical
studies for the eﬀects of interfacial chemical bondings on SBH and possible SBH
tunings by controlling the growth conditions at the interface. In this thesis, we
choose NiSi as a silicide metal on high-material, HfO2, and try to ﬁnd out how its
properties can be tuned to form the desirable Schoktty junctions by investigating
its interface bondings with high- material.
For metal gates replacing conventional poly-Si as the gate electrodes, major
stumbling block is the diﬃculty in identifying gate materials which can locate
the dielectric/Si interface Fermi energy near the Si conduction (or valence) band
edges for NMOS (or PMOS) devices. To understand the formation mechanism
of SBH at metal gate/high- dielectrics, one must measure the eﬀective work
function of metal gates (m;eff ) or Schottky barrier height accurately. However,
the mechanism which determines the magnitude of Schottky barrier height, n, at
the metal/semiconductor interfaces has puzzled scientiest for decades [62]. Variety
of models had been proposed to understand the formation mechanism of SBH, i.e.
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Schottky-Mott relationship [63], metal induced gap states (MIGS) model [64, 65,
66, 67, 68, 69, 70] and polarized interface bondings [71, 72, 73]. The Schottky-Mott
relationship states that the SBH depends on the vacuum work function of metal
and the semiconductor electron aﬃnity. However, the Schottky-Mott picture did
not take into account the local electronic structures at the interface but only
considered the Şpseudo-bulkŤ properties [63]. Hence, in real metal gate/high-
 dielectric interfaces, the Schottky-Mott relationship is rarely realized and the
dependence of SBH on metal vacuum work function was found not as sensitive
as predicted by Schottky-Mott relationship. The MIGS model is more appealing
than Schottky-Mott picture because it oﬀers a simple scheme to predict SBH
from the bulk properties of the two components (metal and semiconductor) only,
without the need for the detail interface information, e.g. interface structures or
chemical compositions. However, in addition to the contribution of MIGS for the
SBH, there is another contribution, the polarized interface bonding (short range
contrubution) [70, 71]. The polarized interface bonds forms interface dipole, which
will shift the energy bands on both sides of the interface and change the SBH.
Most of the high- dielectric materials are large band gap ionic semiconductors
or insulators, where the decay length of MIGS is rather short. It is expected
that interface bonding instead of MIGS would play dominant role in deciding the
SBHs of metal gate/high- oxide interfaces. Therefore, the polarised interface
bondings assumption, which expects interface bondings play dominant role in
deciding the SBHs of metal gate/high- oxide interfaces, is used to study the
NiSi2/HfO2 interface in this thesis. The techniques which are applied to obtain
the SBHs are discussed further in Chapter 4 of this thesis.
1.4 ZnO in FETs devices
In this thesis, as an extended topic from the CeO2 growth on Si(111), ZnO is chosen
as the oxide materials for thin ﬁlm transistors (TFTs) and is grown on the Si(111)
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substrate with CeO2 as buﬀer layer. The most obvious desirable property of ZnO
is its wide bandgap of  3.4 eV at room temperature and can be employed to
fabricate transparent TFTs [74] (ZnO also has potential for replacing amorphous
Si that has been widely used as a channel layer in conventional TFTs [75, 74, 76].).
The bandgap of ZnO corresponds to a wavelength of 365 nm, which is in the near
UV region. ZnO is therefore transparent to visible wavelengths. It is also a direct
bandgap material, and so it can eﬃciently radiate photons when an electron moves
from the conduction to the valence band. This is particularly useful for optical
applications.
ZnO is non-toxic. From an electronic perspective, this property may prove use-
ful at some point given the increasing attention to hybrid biological-semiconductor
device concepts. The one property that distinguishes ZnO from other high bandgap
materials such as GaN is its high exciton binding energy of 60 meV. The high exci-
ton binding energy should allow ZnO to be a particularly eﬃcient photon emitter
material at room temperature and above. Although the exciton binding energy is
not particularly relevant to transistor properties and operation, it is potentially
very useful for applications where the ZnO could be used for both transistors and
optical components on the same substrate.
Current work on ZnO transistors roughly falls into two broad areas: TFTs and
high-speed heteroepitaxial structures. TFT research appears to be aimed at the
display market, mainly on the transparency of ZnO to visible light, and also the
fact that visible light does not induce carriers in the material. The heteroepitaxy
research eﬀort is focused less at the present. The reported devices typically in-
clude metal semiconductor ﬁeld eﬀect transistor (MESFETs) [77, 78, 79, 80], MOS-
FETs [77] and high electron mobility transistors (HEMTs) [81, 82, 83]. Bayrak-
taroglu et al [84] fabricated high frequency TFTs with ZnO by using pulsed laser
deposition (PLD) on silicon dioxide coated substrates. The devices had cutoﬀ
frequencies of 450 megahertz and ﬁeld eﬀect mobilities of 110 cm2/Vs (which ap-
proaches the Hall mobility of high quality bulk ZnO). This result is surprising for
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polycrystalline materials, which typically show considerably lower mobilities than
bulk materials. There has been considerably less work done on the fabrication of
ZnO transistors on single crystal material. Successful MESFET devices had been
hindered by the lack of high-quality Schottky contacts, until Allen et al developed
successful nonstoichiometric AgxO Schottky contacts [85]. Only a few works of
ZnO MOSFET devices [77] and devices based on nanowires [86, 87, 88] were re-
ported. This is possibly due to the diﬃculty of producing a stable, low charge
interface between the ZnO and the gate insulating material. Therefore, it is worth
for us to investigate the ZnO based TFT, MOSFET and MESFET.
Epitaxial growth of ZnO ﬁlm is necessary to produce ZnO thin ﬁlm with eﬃ-
cient and stable light emission as well as consistent electrical properties. However,
it is also known that direct growth of ZnO ﬁlm on Si usually results in amorphous,
polycrystalline, surface cracking or textured ﬁlm [89, 90, 91]. Despite of numerous
studies, only a few experiments had produced high crystalline quality ZnO ﬁlms
which nevertheless show crack formation on the ZnO surface [92, 93, 94, 95, 96, 97].
In this thesis, as an extended topic from the CeO2 growth on Si(111), we investi-
gate the epitaxial ZnO growth on Si(111) substrate with CeO2 as buﬀer layer by
pulsed laser deposition. These will be shown and discussed in Section 3.2.
1.5 Motivations and thesis overview
Although intensive studies have been carried out on the alternative high- gate
dielectric and metal gate materials, many challenges remain unsolved before their
application for the future generations of Si-based MOSFET technologies, e.g.,
growth of high quality high- oxides ﬁlm on Si and tuning the magnitude of the
eﬀective work functions for metal gate on high- dielectrics up to a range of 1.1
eV. In order to identify the right alternative high- gate dielectric and metal gate
materials, it is essential to study the growth process, understand and control the
involved interfaces (interface between metal gate electrode and high- dielectric
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and interface between high- dielectric and Si substrate) on the atomic scale,
together with relevant process parameters.
The main objective of this thesis is to investigate how a good quality CeO2
ﬁlm can be grown on Si(111) substrate, the possibility of ZnO based transistor on
Si with CeO2 as buﬀer layer and how the atomic-level interface structures aﬀect
the properties of metal gate/high- dielectric oxide, or how the macroscopic prop-
erties (e.g. band alignments for metal gate/high- dielectric oxide interfaces) are
related to the electronic structures on small length scale (e.g. interface bonding).
A combined approach of (i) characterization techniques, e.g. X-ray diﬀraction
(XRD), atomic force microscopy (AFM), high resolution transmission electron
microscopy (HRTEM), photoluminescence (PL) and time-of-ﬂight secondary ion
mass spectrometry (ToF-SIMS) ; and (ii) ﬁrst principle calculations based on den-
sity functional theory (DFT) will be applied. Characterization studies (XRD,
AFM, HRTEM, PL and ToF-SIMS) will provide a complete picture for CeO2 and
ZnO crystal quality; as well as CeO2/Si and ZnO/CeO2(buﬀer layer)/Si interfaces
on the atomic scale. The ﬁrst-principles calculations would provide insight into
the physical mechanism behind the formation of metal/high- oxide and oﬀer ex-
planations as well as information for possible electronic properties tunings during
the growth process. It is recognized that high- oxide in amorphous or in single
crystalline can both be used as the alternative dielectric material to replace SiO2.
In present study, we will focus the study on crystalline materials and choose the
single crystalline CeO2, one of the most promising candidates, as the prototype of
high- dielectric material because it has a well deﬁned surface and simple cubic
structure, which can be grown on Si. Growth of ZnO based transistor on Si with
CeO2 as buﬀer layer is also explored. On the other hand, we will use the crytalline
NiSi2/HfO2 in our investigation of metal gates on high- materials. Crystalline
structure is very appropriate for our ﬁrst principles calculations where supercell
structures are used to mimic the inﬁnite crystalline material.
This thesis will be presented as follows: Chapter 2 brieﬂy introduces the
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characterization techniques (XRD, AFM, HRTEM, PL and ToF-SIMS), the ﬁrst-
principles calculation methods based on density functional theory, and their appli-
cations in this study. Chapter 3 describes the investigation of epitaxial CeO2(111)
ﬁlm growth on Si(111) as alternative gate dielectric and the epitaxial ZnO(002)
ﬁlm growth on CeO2(111)/Si(111); including ﬁlm growth processes, characteriza-
tions for quality of ﬁlms and interface characterizations. Possible interface models
of CeO2(111) on Si(111) are constructed and brieﬂy discussed. Chapter 4 de-
scribes the interface eﬀects of NiSi2/HfO2 interfaces on Schottky barrier height
theoretically. The chemical tuning of band alignments for the metal gate/high-
dielectric are investigated and the variation trend of interface chemical bonding
eﬀects on the Schottky barrier height are studied. Finally, chapter 5 presents the





2.1 Film growth technique - Pulsed Laser Deposi-
tion
PLD is a physical vapor deposition technique, where a pulsed laser beam with
high power energy is focused to strike a target with the desired composition in
an ultra-high vacuum chamber. Then, the vaporized material from the target is
deposited on a substrate to form a thin ﬁlm. It has been used to grow high quality
thin ﬁlms, especially for oxide materials which stoichiometric ratios of the grown
ﬁlms are important. The schematic of a PLD is shown in Fig. 2.1.
Figure 2.1: Schematic view of PLD.
The detailed mechanisms on how PLD works are very complicated, but gener-
ally the process can be divided four stages: (i)laser ablation of the target material
and creation of a plasma, (ii)dynamic of the plasma, (iii)deposition of the ablation
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material on the substrate, and (iv)nucleation and growth of the ﬁlm on the sub-
strate surface. Each of these steps is crucial to obtain an uniform, good crystalline,
and stoichiometric thin ﬁlm on substrate. In addition, the quality of the thin ﬁlm
is dependent seriously on many other factors such as Laser energy, incident angle
of the coating plume, background pressure, substrate temperature, and substrate
materials[98].
Compared with other thin ﬁlm growth techniques such as molecular beam
epitaxy and magnetron sputtering deposition, PLD has various advantages. For
examples, it is easier to preserve the stoichiometric ratio of the target materials,
able to coat a large variety materials and mixtures, and good adhesive between the
coating layer and the substrate. In principle, it can deposit any material on the
substrate and also has super-high instant growth rate. Furthermore, it can increase
the smoothness of the deposited ﬁlms due to the high density of nucleation sites.
All these advantages make PLD an outstanding method for growing high quality
thin ﬁlms although it is relatively diﬃcult to grow thin ﬁlm with large area. In this
thesis, PLD was used to grow good quality ZnO(002) ﬁlm on CeO2(111)/Si(111)
and CeO2(111) ﬁlm on Si(111).
2.2 Characterisation techniques
2.2.1 X-ray Diﬀraction
X-rays were discovered by Wilhelm Conrad Rőntgen in 1895. X-rays are highly
penetrating high frequency electromagnetic rays which are produced when high en-
ergy electrons struck a metal target. Soon after Rőntgen’s discovery, C.G. Barkla
revealed the characteristic X-rays in 1911. Von Laue discovered in 1912 that crys-
tals diﬀract X-rays and when X-rays interact with a crystal, one gets a diﬀraction
pattern. The XRD pattern of a pure substance is like a ﬁngerprint of the sub-
stance. This has started the beginning of the X-rays diﬀraction (XRD) technique.
In the same year, W.H. Bragg and W.L. Bragg (Braggs) proposed their diﬀraction
16
theory and greatly simplify the process to interpret the diﬀraction results. XRD
is considered as a versatile, non-destructive analytical technique for the investi-
gation of the ﬁne structure of matter. It yeilds crystallographic information by
studying the interaction of monochromatic X-rays with a periodic crytal lattice.
Today, this method is applied not only to crystal structure determination, but also
applied to chemical analysis, stress measurement, the study of phase equilibria,
the measurement of particle size, the determination of the orientation of a crys-
tal or the ensemble of orientations in a polycrystalline aggregate, etc. We brieﬂy
discuss the process of diﬀraction from Bragg’s law and how we make use of the
ampliﬁcation (in-phase) and attenuation (out-of-phase) to elucidate the structure
of the material(s) in the target.
Figure 2.2: Schematic picture for cross section of sealed-oﬀ ﬁlament X-ray tube.
The conventional X-ray tube shown in Fig. 2.2[99] utilizes electron impact
for X-ray production. The tube has a source of electrons, a high acceleration
voltage and a metal target. The electrons from a heated ﬁlament are accelerated
towards a target by an accelerating potential. They bombard the target in a
rectangular shaped area of metal target and the X-rays are produced and emitted
in all directions. An X-ray photon can interact with an atom in many ways: it
can be scattered, diﬀracted, reﬂected or absorbed. In diﬀraction, incident X-ray
radiation is scattered by atom in all directions. Fig. 2.3[99] shows a schematic
of a crystal with atoms arranged in planes. Let’s consider only the uppermost
plane ﬁrst. Beam 1 and 1a are incident X-ray beams with angle  and interact
with atom K and P respectively. Constructive interference between the two of
them will only take place if 1a’ and 1’ are in phase. This is only the case of the
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scattering angle is equal to the incidence angle. If we now take more planes into
consideration (beam 1, 1a and 2), diﬀraction occurs only for distinct angles of
 depending on d0 (interplanar spacing or d-spacing). Bragg’s law explains the
condition of diﬀraction from a regular 3D crystal as:
n = 2d0 sin  (2.1)
where  is the X-ray wavelength, n is an integer called the order of diﬀraction
and  is the angle of X-ray incidence measured from the reﬂecting plane. The
explaination is also applied for other planes in Fig.2.3.
Figure 2.3: Diﬀraction of X-ray in a crystal.
By varying the angle , the Bragg’s Law conditions are satisﬁed by diﬀerent d-
spacing in polycrystalline materials. It is solely the periodicity of the crystal which
determines the diﬀraction directions, i.e. the positions of the possible 2 angles.
Plotting the angular positions and intensities I (I vs 2) of the resultant diﬀracted
peaks of radiation, a pattern is produced and this pattern is the characteristic of
the sample. If mixture of diﬀerent phases is present, the resultant diﬀractogram
(XRD pattern) is formed by addition of the individual patterns. The intensities of
the diﬀracted waves depend on the kind and arrangement of atoms in the crystal
structure. It is the study of the geometry of diﬀraction from a crystal that we use
to discern the unit cell dimensions. The missing diﬀractions give the symmetry
of the crystal[100]. For the X-rays to yield useful information about the structure
of the analyzed material, the wavelength of the incident X-rays should be of that
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same order of magnitude as the interatomic spacing in the crystal structure.
The observed diﬀraction line proﬁles in a XRD pattern are the distributions
of intensities I(2) deﬁned by several parameters[101]: i. The reﬂection angle
position 2 at the maximum intensity (related to the lattice spacing d of the
diﬀracting hkl plane and the wavelength  by Bragg’s law,  = 2dsin); ii. The
dispersion of the distribution, full-width at half-maximum(FWHM) and integral
breadth; iii. The line shape factor, and; iv. The integrated intensity (proportional
to the square of the structure factor amplitude).
The speciﬁc applications derived from each of the parameter have been listed
in Table 2.1[101]. In this thesis, we will use the XRD to identify the phases of our
samples and to analysis the textured or preferred orientation of our samples. Thus,
these two types of XRD characterization techniques will be brieﬂy introduced as
follows.
Table 2.1: Applications of XRD.
Diﬀraction Line Parameter Applications
Peak position Unit-cell parameter reﬁnement.
Pattern indexing.






Crystal structure analysis (whole pattern).
Rietveld reﬁnement (whole pattern).
Search/match, phase identiﬁcation.
Preferred orientation, texture analysis.
Width/breadth and shape Instrumental resolution function.
Microstructure: line proﬁle analysis.
Microstructure (crystallite size, size distribution, lattice
distortion, structure mistakes, dislocations, composition
gradient), crystallite growth kinetics.
Three-dimensional microstructure (whole pattern).
Non-ambient and dynamic in situ diﬀraction under external constraints.
diﬀraction Reaction kinetics.
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Identiﬁcation or Phase Identiﬁcation
The most common use of XRD are single crystal XRD and powder XRD. This
includes phase identiﬁcation, investigation of high/low temperature phases, solid
solutions and determinations of unit cell parameters of new materials [99].
Phase identiﬁcation is accomplished by comparing (search and match, usually
done by using computer software) the XRD pattern or diﬀractogram (peaks and
relative intensities) obtained from an unknown sample with peaks and relative
intensities from a very large set of standard data provided by the International
Center for Diﬀraction Data (ICDD)[102].
Textured or Preferred orientation analysis
A crystallite comprises a number of cells systematically grouped together to form
a coherently diﬀracting domain. Usually, in powder diﬀraction, the orientation
of crystallites in the sample is completely random. When the crystallites take up
some common orientation, the specimen is showing preferred orientation. Some
types of diﬀraction analysis (i.e., the study of clay minerals) make use of preferred
orientation of these crystallites; in other types of analysis (i.e., qualitative phase
identiﬁcation) preferred orientation can be recognized and worked around to yield
useful results.
Figure 2.4: Schematic picture of four circle diﬀractometer.
The determination of the preferred orientation of the crystallites in polycrys-
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talline aggregates is referred to as texture analysis and the term texture is used as
a broad synonym for preferred crystallographic orientation in the polycrystalline
material (normally a single phase). The preferred orientation is usually described
in terms of poleﬁgures. A poleﬁgure is scanned to measure the diﬀraction intensity
of a given reﬂection (2- is kept constant) at a large number of diﬀerent angular
orientations of the sample. The systematic change in angular orientation of the
sample is normally achieved by utilizing 4-circle diﬀractometer which is shown in
Fig. 2.4. We collect the intensity data for various settings of  and . Normally
we measure all  values for a given setting of , we then change  and repeat the
process. A contour map of the intensity is then plotted as a function of angular
orientation of the specimen. The most common representation of the poleﬁgures is
sterographic or equal area projections. The intensity of a given reﬂection (h,k,l) is
proportional to the number of h, k, l planes in reﬂecting condition (Braggs’ law).
Hence, the poleﬁgure gives the probability of ﬁnding a given crystal-plane-normal
as function of the specimen orientation. If the crystallites in the sample have a
random orientation the recorded intensity will be uniform. We can use the orienta-
tion of the unit cell to describe crystallite directions. The inverse poleﬁgure gives
the probability of ﬁnding a given specimen direction parallel to crystal (unit cell)
directions. By collecting data for several reﬂections and combining several poleﬁg-
ures we can arrive at the complete orientation distribution function (ODF) of the
crystallites within a single polycrystalline phase that makes up the material. Get-
ting the prefered orientation is very useful in epitaxial thin ﬁlm analysis[103, 104]
and the building of simulation models.
Examples of typical XRD results for Phase Identiﬁcation and Textured or
Preferred orientation analysis, as well as the relevant information which can be
derived from XRD are shown in Section 3.1.3 and Section 3.2.3.
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2.2.2 Atomic Force Microscopy
The Atomic Force Microscope (AFM) is a useful tool for imaging, measuring, and
manipulating matter at the nanoscale. The schematic view of AFM is shown in
Fig. 2.5. AFM gathers the information by "feeling" the surface with a mechanical
probe. Its tiny cantilever and tip, made by piezoelectric elements, able to facili-
tate accurate and precise movements on (electronic) command with very precise
scanning. In some variations, electric potentials can also be scanned using con-
ducting cantilevers. Some of the latest advanced versions of AFM, currents can
even be passed through the tip to probe the electrical conductivity or transport of
the underlying surface, but this is much more challenging with very few research
groups reporting consistent data[105, 106].
Figure 2.5: Schematic view of atomic force microscope.
AFM was invented by Binnig, Quate, and Gerber in 1985. The AFM was de-
veloped to overcome a basic drawback with scanning tunneling microscope (STM)
which can only image conducting or semiconducting surfaces. The AFM, how-
ever, has the advantage of imaging almost any type of surface, including poly-
mers, ceramics, composites, glass, and biological samples. The AFM is capable
of measuring nanometer scale images of insulating surfaces with little or no sam-
ple preparation as well as measuring three dimensional images of surfaces and
studying the topography. Some of the possible applications of AFM are: sub-
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strate roughness analysis, step formation in thin ﬁlm epitaxial deposition, grain
size analysis, pin-holes formation or other defects in oxides growth etc.
The mechanism behind the AFM is brieﬂy introduced as follows. The AFM
relies on the forces between the tip and sample, knowing these forces is important
for proper imaging. The force is not measured directly, but calculated by measur-
ing the deﬂection of the lever, and knowing the stiﬀness of the cantilever. Hook’s
law gives
F =  kz (2.2)
where F is the force, k is the stiﬀness of the lever, and z is the distance the lever
is bent. A force sensor in an AFM can only work if the probe interacts with
the force ﬁeld associated with a surface. The dependence of the van der Waals
force upon the distance between the tip and the sample is shown in Fig. 2.6[107].
In the contact regime, the cantilever is held less than a few angstroms from the
sample surface, and the interatomic force between the cantilever and the sample is
repulsive. In the non-contact regime, the cantilever is held on the order of tens to
hundreds of angstroms from the sample surface, and the interatomic force between
the cantilever and sample is attractive (largely a result of the long-range Van der
Waals interactions). Attractive forces near the surface are caused by a nanoscopic
layer of contamination that is present on all surfaces in ambient air. The amount
of contamination depends on the environment in which the microscope is being
operated. Repulsive forces increase as the probe begins to contact the surface.
The repulsive forces in the AFM tend to cause the cantilever to bend up.
There are three modes of operation for AFM: i. contact mode; ii. non-contact
mode; and iii. tapping mode (intermittent contact mode). In this thesis, we use
the tapping mode for the surface mophorlogy analysis for ZnO ﬁlm and CeO2 ﬁlm.
We will brieﬂy introduce the tapping mode as follows.
In tapping mode-AFM the cantilever is oscillating close to its resonance fre-
quency. An electronic feedback loop ensures that the oscillation amplitude remains
constant, such that a constant tip-sample interaction is maintained during scan-
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Figure 2.6: Plot of force as a function of probe-sample separation.
ning. Forces that act between the sample and the tip will not only cause a change
in the oscillation amplitude, but also change in the resonant frequency and phase
of the cantilever. The amplitude is used for the feedback and the vertical adjust-
ments of the piezoscanner are recorded as a height image. Simultaneously, the
phase changes are presented in the phase image (topography).
The advantages of the tapping mode are the elimination of a large part of
permanent shearing forces and the causing of less damage to the sample surface,
even with stiﬀer probes. Diﬀerent components of the sample which exhibit diﬀer-
ent adhesive and mechanical properties will show a phase contrast and therefore
even allow a compositional analysis. For a good phase contrast, larger tip forces
are of advantage, while minimization of this force reduces the contact area and
facilitates high-resolution imaging. So in applications it is necessary to choose the
right values matching the objectives. Silicon probes are used for Tapping Mode
applications in our works.
2.2.3 Transmission Electron Microscopy
Transmission electron microscope (TEM) is a microscopy technique, where a beam
of electrons is transmitted through an ultra thin specimen and interact with the
specimen. The transmitted electrons are magniﬁed and focused onto an imaging
device, such as a ﬂuorescent screen, ﬁlm, or digital camera, to form an atomic
resolution image[108].
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The working principle of TEM is similar to optical microscope. However, TEM
was developed because of the limited resolution in optical microscopy, which is
imposed by the wavelength of visible light. In term of the classical Rayleigh





where  is the wavelength of the radiation,  is the refractive index of the viewing
medium, and  is the semiangle for the collection of the magnifying lens. For
optical microscope, a good resolution of 300 nm can be obtained if green light
( 5000 Å) is used. In TEM, transmission electrons are used (are manupulated
to get shorter wavelength and higher resolution than optical microscope) to form
images. The principles is as follows. Based on de Broglie’s ideas of the wave-






Electrons are accelerated by a potential drop, giving them a kinetic energy. This











Equation 2.6 shows that by increasing the accelerating voltage, the wavelength of
electrons decreases. Therefore, by accelerating electrons at high voltage to reduce
the electron wavelength, the resolution of the TEM is increased. For example, in
200 kV accelerating voltage, the electrons have a wavelength of 0.025 Å. Whereas
the resolution of optical microscope is limited by the light wavelength, the resolu-
25
tion of TEM is limited by aberrations inherent in electromagnetic lens, to about
12 Å. This high resolution makes TEM one of the most heavily used charac-
terization techniques to obtain full morphological (grain size, grain boundary and
interface, secondary phase and distribution, defects and their nature, etc.), crys-
tallographic, atomic structural, and micro-analytical such as chemical composition
(at nm scale), bonding (distance and angle), electronic structure, and coordination
number data of the sample.
A schematic diagram of TEM is shown in Fig. 2.7. Electrons emitted from an
electron gun (200300 keV) are accelerated and focused by the electromagnetic
lens. After being ﬁltered by the apertures, the electron beam penetrates through
a thin sample (approximately 1000 or less), which normally is ﬁt into a 3 mm
diameter copper grid. The transmitted portion is focused by the objective lens
into an image. If the image is centered on optical axis, this is called bright ﬁeld
imaging mode. On the other hand, if the objective aperture deviates oﬀ optical
axis, this is dark ﬁeld imaging mode. The bright ﬁeld or dark ﬁeld imaging mode
of the microscope, combined with electron diﬀraction, can give information about
the morphology, crystal phases and defects in a material.
Figure 2.7: Schematic view of basic TEM.
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The success of TEM is restricted on sample preparation heavily, which requires
a thin sample with a hole in the middle, and suﬃcient thin (approximately 1000
Åor less) at the vicinity of the hole edge. This sets high requirements for sample
preparations. Various methods have been used to prepare diﬀerent TEM samples.
For our cross-section samples, the focused ion beam (FIB) specimen prepration
technique had been used. FIB milling is performed using high energy Ga+ ions
(i.e., 30 keV), which can impart damage up to 20 nm at the surface of a specimen
such as silicon [109]. Given that both the upper and lower surfaces of a lamellar
specimen carry this damage, it can easily be suﬃcient to impede quantitative high
resolution TEM imaging, where the total specimen thickness should ideally be on
the order of 30 nm or so [110].
The limitations of TEM also include its poor sampling abilities. The higher
resolution would cause more sampling time. In addition, it is diﬃcult to inter-
pret TEM images. The TEM instrument used in this thesis is FEI Titan 80-
200kV TEM/STEM operating at 200kV in TEM mode, as shown in Fig. 2.8. It
is used to determine the atomic interface structures of ZnO(002)/CeO2(111) and
CeO2(111)/Si(111).
Figure 2.8: Overview of FEI Titan 80-200kV TEM/STEM machine.
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2.2.4 Photoluminescence
Photoluminescence spectroscopy is a contactless and nondestructive method of
probing the electronic structure of materials. Light is directed onto a sample,
where it is absorbed and imparts excess energy into the material in a process called
photo-excitation. One way this excess energy can be dissipated by the sample is
through the emission of light, or luminescence. In the case of photo-excitation,
this luminescence is called photoluminescence.
Photo-excitation causes electrons within the material to move into permissible
excited states. When these electrons return to their equilibrium states, the excess
energy is released and may include the emission of light (a radiative process) or may
not (a nonradiative process). The energy of the emitted light (photoluminescence)
relates to the diﬀerence in energy levels between the two electron states involved in
the transition between the excited state and the equilibrium state. The quantity
of the emitted light is related to the relative contribution of the radiative process.
The intensity and spectral content of this photoluminescence is a direct measure
of various important material properties. Typical experimental set-up for PL
measurements is shown in Fig. 2.9[111].
Figure 2.9: Typical experimental set-up for PL measurements.
Usually, photoluminescense is used for[111]:
i. Band Gap Determination: The most common radiative transition in semi-
conductors is between states in the conduction and valence bands, with the
energy diﬀerence being known as the band gap. Band gap determination is
particularly useful when working with new compound semiconductors.
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ii. Impurity Levels and Defect Detection: Radiative transitions in semicon-
ductors also involve localized defect levels. The photoluminescence energy
associated with these levels can be used to identify speciﬁc defects, and the
amount of photoluminescence can be used to determine their concentration.
iii. Recombination Mechanisms: The return to equilibrium, also known as "re-
combination," can involve both radiative and nonradiative processes. The
amount of photoluminescence and its dependence on the level of photo-
excitation and temperature are directly related to the dominant recombina-
tion process. Analysis of photoluminescence helps to understand the under-
lying physics of the recombination mechanism.
iv. Material Quality: In general, nonradiative processes are associated with
localized defect levels, whose presence is detrimental to material quality and
subsequent device performance. Thus, material quality can be measured by
quantifying the amount of radiative recombination.
In this thesis, PL was used to check the quality of the ZnO ﬁlm and to identify
the defects of ZnO ﬁlm.
2.2.5 Time-of-Flight Secondary Ion Mass Spectrometry
Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) is a surface-sensitive
analytical method that uses a pulsed ion beam to remove molecules from the very
outermost surface of the sample. There are 3 operational modes are available using
ToF-SIMS: surface spectroscopy, surface imaging and depth proﬁling. Analytical
capabilities of ToF-SIMS include [112, 113, 114]:
i. Mass resolution of 0.00x atomic mass units (amu). Particles particles with
the same nominal mass (e.g. Si and C2H4, both with amu = 28 ) are easily
distinguished from one another.
ii. Mass range of 0 to 10,000 amu; ions (positive or negative), isotopes, and
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molecular compounds (including polymers, organic compounds, and even
amino acids) can be detected.
iii. Trace element detection limits in the ppm range.
iv. Sub-micron imaging to map any mass number of interest.
v. Depth proﬁling capabilities; sequential sputtering of surfaces allow analysis
of the chemical stratigraphy on material surfaces (typical sputtering rates
are  100 A/minute).
vi. Retrospective analysis. Every pixel of a ToF-SIMS map represents a full
mass spectrum. This allows an analyst to produce maps for any mass of in-
terest retrospectively, and to interrogate regions of interest for their chemical
composition via computer processing after the dataset has been instrumen-
tally acquired.
The mechanism on how the ToF-SIMS works is decribed as follows. ToF-SIMS
uses a focused, pulsed particle beam (typically Cs or Ga) to bombard the specimen
(sample) and sputter it. This produces a cloud of atoms and molecules which are
ionized particles (dissociated ions, positive or negative) at the site closer to the
site of impact; whereas secondary particles generated farther from the impact
site tend to be molecular compounds, typically fragments of much larger organic
macromolecules. All the particles are then accelerated into a ﬂight path on their
way towards a detector. However, because they all depart from the sample at
the same time and were subject to the same accelerating voltage, the lighter ones
arrive at the detection system before the heavier one. The "time-of ﬂight" of
an ion is proportional to the square root of its mass, so all the diﬀerent masses
are separated during the ﬂight and can be detected individually. It is possible to
measure the "time-of-ﬂight" of the particles from the time of impact to detector
on a scale of nano-seconds, therefore, it is possible to produce a mass resolution
as ﬁne as 0.00X amu (i.e. one part in a thousand of the mass of a proton).
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ToF-SIMS is also referred to as "static" SIMS because a low primary ion cur-
rent is used to "tickle" the sample surface to liberate ions, molecules and molec-
ular clusters for analysis. In contrast, "dynamic" SIMS is the method of choice
for quantitative analysis because a higher primary ion current results in a faster
sputtering rate and produces a much higher ion yield. Thus, dynamic SIMS cre-
ates better counting statistics for trace elements. However, organic compounds
are easily destroyed by "dynamic" SIMS, and no diagnostic information is ob-
tained. The schematic picture of how ToF-SIMS instrument works is illustrated
in Fig. 2.10 [115].
Figure 2.10: Schematic diagram of the CAMECA IonTOF ToF-SIMS instrument.
In this thesis, ToF-SIMS was used to trace the elements that formed at the
interface of CeO2(111) on Si(111) samples, by getting the depth proﬁles of the
samples.
2.3 Modelling method - First Principles Calcula-
tion
First-principles or ab initio calculations refer to calculations that starts directly
at the level of established laws of physics and does not make assumptions such
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as empirical model and ﬁtting parameters. Studies on electronic properties of
materials by ﬁrst-principles calculations are based on the solving of the time-
dependent Schrödinger equation. In principle, based on current understanding
of materials science, all problems of materials can be explained by solving the
time-dependent Schrödinger equation of the many-body system[116]. However,
many-body system typically contains  1023 particles such as in solids, and its
corresponding time-dependent Schrödinger equation is proven to be impossible to
be solved in practice due to unimaginable computational resources involved. Thus,
in order to make ﬁrst-principles calculations based on the many-body Schrödinger
equation can be practically solved, number of simpliﬁcations and approximations
are needed. The density functional theory (DFT), successfully, bridges the gaps
between the large systems[117] and the practical calculations with approximations
by solving the many-body Schrödinger equation. A brief introduction to DFT
and its corresponding approximations as well as techniques for implementing this
theory will be given as follows.
2.3.1 Schrödinger equation and earlier approximations
In terms of quantum mechanics, the property of a many-body system can be
described by the Schrödinger equation:
H^	 = E	 (2.7)
where E is the energy eigenvalue, 	 = 	(r1; r2; ::::::; rN) is the wave function, and

























where the summation is over all electrons and nuclei in the system, mi is the mass
of an electron or nucleus, q is the electron charge and Zl is the atomic number of
nuclues l. The second term and third term represent the interaction arising from
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Coulombic electron-electron repulsions and the interaction arising from Coulombic
nuclei-nuclei repulsions, respectively. The ﬁnal term represents the interaction of
the electrons with the bare nuclei at ﬁxed positions in the solid, Rl.
In order to simplify the Eq. 2.7 and suit any practical system with plausi-
ble computational resources, one has to resort to many approximations. Born-
oppenheimer approximation was ﬁrst suggested. Born-oppenheimer approxima-
tion removes the nuclei from the system and treats them as in an adiabatic en-
vironment due to the fact that the nuclei are much heavier than electrons, and
hence move much slower than the electrons. In this approximation, the kinetic
energy of the nuclei is neglected and the interaction between the nuclei can be
handled classically. As the result, the original problem in Eq. 2.7 is reduced to
one regarding a system of interacting electrons moving in an external potential
V (r), which is formed by a frozen-in ionic conﬁguration. However, due to the
electron-electron interaction, the equation remains diﬃcut to be solved. Later,
Hatree approximation was suggested in which the approximation suggests that
the seperations of the many-body equation into independent equations with the
coordinates of the individual electrons, of which 	 (the wavefunction of the sys-
tem), can be written as a product of N one-electron wavefunctions based on the
assumption that the electrons interact only via the Coulomb force. With incor-
poration of electron spin eﬀects in later Hatree-Fork equation, the ground state
electron wavefunctions can be obtained variationally by using a trial wavefunction
to solve the equation until the result meets the convergence. This is also called
the self-consist approximation.
Yet, the calculated energy by solving the Hartree-Fock equation does not equal
to that of many-body Schrödinger equation under the Born-oppenheimer approx-
imation. It turns out that the calculations of the correlation energy and the
exchange energy (the energy diﬀerence for exchanging electrons in solving Hartree-
Fock equations) of a complex system is extremely diﬃcult. Overcoming these dif-
ﬁculties to some extent is the driving force to develop alternative methods, which
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are required to describe the electron-electron interactions more precisely and can
reduce the electronic Schrödinger equation to some more attractable equations
which are able to be solved in practice.
2.3.2 Hohenberg-Kohm theorems and Kohn-Sham equation
An advance over this bottleneck is from DFT. Based on the two Hohenberg-Kohm
theorems [118], in terms of the electron density function (r):
Theorem 1
If the number of electrons in the system is conserved, the external potential V (r)
uniquely determines the ground state density o(r).
Theorem 2
There exist a universal functional of , E[], which is minimized by the ground
state density o(r).
Kohn and Sham carried these two theorems further and obtained a single-particle










+ V (r)g i(r) = "i i(r) (2.9)
where the ﬁrst term in the Kohn-Sham equation is the kinetic energy, and the
following terms are the Coulomb (or Hartree), the exchange-correlation (xc) and
the external (e.g. the ionic) potentials, respectively. Kohn-Sham equation maps a
many-electron interacting system into a single electron system within an eﬀective
potential formed by the nuclei and other electrons. Comparing with the many-
body Schrödinger equation in Eq. 2.7, solving the Kohn-Sham equation is easier
for a practical system, which enables us to calculate a system with hundred atoms.
Due to the functional dependence of the electron density, the Kohn-Sham equa-
tion forms a set of nonlinear coupled equations. The standard procedure to solve
the equations is iterating until self-consistency is achieved (convergence of wave
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functions). Starting from an assumed electron density (r), the Coulomb and xc
potentials are calculated. From that, the Eq. 2.9 for the Kohn-Sham wavefuctions





where the index i goes over all occupied states. This procedure is repeated un-
til self- consistency (i.e, consistency between the output and input densities) is
obtained.
2.3.3 The exchange-correlation functional approximation
The formalism of the Kohn-Sham equation is much simpler than that of other ﬁrst-
principles methods, such as the Hartree-Fock method. However, in the Kohn-Sham
equation, all items are treated exactly, except one term, the exchange-correlation
functional "xc[(r)], which is unknown. The search for an accurate "xc[(r)] has
proven to be extremely diﬃcult, and various approximations have been made.
Among them, local density approximation (LDA)[119] is the simplest. The LDA
is based on the assumption that, for a system with slowly varying density, the
electron density in a small region near point r can be treated as if it is homogeneous.





where "xc is the xc energy per electron. The LDA is remarkably successful in
predicting the structural and electronic properties of materials. However, several
problems are also encountered with the LDA. For example, LDA underestimates
the band gap of semiconductor and insulator. LDA also tends to overbind. This
makes calculated lattice constant is underestimated and the cohesive energy is
overestimated. In addition, the LDA cannot work well for the Van der Waals
interactions, and it also gives wrong predictions for some strongly correlated mag-
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netic systems.
An improvement for the LDA is the generalized gradient approximation (GGA).
GGA suggests that the exchange-correlation functional can be treated as the func-




A variety of choices for f(;r) can be made[120, 121]. The GGA is able
to correct some problems of the LDA, such as the overbinding tendency and the
wrong prediction of the non-magnetic ground state of Fe etc. However, the GGA
has the underbinding problem (opposite to the overbinding problem of LDA),
which results in the overestimation of lattice constants and the underestimation
of cohesive energies. The excited states, strong correlated systems, and the Van
de Waals interactions also cannot be handled correctly in GGA.
2.3.4 Bloch’s theorem and supercell approximation
With the DFT, the many electron Schrödinger equation can be mapped onto
the N one-electron Kohn-Shan equations. However, dealing with solid systems
which typically contain 1023 particles, still requires us to solve the Kohn-Sham
equations with an inﬁnite numbers orthogonalizational equations. Fortunately, we
can reduce the inﬁnite problems to a ﬁnite periodic systems based on the Bloch’s
theorem.
For a system of electron moving in a periodic potential, Bloch’s theorem states
that the corresponding wavefunction of the electron has the form:
 k(r+R) = e
ikruk(r) (2.13)
where uk(r) has the same periodicity as the potential. For a crystal lattice poten-
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tial, it satisﬁes the following translation invariance:
uk(r+R) = uk(r) (2.14)
where R is a real space lattice vector.
Based on this theorem, the wavefunction of a single atom in a lattice can be
written as the product of the plane wave and the periodic function uk(r). Besides,
the wavevector k can always be folded into the ﬁrst Brillouin zone (1BZ) in the
context of electronic property calculations since the electron energy is periodic
in the k-space and each k-point outside the 1BZ can be mapped onto a k-point
inside the 1BZ. The number of k-points in the 1BZ is equal to the number of unit
cells in real space. Since the number of unit cells is in the magnitude of 1022,
the k-points in the 1BZ is quasi-continuous.
Many real systems do not have periodic symmetry along all three dimensions.
For example, an interface system only has periodic symmetry parallel to the in-
terface; carbon nanotube is only one dimension periodic and an isolated atom or
molecule is completely aperiodic. In order to study these systems, two approxi-
mations are employed. One of the approximations is to model the system with a
cluster of atoms. Another approximation is to construct a periodic symmetry on
the aperiodic dimension artiﬁcially. This approximation is also called the supercell
technique. For an interface system, the supercell approximation is implemented
by modeling the interface with periodically arranged slabs which are separated
by vacuum layers. To minimize the artiﬁcial Coulomb interactions between two
neighbor surfaces, the vacuum layer should be thicker than 15 Å(or even 20 Å).
The thickness of the slabs is dependent on the speciﬁc case, and normally the
slab with smaller interlayer spacing should has larger thickness. We will use the
supercell technique to study the interfaces of NiSi2/HfO2 in this thesis.
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2.3.5 Brillouin zone sampling
Electronic states are allowed only at a set of k-points determined by the boundary
conditions that apply to the bulk solid. The density of allowed k-points is propor-
tional to the volume of the solid. The inﬁnite number of electrons in the solid are
accounted for by an inﬁnite number of k-points, and only a ﬁnite number of elec-
tronic states are occupied at each k-points. Within the spirit of Bloch’s theorem,
the calculations of an inﬁnite number of electronic wavefunctions in full space can
be reduced to a ﬁnite number of electronic wave functions with an inﬁnite number
of k-points in 1BZ. Therefore, only a special ﬁnite numbers of k-points in the 1BZ
are required. Each k-points in 1BZ have to be considered for the calculations.
Most of the properties calculations such as electron density, total energy, force,
stress tensor etc, for inﬁnite periodic solids require the integration of functions
over the Brillouin zone that depend on the Bloch vector and the energy band.
These integrations cover the occupied part of the band, i.e. over the region of the
Brillouin zone where the band energy "v(k) (v is the band index) is lower than










BZ is the volume of the BZ, f is the function to be integrated, e.g f = 1 for
the total number of electrons, f = " for the eigenvalue sum and so on. Numerically,
these integrations are performed on a discrete mesh in the Brillouin zone. The
function to be integrated has to be calculated at a set of special points in the IBZ,
each of which is assigned a weight. Thus, the BZ integration is transformed into
a sum over a set of k-points. At each k-point a sharp energy cutoﬀ is introduced
to include only those states in the summation whose energy is below the Fermi















where !k is the weight of k. Alternatively, this integration can be viewed as an
integration over the whole Brillouin zone, where the function to be integrated is
given by a product of the function f with a step function that cuts out the region
of the Brillouin zone, where the band energy is above the Fermi energy. Clearly,
the resulting function does not satisfy the condition of being smoothly varying.
The magnitude of any error in the total energy due to inadequacy of the k-points
sampling can always be reduced by using a denser set of k-points. In practices,
the k-points mesh should be gradually increased until the calculated total energy
of a system is converged.
Various methods have been proposed for the k-points sampling in the 1BZ[123,
124, 125, 126, 127, 128]. One of the most widely used is the Monkhorst-Pack
scheme[124]. The basic idea of Monkhorst-Pack scheme is to construct equally











where n1, n2 and n3=0,...,Ni 1. Symmetry is used to map equivalent k-points to
each other, which can reduce the total number of k-points signiﬁcantly generated
by Eq. 2.17.
2.3.6 Plane-wave basis sets
Based on Bloch’s theorem, the electronic wavefunctions at each k-points can be






where G is the wave-vectors that satisfy the periodicity of the lattice in term of
reciprocal lattice vectors.
After expanding the wavefunctions as Eq. 2.18, the Kohn-Sham equations can
39






jk+Gj2GG0+V (G G0)+VH(G G0)+Vxc(G G0)]cn;k+G0 = "n;kcn;k+G
(2.19)
where V is the coulomb potential associated with interactions among the nuclei, VH
is the Hartree-Fock potential of the electrons and Vxc is the exchange-correlation
potential. In this form, the kinetic energy is diagonal, and the various potentials
are described in terms of their Fourier transforms. From Eq. 2.19 we know that
an inﬁnite plane-wave basis set is required to expand the electronic wavefunctions.




Gj2 are typically more important than those with large kinetic energy. Thus,
the plane-wave basis set can be truncated to include only plane-waves that have




truncation of the plane-wave basis set at a ﬁnite cutoﬀ energy will lead to an error
in the computed total energy, but it is possible to reduce the magnitude of the
error by increasing the cutoﬀ energy. In practices, the cutoﬀ energy is increased
until the total energy of the studied system has converged.
2.3.7 The pseudopotential approximation
Although Bloch’s theorem states that the electronic wavefunctions can be ex-
panded using a discrete set of plane-waves, a very large number of plane-waves
is needed to expand the tightly bound core orbitals and to follow the rapid os-
cillations of wave-functions of the valence electrons in the core region due to the
strong ionic potential in this region. The large number of plane-waves would
make the all electrons calculations very expensive and even impractical for a large
system. Luckily, the pseudopotential approximation allows the expansion of elec-
tronic wavefunctions can be represented by smaller number of plane-wave basis
sets[129, 130, 131] instead of the actual number of needed plane-waves.
Based on the fact that most of physical properties of solids are mainly de-
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termined by the valence electrons, the pseudopotential approximation removes
the core electrons and strong ionic potential, and replaces them with a weaker
pseudopotential that acts on a set of pseudo wavefunctions rather than the true
valence wavefunctions The approximation is illustrated in Fig. 2.11. The nonlocal
and angular momentum dependent pseudopotentials are usually generated from
isolated atoms or ions, but can be used in other chemical environment such as






where jlmi is the spherical harmonics and Vl is the pseudopotential for the angular
momentum l.
Figure 2.11: An illustration of the full all-electronic (AE) wavefunction and elec-
tronic potential (solid lines) plotted against distance, r, from the atomic nucleus.
The corresponding pseudo wavefunction and potential is plotted (dashed lines).
Outside a given radius, rc, the all electron and pseudo electron values are identical.
The construction of the pseudopotential within the core radius, rc, should
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preserve the scattering properties of the pseudo wavefunctions. The pseudo wave-
functions of the ion should be identical to the pseudo wavefunctions core electrons
for the valence wavefunctions. The pseudopotential and the true potential are the
same at the region outside the rc, and therefore, the scattering properties are sat-








Norm-conserving pseudopotentials are very successful for solids of s, p-bond
main group elements, but they do not give good results for the ﬁrst-row elements,
transition metals, and rare-earth elements due to the highly localized valence
orbitals in these elements. Vanderbilt had solved this diﬃculty by introducing
the so-called ultrasoft pseudopotentials[132]. More recently, a more accurate and
eﬃcient pseudopotential formalism, the projector augmented wave (PAW)[133,
134], has been developed by Blöchl. Compared with the ultrasoft pseudopotentials,
PAW has smaller the radial cutoﬀs (core radii), and also reconstructs the exact
valence wave function with all nodes in the core region. This makes PAW more
accurate than ultrasoft pseudopotentials in many systems while the calculations
using PAW are not more expensive than using the ultrasoft pseudopotentials.
2.3.8 VASP
VASP (Vienna ab initio simulation package)[135, 136, 137] are ﬁrst-principles cal-
culations codes within DFT frame for atomic scale materials modelling, e.g. elec-
tronic structure calculations and quantum-mechanical molecular dynamics. VASP
computes an approximate solution to the many-body Schrödinger equation, either
within DFT, solving the Kohn-Sham equations, or within the Hartree-Fock (HF)
approximation, solving the Roothaan equations. Hybrid functionals that mix the
Hartree-Fock approach with DFT are implemented as well. In addition, Green’s
functions methods (GW quasiparticles, and ACFDT-RPA) and many-body per-
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turbation theory (2nd-order Møller-Plesset) are available in VASP [138].
In VASP, the electronic charge density, and the local potential are expressed
in plane wave basis sets. The interactions between the electrons and ions are de-
scribed using norm-conserving or ultrasoft pseudopotentials, or the PAW method.
To determine the electronic groundstate, VASP makes use of eﬃcient iterative ma-
trix diagonalisation techniques, like the residual minimisation method with direct
inversion of the iterative subspace (RMM-DIIS) or blocked Davidson algorithms.
These are coupled to highly eﬃcient Broyden and Pulay density mixing schemes
to speed up the self-consistency cycle [138].
Thus, VASP can give information about total energies, forces and stresses on
an atomic system, as well as calculating optimum geometries, band structures,
optical spectra, etc: It can also perform molecular dynamics simulations. In this
thesis, VASP has been heavily used to calculate the electronic properties of various
systems such as bulk NiSi2 and HfO2; formation energies and electronic properties




Epitaxial CeO2 (111) and ZnO(002)
growth on Si(111)
3.1 CeO2(111) thin ﬁlm growth on Si(111)
3.1.1 Introduction
The ﬁrst successful epitaxial CeO2 with (111) orientation was grown on Si(111)
by molecular beam epitaxy (MBE) method and was reported by Inoue et al[139].
After that, the growth of CeO2(111) on Si(111) were reported from time to time
with diﬀerent growth techniques, i.e. MBE[140, 141], laser assisted MBE[142,
19, 20, 21, 143], rf sputtering[144, 145], dc sputtering[146], pulsed laser deposi-
tion (PLD)[147, 148, 149, 150], ion beam deposition[151, 152, 153] and e-beam
evaporation[154, 155]. However, among the reports, only B-type stacking of
CeO2(111) on Si(111) had been identiﬁed [19, 20, 21]. None had conclusively
reported the twin domain stacking of CeO2(111) on Si(111). The mechanism be-
hind the growth of B-type stacking only or twin domain stacking of CeO2(111) on
Si(111) still remain unexplored. The engineering on how to tune the growth con-
ditions or the interface to get the desired properties (or prefered heterostructures)
still needs detailed investigations.
In this section, we studied the growth of epitaxial CeO2(111) ﬁlm on Si(111)
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substrate by PLD. The orientation relationship between the two materials was
investigated by using high resolution X-ray diﬀraction (HRXRD). The surface
smoothness was examined by Atomic force microscope (AFM). High resolution
transmission electron microscopy (HRTEM) image and its corresponding selected
area electron diﬀraction (SAED) images were shown and explained. Twin domain
stacking of CeO2 on Si(111) was concluded by summing up the results from TEM
and XRD. Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) was used
to determine the elemental depth distribution into the ﬁlm and the depth proﬁle
was discussed.
3.1.2 Methodology
Si(111) substrate was initially treated with 5% hydroﬂuoric acid for 30s to re-
move the surface oxide and kept in deionised water before loading into the growth
chamber. The base pressure of the growth chamber was 10 8 Torr before the
deposition. Polycrystalline CeO2 target was used for our work. Substrate tem-
perature was ﬁxed at 500C throughout the whole deposition process. The ﬁrst
three minutes of CeO2 deposition was in the absence of oxygen gas supply and
0.1 sccm oxygen ﬂow was supplied for the rest of the CeO2 growth. The oxygen
partial pressure was 10 5 Torr. A KrF excimer laser (pulse duration 25 ns, wave-
length 248 nm) was operated with a ﬂuence of 1.5 J/cm2 and 10Hz of laser on
target surface frequency was set for CeO2 growth. The whole ﬁlm growth process
lasted for 2 hours. The epitaxial relationship of CeO2/Si sample was investigated
by using PANalytical X’Pert PRO High Resolution XRD. Surface morphology of
the CeO2 ﬁlm was studied on Digital Instruments Multimode AFM by tapping
mode. Cross-sectional TEM samples were prepared by Helios NanoLab 600 dual
beam focused ion beam. FEI Titan 80-300kV TEM/STEM operating at 200kV
in TEM mode was used to determine the thickness of the ZnO ﬁlm, to take the
high resolution cross-sectional image of CeO2(111)/Si(111) interface as well as the
SAED patterns of the interface. The elemental depth proﬁle was obtained using
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a ToF-SIMS IV instrument from IONTOF GmbH.
3.1.3 Characterizations of CeO2(111) on Si(111)
The /2 scan of epitaxial CeO2(111) on Si(111) substrate is shown in Fig. 3.1(a).
As we can observe, there are peaks at 28 and  59. The CeO2(111) and
Si(111) peaks are located at  28 and are hard to be diﬀerentiated (up to 0.001
scanning resolution). However, the peak at  59 belongs to CeO2(222) and
shows that CeO2(111) ﬁlm was grown in the parallel direction of Si(111). To
further check the quality of the CeO2(111) ﬁlm, the rocking-curve scan at  59 is
shown in Fig. 3.1(b). The calculated full-width at half maximum (FWHM) for the
CeO2(222) peak is  0.83. This FWHM value is lower than the FWHM values
reported in the previous works[142, 146, 149, 154], with diﬀerences from 0.15 to
1.77. The thicknesses of the grown ﬁlms involved vary among these works. It
is worthy to note that due to the close lattice parameters between CeO2 and Si,
the Si(222) peak (which is the result of imperfect extinction of lower quality Si
substrate) can mislead the analysis of the XRD characterization results. Some of
the previous reports have indicated this problem[151, 152, 155].
In order to avoid misinterpretation, we justiﬁed the XRD results through: i)
The intensity of the peak. Thin ﬁlm has lower intensity for its corresponding peak
than the substrate peak. The substrate which is usually used as alignment peak
(reference peak) has higher intensity peak than the deposited thin ﬁlm. With
proper alignment of the XRD system which is adjusted to the orientation of the
ﬁlm growth direction, the intensity of the thin ﬁlm peak can be increased; ii)
The basal width and the sharpness of the peak. Substrate which usually has bet-
ter quality of crystalline structure has sharp peak with narrow basal width. On
the other hand, the thin ﬁlm which is usually in lower crystalline quality than
the substrate has peak with broad basal width. In our case, we are also needed
to make all the possible peaks of the XRD results distinguishable for the het-
erostructures(ﬁlm/substrate) which both materials have close lattice parameters.
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If we choose the Si substrate peak as reference peak (or alignment peak), there
is possibility that the XRD /2 spectrum does not has peak at the position of
CeO2(222) peak or the present of Si(222) peak which is due to low quality of Si
substrate (as we mentioned before). A method to make the peaks become dis-
tinguishable is to choose the correct alignment peak as the reference peak of the
heterostructures. The CeO2 (222) peak is a good choice in our case. The search of
this peak involves continuous and precisely change of the scanning parameters, i.e.
,  and 	, to get the position of the peak as well as the optimum corresponding
intensity. Another possible method was known after we successfully grew the ZnO
on CeO2 epitaxially. We choose the deposited ZnO ﬁlm peak as the reference peak
in our alignment process. However, this can be achieved only if, as in our case, the
CeO2 ﬁlm was "slightly" slanted grown on Si. This will be shown in Section 3.2.3.






























































































Figure 3.1: (a)XRD =2 scan along the surface normal of CeO2(222) ﬁlm grown
on Si(111). (b)Rocking curve of CeO2(222). Phi () scan of (c)Si(220) and
(d)CeO2(220).
To examine the crystalline quality of our CeO2(111) ﬁlm, the in-plane orien-
tations for CeO2(220) and Si(220) were scanned and shown in Fig. 3.1(c) and
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(d). Three fold symmetry of Si(220) peaks which are sharp and high in intensity
can be observed in the Fig. 3.1(c). Another three peaks which have broad base-
ments and low intensities are from CeO2(220) and indicate the B-type stacking
of CeO2(111) on Si(111). The -scan of Si(220) in Fig. 3.1(c) is roughly sim-
ilar to the Si(200)’s -scan shown in a previous report[19] (except the chosen
in-plane orientation). However, the resolution for the -scan of Si(200) in the
above report[19] is not high enough to make a conclusive statement. From our
results, we can conclude that the two sets of three fold symmetry peaks are from
CeO2 and Si. From Fig. 3.1(c) to Fig. 3.1(d), we can notice two sets of three fold
symmetry peaks for the -scan of CeO2(220). Among all the CeO2(111) growth
on Si(111) experiments, to our best knowledge, we are the ﬁrst to present the
in-plane -scan of CeO2(220) on Si(111). The peaks which have the same  angle
positions as in Fig. 3.1(c) are the three fold symmetry of CeO2(220) from B-type
stacking of CeO2(111) on Si(111). The other three peaks are corresponding to the
CeO2(220) of A-type CeO2(111) stacking on Si(111). The intensities for all the
peaks in CeO2(220) direction are nearly the same and indicate the equal popula-
tion of two domain stackings on Si(111) substrate. B-type stacking was reported
before by Furusawa et al[21] who gave the most conclusive evidences via coaxial
impact-collision ion scattering spectroscopy and the corresponding simulations, if
we compared their results with those in previous reports[19, 20]. In this work,
we had shown the co-existence of both type stackings via the CeO2(220) -scan.
Both type of stackings have hexagonal structure stackings on Si(111) and are not
a problem for other hexagonal structure materials deposited on top of it. The cor-
responding zone axis for CeO2(111) and (220) planes is [112]. Si has the same zone
axis as CeO2 because of their similar face centered cubic structure and close lattice
parameters. The epitaxial relationship between CeO2 and Si was determined to
be (111)[112]CeO2k(111)[112]Si.
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3.1.4 Interface of CeO2(111)/Si(111)
Figure 3.2: Surface morphology of CeO2 on Si(111) substrate examined by AFM.
The value of RMS is 0.63nm.
Surface morphology of CeO2 ﬁlm was examined by AFM and is shown in
Fig. 3.2. We observed that the CeO2(111) ﬁlm has a very smooth surface. The
root mean square (RMS) surface roughness of the CeO2 ﬁlm on Si(111) is around
0.63nm. This value of RMS surface roughness is slightly higher than the value of
RMS surface roughness reported by Nishikawa et al[141],  0.3nm in diﬀerence.
Noted that Nishikawa et al used MBE to grow the CeO2 ﬁlm. Images taken by
TEM are shown in Fig. 3.3(a), (b), (c), (d) and (e). We determine that the
thickness of CeO2(111) ﬁlm is around 200nm from Fig. 3.3(a). The growth rate
is estimated to be at 100nm per hour. Beyond the interface, the sharp image
of epitaxial CeO2 ﬁlm and Si substrate can be spotted. No visible structural
defects can be spotted in CeO2 ﬁlm from the HRTEM image. Fig. 3.3(b) shows
the SAED pattern of only the Si substrate while Fig. 3.3(c) shows that of only
the CeO2 ﬁlm. In Fig. 3.3(c), two sets of SAED’s patterns are outlined by two
dotted white line rectangles respectively and show the twin domain behaviour of
our CeO2(111) crystal on Si(111). Both the SAED images were taken from the
h110iSi (or h110iCeO2, pointing out of the paper) direction of the cross sectional
image in Fig. 3.3(a). The SAED pattern in Fig. 3.3(d), which is taken from the
ﬁlm stack of the two materials, shows signiﬁcantly low interface defect density
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and exhibits single crystalline characteristics of the two materials. The diﬀraction
spots of CeO2 overlap with the diﬀraction spots of Si and cannot be distinguished.
This is due to their very close lattice parameters.
In Fig. 3(e), we observe an amorphous layer at the interface. Since oxide re-
moval treatment was done before growth, the amorphous layer should be formed
during the ﬁlm growth process. The amorphous layer is about 5nm. The element
distribution through the layer was discussed in the later section on TOFSIMS
results. The experiments which showed CeO2(111) on Si(111) without the amor-
phous layer at the interface were reported by Yoshimoto et al[20] and Nishikawa
et al[141]. Their substrate treatments before ﬁlm deposition, growth methods and
growth process conditions are diﬀerent from ours. Both of them used MBE to grow
the CeO2 thin ﬁlm on Si(111). Yoshimoto et al provided an ultra high vacuum
base pressure (10 10 Torr) in growth chamber and 20C of substrate tempera-
ture was set intentionally throughout the growth process. The substrate cleaning
process adopted by Yoshimoto et al involved not only diluted HF and DI water,
but also pirahna solution. Substrate temperature of Nishikawa et al’s experiment
was at 700C and the growth chamber base pressure was 10 8 Torr. From the
Nishikawa et al’s report, we know that the substrate cleaning process used by
them was roughly the same as ours. No process time for substrate cleaning and
working environment conditions were provided in both of the reports. It should
be highlighted that both the above reports showed the dominant B-type stacking
of CeO2(111) on Si(111). In the work by Yaegashi et al[146], the SAED images in-
dicate twin domain stacking of CeO2(111) on Si(111). However, no conclusion can
be made from the information provided by them. Therefore, the surface treatment
of Si substrate and initial growth conditions can be the reason for the existence
of diﬀerent types of CeO2(111) stacking on Si(111). Crystallographic orientations
derived from the d-spacing values of CeO2 and Si in Fig. 3.3(d) are consistent with







Figure 3.3: (a)Cross sectional TEM image of CeO2(111) on Si(111). SAED of
(b)Si, (c)CeO2 and (d)CeO2 overlapping with Si. The diﬀraction spots for CeO2
are indexed. (e) The cross sectional HRTEM image of CeO2(111) on Si(111)
interface. All the images were taken from the h110iSi direction (or h110iCeO2,
pointing out of the paper).
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Figure 3.4: ToF-SIMS sputter depth proﬁle of CeO2 ﬁlm on Si. An interface
region is shown, indicated by the two dashed lines.
ToF-SIMS sputter depth proﬁle of CeO2(111) ﬁlm on Si is shown in Fig 4.
Three regions can be identiﬁed: CeO2 ﬁlm, an interface region (bound by two
dashed lines in the ﬁgure) and Si substrate. The relatively constant Ce and O ion
intensities up to the interface indicate an almost homogeneous distribution of the
CeO2 ﬁlm. The increase in Ce ion intensity at the interface region suggests a layer
rich in Ce atoms and is unlikely a SIMS artifact. The result is consistent with our
HRTEM image in Fig 3(e) which shows the existence of an interfacial layer. Since
we did not supply O2 ﬂow at the ﬁrst 3 minutes of CeO2 deposition, it is likely that
we have a Ce rich layer. The depth proﬁle also reveals the presence of common Na
contaminant at the ﬁlm/substrate interface. Possible sources of Na could be from
the DI water or the air during sample transfer from DI water to loading chamber.
The amount of Na is very small and no other noticeable contaminant was detected
from the collected data.
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3.1.5 Interface models of CeO2(111) on Si(111)
Based on the XRD =2 scan and  scans shown in Fig. 3.1(a), (c) and (d) (in
Section 3.1.3), we construct the interface models of CeO2(111) on Si(111). This
will enable us to have insight views for the possible interface structures as well
as corresponding interfacial chemical bonds. As we mentioned in Section 3.1.1,
CeO2 has close lattice parameters with Si (lattice mismatch between CeO2 to Si
is only 0.35%). Two types of hexagonal structure stackings, A-type and B-type
stackings, between CeO2(111) and Si(111)) can be observed from the XRD spectra
in Section 3.1.3. Schematic views for A-type and B-type stackings of CeO2(111)
on Si(111) are shown in Fig. 3.5(a) and (b). 3 3 units of Si(111) and CeO2(111)
are depicted in Fig. 3.5(a) and (b). In the A-type stacking, a layer of CeO2(111)
is placed directly above the Si(111) layer, preserving the hexagonal symmetry
(Fig. 3.5(a)). In the B-type stacking of CeO2(111) on Si(111) in Fig. 3.5(b), the
hexagonal structure is still preserved but the CeO2(111) layer is rotated by 30
relative to Si(111) and the Ce and O atoms are also shifted to the bridge positions
above two Si atoms. Such homogenous interfaces, CeO2(111) on Si(111), are
Figure 3.5: (a) and (b) are the top views for the interface models of A-type
CeO2(111) and B-type CeO2(111) stacking on Si(111) respectively. Yellow, white
and red balls represent silicon, cerium and oxygen atoms, respectively.
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served as ideal systems for detailed theoretical investigations. Here, we considered
the possible interface models (unrelaxed) for CeO2(111) on Si(111). The interface
models of A-type CeO2(111) stacking on Si(111) are shown in Fig. 3.6(a) to (j)
whereas the interface models of B-type CeO2(111) stacking on Si(111) are shown
in Fig. 3.7(a) to (d).
In addition, by simply rotating the A-type CeO2(111) stacking about 180
with respect to the surface normal of the Si(111) substrate, there are possibili-
ties of variations in band alignment as the studies reported for NiSi2(111) ﬁlm on
Si(111) [156, 157, 158, 159]. This variation of interface bonding structures are illus-
trated in Fig. 3.6(f) to (j). Literaturely, the interface models shown in Fig. 3.6(a)
to (e) are called type-A interfaces and interface models shown in Fig. 3.6(f) to
(j) are called type-B interfaces. Fig. 3.8(a) and (b) depict the diﬀerent interfacial
bonding conﬁgurations for type-A and type-B interface, respectively. The rect-
angulars in dashed lines indicate the diﬀerent interfacial bonding conﬁgurations
for both types of interfaces. As we can notice, the cerium atom locates above the
silicon atom for type-A interface (shown in Fig. 3.8(a)); whereas the cerium atom
does not locate above the silicon atom for type-B interface (shown in Fig. 3.8(b)).
It is worth to note that the interface of CeO2(111) on Si(111) has more types of
atoms than the interface of NiSi2(111) on Si(111), this can make the charge redis-
tribution more complicated, and hence can aﬀect the corresponding band oﬀsets.





















































































































































































Figure 3.7: (a) to (d) are the interface models of B-type CeO2(111) stacking on




Figure 3.8: Cross sectional view of A-type CeO2(111) on Si(111) for (a) type-A
interface; and (b) type-B interface (rotated 180 with respect to the surface normal
of the Si(111) substrate based on type-A interface shown in (a)). The rectangulars
in dashed lines indicate the diﬀerent interfacial bonding conﬁgurations for both
types of interfaces. Yellow, white and red balls represent silicon, cerium and
oxygen atoms, respectively.
57
Fig. 3.6(a) shows the interface structure with oxygen terminated CeO2(111)
layers and silicon layers. Dangling bonds exist at the interface of this model.
If we remove the 1st layer of CeO2, as indicated in Fig. 3.9, we will obtain the
interface model as shown in Fig. 3.6(b). The Ce atom and oxygen atom at the
interface have unsaturated dangling bonds. If we further remove the 2nd layer of
Fig. 3.9 and stack it on the Si(111) layers, interface model with Ce rich interface is
obtained. The model is shown in Fig. 3.6(e). Further removal of 3rd and 4th layer
of CeO2(111) in Fig. 3.9, will produce the interface models as shown in Fig. 3.6(c)
and (d) respectively.
Figure 3.9: CeO2(111) surface for A-type stacking of CeO2(111) on Si(111). Yel-
low, white and red balls represent silicon, cerium and oxygen atoms, respectively.
The 1st, 2nd, 3rd and 4th layer of CeO2(111) from the surface are labeled.
Figure 3.10: CeO2(111) surface for B-type stacking of CeO2(111) on Si(111). Yel-
low, white and red balls represent silicon, cerium and oxygen atoms, respectively.
The 1st, 2nd and 3rd layer of CeO2(111) from the surface are labeled.
Oxygen rich interface models for B-type stacking CeO2(111) on Si(111) is
shown in Fig 3.7(a) By removing the 1st layer of CeO2(111) (oxygen atoms) in
Fig. 3.10, interface models as shown in Fig. 3.7(b) is obtained. Further removal of
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2nd and 3rd layer of CeO2(111) in Fig. 3.10 will produce one cerium rich and one
oxygen rich interface structure, as illustrated in Fig. 3.7(c) and (d) respectively.
Interface structures in Fig. 3.6 (d) and (i) have the tetrahedral bondings struc-
ture between the oxygen atom and the silicon atom at the interface. Besides, no
dangling bond can be found for these two interface models. Other oxygen rich
interface models have unsaturated dangling bonds at their interface, i.e. interface
models in Fig. 3.6(a), (b), (c), (f), (g) and (h) for A-type stacking of CeO2(111)
on Si(111); interface models in Fig. 3.7(a), (b) and (d) for B-type stacking of
CeO2(111) on Si(111). On the other hand, there are oxygen less interface struc-
tres as presented in Fig. 3.6(e), Fig. 3.6(j) and Fig. 3.7(c). DFT calculations
can be done to investigate the stabilities of interface structures between the A-
type and B-type CeO2(111) stackings on Si(111), by calculating and comparing
their corresponding interface formation energies. Information for possible inter-
face tuning can be obtained by comparing their corresponding formation energies
and calculated band oﬀsets [160].
3.2 Epitaxial ZnO(002) growth on CeO2/Si(111)
3.2.1 Introduction
ZnO, which has wide direct band gap (3.37eV) at room temperature, is an ex-
tensively studied II-VI semiconductor material for various applications such as
transparent conducting electrodes, varistors, sensors, transistors and catalysts.
Large scale integration of ZnO on Si has been given much attention recently
because of possible combinations of various functional properties of ZnO on Si
in optoelectronics devices. The current matured Si technology has an unique
position with the merits of low costs, excellent quality, large area up to 1200
and lower driving voltage for light emitting diodes. Epitaxial growth of ZnO
ﬁlm is necessary to produce ZnO thin ﬁlm with eﬃcient and stable light emis-
sion as well as consistent electrical properties. However, it is also known that
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direct growth of ZnO ﬁlm on Si usually results in amorphous, polycrystalline,
surface cracking or textured ﬁlm [89, 90, 91]. In order to overcome the prob-
lems, diﬀerent types of buﬀer layers, such as GaN [92, 161], AlN [161, 93], -
Al2O3[162], ZnS[163], CaF2[164], Al[165], MgO/Mg[94], Lu2O3[166], YSZ[167],
MgO/TiN[168], Y2O3[95], Sc2O3[96], CrN[169] and Gd2O3(Ga2O3)[97], as well as
diﬀerent ﬁlm growth techniques were used to integrate ZnO on Si(111) substrate.
Despite of numerous studies, only a few experiments had produced high crystalline
quality ZnO ﬁlms which nevertheless show crack formation on the ZnO surface.
Furthermore, the processes typically involve complicated buﬀer layer deposition
steps [92, 93, 94, 95, 96, 97]. Therefore, high crystalline quality and crack free
ZnO epitaxial ﬁlms on Si(111) is still regarded as a challenging task.
CeO2 could be a good buﬀer layer for growth of ZnO ﬁlm because of its cubic
structure and good lattice match with Si (lattice mismatch  0.35%). On the
other hand, based on symmetry consideration, it is possible to stack a primitive
cell of ZnO(002) on CeO2(111) if the lattice constants of ZnO are enlarged to
ﬁt the lattice constants of CeO2. However, the lattice mismatch between ZnO
and CeO2 is around 14.8%. Therefore, ZnO/CeO2 is not a favourite pair for
direct ﬁlm growth on each other from the conventional lattice matching point of
view. Fortunately, epitaxial interfaces of materials of large lattice mismatch can
still be formed by domain matching epitaxy[170] (DME) in which multiple lattice
planes of the two materials across the interface are matched, which could provide a
mechanism for the growth of ZnO on CeO2. Based on inter atomic layer spacings
in bulk ZnO and CeO2, ZnO(002) (lattice parameters, u = v = 3:302 Å ) and
CeO2(111) (lattice parameters, u = v = 3:791 Å ), 8 layers of ZnO would match
7 layers of CeO2 with a minimum lattice strain (0.5 % lattice mismatch).
In this work, we report growth of ZnO ﬁlm on CeO2/Si(111) substrate by
pulsed laser deposition (PLD) for the ﬁrst time. The structural and interfacial
properties of the ZnO/CeO2/Si(111) showed that the ﬁlms were epitaxially grown
on Si(111) substrate. Surface morphology characterizations showed ordered crack
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lines were formed on the surface of ZnO ﬁlm and the possible source of the cracking
problem was discussed. The Fourier ﬁltered high resolution transmission electron
microscopy (HRTEM) image and prediction by the DME model were compared
and discussed. To analyse the optical properties of the grown ZnO ﬁlm, photolu-
miniscence (PL) measurement was conducted at room temperature.
3.2.2 Methodology
Si substrate with (111) orientation was initially treated with 5% hydroﬂuoric acid
for 30s to remove the surface oxide and then was kept in deionised water before
loading into the growth chamber. The base pressure of the growth chamber was
10 8 Torr before the deposition. CeO2 polycrystalline target was used. CeO2 was
deposited on the Si(111) substrate at a substrate temperature of 500C and an
oxygen partial pressure of 10 5 Torr. The ﬁrst three minutes of CeO2 deposition
was in the absence of oxygen and 0.1 sccm (sccm denotes standard cubic centimeter
per minute at standard temperature pressure) oxygen ﬂow was supplied for the
rest of the CeO2 growth. ZnO polycrystalline target was used to deposit ZnO
ﬁlm on CeO2/Si(111) substrate. The deposition was carried out at a substrate
temperature of 800C in an ambient oxygen pressure of 0.5 mTorr. 1 sccm oxygen
ﬂow was used at the beginning of the ZnO deposition for 1 minute. 5 sccm oxygen
ﬂow was introduced later for the rest of the ﬁlm growth process. It is noted that
the three-layer structure, with two epitaxial interfaces, was grown inside the same
chamber for the ﬁrst time. In previous studies[162, 166, 168, 95, 96, 97] the buﬀer
layer and ZnO ﬁlm were grown separately using diﬀerent methods, for example,
molecular beam epitaxy for buﬀer layer growth and PLD for ZnO ﬁlm growth.
A KrF excimer laser (pulse duration 25 ns, wavelength 248 nm) operating at a
ﬂuence of 1.5 J/cm2 was used and its frequency on the target surface is set to 10
Hz for both CeO2 growth and ZnO growth.
X-ray measurements were performed by using PANalytical X’Pert PRO High
Resolution X-ray diﬀraction (XRD). Optical microscope, JOEL JSM-6700F ﬁeld
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emission scanning electron microscopy (FESEM) and Digital Instruments Mul-
timode atomic force microscope (AFM) by tapping mode were used to examine
the surface morphology of the ZnO ﬁlm. Cross-sectional transmission electron
microscopy (TEM) samples were prepared by Helios NanoLab 600 dual beam fo-
cused ion beam. FEI Titan 80-200kV TEM/STEM operating at 200kV in TEM
mode was used to determine the thickness of the ZnO ﬁlm, to take the high resolu-
tion cross-sectional image of ZnO(0001)/CeO2(111) interface as well as the SAED
pattern of the interface. PL measurement was conducted by using Jobin-Yvon’s
LabRAM HR with He-Cd 325nm laser at the room temperature.
3.2.3 Characterizations of ZnO(002) thin ﬁlm
on CeO2(111)/Si(111)
Figure 3.11(a) presents the /2 scan of epitaxial ZnO thin ﬁlm on CeO2/Si(111)
substrate. The result shows that the surface normal of the ZnO(002) plane is
parallel to those of the CeO2(111) surface and Si(111) surface. Since the lattice
constants of CeO2 nearly match that of Si, the expected (111) peak of CeO2 at 
28 is overshadowed by that of the Si (111) substrate and cannot be distinguished,
even though the basal width of the peak is broader due to the overlapping of
the two peaks compared to the typical sharp peak of Si(111) subtrate only (not
shown here). These two peaks are also indistinguishable in the rocking curve scan
(not shown here). Despite of this, the <111> orientation of CeO2(111) can be
conﬁrmed by the CeO2(222) peak at  59 where the corresponding Si(222) peak
is unexpected for a high quality single crystal Si. The broad based CeO2(222)
peak is also an indications that the signal is from the deposited ﬁlm rather than
the Si substrate.
The ZnO(002) and ZnO(004) can be observed at  34 and  72 respectively,
showing that single crystal ZnO was grown in the (002) direction. In order to check
the crystal quality of ZnO(002), X-ray rocking curve of ZnO(002) was done and
shown in Fig. 3.11(b). Its full-width at half maximum (FWHM) is  0.6 which is
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an indication of high quality of the epitaxial ZnO ﬁlm deposited on CeO2/Si(111).
The FWHM value obtained in the present study is slightly higher than previously
reported values[162, 166, 96, 97] (the diﬀerences range from 0.38 to 0.58). It is
noted, however, ZnO ﬁlms of diﬀerent thicknesses were used in these studies and
better quality is typically achieved with thicker samples[171].
To rule out the possibility of textured ZnO ﬁlm, the in-plane orientation of crys-
tallinity was examined by taking the in-plane -scans in the ZnO(101), CeO2(220)
and Si(220) direction, and the results are shown in Fig. 3.12. The three-fold sym-
metry of the Si(220) is clearly observed in Fig. 3.12(a), with sharp peaks and
high intensities, which is typical for high quality Si substrate. The other three
low intensity and broad peaks, located at  60 away from the Si(220) peaks,
are from the B-type stacking of CeO2(220) on Si(111) substrate. These peaks are
seen in Fig. 3.12(a) because of the similar lattice constants of CeO2 and Si. The
CeO2(220) peaks in Fig. 3.12(b) can be divided into two sets, each showing the
three-fold symmetry. The two sets of peaks, shifted by  60 from each other,
correspond to the diﬀerent stackings (A-type and B-type) of CeO2(220) on Si
substrate. The co-existence of A-type and B-type stackings is common when a
material of the ﬂuorite (cubic) structure is grown on cubic Si. The fact that the
intensities of all CeO2(220) peaks are nearly the same indicates equal population of
two domain stackings on Si substrate. Fig. 3.12(c) shows the well-aligned in-plane
epitaxy of the ZnO ﬁlm with the six-fold symmetry in the (101) direction and
indicates growth of epitaxial ZnO(002) ﬁlm on CeO2(111)/Si(111). The zone axis
for (002) and (101) reﬂections of ZnO is [210] and the corresponding zone axis for
CeO2(111) and (220) planes is [112]. Si has the same zone axis as CeO2 because of
their similar face centered cubic structure and close lattice parameters. Therefore,
we conclude based on the XRD results that the orientation relationship of the
ZnO, CeO2 and Si tri-layer structure is (002)[210]ZnOk(111)[112]CeO2k(111)[112]Si.
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Figure 3.11: (a) XRD =2 scan along the surface normal of ZnO ﬁlm grown on
CeO2/Si(111). (b) Rocking curve of ZnO(002).
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Figure 3.12: -scan of (a) Si(220), (b) CeO2(220), and (c) ZnO(101).
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3.2.4 Domain Matching Epitaxy
Stackings of CeO2(111) on Si(111) and ZnO(002) on CeO2(111) based on in-
formation obtained from XRD -scans (Fig. 3.12) are illustrated in Fig. 3.13.
Fig. 3.13(a) and (b) show the A- and B-type stacking of a layer of CeO2(111)
on the Si(111) substrate, respectively, while Fig. 3.13(c) shows the top view and
side view of ZnO(002) on CeO2(111). 3  3 units of Si(111) and CeO2(111) are
depicted in Fig. 3.13(a) and (b) whereas 7 7 units of CeO2(111) and 8 8 units
of ZnO(002) are shown in Fig. 3.13(c). A-type stacking and B-type stacking of
CeO2(111) layers on the Si(111) layers, which both are preserving the hexagonal
symmetry, are shown in Fig. 3.13(a) and (b) respectively. Both type of stackings
have been discussed in details in Section 3.1.5. In Fig. 3.13(c), due to lattice mis-
match between ZnO(002) and CeO2(111), 8  8 units of ZnO(002) are matched
to 7  7 units of CeO2(111). The interface bonding becomes complicated. Nev-
ertheless, such a structure is able to maintain the hexagonal structure across the
interface and relieve the interface strain. These two diﬀerent stacking sequences,
ZnO(002) on A-type (or B-type) CeO2(111) on Si(111), result in the XRD’s spec-
tra as shown in the -scan ﬁgures (Fig. 3.12(a), (b) and (c)). Surface morphology
of the ZnO ﬁlm is shown in Fig. 3.14 where cracks are clearly visible. Detailed
analysis by ﬁeld emission scanning electron microscopy (not shown here) conﬁrms
the ordered cracking lines. The cracking observed here on ZnO ﬁlm grown on
CeO2 is similar to what had been reported for ZnO growth on Y2O3[95, 97]. A
common feature of the two systems is the co-existence of A-type and B-type stack-
ings of the buﬀer layer on Si(111). It is interesting to note that the cracking lines
intersect at an angle of 60 (Fig. 3.14(a)) which indicates that the likely root of
the cracking is with the buﬀer layer. Of course, thermal expansion of ZnO ﬁlm at
the growth temperature of 800C and subsequent cooling can also lead to cracks
in the ZnO ﬁlm. In the case of only one type of substrate, cracking lines produced
by a cooling process following a thermal expansion are usually not so smooth and






Figure 3.13: Ball and stick models of (a) A- and (b) B-type stacking of CeO2(111)
on Si(111), (c) top view and side view of ZnO(002) on CeO2(111). Yellow, grey,
white and red balls represent silicon, zinc, cerium and oxygen atoms, respectively.
Atoms in the upper (lower) layer are shown using smaller (larger) balls.
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CeO2(111) on Si(111) which are equally probable, we believe that the cracking is
a result of ZnO ﬁlm grown on diﬀerent domains of CeO2(111)/Si(111). The AFM
image shown in Fig. 3.14(b) indicates that the surface of the ZnO ﬁlm is smooth.




Figure 3.14: Surface morphology of ZnO ﬁlm grown on CeO2-buﬀered Si substrate,
examined by (a) optical microscope and (b) AFM. Cracks can be observed on the
400 nm thick ZnO on CeO2/Si(111) in (a). The value of RMS in (b) is 5.3 nm.
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3.2.5 Interface of ZnO(002)/CeO2(111)
To investigate the interface quality, a cross-section of the ZnO(002)/CeO2(111)/Si(111)
tri-layer structure was prepared and the cross-sectional bright-ﬁeld TEM image
is shown in Fig. 3.15(a). The average thickness of the ZnO ﬁlm is estimated to
be 400 nm. Columnar epitaxial structures of the ZnO ﬁlm can also be seen, with

















Figure 3.15: (a) Cross sectional TEM image of the ZnO ﬁlm on CeO2(111). (b)
Cross sectional high resolution TEM image of the ZnO(002)/CeO2(111) inter-
face. (c) SAED of ZnO, CeO2 and Si, taken along the same direction as in (b).
The diﬀraction spots for each material are indexed. (d) Fourier ﬁltered image
of ZnO(002) on CeO2(111) interface. The red arrows indicate the start of each
domain counting. White lines in (a), (b) and (d) indicate the positions of the
interfaces.
This is a result of the A-type and B-type stacking of CeO2(111) on Si(111), as
mentioned above. HRTEM images (Fig. 3.15(b)) show no sign of formation of
interface layer between ZnO and CeO2. On the two sides of the interface, sharp
images of epitaxial ZnO ﬁlm and CeO2 layer can be observed, respectively. No
visible structural defects are observed in the HRTEM image. However, line dis-
locations do exist at the interface, seen here on both sides of the white line in
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Fig. 3.15(b). The SAED pattern shown in Fig. 3.15(c), which is taken from the
ZnO(002)/CeO2(111)/Si(111) stack, conﬁrms that all three materials are essen-
tially single crystalline with very low interface defect density. Due to their very
close lattice constants, the diﬀraction spots of CeO2 overlap with the diﬀraction
spots of Si and they are indistinguishable in Fig. 3.15(c). Crystallographic ori-
entations derived from the d-spacing between ZnO and CeO2 in Fig. 3.15(c) are
also indicated in the ﬁgure and are consistent with the XRD results. All results
indicate that a high quality epitaxial ZnO(002) ﬁlm was successfully grown on
CeO2(111)/Si(111) substrate. A Fourier ﬁltered image of the ZnO<110> and
CeO2<220> interface is shown in Fig. 3.15(d) which provides details on how the
two materials with a large lattice mismatch can form an epitaxial interface. From
Fig. 3.15(d), we can see that the ratio of the ZnO (110) planes to the CeO2 (220)
planes is 8:7. This implies a matching of 8 planes of ZnO to 7 planes of CeO2 at the
interface. The residual strain due to the lattice mismatch is reduced from 14.8%
to  0:5% as discussed above. There is also a possibility of 9:7 match between
ZnO and CeO2 planes at the interface but this is only possible in the presence
of a dislocation in the ZnO ﬁlm near the interface. An example is the second
ZnO domain from the left in Fig. 3.15(d). There are four 8:7 and one 9:7 domain
matchings in Fig. 3.15(d). The orientation of CeO2 in Fig. 3.15(d) is an example
of A-type stacking. Matching of ZnO planes with the B-type stacked CeO2 planes
on Si(111) is similar and the 8:7 plane ratio also holds.
PL measurement was performed at room temperature (300K) to examine the
optical property of the 400 nm thick ZnO ﬁlm. As shown in Fig. 3.16, as indi-
cated by red line, a clear and narrow near-band edge (NBE) emission is seen at
wavelength 379.74nm (3.265 eV) with a FWHM around 0.11 meV. This emission is
dominated by free exciton emission [173]. The intense emission shows good crystal
quality of the ZnO ﬁlm. We can also see a green emission (deep level emission -
DLE) from deep levels in ZnO which is believed to be due to either oxygen vacan-
cies or zinc interstitial [174, 175]. If we compare the ratio of DLE/NBE between
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Figure 3.16: The PL spectrum of ZnO ﬁlm on CeO2(111)/Si(111) is indicated by
the red line whereas the PL spectrum of ZnO ﬁlm on Si(111) is indicated by the
black line. Both PL measurements were taken at room temperature (300K).
ZnO/Si(111) (indicated by black line) and ZnO/CeO2(111)/Si(111) (indicated by
red line), we can notice that the deep level defect concentration of ZnO/Si(111) is
higher than the ZnO/CeO2(111)/Si(111). The relatively lower intensity of green
emission indicates better crystal quality of the ZnO ﬁlm on Si(111) with CeO2(111)
as buﬀer layer.
3.3 Chapter summary
The epitaxial CeO2 ﬁlm with (111) orientation had been successfully grown Si(111)
substrate. The epitaxial relationship between CeO2 and Si was determined to be
(111)[112]CeO2k(111)[112]Si. Film surface of CeO2 is very smooth and the interface
between CeO2 and Si has very low interface defect density. Co-existence of A-type
and B-type stacking was detected for the CeO2(111) ﬁlm deposited on Si(111)
substrate in our work. There is indication that twin domain or B-type dominant
stacking for CeO2(111) on Si(111) are the results of the interface with or without
amorphous layer. Unrelaxed interface models of CeO2(111) on Si(111) were con-
structed for further theoretical investigations and brieﬂy discussed. More eﬀorts,
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experimentally and theoretically, are needed to study the reason on the diﬀerent
domain stacking tendency at the interface of CeO2(111) and Si(111).
We also have demonstrated the growth of high quality ZnO epitaxial ﬁlm on
Si(111) by PLD with a CeO2 buﬀer layer. The epitaxial orientation of the wurtzite
ZnO, cubic CeO2 and cubic Si is determined to be (002)[210]ZnOk(111)[112]CeO2k(111)[112]Si.
Ordered cracking lines are observed on the surface of the grown ZnO ﬁlm which
could be due to crystallization of ZnO on A-type and B-type domains of CeO2
on Si substrate. Further detailed studies for interface enginneering of CeO2 on
Si are needed to get the desired non-cracking ZnO ﬁlm. The epitaxial growth
of the ZnO(002) on CeO2/Si can be understood based on the DME model. PL
measurement conﬁrms good optical performance of the ZnO ﬁlm with low struc-
tural defects. Our results demonstrate that CeO2 can be used as a buﬀer layer for
integration of ZnO on Si substrate.
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Chapter 4
Metal/ High- dielectric interfaces:
NiSi2/HfO2
4.1 Introduction
Investigations of metal gate/high- dielectric stack, which is expected to replace
conventional poly-Si/SiO2 gate stacks to satisfy the requirements of continual
downscaling of electrical dielectric thickness for metal-oxide-semiconductor (MOS),
have been extensively studied for several years[4, 12, 13, 14, 16, 176, 177, 178, 179].
HfO2, a promising material to replace SiO2, has the advantage of higher dielectric
constant. NiSi2, on the other hand, has work function ( 5:0 eV) close to the
valence band edge of Si, and should be able to provide the required band align-
ment for creating high performance MOS capacitors. Therefore, it is a promis-
ing candidate to replace poly-Si metal gate in p-type MOS. Furthermore, it was
demonstrated that fully Ni-silicided gate electrode shows a good compatibility in
MOS fabrication process[180]. These show that NiSi2/HfO2 interface is a promis-
ing candidate for metal/high- gate stack. It was also reported that the value of
Schottky-barrier heights (SBHs) at silicide/HfO2 interfaces are process dependent,
implying that the interface structure plays a critical role in the variation of SBHs.
Therefore, a theoretical understanding on the interface structure and properties
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of Ni-silicide on high- material is important to clarify the interface structure ef-
fect on the physical properties of gate stacks and will provide a guideline for the
process of integrating silicide metal gate with high- gate dielectrics.
In this chapter, seven interface atomic structures for the NiSi2/HfO2 interface
with (100) and (110) orientations are considered. Besides, one hydrogen passivated
interface structure is used to study the eﬀects of hydrogen saturated interface dan-
gling bonds on the stability of interface formation and SBH. The interfaces of NiSi2
and cubic HfO2 are ideal systems to investigate the metal-silicide and high- inter-
face because of their similar structures. Although the most stable phase of HfO2
is monoclinic at room temperature, the essential physics at the interface is not
expected to strongly depend on the diﬀerent phases of HfO2. The stabilities of the
constructed interfaces were evaluated based on interface formation energies under
various chemical environments calculated using ﬁrst-principles method based on
density functional theory (DFT). The SBHs were derived and their dependence
on the considered interface conﬁgurations are discussed. Eﬀect of hydrogen passi-
vation at the interface is also brieﬂy discussed. Suggestions of SBHs engineering
for these two materials are provided.
4.2 Interface Structures of NiSi2/HfO2
Seven possible interface structures are considered in the present study, and they
are schematically shown in Fig. 4.1. The (100) plane for both materials are polar
whereas the (110) planes for both materials are nonpolar. Structures (a) and (b)
consist of non-polar NiSi2/HfO2 interfaces while structures (c), (d), (e), (f) and
(g) are built from polar surfaces. Figure 4.1(a) shows the (110) interface with
Si-Hf and Ni-O bonds at the interface. The (110) interface structure shown in
Fig. 4.1(b), with Si-O and Ni-Hf bonds, is obtained by shifting HfO2 relative to
NiSi2 in the interface plane, or equivalently removing the ﬁrst HfO2 layer and
joining the next layer of HfO2 to NiSi2. For the (100) polar surface orienta-
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tions, four interface stack structures, with Ni-O (Fig. 4.1(c)), Si-O (Fig. 4.1(d)),
Si-Hf (Fig. 4.1(e)) and Ni-Hf (Fig. 4.1(f)) interface bonds, respectively, are con-
sidered. The reconstructed Si-O interface structure, structure (g), is shown in
Figure 4.1(g). This model is constructed in the way that the Si-O bonds at
the interface is close to the stable Si-O tetrahedron structure. However, dan-
gling bonds appear for this interface structure and has the highest dangling bonds
among the polar interface structures. Another interface structure, structure (h),
is introduced to study the eﬀects of hydrogen passivation at the interface on for-
mation energy and SBH. In structure (h), the dangling bonds at the interface of
structure (g) are saturated by hydrogen atoms. The schematic picture of inteface
structure (h) is not shown here. Other possible polar interface models which can
be obtained by shifting HfO2 along the [110] direction by a=
p
2 (where a is the
lattice constant of HfO2 relative to NiSi2) from the models shown in Fig. 4.1(c),
Fig. 4.1(d), Fig. 4.1(e) and Fig. 4.1(f), are not included here. Our calculations
showed that those unshown models are less stable compared to that shown in
Fig. 4.1(c), Fig. 4.1(d), Fig. 4.1(e) and Fig. 4.1(f) for the NiSi2/HfO2 interface.
The proposed interface models would allow detailed inquiries on the eﬀects of elec-
tronic properties by diﬀerent interfacial bonds and deduce useful information for
engineering applications. It is noted that there are no dangling bonds in three
of the (100) interface structures, i.e. (c), (e) and (f). Perfect interface conﬁg-
urations, with fully saturated bonds that exclude electronic defects and midgap
interface states, are important for high- application. For each non-polar interface
model, the supercell consists of 18 atomic layers of NiSi2 and 14 layers of HfO2.
For the polar-interface models, either an extra layer of atom is added or removed
in each material to form two identical interfaces in the supercell. The top and
bottom surfaces of the sandwiched structures are saturated with hydrogen atoms.
The thickness of each model is large enough to assure convergence of bulk-like
properties at the middle region of each material. A repeated slab geometry with
>10 Å vacuum is used to minimize the artiﬁcial Coulomb interaction between two
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succeeding slabs. There is a 6.9% lattice mismatch between NiSi2 and HfO2. In
our NiSi2/HfO2 models, the lattice constant in the plane of the interface is ﬁxed
to the theoretical equilibrium lattice constant of NiSi2, to similate HfO2 grown on
NiSi2 substrate. The HfO2 layers/ﬁlms are relaxed to release the in-plane stress
through minimization of the total energy.
Figure 4.1: Interface structures for NiSi2/HfO2. Structure (a) and structure (b)
are in (110) direction. Models of (100) orientation are illustrated by structure (c),
(d), (e), (f) and (g). Blue and red balls represent the hafnium and oxygen atoms
respectively whereas the nickel and silicon atoms are represented by dark blue and
yellow balls accordingly.
DFT calculations are perfomed by using the Vienna ab initio simulation pack-
age (VASP) [135, 136, 137, 181] with the frozen-core projector-augmented wave
(PAW) [133] method. A cutoﬀ energy of 400 eV is used in the plane wave expan-
sion of electron wavefunction. The generalized gradient approximation (GGA)
proposed by Perdew, Becke and Ernzerhof [121] is used for exchange and correla-
tion functional. A Monkhorst-Pack 5  6  1 k mesh is chosen for the non-polar
interface stacks and a 6  6  1 k mesh for the polar interface stack. Electronic
optimizations for these models were performed using a fairly robust mixture of the
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Kosugi algorithm and the preconditioned residual minimization method-direct in-
version in the iterative subspace (RMM-DIIS) algorithm as provided in VASP.
The conjugate gradient (CG) algorithm is used for ionic relaxation.
4.3 Interface formation energies and stabilities
To evaluate the relative stability of the interface structures under diﬀerent chemical
environments, we calculate and compare the interface formation energies of the
seven interface structures. For the repeated slab model, the interface formation













where Etotal is the total energy of the interface supercell, m and n are the numbers
of HfO2 and NiSi2 bulk units, respectively, EHfO2 and ENiSi2 are the energy per
HfO2 and NiSi2 bulk unit, respectively. Eother refers to the surface energies of the
supercell and the energy related to hydrogen atoms. li is the number of atoms
of species i involved to create the interface, and i is the corresponding chemical
potential. A is the basal area of the interface supercell. Since there are four
types of atoms, and the chemical potential of Ni is related to that of Si and
the chemical potential of Hf is related to that of O, the interface formation energy
depends on chemical potentials of two elements, say O and Si, independently. In
Fig. 4.2(a) and (b), the interfacial formation energies of proposed models are shown
as functions of chemical potential of one element while the chemical potential of
the other element is kept a constant. In particular, O is ﬁxed to its upper limit
and Si is varied within the allowed range in Fig. 4.2(a). In contrary, Si is ﬁxed to
its upper limit and O is varied within the allowed range in Fig. 4.2(b). Constant
formation energies are expected for structure (a) and (b) because there is no excess
of atoms at nonpolar interfaces.
The Si chemical potential range in Fig. 4.2(a) is narrower if compare with the
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oxygen chemical potential range in Fig. 4.2(b). This indicates that not much con-
trol can be applied under Si environment. In such a growth environment, polar
interface structures are more stable than nonpolar interface structures. Struc-
ture (b) (with Si-O and Ni-Hf interfacial bonds) with (110) stacking direction is
the least stable structure throughout the allowed region. Structure (a) (with Ni-
O and Si-Hf interfacial bonds) is 0.04 eV more stable than structure (b). This
may be due to the less energectically favourable Ni-Hf bonds (the repulsive force
between metal-metal ions) in structure (b). Among the polar interface struc-
tures, O-terminated interface structures show lower formation energies than the
Hf-terminated interface structures. In addition to that, Si-O interfacial bonds
result in lower formation energies than Ni-O interfacial bonds. Although there
is absence of dangling bond at the interface structure (c) (with Ni-O interfacial
bonds), it still turns out to be less stable than Si-O interface structures, structure
(d) and structure (g). We need to note that Ni is an easily diﬀuse type and is not
favourable for interface formation. The diﬀusion of Ni for NiSi2/HfO2 interface
is beyond our scope of study here. Interface structure (f) (with Ni-Hf interfacial
bonds) has higher formation energy than structure (c) and both are 0.003 eV in
diﬀerence. Structure (e) (with Si-Hf interfacial bonds) appears to be the most un-
stable one except at silicon rich region. Among the two Si-O interface structures,
the reconstructed interface structure (structure (g)) is less stable than structure
(d). This is mainly because of the dangling bonds of oxygen atoms and nickel
atoms at the interface of structure (g). If the dangling bonds at the interface of
structure (g) are saturated by hydrogen atoms, its interface formation energy is
drastically reduced. This is shown by the interface formation energy of structure
(h) in Fig. 4.2(a).
A wider range of control window is available with respect to the oxygen chem-
ical potential, as shown in Fig. 4.2(b). The two nonpolar interface structures,
structure (a) and structure (b), are more stable than polar interface structures
(except structure (h) at oxygen rich environment) with structure (a) is the most
78


















































Figure 4.2: Interface formation energies (Eform) of various structures as a function
of (a)silicon chemical potential, and (b)oxygen chemical potential.
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stable structure. Together with the results based on Si chemical potential environ-
ment, the combination of Si-Hf and Ni-O interfacial bonds are always more stable
than the combination of Si-O and Ni-Hf interfacial bonds. For the polar interface
structures, O-terminated interface structures (structure (c) and structure (d)) are
more stable than Hf-terminated interface structures (structure (e) and structure
(f)) in the oxygen-rich environment. Structure (d) is 0.18 eV lower than struc-
ture (c). Structure (g) (with highest dangling bond concentration at the interface
among the polar interface structures) which is also O and Si -terminated interface
as structure (d), is also more stable than structure (c). Yet, its interface formation
energy is 0.1 eV higher than structure (d). Structure (f) and structure (e) have
the highest interface formation energy at oxygen-rich environment and both of
them are only likely to be formed in oxygen poor environment. Structure (f) is
only 0.001 eV higher than structure (e). The saturations of dangling bonds at the
interface structure (h) make the structure the most stable one among the (100)
orientation interface structures (except at the extremely oxygen poor region). We
need to note that the ideal interface structures with only one type of bonding
are shown here and this is diﬀerent from that of real time experiments where the
formation of interface bonds are more complicated (combination of diﬀerent type
of bonds). Under oxygen rich environment, Si-O interfacial bonds is easier to form
than other type of interfacial bonds in polar structures. On the other hand, the
probability of interface formation for Ni-Hf and Si-Hf interfacial bonds is likely
to be low unless high vacuum environment and poor oxygen supply condition are
provided.
4.4 Schottky-barrier Heights and electronic prop-
erties tunings
For a metal/p-type oxide interface, the SBH is deﬁned as the diﬀerence between
the valence band maximum (VBM) of the oxide and the metal Fermi level. The
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standard bulk plus lineup procedure [182, 183] was adopted to calculate the p-type
SBH for the ﬁve optimized interface models:
p = Ep +V (4.2)
whereEp is the bandstructure term which shows the diﬀerence between the metal
Fermi level (EF ) and the oxide VBM (EVBM), each measured relative to the average
total potential of the corresponding bulk crystal. V is the total-potential lineup
along the interface and it summarizes all the intrinsic interface eﬀects. The work
function of a metal depends on detailed structure of its surface. The calculated
metal work function may also diﬀer from the corresponsing experimental value.
Therefore, an adjustment of the DFT work function may be necessary in order
for the theoretical results to be directly compared with the experimental results.
In our calculations, We apply a correction of  0:42 eV to the Fermi level using
the work function of NiSi2 as reference. Here the negative value means that the
correction to Fermi level leads to a reduction of the p-type SBH (p). The in-
plane tensile strain of HfO2 in diﬀerent surface orientations only slightly alters
EVBM, 0.12 eV, will not signiﬁcantly inﬂuence the SBH. Besides these changes,
in order to get more accurate results in the SBH calculations, we apply a GW
correction [184] of 1.23 eV to the VBM of HfO2.
A double-macroscopic average technique [185] is used to ﬁnd the in-plane-
averaged electrostatic potential and the potential lineup for the two interface mod-
els. The potential lineup, V , is deﬁned as the diﬀerence between the average
potentials in the bulk-like regions (far enough from the inﬂuence of interface) of
the two materials. Fig. 4.3 shows the in-plane-averaged electrostatic potential and
the potential lineup for the interface supercell of structure (b). The electrostatic
potential in the normal direction of the interface is shown for the three regions:
vacuum, NiSi2 and HfO2. The constant potential at the vacuum regions assures
the repeating slabs are free from inﬂuence of mutual interations at the edges of
the stacks. The V is extracted from the plateau values in diﬀerent regions of the
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slabs which is shown by the dotted line in Fig. 4.3. The obtained V of structure
(b) is depicted in Fig. 4.3. The derived V values are used with the values from
the band structure term Ep to calculate the p-type SBHs using the Eq. (4.2).





























Figure 4.3: In-plane-averaged total potentials and double-macroscopic averages
for structure (b) interfaces. Solid-line represents the in-plane-averaged potential
and the dotted-line indicates the double-macroscopic averages.
In Table 4.1, we summarize the calculated Ep, V and p(n)-type SBH p
(n) for the seven considered models. The n was evaluated by substracting
the p from the experimental band gap of HfO2 (5.8 eV). The ps of the (110)
and (100) interfaces show signiﬁcant variations as a result of interfacial bonding
conﬁgurations along [110] and [100] as shown in Fig. 4.1. The range of computed
ps is between 1.56 to 4.58 eV. The ps of structues (a) and (b) are 2.25 eV and
4.58 eV, respectively. The Si-Hf interfacial bonds in structure (e) result in higher
ps as compared with the Si-O bonds in structure (d). The ps of structures
(d) and (e) are 2.40 eV and 4.33 eV, respectively, which is due to the diﬀerent
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interfacial bonds. Structure (g) has p’s value, 2.06 eV, closer to structure (d)
which also has Si-O interfacial bonds. The existence of Ni-O bonds seems decrease
the p. This result for the metal and high- contacts is consistent with that of
previous theoretical calculations [14] where Ni-O bonds tend to increase the n.
Similar tendencies also can be deduced from the calculated barrier heights between
structure (c), structure (d) and structure (e). Si-O bonds seem to have smaller
inﬂuence in decreasing the value of p than Ni-O bonds, with 2.40 eV for structure
(d) and 1.56 eV for structure (c). The ns of the same two non-polar structures
are 3.55 eV and 1.22 eV for structure (a) and (b) respectively. Ni-Hf interfacial
bonds at structure (f) has slightly smaller p’s value than Si-Hf interfacial bonds
for structure (e). In brief, the O involved interfacial bonds tends to increase the
ns while compared with the metal-metal (or metal-semiconductor) interfacial
bonds which do the opposite. All these imply the signiﬁcant inﬂuence of chemical
interfacial bonds on barrier height. Hydrogen passivations at the interface do not
signiﬁcantly aﬀect the SBHs. This can be observed from the small variation of
SBHs between the structure (g) and the structure (h), 0.05 eV in diﬀerent.
Table 4.1: Calculated Schottky-barrier height for eight proposed interface struc-
tures. (HfO2 bandgap, Eg=5.80 eV)
Structure Interfacial bonds Ep(eV) V (eV) p(eV) n(eV)
(a) Ni-O, Si-Hf 7.40 -5.15 2.25 3.55
(b) Ni-Hf, Si-O 7.40 -2.82 4.58 1.22
(c) Ni-O 7.40 -5.84 1.56 4.24
(d) Si-O 7.40 -5.00 2.40 3.40
(e) Si-Hf 7.40 -3.07 4.33 1.47
(f) Ni-Hf 7.40 -3.37 4.03 1.77
(g) reconstructed Si-O 7.40 -5.34 2.06 3.74
(h) reconstructed Si-Oa 7.40 -5.29 2.11 3.69
a Model (g) with hydrogen passivated interface.
The energy band diagram of NiSi2/HfO2/Si is shown in Fig 4.4. Tunable en-
ergy range, E, is depicted in the ﬁgure. As we can see, the energy lines of
structure (d) (Si-O), structure (c) (Ni-O) and structure (a) (Ni-O and Si-Hf) lo-
cate at the lower part of SBH whereas the energy lines of structure (f) (Ni-Hf),
structure (e) (Si-Hf) and structure (b) (Ni-Hf and Si-O) locate at the upper part of
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SBH. The tunable energy range is about 3.02 eV and it covers the p-type as well as
the n-type MOS application range. For practical control in tuning the SBHs, we
suggest to vary the oxygen pressure to get the desired SBHs. This is because oxy-
gen pressure is a more controllable variable during the growth process compared
to hafnium, nickel and silicon. The crossover of lines in Fig 4.2 (b) shows that
possible atomic-scale control of interface structures can be achieved by adjusting
the ratio of hafnium over oxygen during growth process. This is also favoured
compared to the approach of adjusting the nickel to silicon ratio in their respec-
tive chemical environment during ﬁlm growth because the formation of certain
types of interfacial bonds is less sensitive to silicon or nickel chemical potential.
It may be diﬃcult to engineer and obtain the interface structure for n-type MOS
application because the interface stabilities of structure (e) and (f) are lower than
other structures in either silicon chemical potential environment or oxygen-rich
chemical potential environment. In p-type MOS application, the structure (a),
(c) and (d) are more favourable. Here, mainly two type of O-terminated interface
structures are involved (Si-O and Ni-O). Within the two oxygen bond types, Si-O
and Ni-O, which have similar eﬀect on SBH (increase the p), we suggest the
use of Si-O bond type for practical application because it is more stable than the
Ni-O interface structure and it shows adjustable feature under oxygen pressure
environment. The nature of Ni diﬀussion across the interface also a less desireable
factor for it to be a candidate in p-type MOS application. Besides, larger tuning
range for Ni-O interface structure to meet the p-type MOS application also mean
higher diﬃculty in engineering the SBH. To get the favoured properties for p-type
MOS devices, appropriate adjustment for the concentration of Si-Hf and Si-O in-
terfacial bonds at the interface is the crucial key. Considering that the valance
band oﬀset between HfO2 and Si is about 2.53.4 eV [186, 187, 68, 188, 189, 190],
which is much process dependent on various interface structures[178], the esti-
mated energy-band alignment for NiSi2 in contact with HfO2 is encouraging as
a metal gate electrode in metal-oxide-semiconductor ﬁeld-eﬀect transistor. Our
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results provide suggestions on SBH engineering of interface structure for NiSi2 on
HfO2. However, direct quantitative comparison is diﬃcult because the inhomoge-

















Eg,Si = 1.1 eV
CBO = 1.3 ~ 2.2 eV
VBO = 2.5 ~ 3.4 eV
Figure 4.4: Energy band diagram for NiSi2/HfO2/Si structures. E is the pos-
sible tuning range of SBHs. Letters (a), (b), (c), (d), (e) and (f) are referred to
the interface structures correspondingly. For each interface structure, the height
between the bottom horizontal line to each dotted line is the p and the height
between the top horizontal line to each dotted line is n. VBO is the valance band
oﬀset and COB is the conduction band oﬀset. Eg is the bandgap.
4.5 Chapter Summary
In short, SBHs of NiSi2 metal gate on HfO2 interfaces have been studied by using
ﬁrst-principles calculation within the DFT and GGA frameworks. We considered
seven possible models for the NiSi2/HfO2 interfaces, with (110) and (100) orien-
tation, respectively. The variation of the SBHs among the seven relaxed interface
structures is attributed to the changes of interface dipoles for diﬀerent type of in-
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terfacial bonds. Similar inﬂuence of these interfacial bonds can also be expected in
interfaces of monoclicnic HfO2 and NiSi2. Our results also indicate that chemical
environment of either oxygen or hafnium, can be controlled to tune the barrier
heights at the silicon rich substrate for p-type MOS application.
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Chapter 5
Conclusion and Future works
5.1 Conclusion
In this research, various characterization techniques and ﬁrst principles calcula-
tions based on density functional theory were used as tools in exploring on how
high quality ZnO(002) ﬁlm can be grown on Si(111) substrate and the atomic-level
interface structures aﬀect the electronic properties of metal gate/high- dielectric
oxide stacks. Crystalline CeO2 and HfO2 were selected as high- gate dielectric
materials on Si for investigations, whereas NiSi2 was selected as metal gate on
HfO2 in our studies. ZnO ﬁlm growth on CeO2/Si(111) was investigated as a
template to study the ZnO based transistor devices To avoid polycrystalline or
amorphous growth of ZnO on Si(111) substrate, the usage of CeO2 as buﬀer layer
was investigated.
The high- dielectric oxide/Si stack, epitaxial CeO2(111) on Si(111) has been
studied as alternative gate dielectric. ZnO ﬁlm growth on CeO2(111)/Si(111) has
also been studied. Film growth process, ﬁlm quality characterizations and inter-
face characterization were carried out by using a combinational characterization
tools, including XRD, AFM, HRTEM, PL and ToF-SIMS, the qualities of epitax-
ial CeO2(111) and ZnO(002) ﬁlms were investigated. High quality of crystalline
CeO2(111) and ZnO(002) ﬁlms were obtained. The formation of CeO2(111) on
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Si(111) have been studied experimentally, in order to understand the formation
mechanism of A-type and B-type stacking for CeO2(111) on Si(111). Experi-
mentally, there is indication that twin domain or B-type dominant stacking for
CeO2(111) on Si(111) are the results of the interface with or without amorphous
layer. On the other hand, unrelaxed interface models of CeO2(111) on Si(111)
were constructed and proposed for further theoretical investigations. The epitax-
ial growth of the ZnO(002) on CeO2/Si can be understood based on the DME
model. Ordered cracking lines are observed on the surface of the grown ZnO
ﬁlm which could be due to crystallization of ZnO on A-type and B-type domains
of CeO2 on Si substrate. Further detailed studies for ZnO ﬁlm growth cooling
process and interface enginneering of CeO2 on Si are needed to get the desired
non-cracking ZnO ﬁlm.
For metal gate/high- dielectric interfaces, various NiSi2/HfO2 interface struc-
tures have been considered. The results for the calculation of interface formation
energy show that shows that possible atomic-scale control of interface structures
can be achieved by adjusting the ratio of hafnium over oxygen during growth
process. The electronic structures of the various interfaces were also discussed to
verify the general bonding rules that will aﬀect the value of SBH. Interfaces with
oxygen atoms bonded with metal(or semiconductor) atoms tend to increase the
p, whereas the metal-semiconductor bonded interfaces tend to increase the n.
The tuning of p is more plausible to be achieved. For practical control in tuning
the SBHs, we suggest to vary the oxygen pressure to get the desired SBHs. This
is because oxygen pressure is a more controllable variable during the growth pro-
cess compared to hafnium, nickel and silicon. To get the favoured properties for
p-type MOS devices, appropriate adjustment for the concentration of Si-Hf and
Si-O interfacial bonds at the interface is the crucial key.
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5.2 Future works
As we dicussed in Section 3.2.3, the cracking issue of ZnO on CeO2/Si is needed
to be solved. The possible solutions to solve the problem may lay on the studies
of ZnO ﬁlm cooling process after ﬁlm growth and the elimanation of twin domain
CeO2 buﬀer layer. Cooling process which involves the ramp down of temperature
in constant rate can be studied. As for the attempt to grow either A-type or B-type
only CeO2(111) stacking on Si(111), theoretical approach can be employed. The
interface formation and the tuning of band oﬀsets of CeO2(111)/Si(111) can be
studied based on the interface structures we considered in Section 3.1.5 within the
DFT frame. These investigations are being carried out now. Interface formation
energies can give us information on how the diﬀerent stackings form on Si(111).
Besides, the interfaces which have diﬀerent types of interface bondings can vary
the band oﬀsets between the CeO2 and Si signiﬁcantly. CeO2 is also a high-
material which can be a candidate of dielectric replacement on Si. Therefore,
further studies to explore the chemical tuning eﬀects (band alignments) for this
high- dielectric on Si interfaces are highly recommended.
Futhermore, studies may also extend the present work of defect free interfaces
to study the interfaces incorporating defects, e.g. oxygen vacancies [191, 192]
and hydrogen related defects [193]. It is well known that the defects at high-
 dielectric/Si interfaces can degrade the channel mobility greatly. Therefore,
the physical mechanism behind this problem can be investigated based on the
interface defects study. Both ZnO/CeO2 and CeO2/Si interfaces are suitable for
the defect study. However, diﬀerent theoretical technique or approach is needed
to explore the complicated ZnO/CeO2 interface, as we mentioned in Section 3.2.4.
In addition, the nitridation of higk- materials which will result in the nitrogen
incorporation at the interface of high- dielectric/Si is worth to be studied. This is
because the nitridation of high- materials can subtly raise the dielectric constant
of the high- materials and is thought to oﬀer other advantages, such as resistance
against dopant diﬀusion through the gate dielectric [194, 195].
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As for the possible further studies from Section 3.2, appropriate fabrication
conditions, optical and electrical properties characterizations of ZnO based tran-
sistor devices on Si(111) (with CeO2 as buﬀer layer) can be explored by extending
our works in this thesis.
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