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Zusammenfassung
In dieser Arbeit stellen wir erstmalig einen parallelen Lo¨ser fu¨r inkompressible Zweiphasen-
stro¨mungen mit Oberfla¨chenspannung in drei Raumdimensionen vor, der Masseerhaltung
und hohe Konvergenzordnung vereint. Als zweite wesentliche Neuerung kombinieren wir
diesen Stro¨mungslo¨ser u¨ber die Level-Set-Technik mit der Dynamik komplexer Starrko¨rper-
geometrien.
Im ersten Teil der Arbeit wird der dreidimensionale Navier-Stokes-Lo¨ser fu¨r inkompres-
sible Zweiphasenstro¨mungen mit Oberfla¨chenspannung vorgestellt und auf die Simulation
von Blasen- und Tro¨pfchendeformationen angewendet. Wir untersuchen hierbei den Einfluss
der Oberfla¨chenspannung und ihrer Diskretisierung, sowie der Fixpunktiteration zur Mas-
seerhaltung auf das globale Konvergenzverhalten des Verfahrens. Unser Schema verwen-
det eine Finite-Differenzen-Diskretisierung zusammen mit einer Projektionsmethode und ei-
nem WENO-Verfahren fu¨nfter Ordnung fu¨r die konvektiven Terme. Die freie Oberfla¨che
zwischen den beiden Fluidphasen wird mit einer Level-Set-Technik approximiert. Dabei
sind die Oberfla¨chenspannungskra¨fte implizit u¨ber die CSF-Mehode in den Navier-Stokes-
Impulsgleichungen enthalten und werden u¨ber ein gegla¨ttetes Delta-Funktional mittels einer
Interpolation dritter Ordnung ausgewertet. Unsere Approximation liefert eine Konvergenz
zweiter Ordnung außerhalb einer Umgebung der freien Oberfla¨che und eine Konvergenz ers-
ter Ordnung in Na¨he der freien Oberfla¨che, wo das gegla¨ttete Delta-Funktional zum Einsatz
kommt. Um die bekannten Masseerhaltungsschwierigkeiten der Level-Set-Approximation
zu bewa¨ltigen, setzen wir eine verbesserte Reinitialisierungsmethode ein und kombinieren
diese mit einer globalen Fixpunktiteration, sodass die Masse auch fu¨r Langzeitrechnungen
erhalten bleibt. Wir diskutieren detailliert unser numerisches Verfahren und pra¨sentieren ei-
nige Ergebnisse hinsichtlich Masseerhaltung, Konvergenz der Kru¨mmung und die Anwen-
dung unseres Lo¨sers auf die Simulation von zwei Problemen mit aufsteigenden Bla¨schen,
eines mit kleinem und eines mit großem Sprung in den Materialparametern, und auf die
Simulation von Tropfendeformationen in einer Scherstro¨mung in drei Raumdimensionen.
Weiterhin vergleichen wir unsere dreidimensionalen Resultate mit quasi-zweidimensionalen
und zweidimensionalen Simulationsergebnissen. Der Vergleich zeigt klar die Notwendigkeit
einer dreidimensionalen Simulation zur korrekten Wiedergabe des physikalischen Verhal-
tens.
Im zweiten Teil dieser Arbeit koppeln wir bewegliche, komplexe, dreidimensionale Starr-
ko¨rpergeometrien mit dem Zweiphasen-Stro¨mungslo¨ser. Wir beschreiben die Transformati-
on einer vorgegebenen komplexen triangulierten Starrko¨rpergeometrie in eine diskrete Level-
Set-Funktion. Die Bewegungsgesetzte des Starrko¨rpers ko¨nnen hierbei u¨ber eine semi-La-
grangesche Diskretisierung der Transportgleichung so umgesetzt werden, dass die charak-
teristische Deformationsfreiheit des Starrko¨pers erhalten bleibt. Die vollsta¨ndige Einbin-
dung der Starrko¨rperdynamik in den inkompressiblen Zweiphasen-Stro¨mungslo¨ser wird u¨ber
einen zusa¨tzlichen Lagrange-Multiplikator-Ansatz umgesetzt. ¨Ahnlich dem Druckfeld aus
der Projektionsmethode, welches die Inkompressibilita¨t der Fluide forciert, wird ein zusa¨tz-
licher Druck innerhalb des Starrko¨rpers ermittelt, der die Deformationsfreiheit und die phy-
sikalische Starrko¨rperbewegung erzwingt und diese mit dem Geschwindigkeits- und Druck-
feld der Zweiphasenstro¨mung koppelt. In dieser Arbeit wurde der Lagrange-Multiplikator-
4Ansatz mit der Level-Set-Technik gekoppelt und erstmalig auf reale dreidimensionale Zwei-
phasen-Starrko¨rper-Interaktionen mittels einer semi-impliziten Lo¨sungsmethode erfolgreich
umgesetzt. Das gesamte Verfahren ist daru¨ber hinaus parallelisiert und um ein Large-Eddy-
Turbulenzmodell erweitert worden, sodass dreidimensionale makrodynamische Stro¨mungs-
prozesse realita¨tsnah simuliert werden ko¨nnen. Die Ergebnisse einiger numerischer Experi-
mente, bei denen einerseits der hydrodynamisch stationa¨re Zustand einer Kugel innerhalb
einer Phase und auf der freien Oberfla¨che untersucht und andererseits die numerische Kon-
vergenzrate am Beispiel eines auftauchenden Zylinders ermittelt wird, belegen deutlich das
von uns vorhergesagte globale Konvergenzverhalten erster Ordnung.
Abschließend simulieren wir das Stro¨mungsverhalten einer zwangsgefu¨hrten Schiffsko¨r-
pergeometrie und das Auftauchen eines U-Bootes. Diese herausfordernden numerischen Ex-
perimente belegen die vielseitige Einsetzbarkeit des fu¨r diese Arbeit entwickelten Simulati-
onsprogramms.
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Kapitel 1
Einleitung
In fast allen Lebensbereichen la¨sst sich das Verhalten von Fluiden, das heißt von Flu¨ssig-
keiten und Gasen, insbesondere in der Interaktion mit Starrko¨rpern beobachten. So hat jeder
schon mal die Bugwellen eines Schiffes, aufsteigende Kohlensa¨ure–Gasbla¨schen im Mine-
ralwasser oder auch einfach in Wasserpfu¨tzen fallende Regentropfen gesehen.
Fluidstro¨mungen werden durch den Einfluß externer Kra¨fte, wie zum Beispiel der Gra-
vitation, der Scher- oder Oberfla¨chenspannung oder auch der Bewegungsenergie eines Starr-
ko¨rpers erzeugt. Fu¨r kleine Mach-Zahlen1, Ma < 0.3, ko¨nnen Fluide als inkompressibel
betrachtet werden, das heißt, die Dichte des Fluids bleibt u¨ber alle Zeiten hinweg konstant.
Diese Arbeit behandelt im ersten Teil inkompressible Zweiphasenstro¨mungen mit Ober-
fla¨chenspannungskra¨ften in drei Raumdimensionen und im zweiten Teil zusa¨tzlich die Inter-
aktion mit komplexen Starrko¨rpergeometrien. Dabei wird angenommen, daß beide Phasen
sich nicht miteinander vermischen ko¨nnen. Zwei nicht mischbare Fluide enthalten immer
eine gemeinsame Grenzschicht, an der sie sich beru¨hren. Diese Kontaktfla¨che wird als freier
Rand oder auch als freie Oberfla¨che bezeichnet. Charakteristisch fu¨r freie Ra¨nder ist, daß sie
sich zeitabha¨ngig vera¨ndern.
Die Fotos in Abbildung 1.1 zeigen herausfordernde Beispiele fu¨r das Deformationsver-
halten eines Fluidtropfens in einer Scherstro¨mung. In Abha¨ngigkeit von der ausgeu¨bten
Scherrate und den Materialparametern des Tropfens, wie beispielsweise dessen Viskosia¨t
und Oberfla¨chenspannungskraft, kann die induzierte Oberfla¨chendynamik zu vollsta¨ndig un-
terschiedlichem Deformationsverhalten des Tropfens fu¨hren. Hierbei zeigen die ersten bei-
den Kolumnen in Abbildung 1.1 stationa¨re Endzusta¨nde einer Tropfendeformation und in
der letzten Kolumne ist der Fall einer instationa¨ren Tropfendeformation abgebildet, bei der
die Scherrate des Fluids dazu fu¨hrt, dass der Tropfen zuna¨chst sehr lang gedehnt wird und
schließlich eine Topologievera¨nderung erfa¨hrt, da die Oberfla¨chenspannungskraft nicht mehr
die wirkenden Scherkra¨fte bilanzieren kann. Im Rahmen der Topologievera¨nderung werden
kleinere Satellitentro¨pfchen erzeugt, bei denen das Oberfla¨che-zu-Volumen-Verha¨ltnis ent-
sprechend gewachsen ist und somit nun die Oberfla¨chenspannungskra¨fte eine sta¨rkere Wir-
kung ausu¨ben als zuvor. Dieser Prozess der Topologievera¨nderung wird soweit fortschreiten,
bis die Scherkra¨fte vollsta¨ndig von den Oberfla¨chenspannungskra¨ften der Tropfen bilanziert
werden ko¨nnen.
1Die Mach-Zahl ist der Quotient aus Stro¨mungs- und Schallgeschwindigkeit.
2 KAPITEL 1. EINLEITUNG
Abbildung 1.1: Tropfen in einer Scherstro¨mung. Erste zwei Kolumnen: Stationa¨re End-
zusta¨nde einer Tropfendeformation; Rechts: Instationa¨re Deformation eines Tropfens bei
dem sich Satellitentropfen ablo¨sen. Fotos stammen aus dem Artikel [177].
Zur Analyse der Dynamik freier Oberfla¨chen sind grundsa¨tzlich hochgenaue physika-
lische Experimente wu¨nschenswert. Im Allgemeinen jedoch ko¨nnen derartige Experimen-
te aus diversen Gru¨nden zu aufwendig oder sogar unmo¨glich sein. Schwierigkeiten treten
in der Regel auf bei sehr kleinen oder sehr großen La¨ngen- und Zeitskalen oder auch aus
Sicherheits- und Kostengru¨nden.
Daher wurden mathematische Modelle fu¨r die Fluiddynamik entwickelt, die die physika-
lische Welt einigermaßen exakt beschreiben. Die Modellierung der physikalischen Abla¨ufe
stellt hierbei große Herausforderungen an Ingenieure, Physiker und angewandte Mathemati-
ker. Denn fluiddynamische Instabilita¨ten, wie zum Beispiel Kelvin-Helmholtz- und Rayleigh-
Taylor-Instabilita¨ten [20], fu¨hren zu sehr komplizierten topologischen Strukturen des freien
Randes. Zusa¨tzlich ist der Einfluss von regularisierenden Effekten, wie der Oberfla¨chenspan-
nung, zu beachten.
Fu¨r das in dieser Arbeit verwendete Fluid-Modell der Navier-Stokes-Gleichungen la¨sst
sich in der Regel keine analytische Lo¨sung angeben, weil diese Gleichungen meist stark
nichtlinear und nichtlokal sind. Aus diesem Grund wird versucht, die Pha¨nomene der Zwei-
phasenstro¨mungen mit Hilfe von numerischen Simulationen zu analysieren. Seitdem Hoch-
leistungsrechner, insbesondere Parallelrechner, die hierfu¨r erforderlichen und umfangreichen
Berechnungen ermo¨glichen, ist die Simulation von Zweiphasenstro¨mungen zu einem fes-
ten Bestandteil der numerischen Stro¨mungsdynamik (engl. Computational Fluid Dynamics
(CFD)) geworden.
Eine klassische Stro¨mung, in der diese Schwierigkeiten auftreten, ist beispielsweise der
Aufprall eines Fluidtropfens auf ein Substrat. Abbildung 1.2 zeigt eine von uns erzeugte
Simulation eines solchen Problems. Diese Forschungsaufgaben stammen aus dem Bereich
der Tintendruckertechnologie und aus dem Bereich der Biotechnologie. Diese verfolgen das
Ziel, die Tintendrucker hinsichtlich Schriftbild und Patronenverbrauch zu optimieren oder
auch Teststreifen fu¨r analytische Schnelltests wie beispielsweise Schwangerschafts- oder
3Abbildung 1.2: Simulation eines auf ein Substrat fallenden Fluidtropfens (durchgefu¨hrt im
Rahmen des Sonderforschungsbereiches 611, Projekt C3). Der zeitliche Verlauf des Trop-
fenaufpralls ist von links nach rechts dargestellt.
Blutzuckertests zu entwickeln.
Um den gesamten Prozess des Aufpralls zu verstehen, mu¨ßte man eine systematische
Studie dieses Pha¨nomens mit einer Serie von Laborexperimenten durchfu¨hren, welche den
vollsta¨ndigen Parameterraum abdecken. Die Kosten hierfu¨r wa¨ren immens. Die numerische
Simulation dahingegen ermo¨glicht eine umfangreiche Parameterstudie zu einem Bruchteil
an Zeitaufwand und Kosten. Somit haben numerische Simulationen in vielen Anwendungen
aus dem Mikrobereich der Fluiddynamik (Druckerdu¨sen, Aerosolgemische, Mikropumpen,
etc.) einen substantiellen Einfluss auf die Entwicklung von Prototypen.
Das Ziel der numerischen Simulation besteht in der Berechnung einer approximativen
Lo¨sung, welche die realen Abla¨ufe mo¨glichst genau wiedergibt. Hierbei besteht ein be-
tra¨chtliches Problem darin, Diskretisierungsmethoden fu¨r die beschreibenden nichtlinearen
partiellen Differentialgleichungen zu entwickeln, die eine feste Konvergenzordnung besitzen
und keine unphysikalischen Oszillationen bzw. Ergebnisse produzieren. Die Schwierigkei-
ten liegen im physikalischen System. Dieses ist wegen der Nichtlinearita¨t sehr empfindlich
gegenu¨ber kleinen Sto¨rungen und kann zusa¨tzlich Singularita¨ten enthalten, wie zum Beispiel
im Kontaktpunkt von zwei sich beru¨hrenden Oberfla¨chen.
Im ersten Teil der Arbeit stellen wir zuna¨chst unser Zweiphasenmodell, dessen Diskreti-
sierung und die Parallelisierung vor. Anschließend fu¨hren wir einige numerische Validierun-
gen durch, die sowohl die Approximationsgu¨te untersuchen als auch physikalisch akkurate
Simulationen liefern, bei denen sa¨mtliche zu erwartende Oberfla¨chendeformationen und To-
pologievera¨nderungen vollsta¨ndig wiedergegeben werden konnten.
Nach der Validierung des Zweiphasen-Simulationsprogramms pra¨sentieren wir im zwei-
ten Teil der Arbeit eine maßgebliche Erweiterung des ersten Teils. Hier werden die Navier-
Stokes-Gleichungen um ein Modell zur Beschreibung der Wechselwirkung mit beweglichen
Starrko¨rpern erweitert.
Die Interaktion von inkompressiblen Zweiphasenstro¨mungen mit Starrko¨rpern stellt ei-
ne substantielle Erweiterung dieses Simulationsprogramms dar, mit der viele zusa¨tzliche
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Abbildung 1.3: Links ist das fahrende Forschungsschiff RV-Tangaroa [1] abgebildet und
rechts ein fahrendes U-Bootes [2].
natur- und ingenieurwissenschaftliche Fragestellungen simulationstechnisch untersucht wer-
den ko¨nnen. Ob es um die Effizienzsteigerung eines Mixers, die Optimierung des hydrody-
namischen Widerstands eines Wasserfahrzeugs oder die Maximierung der Energieausbeute
eines Wellenkraftwerks geht, in allen Anwendungen spielt die Wechselwirkung von Zwei-
phasenstro¨mungen mit beweglichen Starrko¨rpern eine wichtige Rolle.
So ist beispielsweise eine genaue Vorhersage der hydrodynamischen Kra¨fte auf ein sich
bewegendes Schiff oder U-Boot (siehe Abbildung 1.3) essentiell fu¨r das Rumpfdesign. Der
Wasserwiderstand zu bestimmten Geschwindigkeiten bestimmt die erforderte Motorleistung
und den Kraftstoffverbrauch. Die Minimierung des Wasserwiderstands ist daher ein wich-
tiges Ziel beim Schiffsrumpfdesign. Weiterhin induziert die Anregung von Wellenmustern
durch das fahrende Schiff nicht nur Wellenwidersta¨nde sondern limitiert dadurch auch die
Fahrtgeschwindigkeit in Ku¨stenna¨he aufgrund von wasserbaulichen Schutzbestimmungen.
Die Simulation von sich bewegenden Starrko¨rpern birgt weitere betra¨chtliche Herausfor-
derungen fu¨r die Numerik. So ist neben der Darstellung der Starko¨rpergoemetrien, welche im
Rahmen von Gittergenerierungstechniken einen Forschungsbereich fu¨r sich darstellt, auch
der Transport der Starrko¨pergeometrie und schließlich die Einbindung in den Zweiphasen-
Stro¨mungslo¨ser mit zahlreichen Fragestellungen verknu¨pft. Beim Transport der Starrko¨r-
pergeometrie mo¨chte man den Einfluss von numerischen Diffusionsartefakten ausschließen,
da ansonsten die fu¨r den Starrko¨rper charakteristische Eigenschaft der Deformationsfreiheit
verletzt wird. Bei der Einbindung des beweglichen Starrko¨rpers in den Zweiphasenlo¨ser ist
darauf zu achten, dass wa¨hrend der Bewegung des Starrko¨rpers die Inkompressibilita¨tseigen-
schaft der Fluide erhalten bleibt und der Starrko¨rper dabei seine Impermeabilita¨tsbedingung
zu jedem Zeitpunkt erfu¨llt. Weiterhin beno¨tigt man fu¨r die Simulation makrodynamischer
Fluidstro¨mungen, wie in Abbildung 1.3 dargestellt, Diskretisierungsgitter mit einer enorm
hohen Anzahl an Freiheitsgraden. Diese wiederum fu¨hren zu einem extrem hohen Rechen-
aufwand, der nur mittels paralleler Hochleistungsrechner in vertretbarer Zeit zu bewa¨ltigen
ist und selbst dann ist man in den meisten Fa¨llen noch weit davon entfernt, die Turbulenzen
auf sa¨mtlichen Gro¨ßenskalen aufzulo¨sen. Mit anderen Worten, neben der Parallelisierung
des gesamten Algorithmus ist fu¨r die Simulation makroskopischer Stro¨mungen mit beweg-
5ten Starrko¨rpern der Einsatz eines Turbulenzmodells unumga¨nglich.
Numerische Simulation freier Oberfla¨chen
Erste Versuche, aussagekra¨ftige Simulationen von Stro¨mungsproblemen mit freien Ra¨ndern
zu berechnen, sind in den 60er Jahren unternommen worden. Die sehr popula¨re Marker-
and-Cell-Methode (MAC) wurde von Harlow und Welch [87] im Jahr 1965 entwickelt. Da-
bei wird die Lage eines Fluides mit freiem Rand durch massenlose Partikel dargestellt. Da-
ly [48] erweiterte diese Methode im Jahr 1967 fu¨r echte Zweiphasenstro¨mungen. Seitdem
bauen viele andere Entwicklungen darauf auf, wie zum Beispiel Daly [49, 50], Amsdon und
Harlow [10] und Griebel et. al [77]. Anstelle von Partikeln haben Hirt und Nichols [94]
in den 70er Jahren mit der Volume-of-Fluid-Methode (VOF) eine Volumenanteilsfunktion
zur Darstellung der freien Oberfla¨che verwendet. Aus dieser skalaren Funktion, die in je-
der Gitterzelle den prozentualen Volumenanteil des Fluids zum Gesamtzellvolumen angibt,
wird der freie Rand im zweidimensionalen Fall durch Liniensegmente rekonstruiert (siehe
Abbildung 3.4). Die erste von Noh und Woodward [140] entwickelte SLIC Rekonstrukti-
on approximiert die Oberfla¨che mittels horizontaler und vertikaler Liniensegmente. Diese
wurde in [94] durch das PLIC Verfahren verbessert, welches Liniensegmente mit einer be-
liebigen Steigung verwendet. In den 80er Jahren ist die Level-Set-Methode von Osher und
Sethian [142] entwickelt worden. Hier wird der freie Rand mit der Niveaumenge zum Ni-
veauwert Null einer ho¨herdimensionalen skalaren Funktion identifiziert. Erste Anwendun-
gen der Level-Set-Methode im Bereich der Fluiddynamik sind von Mulder, Osher und Sethi-
an [136] unternommen worden. Sie simulierten das Verhalten von aufsteigenden Gasblasen.
In den 90er Jahren wurde erstmals die Modellierung von Zweiphasenstro¨mungen um die
Oberfla¨chenspannung erweitert. Dabei haben Brackbill et al. [23] die Continuous-Surface-
Force-Methode (CSF) entwickelt und mit dem VOF-Verfahren gekoppelt. Unabha¨ngig davon
entwickelten Unverdi et al. [191] eine CSF-a¨hnliche Methode und setzten sie im Zusamm-
menhang mit der MAC-Technik ein. Diese CSF-Verfahren beschreiben die Oberfla¨chenspan-
nungskraft als einen Quellterm, der u¨ber ein in der Na¨he der freien Oberfla¨che definiertes
Deltafunktional aktiviert wird. Lafaurie, Nardonne, Scardovelli, Zaleski und Zanetti [118]
lieferten mit der Continuous-Surface-Stress-Methode (CSS) ein a¨hnliches Modell, das sie
mit der VOF-Technik koppelten.
Erste Simulationen von Fluid-Starrko¨rper-Interaktionen wurden ebenfalls in den 90er
Jahren im Rahmen von Fluid-Partikel-Stro¨mungen entwickelt. Hierbei haben sich Glowin-
ski et al. [70–72], Hu et al. [58, 96, 97] und Patankar et al. [145] auf zweidimensionale
Stro¨mungen von Partikeln innerhalb einer Fluidphase beschra¨nkt, die sie mit einer Finite-
Elemente-Diskretisierung behandelt haben. In den letzten zehn Jahren wurden Entwick-
lungen auf dem Gebiet der Fluid-Starrko¨rper-Interaktionen von Peric et al. [52], Nakayama
et al. [110, 138] und Karniadakis et al. [129] vorangetrieben. Dabei haben Peric et al. ihre
Simulationen auf Basis einer zweidimensionalen Arbitrary Lagrangian-Eulerian (ALE) For-
mulierung umgesetzt. Nakayama et al. hingegen haben in [110, 138] die zweidimensionale
Stro¨mung von Partikeln innerhalb einer Fluidphase mittels eines gegla¨tteten Starrko¨rper-
profils betrachtet, und Karniadakis et al. haben in [129] diese Methode einer numerischen
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Fehleranalyse unterzogen.
Viele der vorgestellten Verfahren und Artikel sind Pionierarbeiten, die sich ausschließ-
lich auf zweidimensionale Simulationen beschra¨nken und einige Probleme, wie beispiels-
weise die Masseerhaltung, Topologievera¨nderungen oder auch die Konvergenzordnung der
Kru¨mmung und die Zweiphasen-Starrko¨rper-Interaktion, unbeachtet lassen. Auch auf eine
effiziente Nutzung der Rechnerressourcen durch parallel ablaufende Algorithmen wird nicht
eingegangen. Daraus ergeben sich eine Reihe interessanter Fragestellungen und Verbesse-
rungsmo¨glichkeiten, die den Ausgangspunkt dieser Arbeit bilden.
Zu dieser Arbeit
Diese Arbeit ist in zwei Teile gegliedert. Im ersten Teil wird ein physikalisches Modell fu¨r
inkompressible Zweiphasenstro¨mungen mit freien Oberfla¨chen inklusive Oberfla¨chenspan-
nung vorgestellt. Dabei werden Zweiphasenstro¨mungen betrachtet, die an der Phasengrenze
einen Dichte- und Viskosita¨tssprung enthalten. Die Diskretisierung des dreidimensionalen
Modells entha¨lt mehrere Schwierigkeiten. So ist zum Beispiel eine mo¨glichst gute Darstel-
lung der freien Oberfla¨che wichtig fu¨r eine genaue Berechnung ihrer Kru¨mmung, die wieder-
rum zur Beschreibung der Oberfla¨chenspannungskra¨fte beno¨tigt wird. Hierbei ist die Level-
Set-Methode zur Approximation der freien Oberfla¨che eingesetzt worden. Sie betrachtet den
freien Rand im Allgemeinen als die Niveaumenge zum Niveauwert Null einer ho¨herdimen-
sionalen skalaren Funktion, welche als Level-Set-Funktion bezeichnet wird. Im Rahmen die-
ser Arbeit wurde die Level-Set-Funktion derart gewa¨hlt, dass sie in jedem diskreten Punkt
des gesamten Rechengebietes den Abstand zum freien Rand angibt. Damit ko¨nnen der Nor-
malenvektor und die Kru¨mmung auf effiziente Weise implizit aus der Level-Set-Funktion
bestimmt werden. Ein grundsa¨tzlicher Vorteil dieser Methode ist die einfache und robuste
Handhabung von topologischen ¨Anderungen wie zum Beispiel das Zusammentreffen oder
Abspalten von Tro¨pfchen.
Die zeitliche Entwicklung der freien Oberfla¨che wird u¨ber den Eulerschen Transport
der Level-Set-Funktion mit den Stro¨mungsgeschwindigkeiten ermittelt. Deshalb ist es not-
wendig, dieses Geschwindigkeitsfeld mo¨glichst gut zu approximieren. Bei der Berechnung
der Geschwindigkeiten mu¨ssen unphysikalische Oszillationen verhindert werden, die insbe-
sondere im Fall konvektionsdominanter Stro¨mungen auftreten ko¨nnen. Solche Oszillationen
u¨bertragen sich auf den freien Rand und fu¨hren zu unbrauchbaren Ergebnissen. Diskretisie-
rungsmethoden erster Ordnung verhindern zwar unerwu¨nschte Oszillationen, aber sie indu-
zieren eine starke numerische Diffusion, wodurch ein substantieller Masseverlust entsteht,
der ebenfalls zu unbrauchbaren Ergebnissen fu¨hrt. Naive Verfahren ho¨herer Ordnung, wie
beispielsweise zentrale Differenzen, zeigen ein deutlich geringeres diffusives Verhalten, sind
aber in der Regel nicht robust.
Aus diesem Grund verwenden wir ein WENO (weighted essentially non-oscillatory) Ver-
fahren fu¨nfter Ordnung zur Diskretisierung sa¨mtlicher anfallender konvektiver Terme. Hier-
bei zeigen wir anhand zahlreicher numerischer Untersuchungen, dass dieses Verfahren eine
sehr gute Kombination aus hoher Approximationsgu¨te und Robustheit darstellt.
Die Oberfla¨chenspannung wird mittels des CSF-Modells durch einen zusa¨tzlichen Quell-
7term in den Navier-Stokes-Impulsgleichungen modelliert. Die Wirkung des Quelltermes
muß dabei auf die freie Oberfla¨che eingeschra¨nkt werden. Dies geschieht u¨ber ein Delta-
funktional, welches in einer kleinen Umgebung des freien Randes die Kra¨fte des Quelltermes
aktiviert. Weiterhin erfordert die Oberfla¨chenspannung die Berechnung des Normalenvektors
und der Kru¨mmung der freien Oberfla¨che. Diese geometrischen Gro¨ßen lassen sich hierbei,
im Gegensatz zu VOF-Mehoden, sehr effizient und akkurat aus der Level-Set-Funktion er-
mitteln.
Das wohl bekannteste Problem der Level-Set-Methode ist die Erhaltung der Masse. Eige-
ne Untersuchungen ergaben, dass diese umso mehr verletzt wird, je gro¨ßer die Oberfla¨chen-
spannungskra¨fte sind, denn durch den Transportschritt werden in einer kleinen Umgebung
der freien Oberfla¨che die Niveaumengen der Level-Set-Funktion aufgrund der Oberfla¨chen-
kra¨fte komprimiert oder auch gestreckt. Dadurch entstehen sehr große oder sehr kleine Gra-
dienten in der Level-Set-Funktion, die ihrerseits dann keine Abstandsfunktion mehr ist. ¨Uber
einen Reinitialisierungsprozeß wird die Level-Set-Funktion wieder zu einer Abstandsfunk-
tion transformiert. Dieser Prozeß induziert aber auch eine ku¨nstliche Bewegung des freien
Randes, wodurch die Erhaltung der Masse nicht mehr garantiert werden kann. Der Grund
hierfu¨r liegt unter anderem darin, dass eine herko¨mmliche Diskretisierung gegen die CFL-
Bedingung versto¨ßt und sich die freie Oberfla¨che auf unphysikalische Weise weiter als eine
Gittermaschenweite bewegen kann. Durch eine modifizierte Approximation der im Reinitia-
lisierungsprozess auftretenden Vorzeichenfunktion kann die Einhaltung der CFL-Bedingung
forciert werden. In Kombination mit dem WENO-Verfahren fu¨nfter Ordnung und einer an-
schließenden Picard-Iteration fu¨r die Masseerhaltung kann diese bis auf Maschinengenauig-
keit insbesondere fu¨r Langzeitrechnungen erhalten werden.
Die Navier-Stokes-Gleichungen werden nach der Chorin-Temam-Projektionsmethode
[37, 186] gelo¨st. Ein Teilschritt dieser Methode erfordert das Lo¨sen eines großen linearen
Gleichungssystems. Da der Dichtesprung der beiden Phasen in das lineare Gleichungssystem
eingeht, entsteht folglich bei hohen Dichteunterschieden ein schlecht konditioniertes Pro-
blem. Hierzu ist neben einem parallelen Jacobi vorkonditionierten BiCGSTAB [193] auch
ein paralleles Algebraisches-Mehrgitter-Verfahren (AMG) [130] implementiert worden, wel-
ches das Gleichungssystem auch im Fall schlechter Konditionierung effizient lo¨st.
Am Beispiel einer Spha¨re in einem Rotationsfeld untersuchen wir zuna¨chst das nume-
rische Verhalten der reinen Advektion und zeigen, dass der Einfluss numerischer Diffusion
aufgrund des WENO-Verfahrens fu¨nfter Ordnung gering ist. Danach untersuchen wir die
Reinitialisierung einer Level-Set-Funktion, die zu Beginn keine Abstandsfunktion ist und
deren Niveaumenge zum Niveauwert Null eine komplexe Oberfla¨che darstellt. Nach der
Reinitialisierung erhalten wir eine globale vorzeichenbehaftete Abstandsfunktion, die die-
selbe Niveaumenge zum Wert Null aufweist wie zu Beginn. Daraufhin untersuchen wir die
Masseerhaltung und die Konvergenz der Kru¨mmung einer mit einem konstanten Geschwin-
digkeitsfeld diagonal durch das Rechengebiet transportierten Spha¨re. Anschließend fu¨hren
wir eine Konvergenzanalyse des gesamten Zweiphasenlo¨sers am Beispiel einer aufsteigen-
den Blase mit Oberfla¨chenspannung durch, wobei erstmalig der Einfluss der Picard-Iteration
fu¨r die globale Masseerhaltung auf die gesamte Konvergenzordnung des Verfahrens unter-
sucht wird. Weiterhin vergleichen wir unsere numerischen Ergebnisse einer aufsteigenden
Luftblase mit denen aus [109,192] und vergleichen diese daru¨ber hinaus mit unseren zusa¨tz-
8 KAPITEL 1. EINLEITUNG
lichen Ergebnissen einer realen, dreidimensionalen Version des Testproblems. Abschließend
fu¨hren wir eine Parameterstudie fu¨r Zweiphasenstro¨mungen durch und zeigen zahlreiche Si-
mulationen von Tropfen in einer Scherstro¨mung, bei denen die Kapillar- und Reynoldszahl
variieren, siehe Abbildung 1.1. Entsprechend dem (Ca,Re)-Phasendiagramm konnten al-
le zu erwartenden Topologievera¨nderungen der Tro¨pfchendeformation in drei Dimensionen
simuliert werden.
Der zweite Teil dieser Arbeit befasst sich mit der Generierung einer Level-Set-Funktion
aus einer entsprechend vorgegebenen komplexen triangulierten Starrko¨rpergeometrie, dann
mit der Starrko¨rperdynamik und ihrer semi-Lagrangeschen Diskretisierung und letztend-
lich mit der vollsta¨ndigen Einbindung in den inkompressiblen Zweiphasenstro¨mungslo¨ser
aus dem ersten Teils dieser Arbeit. Die Kopplung mit der Starrko¨rperdynamik verla¨uft u¨ber
einen zusa¨tzlichen Lagrange-Multiplikator-Ansatz. ¨Ahnlich dem Druckfeld aus der Chorin-
Temam-Projektionsmethode, welcher die Inkompressibilita¨t der Fluide forciert, wird hier ein
zusa¨tzlicher Druck innerhalb des Starrko¨rpers ermittelt, der die Deformationsfreiheit und die
physikalisch akkurate Starrko¨rperbewegung forciert und diese mit dem Geschwindigkeits-
und Druckfeld der Zweiphasenstro¨mung koppelt.
Die numerische Umsetzung verla¨uft hierbei u¨ber eine Eulersche Beschreibung auf ei-
nem festen Gitter bei dem die Interaktion zwischen den Zweiphasen und dem Starrko¨rper
mittels u¨ber dem Starrko¨rper definierten Volumenkra¨ften vollzogen wird. Die Darstellung
der Starrko¨rpergeometrie als Level-Set-Funktion ermo¨glicht es uns, ein u¨ber 1-2 Gitterzel-
len gegla¨ttetes Dichteprofil der Starrko¨rpergeometrie vollsta¨ndig in die Navier-Stokes-Glei-
chungen einzubinden, wobei eine u¨ber den Starrko¨rper wirkende glatte Volumenkraft direkt
in die Interaktion mit den Navier-Stokes-Gleichungen eingeht. Diese Technik hat im Ver-
gleich zu den Methoden, in denen die Starrko¨pergeometrie nur u¨ber Randbedingungen in die
Stro¨mungsgeschwindigkeiten eingeht, den großen Vorteil, dass keine regelma¨ßig anfallenden
Gittergenerierungen aufgrund von Stabilita¨tsbedingungen durchgefu¨hrt werden mu¨ssen. An-
dererseits muss man hier ein Transportschema fu¨r den Starrko¨rper einsetzen, welches nur die
reine Starrko¨rperbewegung, die aus Translation und Rotation besteht, in Betracht zieht und
keine zusa¨tzlichen numerischen Diffusionsartefakte induziert, wie sie bei Eulerschen Trans-
portschemata auftreten. Aus diesem Grund verwenden wir ein semi-Lagrangesches Verfah-
ren fu¨r den Transport des Starrko¨rpers, das die Formerhaltung des Starrko¨rpers auch im
Rahmen von Langzeitrechnungen hervorragend erfu¨llt.
Das in dieser Arbeit entwickelte Verfahren ist artverwandt zu den Verfahren von Glowin-
ski et al. [70–72] und Nakayama et al. [110, 138], die im Rahmen von zweidimensionalen
partikelhaltigen Stro¨mungen ebenfalls einen Lagrange-Multiplikator-Ansatz wa¨hlten. Sie si-
mulierten hierbei einfache zweidimensionale Kreisgeometrien als Partikel innerhalb einer
Fluidphase.
In dieser Arbeit wurde, soweit dem Autor bekannt, erstmals der Lagrange-Multiplikator-
Ansatz mit der Level-Set-Technik gekoppelt und auf reale dreidimensionale Zweiphasen-
Starrko¨rper-Interaktionen mittels einer semi-impliziten Lo¨sungsmethode erfolgreich umge-
setzt. Das gesamte Verfahren ist daru¨ber hinaus erstmalig parallelisiert und mit einem Large-
Eddy-Turbulenzmodell versehen worden, sodass auch massiv parallel berechnete Simulatio-
nen realer dreidimensionaler makrodynamischer Stro¨mungsprozesse ermo¨glicht werden.
9Der gesamte Algorithmus ist in C++ programmiert und mit der Kommunikationsbi-
bliothek Message-Passing-Interface (MPI) [211] parallelisiert worden, um dreidimensionale
Probleme mit hoher Auflo¨sung effizient berechnen zu ko¨nnen. Als Strategie fu¨r die Paral-
lelisierung wurde hierbei fu¨r die Stro¨mungsgleichungen und die Kraftberechnungsroutinen
die Gebietszerlegungsmethode [98] eingesetzt, durch die das gesamte ra¨umliche Rechenge-
biet in Blo¨cke eingeteilt und dann auf einzelne Prozessoren verteilt wird. Der Transport des
Starrko¨rpers, welcher im Allgemeinen nur einen Bruchteil des gesamten Stro¨mungsgebietes
einnimmt, wurde mittes der Replicated-Data-Technik parallelisiert.
Am Beispiel eines Zylinders, welcher ins Wasser fa¨llt, wird das gesamte gekoppelte nu-
merische Verfahren anhand von Labormessdaten validiert. Daru¨ber hinaus untersuchen wir
die globale Approximationsgu¨te des numerischen Verfahrens am Beispiel eines aufsteigen-
den Zylinders und untersuchen das hydrodynamische Gleichgewicht einer Kugel innerhalb
einer Fluidphase und auf der freien Oberfla¨che.
Abschließend zeigen parallel berechnete Simulationen, inklusive Large-Eddy-Turbulenz-
modell, am Beispiel des fahrenden Forschungsschiffes Tangaroa und am Beispiel eines auf-
tauchenden U-Bootes – vergleiche Abbildung 1.3 – die breiten ingenieurstechnischen An-
wendungsbereiche dieses hierfu¨r entwickelten Simulationsprogramms.
Kurzer ¨Uberblick
Diese Arbeit ist in zwei Hauptteile gegliedert. Der erste Teil, welcher die Kapitel 2,3,4 und
5 umfasst, beschreibt das inkompressible Zweiphasenmodell mit Oberfla¨chenspannung, des-
sen Diskretisierung und Validierung. Der zweite Teil, bestehend aus den Kapiteln 6,7 und 8,
befasst sich mit der Kopplung von Zweiphasenstro¨mungen und beweglichen Starrko¨rpern.
Es wird die Generierung komplexer Starrko¨rpergeometrien, deren Bewegungsgesetze und
schließlich die Kopplung mit Zweiphasenstro¨mungen beschrieben. Das diskretisierte Modell
wird anhand von Labormessdaten validiert, und es wird die numerische Approximationsgu¨te
des Modells bestimmt. Abschließend zeigen zwei herausfordernde Simulationen inklusive
Large-Eddy-Turbulenzmodell die vielseitige Anwendbarkeit des hier entwickelten Simulati-
onsprogramms.
Kapitel 2 erkla¨rt die physikalisch-mathematischen Gleichungen, die zur Modellierung von
inkompressiblen Zweiphasenstro¨mungen mit Oberfla¨chenspannung verwendet werden.
Kapitel 3 gibt einen ¨Uberblick u¨ber aktuelle numerische Techniken zur Diskretisierung von
freien Oberfla¨chen. Die Methoden ko¨nnen hierbei in zwei Klassen unterteilt werden, die
Tracking-Verfahren und die Capturing-Techniken.
Kapitel 4 beschreibt die Diskretisierung des Zweiphasenmodells mit Oberfla¨chenspannung.
Neben der eingesetzten Projektionsmethode zur Lo¨sung der Navier-Stokes-Gleichungen, be-
schreiben wir die Gla¨ttungsprozedur der Fluid-Materialparameter, die Behandlung der freien
Oberfla¨che, die Berechnung der Oberfla¨chenspannung, wie auch die Parallelisierung des ge-
samten Zweiphasen-Algorithmus.
Kapitel 5 zeigt detaillierte numerische Ergebnisse des parallelen Zweiphasenlo¨sers. Hier un-
tersuchen wir zuna¨chst die reine Advektion einer Spha¨re in einem Rotationsfeld, dann die
Generierung einer Abstandsfunktion bezu¨glich einer komplexen Oberfla¨che. Anschießend
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wird die Masseerhaltung und die Konvergenz der Kru¨mmung untersucht und die Appro-
ximationsgu¨te des gesamten Algotithmus am Beispiel einer aufsteigenden Blase mit Ober-
fla¨chenspannung. Abschließend wird eine Parameterstudie bezu¨glich eines Tropfens in einer
Scherstro¨mung durchgefu¨hrt, bei der sa¨mtliche Topologievera¨nderungen simuliert werden
konnten.
Kapitel 6 befasst sich mit der Generierung von komplexen Starrko¨rpergeometrien und deren
Transport, der sich auf Translation und Rotation beschra¨nkt. Die Diskretisierung der Trans-
portgleichung fu¨r Starrko¨rper wird mittels eines semi-Lagrangeschen Verfahrens umgesetzt,
welches die Deformationsfreiheit eines Starrko¨rpers sehr gut erha¨lt.
Kapitel 7 erkla¨rt das physikalische Modell zur Beschreibung von Fluid-Starrko¨rper-Wechsel-
wirkungen, dessen Diskretisierung in Form einer erweiterten Chorin-Temam-Projektionsme-
thode und dessen Parallelisierung.
Kapitel 8 zeigt detaillierte numerische Ergebnisse des parallelen Zweiphasen-Starrko¨rper-
Lo¨sers. Hierbei validieren wir das entwickelte Simulationsprogramm anhand von pysikali-
schen Messdaten, bestimmen dessen numerische Approximationsgu¨te und untersuchen das
numerische Verhalten bezu¨glich hydrostatischer Gleichgewichte einer Kugel innerhalb einer
Phase und auf der freien Oberfla¨che. Abschließend simulieren wir das Stro¨mungsverhalten
einer zwangsgefu¨hrten Schiffsko¨rpergeometrie und das Auftauchen eines U-Bootes.
Kapitel 9 beendet diese Arbeit mit einer kurzen Zusammenfassung der Ergebnisse und ei-





Das Modell fu¨r Zweiphasenstro¨mungen
mit Oberfla¨chenspannung
In diesem Kapitel werden die dem Modell zugrundeliegenden physikalischen Gleichungen
behandelt. Nach einer kurzen Herleitung der Navier-Stokes-Gleichungen [119] wird ausfu¨hr-
lich auf die Modellierung von inkompressiblen Zweiphasenstro¨mungen mit Oberfla¨chen-
spannung eingegangen, wobei insbesondere die Randbedingungen an der freien Oberfla¨che
und an den festen Ra¨ndern beschrieben werden [43].
2.1 Die Navier-Stokes-Gleichungen
Mit den Navier-Stokes-Gleichungen la¨ßt sich das Verhalten instationa¨rer Stro¨mungen von
viskosen, inkompressiblen Fluiden beschreiben. Sie leiten sich aus den Erhaltungssa¨tzen fu¨r








Abbildung 2.1: Zeitliche Entwicklung von Ω0 nach Ωt.
Im Folgenden sei Ω ⊂ IR3 ein festes Gebiet, welches mit einem Fluid gefu¨llt ist. Fu¨r
x ∈ Ω beschreibt die Abbildung ~ψx : t 7→ ~ψ(x, t) mit ~ψ : Ω× [0, tend] 7→ Ω die Trajektorie
des Partikels x. Mit ~ψt : x 7→ ~ψ(x, t) wird die Position x eines Partikels auf seine Position
zur Zeit t abgebildet. Die Abbildung ~ψ wird Fluidstro¨mungsabbildung genannt. Hier und im
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Folgenden sei vorausgesetzt, dass ~ψ die jeweils beno¨tigten Regularita¨tsbedingungen erfu¨llt,
und dass ~ψt fu¨r alle t ≥ 0 invertierbar ist. Ein beliebiges Teilgebiet Ω0 ⊂ Ω wird so durch
die Fluidstro¨mung in das Teilgebiet ~ψt(Ω0) =: Ωt ⊂ Ω transportiert (siehe Abbildung 2.1).
Die zugeho¨rige Geschwindigkeit u des Fluids an einem festen Ort x ∈ Ωt zum Zeitpunkt t




(~a, t) mit ~a := ~ψ−1t (x) ∈ Ω0. (2.1)
Die Herleitung der Navier-Stokes-Gleichungen beno¨tigt das Transporttheorem. Aus diesem
geht hervor, wie die Zeitableitung eines Integrals u¨ber ein zeitabha¨ngiges Gebiet berechnet
werden kann.
Theorem 2.1. (Transporttheorem)








{∂tf +∇ · (fu)} (x, t)dx . (2.2)
Beweis:
siehe Chorin & Marsden [38]. 2
Mit Hilfe dieses Theorems kann die Kontinuita¨tsgleichung aus der Masseerhaltung gefol-
gert werden.
2.1.1 Die Erhaltung der Masse
Die Masse eines Fluids, welches zum Zeitpunkt t das Volumen Ωt einnimmt, ist gleich dem
Integral u¨ber seine Dichte ρ(x, t). Die Masseerhaltung besagt dann, dass die Ableitung der









(∂tρ+∇ · (ρu)) (x, t)dx ∀Ωt, t ≥ 0 .
Weil Ω0, und deshalb auch Ωt, beliebig gewa¨hlt werden darf und die Integranden stetig sind,
lautet die Kontinuita¨tsgleichung fu¨r kompressible Fluide in differentieller Form
∂tρ+∇ · (ρu) = 0 . (2.3)
Fu¨r inkompressible Fluide, deren Dichte unabha¨ngig von Ort und Zeit ist, reduziert sich die
Kontinuita¨tsgleichung zu
∇ · u = 0 . (2.4)
Vorweggenommen sei, dass die Beschreibung von inkombressiblen Zweiphasenstro¨mungen
darauf beruhen wird, dass fu¨r jede Phase Gleichung (2.4) erfu¨llt sein muß, aber die freie
Oberfla¨che analog zu (2.3) transportiert wird.
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2.1.2 Die Erhaltung des Impulses




ρ(x, t)u(x, t) dx .
Newtons zweites Gesetz besagt, dass die zeitliche ¨Anderung des Impulses gleich der Summe






Hierbei setzen sich die Kra¨fte aus verschiedenen Kraftarten zusammen:
• Volumenkra¨fte (zum Beispiel Gravitation, Coriolis-Kraft, magnetische Kraft, . . . ), die
sich in der Form
∫
Ωt
ρ(x, t)g(x, t) dx ausdru¨cken lassen, mit einer gegebenen Kraft-
dichte ρg (Kraft pro Einheitsvolumen). Im Rahmen dieser Arbeit betrachten wir als
Volumenkraft ausschließlich die Gravitation.
• Oberfla¨chenkra¨fte (zum Beispiel Druck, innere Reibung, . . . ), die sich in der Form∫
∂Ωt
T(x, t)n dF ausdru¨cken lassen, mit T ∈ IR3×3 als dreidimensionaler Spannungs-
tensor und n als Normalenvektor auf ∂Ωt.





ρ(x, t)u(x, t) dx =
∫
Ωt
ρ(x, t)g(x, t) dx+
∫
∂Ωt
T(x, t)n dF .
Nach Anwendung des Transporttheorems (2.2) gilt∫
Ωt






∇ ·T dx , (2.6)
wobei zusa¨tzlich das Randintegral auf der rechten Seite nach dem Satz von Gauß in ein Vo-
lumenintegral umgewandelt wurde. Da dies fu¨r beliebige Ωt gilt, lautet die Impulsgleichung
in differentieller Form
∂t(ρu) +∇ · (u⊗ (ρu))− ρg −∇ ·T = 0 . (2.7)
Der Spannungstensor T modelliert die inneren Reibungskra¨fte. Fu¨r viskose Newtonsche
Fluide hat er die Form
T := (−p+ λ(∇ · u)︸ ︷︷ ︸
=0, nach (2.4)
)I+ µD = −pI+ µD , (2.8)
mit p als Druck, I als Einheitsmatrix, µ und λ als Viskosita¨tskonstanten und mit dem Defor-
mationstensor
D = ∇u+ {∇u}T .
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Abbildung 2.2: Zur Zweiphasenmodellierung.
Die Annahme der Inkompressibilita¨t fu¨hrt dazu, dass der Term λ(∇ · u) in (2.8) wegfa¨llt.
Wird schließlich der Spannungstensor (2.8) in die Gleichung (2.7) eingesetzt, so ergibt sich
ein System partieller Differentialgleichungen zweiter Ordnung
ρ(∂t(u) +∇ · (u⊗ (u))) +∇p = ∇ · µD+ ρg mit ρ = konstant . (2.9)
Fu¨r die nun folgende Beschreibung des Zweiphasensystems wird das gekoppelte Gleichungs-
system aus (2.4) und (2.9) verwendet. Aufgrund der Vorraussetzung von Inkompressibilita¨t
und konstanter Temperatur des Fluides ist die Energiegleichung entkoppelt und wird daher
zur Berechnung der Stro¨mung nicht beno¨tigt.
2.2 Das Modell fu¨r inkompressible Zweiphasenstro¨mungen
Das nun folgende Modell fu¨r inkompressible Zweiphasenstro¨mungen basiert im wesentli-
chen auf den Navier-Stokes-Gleichungen. Diese werden jedoch zusa¨tzlich um Randbedin-
gungen entlang der Zweiphasengrenzschicht erweitert, so dass Oberfla¨chenspannungskra¨fte
zwischen beiden Phasen wirken ko¨nnen.
2.2.1 Physikalisches Modell
Das Verhalten von zwei unmischbaren inkompressiblen Fluiden wird durch die inkompres-
siblen Navier-Stokes-Gleichungen beschrieben, die im Folgenden auf einer offenen Menge
Ω = Ω1 ∪ Ω2 ∪ Γf ⊂ IR3 mit Lipschitz-Rand Γ := ∂Ω definiert sind. Hierbei bezeichnen
Ω1 und Ω2 die beiden Teilgebiete der zwei unterschiedlichen Fluide. Der freie Rand zwi-
schen den zwei Fluidphasen wird als Γf := ∂Ω1 ∩ ∂Ω2 definiert. Die zwei Fluidgebiete Ω1
und Ω2 sind zusammen mit dem freien Rand von der Zeit abha¨ngig. Die zeitliche Entwick-
lung beider Fluide wird u¨ber die klassischen Navier-Stokes-Gleichungen in den betreffenden










Abbildung 2.3: Zur Beschreibung der Oberfla¨chenspannungskraft.




= −∇pi +∇ · (µiDi) + ρig in Ωi,
∇ · ui = 0 in Ωi,
ui|Γ = 0 in [0,T] ,
ui|t=0 = u0i in Ωi,
(2.10)




+ u · ∇u die Materiala-
bleitung ist. Die Viskosita¨ten µi und Dichten ρi beider Phase werden als konstant vorausge-
setzt. Allerdings ist das System (2.10) nicht vollsta¨ndig ohne zusa¨tzliche Bedingungen auf
der freien Oberfla¨che Γf .
Die grundlegende Annahme in der Kontinuumsmechanik fu¨r freie Oberfla¨chen Γf ist,
dass diese als scharfe Grenzschichten betrachtet werden kann; das heißt, die Grenzschicht
ist eine zweidimensionale Oberfla¨che, welche die zwei Fluidgebiete voneinander trennt. Fu¨r
unmischbare Fluide kann dieses u¨ber Dimensionsanalysis gezeigt werden, weiterfu¨hrende
Betrachtungen findet man in [119]. Daher entha¨lt unser Zweiphasenmodel einen Sprung in
der Dichte und einen Sprung in der Viskosita¨t entlang der freien Oberfla¨che. Eine Folgerung
dieser Voraussetzung ist, dass die Grenzschicht keine Masse besitzt. Deshalb verschinden die
Netto-Spannungen entlang der Grenzschicht. Daru¨ber hinaus mu¨ssen die Geschwindigkeiten
quer durch die Grenzschicht stetig sein, das heißt u1 = u2 auf Γf . Fu¨r eine detailliertere Be-
trachtung sei auf [119] verwiesen. Falls Wechsel des Aggregatszustandes, wie z.B. Gefrier-
oder Kondensationsprozesse, ignoriert werden ko¨nnen, so gelten die folgenden Randbedin-
gungen auf der Grenzschicht Γf zwischen den beiden Fluidphasen:
• Kinematische Bedingung: Die freie Oberfla¨che bildet eine scharfe Trennfla¨che, durch
die keine Masse fließt. Also sind insbesondere die Geschwindigkeiten entlang der
2.2. DAS MODELL F ¨UR INKOMPRESSIBLE ZWEIPHASENSTR ¨OMUNGEN 17
Grenzschicht stetig
u1 = u2 auf Γf . (2.11)
• Dynamische Bedingung: An der Grenzfla¨che zwischen zwei sich bewegenden Fluiden
ohne Oberfla¨chenspannung ist die Sprung-Randbedingung durch
(T1 −T2) · n = 0, (T1 −T2) · t = 0, und (T1 −T2) · s = 0,
gegeben [119], wobei Ti := −piI + µiDi den Spannungstensor des jeweiligen Fluides
bezeichnet. Diese beschreibt die Bilanzierung der viskosen Reibungskra¨fte entlang des
freien Randes. Wenn die Oberfla¨chenspannung mit einbezogen wird, so tritt auf der
rechten Seite der Gleichungen ein zusa¨tzlicher Quellterm auf,
(T1 −T2) · n = σκn, (2.12)
(T1 −T2) · t = ∂σ
∂t
, (2.13)
(T1 −T2) · s = ∂σ
∂s
, (2.14)
mit σ als Koeffizient der Oberfla¨chenspannungskraft. Mit n wird die a¨ußere Ober-
fla¨chennormale auf Γf bezeichnet, dass heißt die a¨ußere Normale auf ∂Ω1. Weiterhin








mit Rt und Rs als Hauptkru¨mmungsradien der Grenzfla¨che entlang der lokalen or-
thogonalen Koordinaten t und s. Abbildung 2.3 veranschaulicht die geometrischen
Gro¨ßen Rt und Rs, dabei sind n, t und s die Einheitsvektoren des lokalen orthogona-
len Koordinatensystem (n, t, s). Gleichung (2.12) besagt, dass auf dem freien Rand die
viskosen Spannungskra¨fte in Normalenrichtung proportional zur lokalen Kru¨mmung
sind.
Da wir in dieser Arbeit isotherme Reinstoffe simulieren, wird im Folgenden σ als eine Mate-
rialkonstante betrachtet. Deshalb reduzieren sich die Randbedingungen auf der Grenzfla¨che
Γf zu
u1 = u2 , (2.16)
(T1 −T2) · n = σκn , (2.17)
(T1 −T2) · t = 0 , (2.18)
(T1 −T2) · s = 0 , (2.19)
wobei nun die tangentialen Oberfla¨chenspannungskra¨fte (2.18) und (2.19) aufgrund der Ho-
mogenita¨t der Oberfla¨chenspannungskonstante und der Stetigkeit des Geschwindigkeitsfel-
des (2.16) im Vergleich zu der normalen Oberfla¨chenspannungskraft vernachla¨ssigbar klein
sind und deshalb in unserem Fall nicht weiter betrachtet werden.
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Folglich vervollsta¨ndigen wir die Navier–Stokes Gleichungen (2.10) in jedem der Teilge-
biete Ωi mit den entsprechenden Randbedingungen fu¨r die Oberfla¨chenspannung (2.16) und
(2.17). Somit ergibt sich das vollsta¨ndige Modell fu¨r inkompressible Zweiphasenstro¨mungen




= −∇pi +∇ · (µiDi) + ρig in Ωi,
∇ · ui = 0 in Ωi,
ui|Γ = 0 in [0,T] ,
ui|t=0 = u0i in Ωi
u1 = u2 auf Γf ,
(T1 −T2) · n = σκn auf Γf ,
(2.20)
fu¨r i ∈ {1, 2}.
2.2.2 Einbindung der Oberfla¨chenspannungskraft in die Impulsglei-
chungen
Das Ziel ist, die beiden ersten Gleichungen in (2.20) als ein System u¨ber ganz Ω zu formu-
lieren. Dies geschieht mit Hilfe der freien Randbedingung aus (2.12), die sich implizit als
singula¨rer Quellterm in den Impulsgleichungen darstellen la¨ßt. Als Ausgangspunkt fu¨r die








Ti · n dF +
∫
Ωi
ρig dx , (2.21)














T · n dF −
∫
Γf








wobei T := T1χΩ1 +T2χΩ2 definiert wird unter Einsatz der charakteristischen Funktionen
χΩ1 und χΩ2 , die den Fluidgebieten Ω1 und Ω2 zugeho¨rig sind. Desweiteren bezeichnet [T]
den Sprung im Spannungstensor T auf der Grenzfla¨che Γf , das heißt [T] = T1 − T2. Mit
(2.17) und dem Satz von Gauß erhalten wir∫
∂Ω
T · n dF −
∫
Γf







Diese Umwandlung ist im distributionellen Sinne aufzufassen, weil der Spannungstensor,
bedingt durch den Sprung in der Viskosita¨t µ, u¨ber Γf unstetig ist.
Aufgrund von (2.16) ist das Geschwindigkeitsfeld u = u1χΩ1+u2χΩ2 fu¨r viskose Fluide

















dx mit ρ := ρ = ρ1χΩ1 + ρ2χΩ2 . (2.24)
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Durch Substitution von (2.23) und (2.24) in (2.22) erhalten wir die Integralformulierung der















Der Vorteil von Gleichung (2.25) liegt darin, dass sie die Randbedingung der freien Ober-
fla¨che implizit entha¨lt. Allerdings ist diese immer noch als freies Randintegral enthalten.
Fu¨r die Diskretisierung ist es von Vorteil, wenn dieses Randintegral mittels der Continuum
Surface Force Methode (CSF) [23, 191] in ein Volumenintegral umgewandelt wird. Das la¨ßt
sich spa¨ter dahingehend ausnutzen, dass ohne explizite Rekonstruktion der freien Oberfla¨che
die freien Randbedingungen implizit bei der Diskretisierung der Impulsgleichungen erfu¨llt
werden, vergleiche hierzu [61, 158]. Man beachte, dass dies im Gegensatz zu den Metho-
den, die eine explizite Rekonstruktion der Oberfla¨che erfordern, eine substantiell effizientere
Lo¨sungstechnik ist, die daru¨ber hinaus numerisch stabiler ist und sich gut parallelisieren la¨ßt.
2.2.3 Oberfla¨chenspannung als Volumenintegral via der CSF-Methode
Das Continuum-Surface-Foce (CSF)-Modell wurde erstmalig von Brackbill et al. [23] fu¨r
VOF-Methoden und von Unverdi et al. [191] fu¨r MAC-Methoden pra¨sentiert. Im Folgen-
den geben wir eine kurze Beschreibung der CSF-Approximation im Rahmen der Level-Set-
Technik, na¨here Details findet man in [33, 185]. Die Koppelung mit der Level-Set-Methode
hat im Gegensatz zu der Volume-of-Fluid-Methode den Vorteil, dass sich aufgrund der Ste-
tigkeit der Level-Set Funktion sowohl der Normalenvektor als auch die Kru¨mmung genauer
und kostengu¨nstiger berechnen lassen.




in ein a¨quivalentes Volumenintegral u¨ber Ω umzuwandeln, um damit eine vereinheitlich-
te Kopplung mit der Impulsgleichung zu erhalten. Desweiteren sind die Viskosita¨t und die
Dichte nicht mehr global konstant, sondern sie weisen nun jeweils einen Sprung entlang der
Phasengrenze auf. Deshalb wird die Dichte- und die Viskosita¨tsverteilung in Abha¨ngigkeit
einer skalaren Markerfunktion φ als
ρ(φ) = ρ1 + (ρ2 − ρ1)H(φ)
µ(φ) = µ1 + (µ2 − µ1)H(φ)




0 falls φ < 0
1
2
falls φ = 0
1 falls φ > 0
.
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Typisch fu¨r Level-Set-Techniken ist, dass als skalare Markerfunktion φ eine vorzeichenbe-
haftete Abstandsfunktion gewa¨hlt wird, die in einer Umgebung der physikalisch relevan-
ten freien Oberfla¨che Γf (t) := {x ∈ Ω|φ(x, t) = 0} den euklidischen Abstand zur freien
Oberfla¨che und u¨ber das Vorzeichen die entsprechende Phasenzugeho¨rigkeit angibt. Mit den














ρ(φ)g dx . (2.26)
Das Randintegral la¨ßt sich nun mit Hilfe der Dirac δ-Funktion [60,113] in ein Volumeninte-
gral umwandeln. Dabei ist die δ-Funktion auf der freien Oberfla¨che Γf konzentriert.





σκδ(φ(x, t))n dx (2.27)
wobei δ : IR −→ IR, φ 7−→ δ(φ) die eindimensionale Dirac δ-Funktion ist mit den Eigen-




siehe Brackbill, Kothe, Zemach [23]. 2







−∇ ·T+ σκδ(φ)n− ρ(φ)g
)
dx = 0 .









+∇p = ∇ · (µ(φ)D)− σκδ(φ)n+ ρ(φ)g . (2.28)
Man beachte, dass sich aufgrund der Stetigkeit der Level-Set-Funktion φ der Einheitsnorma-
lenvektor und die Kru¨mmung der freien Oberfla¨che einfach mittels Gradienten- beziehungs-
weise Divergenzbildung der Level-Set-Funktion berechnen lassen, es gilt also insbesondere
n =
∇φ
|∇φ| und κ = ∇ · n .
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2.2.4 Dimensionslose Formulierung
Oft ist es nu¨tzlich, Gleichung (2.28) in dimensionslosen Gro¨ßen zu formulieren, um aus a¨hn-
lichen Modellgro¨ßen (Modellgro¨ßen, die sich nur um einen Faktor unterscheiden) dynamisch
a¨hnliche Stro¨mungen zu berechnen. Dazu werden aus den dimensionsbehafteten Gro¨ßen die




















gebildet, wobei L und U konstante skalare Vergleichsgro¨ßen sind. Durch Einsetzen dieser
dimensionslosen Gro¨ßen in Gleichung (2.28) ergibt sich die dimensionslose Formulierung
der Navier-Stokes-Gleichungen
u′t′ + u

















mit D′ = {∇′u′} + {∇′u′}T und g′ = g
||g||
. Der Operator ∇′ bezieht sich auf die Variable
x′. Die Dichte und die Viskosita¨t werden berechnet als Konvexkombination der Verha¨ltnisse
















Desweiteren entha¨lt die Gleichung (2.30) folgende dimensionslose Parametergruppen, die












Hierbei stehen die Reynoldszahl fu¨r das Verha¨ltnis zwischen Tra¨gheits- und Reibungskra¨ften,
die Froudezahl fu¨r das Verha¨ltnis zwischen Tra¨gheits- und Gravitationskra¨ften und die We-
berzahl fu¨r das Verha¨ltnis zwischen Tra¨gheits- und Grenzfla¨chenkra¨ften. Die Oberfla¨chen-
spannung σ geht als Materialkonstante in der Weberzahl ein. Da (2.30) nur von diesen di-
mensionslosen Parametergruppen abha¨ngt, verhalten sich Stro¨mungen in a¨hnlichen Geome-
trien genau dann dynamisch a¨hnlich, wenn jeweils ihre Reynolds-, Froude- und Weberzahlen
u¨bereinstimmen.
Die Diskretisierung des Zweiphasenmodells in Kapitel 4 betrachtet nur die dimensions-
behafteten Navier-Stokes-Gleichungen (2.28). Um mu¨hsame Umrechnungen zu sparen, sind
aus praktischen Gru¨nden jedoch beide Formen der Navier-Stokes-Gleichungen implemen-
tiert worden.
2.2.5 Randbedingungen an Gebietsra¨ndern
Um das System von partiellen Differentialgleichungen zu schließen, sind Randbedingungen
fu¨r die Geschwindigkeiten an den Gebietsra¨ndern notwendig. Im Folgenden bezeichne n den
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Einheitsnormalenvektor, der vom festen Rand ins Fluidgebiet zeigt, und t und s seien zwei
linear unabha¨ngige Tangentialvektoren. ¨Ublicherweise wird eine Variable am Rand entwe-
der auf einen vorgegebenen Wert gesetzt (Dirichlet-Randbedingung), oder ihr Gradient wird
in eine bestimmte Richtung festgesetzt (Neumann Randbedingung). Insgesamt lassen sich
damit folgende physikalische Randeigenschaften modellieren:
1. Haftbedingung (no-slip): Das Fluid haftet auf dem Rand Γ = ∂Ω, also muß dort der
Geschwindigkeitsvektor verschwinden: u|Γ = 0.
2. Fixe Ein-/Ausstro¨mbedingung (in-/outflow): Das Fluid stro¨mt mit einer fest vorgege-
benen Geschwindigkeit uo ein/aus, also gilt auf diesem Rand ΓEA ⊂ Γ fu¨r den Ge-
schwindigkeitsvektor: u|ΓEA = uo.
3. Rutschbedingung (free-slip): Das Fluid gleitet ohne Reibungsverluste auf diesem Rand
ΓR ⊂ Γ, das heißt nur die tangentialen Geschwindigkeiten, die keine ¨Anderung in
Richtung des Normalenvektors haben, bleiben erhalten:
(u · n)|ΓR = 0 , (∂n(u · t))|ΓR = 0 , (∂n(u · s))|ΓR = 0 .
4. Ausstro¨mbedingung (outflow): Die Fluidgeschwindigkeit a¨ndert sich nicht in Norma-
lenrichtung zum Ausflußrand, also gilt auf dem Ausflußrand ΓA ⊂ Γ: (∂nu)|ΓA = 0,
wobei hier n den a¨ußeren Normalenvektor des Ausflußrandes bezeichnet.
Beim Setzen der Randbedingungen muß darauf geachtet werden, dass das Randintegral u¨ber
die Geschwindigkeiten senkrecht zum festen Rand Null ist, denn aus der Kontinuita¨tsglei-




∇ · u dx =
∫
∂Ω
u · n dF . (2.34)
Eine Verletzung dieser Bedingung fu¨hrt zu Fehlern in der Inkompressibilita¨t und dadurch
zu Problemen in der Masseerhaltung. Insbesondere wenn Ausflußrandbedingungen gegeben
sind, wird in der Regel die Kompatibilita¨tsbedingung (2.34) verletzt. Hierzu mu¨ssen die ex-
trapolierten Geschwindigkeiten so korrigiert werden, dass der Massefluß am Ausstro¨mrand
gleich dem Massefluß am Einstro¨mrand ist.
Die Randbedingungen fu¨r den Druck werden zusammen mit der in dieser Arbeit einge-





Mehrphasenstro¨mungen treten von jeher in vielen Fragestellungen der Ingenieurwissenschaf-
ten und der Mathematik auf. Aus diesem Grund sind in den letzten dreißig Jahren viele
Modelle und zahlreiche numerische Methoden entwickelt worden, die Simulationen von
Stro¨mungen mit freien Oberfla¨chen in unterschiedlichsten Einsatzbereichen ermo¨glichen.
Komplexe Stro¨mungen mit einer Liquid-Gas-Grenzfla¨che wurden bereits in zahlreichen
Vero¨ffentlichungen beru¨cksichtigt. Hierbei hat sich die Mehrheit der eingesetzten Diskreti-
sierungstechniken fu¨r freie Oberfla¨chen [13, 33, 35, 45, 86, 101, 128, 132, 182, 183, 185, 189,
192, 204] auf das Lo¨sen von inkompressiblen Zweiphasenstro¨mungen konzentriert. Kom-
pressibilita¨tseffekte in Zweiphasenstro¨mungen wurden in [8, 9, 114, 136, 137, 174, 197] be-
trachtet und Methoden, in denen ein Fluid als inkompressibel und das andere als kompressi-
bel betrachtet wird, wurden in [27, 30, 57] untersucht.
Daru¨ber hinaus treten freie Oberfla¨chen auch in den unterschiedlichsten Bereichen der
Physik und Ingenieurwissenschaften auf, wie beispielsweise in der Fluid-Struktur-Wech-
selwirkung [51,71,75,170,207], Blutstro¨mungen in elastischen Arterien [31,153], in Mehr-
phasenproblemen mit unmischbaren Fluiden [109,127,152], in der Gletscherdynamik [150],
in viskoelastischen Fluidstro¨mungen [19, 159, 206], in Formfu¨llungsverfahren [39, 47, 126],
in der Blasen- und Tro¨pfchendynamik [45, 62, 128, 157, 162, 210], im Korn- und Kristall-
wachstum [78, 209] und im Schiff- und Wasserbau [17, 25, 144, 180]. Alle diese Anwen-
dungen erfordern problemangepasste numerische Methoden fu¨r freie Oberfla¨chen. Daher
wurden zahlreiche numerische Techniken in den letzten drei Jahrzehnten entwickelt, die im
Folgenden kurz beschrieben werden. Detailliertere ¨Ubersichten finden sich in [95,115,165].
Zusammengefasst ko¨nnen die numerischen Techniken fu¨r freie Oberfla¨chen in zwei Klas-
sen eingeteilt werden:
1. die Tracking-Methoden und 2. die Capturing-Methoden ,
diesen kann dann wiederum eine feinere Unterteilung in Form von Surface-Tracking-Metho-
den, Volume-Tracking-Techniken, Front-Capturing-Methoden etc. zugeordnet werden, auf
die in den folgenden Abschnitten na¨her eingegangen wird.
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3.1 Tracking-Methoden
Tracking-Methoden sind von Natur aus Lagrangesche Techniken, die beispielsweise in [100]
beschrieben werden. Die Position eines diskreten Punktes xi auf der freien Oberfla¨che wird




ermittelt, wobei ui die Geschwindigkeit ist, mit der sich der diskrete Punkt xi fortbewegt. Zur
Klasse der Tracking-Methoden geho¨ren die Moving-Mesh- [55, 161], die Front-Tracking-
[67, 189], die Randintegral- [151] und die Partikel- [15, 89, 132] Verfahren. Fu¨r Moving-
Mesh-, Front-Tracking- und Randintegral-Verfahren entsprechen die Punkte xi den diskre-
ten Punkten auf den Gitterlinien, welche die Oberfla¨che repra¨sentieren. Fu¨r partikelbasierte
Methoden entsprechen die Punkte xi den individuellen Partikeln mit vorgegebenen physika-
lischen Eigenschaften. Diese sind dann entlang der freien Oberfla¨che verteilt.
Im Folgenden wird auf jedes dieser Tracking-Verfahren detaillierter eingegangen.
3.1.1 Moving-Mesh-Methoden
Moving-Mesh-Verfahren beschreiben die freie Oberfla¨che entlang wohldefinierter Zellra¨n-
der. Die Idee dabei ist, das Gitter zusammen mit der Fluidgeschwindigkeit zu transportieren,
so dass es im zeitlichen Verlauf an die freie Oberfla¨che angepasst bleibt. Lagrange- und
Lagrange-Euler-Methoden za¨hlen zu den bekanntesten Vertretern der Moving-Mesh-Klasse.
Es gibt verschiedene Lagrangesche Ansa¨tze. Eine Mo¨glichkeit ist, auf einem rechtecki-
gen Gitter zu rechnen, welches sich wa¨hrend der zeitlichen Entwicklung verzerrt. Eine an-
dere Mo¨glichkeit ist, auf verallgemeinerten orthogonalen Gittern zu rechnen, die der Form
der freien Oberfla¨che angepasst sind. Daru¨ber hinaus gibt es auch Lagrangesche Methoden
auf triangulierten Gittern.
Sie alle haben den gemeinsamen Vorteil, dass sich die freie Oberfla¨che zu jedem Zeit-
punkt gut darstellen la¨ßt, solange die Deformation des Gitters moderat bleibt. Wenn aber die
Fluidstro¨mung das Gitter extrem verformt, dann kann es zu Einbußen in der Konvergenzor-
dung bis hin zu numerischen Instabilita¨ten kommen.
Ein Weg, starke Gitterverzerrungen zu beheben, besteht darin, neue Gitter zu erzeugen.
Dabei wird, wenn notwendig, ein weniger verformtes Gitter konstruiert, auf dem die phy-
sikalischen Gro¨ßen durch Interpolation aus den alten Gitterwerten berechnet werden. Diese
Interpolationen induzieren numerische Diffusion, wodurch ein ku¨nstliches Verschwimmen
der freien Oberfla¨che erfolgt. Die Verwendung von Dreiecksgittern reduziert diese Diffusion
auf Kosten einer komplizierteren Verwaltung der Gitterpunkte und eines erho¨hten Speicher-
platzbedarfs.
Ausschlaggebend fu¨r den Nachteil von rechteckigen Gittern ist die unflexible Verbin-
dung unter den Gitterpunkten. Jeder Gitterpunkt innerhalb des Rechengebietes geho¨rt zu
genau vier Rechtecken (in zwei Raumdimensionen). Diese Einschra¨nkung hat bei der Neu-
konstruktion des Gitters zur Folge, dass im Allgemeinen mehr Interpolationen notwendig
werden als auf Dreiecksgittern, denn triangulierte Gebiete ko¨nnen jedem Gitterpunkt be-





Abbildung 3.1: Scherstro¨mung mit Geschwindigkeit u in der oberen Fluidha¨lfte (weiss) und
-u in der unteren Fluidha¨lfte (blau): (a): Anfangsbedingung der Zweiphasen-Scherstro¨mung.
(b): Gitterverzerrung durch die Fluidgeschwindigkeit u und - u. Neue Verknu¨pfung der Git-
terpunkte ergibt wieder (a).
uniformeren Gitters mit weniger Interpolationen. Zum Beispiel zeigt Abbildung 3.1(b) in die
La¨nge gestreckte dreieckige Gitterzellen an der Grenzschicht einer Scherstro¨mung. Das Er-
setzen durch symmetrischere Dreiecke beno¨tigt im Idealfall keine zusa¨tzlichen Gitterpunkt-
interpolationen, wie in Abbildung 3.1(a) zu sehen ist.
Weiterhin gibt es auch Mischformen zwischen Lagrangeschen und Eulerschen Metho-
den, sogenannte Lagrange-Euler-Verfahren. Dabei wird die Fluidstro¨mung auf dem Euler-
schen Gitter ausgewertet und die freie Oberfla¨che mit einem daru¨bergelegten Lagrangeschen
Gittter dargestellt. Diese Idee kombiniert die Vorteile eines rechteckigen Eulerschen Gitters,
auf dem sich die Stro¨mung leicht berechnen la¨ßt, mit den Vorteilen eines Lagrangeschen
Gitters, durch das die freie Oberfla¨che gut approximiert wird.
Die Berechnung eines Zeitschrittes verla¨uft dabei u¨ber mehrere Stationen. Zuerst wird
das Lagrangesche Gitter, u¨ber das die freie Oberfla¨che dargestellt wird, mit der Fluidge-
schwindigkeit des Eulerschen Gitters transportiert. ¨Uber dieses neue Lagrangesche Gitter
kann nun jeder Punkt auf dem Eulerschen Gitter genau einer Phase zugeordnet werden. Da-
durch lassen sich die Phaseneigenschaften, wie z.B. Viskosita¨t, Dichte, etc., in jedem Punkt
des Eulerschen Gitters bestimmen. Schließlich wird die Berechnung der neuen Stro¨mungs-
daten bezu¨glich der verschiedenen Phasen auf dem Eulerschen Gitter durchgefu¨hrt. Mit den
neuen Geschwindigkeits- und Druckwerten werden dann wieder die aktuellen Lagrange-
schen Positionen ermittelt. Diese dienen als Ausgangspunkt fu¨r den na¨chsten Zeitschritt.
Lagrange-Euler-Methoden haben den Nachteil, dass Informationen beider Gitter zu spei-
chern sind und zusa¨tzlich zwischen beiden Gittern interpoliert werden muß, wodurch wie-
derum numerische Diffusion induziert wird, die das Endresultat empfindlich sto¨ren kann.
3.1.2 Front-Tracking-Verfahren
Explizites Front-Tracking hat seine Urspru¨nge in den Marker and Cell (MAC) Verfahren
[87] und dessen Erweiterungen durch Daly [49, 50]. Dabei wird die freie Oberfla¨che durch
Lagrange-Marker-Partikel repra¨sentiert, die innerhalb eines stationa¨ren Eulerschen Gitters
transportiert werden. Wa¨hrend sich die Oberfla¨che bewegt und deformiert, ko¨nnen Ober-
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Abbildung 3.2: Einsatz von Lagrange-Marker-Partikel zur Oberfla¨chendarstellung fu¨r die
Front-Tracking-Methode.
fla¨chenpunkte nach Bedarf in die Partikelliste hinzugefu¨gt, gelo¨scht und wieder eingebun-
den werden. Die Oberfla¨che kann hierbei prinzipiell beliebig komplexe Topologiea¨nderun-
gen durchlaufen, vorausgesetzt der Algorithmus ist in der Lage topologische Entscheidun-
gen zu treffen. Topologische ¨Anderungen resultieren hierbei nicht aus einer Menge von
lokal eingesetzten physikalischen Oberfla¨chenmodellen, sondern algorithmischen Interven-
tionen, die daru¨ber entscheiden ob eine Oberfla¨che in zwei Teilstu¨cke zerfa¨llt oder umge-
kehrt zwei Oberfla¨chen sich zu einer vereinigen. Diese Algorithmen sind in der Regel nicht
masseerhaltend, obwohl die Erhaltungseigenschaft fu¨r topologisch regula¨re Oberfla¨chen und
mit hohen Partikeldichten zur Oberfla¨chendarstellung sehr gut erfu¨llt wird. Eine Weiterent-
wicklung stellt zum Beispiel die Surface-Marker-Technik dar, welche im Jahr 1991 von
S. Chen, D.B. Johnson und P.E. Raad [34, 35] entwickelt wurde. Sie haben dabei Ein-
phasenprobleme mit freien Ra¨ndern in zwei Raumdimensionen betrachtet, also ein Fluid
im Vakuum. Eine Erweiterung auf dreidimensionale Probleme wurde ku¨rzlich in [12, 155]
entwickelt.Weiterfu¨hrende Details u¨ber Front-Tracking-Methoden kann in den Referenzen
[175, 176, 188, 189] gefunden werden.
Der notwendige Informationsaustausch zwischen der Oberfla¨che und dem stationa¨ren
Eulerischen Gitter wird mittels Ideen aus der Immersed Interface Method (IMM) [124, 148]
umgesetzt. Mit dieser Technik wird die scharfe Oberfla¨che u¨ber eine glatte Distributions-
funktion approximiert, die wiederum dazu genutzt wird, die Quellterme, welche auf der
Oberfla¨che definiert sind, auf die benachbarten Gitterpunkte zu verteilen. Die Oberfla¨che
erha¨lt damit eine endliche Breite der Gro¨ßenordnung O(h), um damit Stabilita¨t und Glatt-
heit zu gewa¨hrleisten. Numerische Diffusionsartefakte treten hierbei nicht auf, da die Ober-
fla¨chenbreite u¨ber alle Zeiten konstant bleibt. Das Volumen wird in Front-Tracking-Metho-
den nicht exakt erhalten, da es im Allgemeinen keine Oberfla¨che gibt, die aus den Lagrange-
Marker-Partikeln resultiert und mit dem Volumen der entsprechenden Konturlinie der Distri-
butionsfunktion C exakt u¨bereinstimmt.
Front-Tracking-Verfahren wurden erfolgreich in einer Vielzahl von unterschiedlichsten
Oberfla¨chenstro¨mungen eingesetzt, wie beispielsweise in der Gasdynamik [36, 68], in in-
kompressiblen Stro¨mungen mit und ohne Phasenu¨berga¨nge [107, 108, 190, 191] und in der
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Mikrostrukturevolution von Erstarrungsprozessen [105, 106]. Desweiteren wurde in [191]
gezeigt, dass Front-Tracking-Methoden auch komplexe topologische ¨Anderungen in 3-D
standhalten ko¨nnen.
3.1.3 Randintegral-Verfahren
Randintegralmethoden ko¨nnen freie Oberfla¨chenstro¨mungen mit einer hohen Approxima-
tionsordnung berechnen und somit sehr genaue Ergebnisse liefern, insbesondere im Rah-
men von zweidimensionalen Stro¨mungen mit ausreichend regula¨ren Oberfla¨chentopologi-
en [65, 95, 151, 156]. In diesen Methoden wird die Oberfla¨che explizit transportiert, a¨hn-
lich wie in den Moving-Mesh-Methoden oder Front-Tracking-Techniken, aber die Lo¨sung
des Stro¨mungsproblems auf dem gegebenen Stro¨mungsgebiet wird vollsta¨ndig aus Infor-
mationen seitens diskreter Punkte auf der freien Oberfla¨che gewonnen. Fu¨r inkompressible
Stro¨mungen wird die Oberfla¨che u¨ber ein Geschwindigkeitspotential charakterisiert, welches
u¨ber eine Verteilung von Punktdipolen repra¨sentiert wird. Randintegral-Verfahren wurden
erstmalig von Rosenhead [163] in den dreissiger Jahren verwendet um sich aufrollende Wir-
belschichten zu studieren, aber es brauchte weitere dreissig Jahre bevor Weiterentwicklungen
es ermo¨glichten allgemeingu¨ltigere freie Oberfla¨chenprobleme zu betrachten [18]. Zahlrei-
che Verbesserungen und Erweiterungen der Randintegral Verfahren sind hieraus in den letz-
ten zwei Dekaden entstanden, der Leser sei hier auf Yeung [205] und Hou [95] fu¨r eine
¨Ubersicht auf aktuellere Arbeiten verwiesen. Desweiteren za¨hlen auch die Vortex-Methoden
zur Klasse der Randintegral-Verfahren, die umfassend von Leonard [120, 121] beschrieben
werden.
Die Hauptvorteile von Randintegral-Verfahren sind zum einen die Reduktion des Stro¨-
mungsproblems um eine Dimension, da nur noch Gro¨ßen auf der Oberfla¨che gefu¨hrt werden,
und zum anderen das Potential sehr genaue Lo¨sungen zu liefern, sofern die freie Oberfla¨che
topologisch regula¨r gestaltet ist. Nachteile der Randintegral-Methoden bestehen zum einen
in den Schwierigkeiten diese Technik auf drei Dimensionen zu erweitern (obwohl es in [121]
umgesetzt wurde), und zum anderen ist das Verfahren sehr sensitiv bezu¨glich numerischer
Instabilita¨ten, da die zugrundeliegenden Probleme singula¨r sind. Desweiteren besteht die
Notwendigkeit von lokalen Eingriffen in der Oberfla¨che im Fall von topologischen ¨Ande-
rungen, a¨hnlich wie bei den Front-Tracking-Verfahren. Dennoch pra¨sentieren randintegral-
basierte Simulationen mit freien Oberfla¨chen weiterhin beeindruckende Lo¨sungen fu¨r eine
Vielfalt von Stro¨mungsanwendungen [184].
3.1.4 Partikel-Methoden
Partikel-basierte Methoden werden u¨ber den Gebrauch von diskreten Partikeln charakteri-
siert, die makroskopische Fluidparzellen repra¨sentieren [131]. Die Lagrangeschen Navier-
Stokes-Gleichungen werden hierbei u¨ber kleine Umgebungen der jeweiligen Partikel inte-
griert, in denen sie die physikalische Eigenschaften wie Masse, Impuls und Energie mit
sich fu¨hren. Der Einsatz von Partikel-basierten Methoden zur Modellierung von freien Ober-
fla¨chenstro¨mungen ist attraktiv, da die schwer zu handhabenden nichtlinearen Advektions-
terme in den Navier-Stokes-Gleichungen schlicht u¨ber die Partikelbewegung dargestellt wer-
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Abbildung 3.3: Volumenbeschreibung mit der particle-in-cell (PIC) Technik. Im Falle der
Smoothed-Particle-Hydrodynamics (SPH) Methode wu¨rde das Eulersche Gitter im Hinter-
grund wegfallen, da SPH ein gitterloses Verfahren ist.
den. Daru¨ber hinaus fu¨hrt das Wissen u¨ber die Lage und Position eines jeden Partikels dazu,
dass Materialoberfla¨chen automatisch transportiert werden. Desweiteren fu¨hrt der Gebrauch
von Partikelbewegungen zur Approximation von Advektions-Termen dazu, dass die nume-
rische Diffusion entlang der freien Oberfla¨chen verschwindend gering ist. Partikel-basierte
Methoden ko¨nnen hierbei in zwei Hauptklassen eingeteilt werden:
1. Partikel-Verfahren, die in Verbindung mit einem Gitter eingesetzt werden, sogenannte
Particle-In-Cell (PIC) Techniken [89].
2. Partikel-Verfahren, die gitterlos arbeiten [16], wie beispielsweise die Smoothed-Parti-
cle-Hydrodynamics (SPH) Methode [66,132]. Vertiefende Literatur fu¨r gitterlose Ver-
fahren findet man unter anderem auch in [80–83].
F. Harlow und seine Mitarbeiter haben vor fu¨nfzig Jahren die erste Partikel-basierte Me-
thode erfunden und diese als Particle-In-Cell (PIC) Technik bezeichnet [88, 90]. ¨Uber die
folgenden zwanzig Jahre ist das PIC-Verfahren intensiv eingesetzt worden und hat zahlrei-
che Weiterentwicklungen durchlaufen [89], sodass es die Methode zur Modellierung von
stark verzerrten Oberfla¨chenstro¨mungen wurde. Mitte der achtziger Jahre hat dieses Verfah-
ren aufgrund innovativer Entwicklungen und Verbesserungen [22, 24, 116] eine Wiederbe-
lebung erfahren. Eine Sta¨rke von PIC-Methoden besteht darin, dass Oberfla¨chendetails, die
feiner sind als die Schrittweite des Eulerschen Gitters, mit Hilfe der Partikel aufgelo¨st wer-
den ko¨nnen. Schwierigkeiten treten auf, wenn Fluidfronten aufeinandertreffen oder sich ab-
spalten. Solche topologischen ¨Anderungen erfordern spezielle Erkennungsverfahren. Diese
mu¨ssen angeben, wann zwei Partikellisten zu einer einzigen zusammengefu¨gt werden oder
eine Partikelliste in zwei getrennte aufgeteilt wird.
Im Vergleich zu Harlow’s klassischer PIC-Methode veranlassen moderne vollsta¨ndige
PIC-Verfahren die Partikel dazu alle relevanten Fluid Informationen zu tragen anstatt nur
dessen Position und Masse. Diese Formulierung wurde erstmalig in der SPH-Methode von
J. Monaghan [131–133] und seinen Mitarbeitern vor dreissig Jahren eingesetzt und unter-
scheidet sich von den PIC-Verfahren darin, dass nicht ein begleitendes Gitter verwendet wird.
3.2. CAPTURING-METHODEN 29
¨Ahnlich wie PIC-Methoden sind SPH-Verfahren besonders gut fu¨r kompressible Stro¨mun-
gen im ¨Uberschallbereich geeignet, wie sie beispielsweise in astrophysikalischen Anwen-
dungen und in der Schock-Dynamik auftreten. Eine Schwa¨che von SPH-basierten Verfahren
besteht im ho¨heren Speicheraufwand und in der ho¨heren Rechenzeit. Fu¨r die Simulation
von inkompressiblen Stro¨mungen ko¨nnen diese Verfahren erst seit Mitte der neunziger Jah-
re [133–135] eingesetzt werden, denn sie scheinen sehr anfa¨llig hinsichtlich numerischer
Instabilita¨ten [21] zu sein. Eine Sta¨rke von Partikel-Methoden ist ihre einfache Umsetzung,
denn in der Regel liefert die Umsetzung auf ein 3D-Problem keine weiteren Komplikationen
im Vergleich zu einem 2D-Problem.
3.2 Capturing-Methoden
Capturing-Methoden sind von Natur aus Eulersche Techniken, die beispielsweise in [100]
beschrieben werden. Bei Capturing-Techniken wird die freie Oberfla¨che nicht explizit trans-
portiert, sondern u¨ber eine charakteristische MarkerfunktionC eingefangen (”captured”), die
beispielsweise die unstetige Heaviside-Funktion ergibt, wenn die Gittermaschenweite gegen




C1 fu¨r Fluid 1
C2 fu¨r Fluid 2
> C1, < C2 auf der freien Oberfla¨che
definiert werden, wobei C2 > C1 vorausgesetzt wird. Fu¨r eine endlich kleine Gittermaschen-
weite kann C nicht perfekt unstetig sein, deshalb hat die Region C1 < C < C2 eine endliche
Breite von der Ordnung O(h). Da ein Punkt auf der freien Oberfla¨che diese nicht verlassen






+ (u · ∇)C = 0 , (3.2)
wobei u die Transportgeschwindigkeit ist. Exakte Lagrangesche Informationen ko¨nnen in
Capturing-Methoden nicht garantiert werden, denn diese sind nur in C eingebettet und nicht
explizit vorhanden. Aus diesem Grund ist die exakte Lage der freien Oberfla¨che im All-
gemeinen nicht bekannt. Dessen Lage ist definiert als die ¨Ubergangsregion in der C1 <
C < C2 gilt. Sofern C bekannt ist, gestatten Capturing-Techniken den Einsatz ein und
derselben Fluid-Modell-Gleichung auf dem gesamten Rechengebiet Ω. Entfernt von der
freien Oberfla¨che reduzieren sich die Fluid-Gleichungen auf die entsprechenden einphasi-
gen Fluid-Gleichungen und innerhalb der Grenzschicht enthalten diese Gleichungen ange-
passte diskrete Deltafunktionen (in Abha¨ngigkeit von C) fu¨r entsprechene Oberfla¨chenter-
me [23,124,148,191]. In Capturing-Methoden ist das Diskretisierungsgitter in der Regel fest
vorgegeben und zeitlich invariant. Daher ist diesen Methoden eine topologische Robustheit
inne, die eine Verschmelzung oder eine Trennung von Fluidteilgebieten ohne zusa¨tzlichen
Aufwand numerisch berechenbar machen. Andererseits ist eine kompakte Grenzfla¨chendich-
te schwierig zu erhalten, da hier numerische Diffusionsartefakte bei der Diskretisierung des
konvektiven Terms (u · ∇)C auftreten. Diese treten insbesondere in der Na¨he der freien
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Oberfla¨che auf, wo C stark variiert, und fu¨hren somit zu ku¨nstlich verschmierten Ergeb-
nissen, welche dann beispielsweise die Volumen- oder Masseerhaltung verletzen. Das Ziel
aktueller Forschung liegt im Beheben dieses Nachteils.
Zur Klasse der Capturing-Methoden geho¨ren insbesondere die Continuum-Advection-,
die Volume-of-Fluid-, die Phasenfeld- und die Level-Set-Verfahren, auf die nun im Folgenden
na¨her eingegangen wird.
3.2.1 Continuum-Advection-Verfahren
Die Continuum-Advection-Methoden beruhen auf einer Diskretisierung hoher Ordnung der
Kontinuums-Transportgleichung (3.2). Diese Idee ist sehr verfu¨hrerisch, da ein solcher Al-
gorithmus integraler Bestandteil eines jeden Stro¨mungslo¨sers ist und somit wenig Aufwand
fu¨r die Umsetzung verspricht. Die Continuum-Advection-Methoden lassen sich auf die tra-
ditionellen Diskretisierungstechniken fu¨r hyperbolische Gleichungen zuru¨ckfu¨hren. Hier-
unter za¨hlt Gleichung (3.2) als klassischer Standardfall, weshalb es zahllose Vero¨ffentli-
chungen u¨ber Numerik hyperbolischer Erhaltungsgleichungen gibt, die sich auf (3.2) bezie-
hen [59,117,123,201,208]. Ein einfaches aber mit starker numerischer Diffusion behaftetes
Beispiel ist das Upwind-”Donor-Cell”-Schema [94] von erster Ordnung aus den achtziger
Jahren. In den darauffolgenden Jahren wurden eine Reihe Schemata ho¨herer Ordnung fu¨r
hyperbolische Erhaltungsgleichungen entwickelt, wie beispielsweise das QUICK-Verfahren
[122], die PPM-Technik [40], Universal-Limiter-Methoden [64, 195] und Adaptive-Stencil-
Techniken [91,173]. Solche Techniken werden zur Diskretisierung von Gleichung (3.2) ver-
wendet, falls C die Energie, den Impuls, die Dichte oder einen passiven Skalar beschreibt.
Daru¨ber hinaus wurden Continuum-Advection-Schemata in zahlreichen Freie-Oberfla¨-
chen-Codes eingesetzt. Dabei ist es beim Oberfla¨chentransport in der Regel die Aufgabe,
zu einer unstetigen skalaren charakteristischen Funktion C eine Lo¨sung der Transportglei-
chung (3.2) zu finden. Das ist mit herko¨mmlichen Verfahren meistens ein Problem, da diese
eine gewisse Regularita¨t von C voraussetzen. Die Quelle des Problems liegt in der algebrai-
schen Behandlung des konvektiven Terms (u·∇)C. Selbst der Einsatz von ho¨herer-Ordnung-
Approximationen fu¨hrt zu einem unphysikalischen Verschwimmen der Grenzfla¨chendichte,
wie beispielsweise auch in [160] der Einsatz eines vierter-Ordnung PPM-Schemas zu einer
immer noch unakzeptablen Aufweitung der freien Oberfla¨che fu¨hrte. Der Grund liegt darin,
dass die Unstetigkeiten in C nur als solche bestehen bleiben ko¨nnen, wenn die Lo¨sung zu
(3.2) aus einer geometrischen Approximation von (u ·∇)C herru¨hrt. Continuum-Advection-
Schemata approximieren diesen Term algebraisch, das heißt, sie bilden ra¨umliche Ableitun-
gen auch an den Unstetigkeitstellen von C ohne diese im geometrischen Sinne gesondert
zu behandeln. Weitere Studien in [160] haben ergeben, dass die Grenzfla¨chenbreite im Lau-
fe des Transportes bis auf 4-8 Zellen anwachsen kann, selbst mit Einsatz von Methoden
ho¨herer Ordnung [63]. Diese Beobachtungen sind nicht zufriedenstellend fu¨r eine Transport
Methode mit freien Oberfla¨chen und entsprechenden Spru¨ngen in der Dichte, der Viskosita¨t,
der Energie oder der passiven skalaren Funktion.
Eine interessante Idee [202,203], mit der diese Oberfla¨chendiffusionsproblematik in den
Griff zu bekommen ist, besteht in der Transformation der unstetigen Funktion C in eine
glatte Funktion C˜. Nun kann Gleichung (3.2) problemlos mit C˜ gelo¨st werden und daraufhin
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C˜ wieder in die ensprechende unstetige Funktion C ru¨cktransformiert werden. Diese Idee ist
ebenfalls ein Hauptbestandteil in Level-Set-Methoden [141, 168].
3.2.2 Volume-Capturing-Methoden
Volume-Capturing-Techniken sind Eulersche Verfahren, die u¨ber eine Volumenanteilsfunk-
tion C den Fluid-Fu¨llstand in jeder Gitterzelle angeben. Es wird nur der Transport des Fluid-
Volumens berechnet und dann aus ihm, wenn no¨tig, die freie Oberfla¨che rekonstruiert. Eine
der popula¨rsten Volume-Capturing-Techniken ist die Volume-of-Fluid (VOF) Methode.
Die Volume-of-Fluid-Technik wurde 1981 von Hirt und Nichols [94] entwickelt. Sie
ermo¨glicht die Berechnung von sich ablo¨senden und aufeinandertreffen Fluidpartien in zwei
und drei Raumdimensionen.
Im zweidimensionalen Fall wird die freie Oberfla¨che mit einer geschlossenen Kurve
Γf ⊂ Ω ⊂ IR2 u¨ber einem Euler’schen Gitter identifiziert. Die Idee ist nun, eine sogenannte
Volumenanteilsfunktion C : Ω× [0, tend] 7−→ [0, 1] einzufu¨hren, die in jeder Gitterzelle den
Anteil des Fluidvolumens innerhalb der freien Oberfla¨che angibt. Fu¨r eine Gitterzelle, die
vollsta¨ndig außerhalb von Γf liegt, gilt C = 0. Fu¨r eine Gitterzelle, die vollsta¨ndig inner-
halb Γf liegt, gilt C = 1. Fu¨r Gitterzellen, die von Γf durchlaufen werden, ist C ∈ (0, 1),
wobei der genaue Wert den Volumenanteil innerhalb von Γf am gesamten Zellvolumen re-
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Abbildung 3.4: Exakte Oberfla¨che, SLIC und PLIC Rekonstruktion.
die Kru¨mmung, werden ausschließlich aus der Volumenanteilsfunktion mit Hilfe verschie-
denster Approximationstechniken ermittelt, die Gegenstand aktueller Forschung sind.
Der im Jahr 1976 von Noh und Woodward [140] entwickelte Simple-Line-Interface-
Calculation (SLIC) Algorithmus geho¨rt zu den ersten Oberfla¨chenrekonstruktionsansa¨tzen.
Der freie Rand wird dabei durch horizontale oder vertikale Linien approximiert, die die Git-
terzellen dem Volumenanteil nach schneiden, wie das mittlere Bild von Abbildung 3.4 dar-
stellt. Die Orientierung der Linien wird so gewa¨hlt, dass die Kontaktfla¨che gleicher Fluid-
sorten aus benachbarten Zellen mo¨glichst beibehalten wird. Dadurch wird die numerische
Diffusion reduziert, weil eine Zelle sich zuerst vollsta¨ndig mit einem Fluidtyp fu¨llen muß,
bevor sie diesen an andere Nachbarzellen weitergeben kann. Die Advektionsberechnung be-
ruht auf einer Splitting-Methode. Dabei wird die Oberfla¨che zuerst rekonstruiert und dann in
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x-Richtung transportiert. Mit diesen neuen Daten wird die Lage der Oberfla¨che erneut rekon-
struiert und schießlich in y-Richtung transportiert. Dabei ist zu beachten, dass wa¨hrend der x-
bzw. y-Advektionsberechnung die Liniensegmente jeweils unterschiedliche Oberfla¨chen dar-
stellen. Damit keine zu große (fehlerhafte) Oberfla¨chenverformung stattfindet, ist es vorteil-
haft, die Reihenfolge der Advektionsberechnung in x- und y-Richtung in jedem Zeitschritt
zu wechseln. Eine Erweiterung auf drei Dimensionen ist leicht mo¨glich.
Die grobe Anna¨herung der Oberfla¨che mit der SLIC-Methode wurde im Jahr 1981 von
Hirt und Nichols [94] verbessert. Sie verwenden Linien mit einer beliebigen Steigung als
Oberfla¨chenapproximation, wie das letzte Bild von Abbildung 3.4 darstellt. Diese Idee wird
heute als Piecewise Linear Interface Construction (PLIC) Technik bezeichnet. Sie ermo¨g-
licht neben einer besseren Oberfla¨chenanna¨herung auch eine bessere Berechnung des Nor-
malenvektors und der Kru¨mmung. Dabei kann die Steigung einer Linie innerhalb einer Ober-
fla¨chenzelle, also wennC ∈ (0, 1) gilt, im zweidimensionalen Fall durch einwertige Funktio-
nen, na¨mlich X(y) oder Y (x) dargestellt werden. Als Approximationen zu X(y) und Y (x)
werden
Yi = Y (xi) = Ci,j−1δyj−1 + Ci,jδyj + Ci,j+1δyj+1 ,
Xj = X(yj) = Ci−1,jδxi−1 + Ci,jδxi + Ci+1,jδxi+1
verwendet. Anhand dieser Werte lassen sich Na¨herungen fu¨r die Ableitung der Volumenan-

















) = 2 Yi+1 − Yi−1
δxi+1 + 2δxi + δxi−1
(3.3)







δyj+1 + 2δyj + δyj−1
(3.4)
berechnen. Falls nun |[dY
dx
]i| kleiner als |[dXdy ]j| ist, dann liegt die Oberfla¨che mehr horizontal
als vertikal, und die Ableitung in x-Richtung wird als Steigung der Linie verwendet. Um-
gekehrt wird fu¨r eine mehr horizontal verlaufende Oberfla¨che die Ableitung in y-Richtung
als Steigung der Linie eingesetzt. Auf welcher Seite der approximierten Oberfla¨che sich das
Fluid befindet, ha¨ngt davon ab, welche Richtungsableitung als Steigung ausgewa¨hlt wird.
Falls |[dY
dx
]i| verwendet wird, dann bestimmt das Vorzeichen von [dXdy ]j , ob das Fluid ober-
halb (positiv) oder unterhalb (negativ) des Randes liegt. Wenn |[dX
dy
]j| eingesetzt wird, dann
bestimmt das Vorzeichen [dY
dx
]i ob das Fluid rechtsseitig (positiv) oder linksseitig (negativ)
der Oberfla¨che liegt. Damit ist der Rand und die Lage des Fluides eindeutig bestimmt. Diese
Rechnung wird fu¨r alle Gitterzellen mit Ci,j ∈ (0, 1) durchgefu¨hrt.
Zusa¨tzlich haben Hirt und Nichols ein verbessertes Advektionsschema entwickelt, wel-
ches als Donor-Akzeptor-Verfahren bekannt ist. Dort wird mit Kontrollfunktionen gesichert,
dass nur soviel Volumen in eine Akzeptor-Gitterzelle wandern kann, wie sich in der Donor-
Gitterzelle befindet. Allerdings ergeben sich dabei Rundungsfehler, bei denen die Volumen-
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anteilsfunktion Werte außerhalb des Intervalls [0, 1] annehmen kann. Eine Ru¨cksetzung die-
ser Werte auf den na¨chstliegenden legalen Wert ist dabei in jedem Rechenzeitschritt erfor-
derlich. Dies fu¨hrt im Laufe der Rechnung zu einer empfindlichen Verletzung der Volumen-
erhaltung.
3.2.3 Phasenfeld-Methoden
In der letzten Dekade wurden Phasenfeld-Techniken intensiv fu¨r Kristallwachstums- und
Hele-Shaw-Stro¨mungssimulationen eingesetzt [28, 112, 198, 199], und desweiteren ist diese
Methode auch erfolgreich fu¨r Navier-Stokes-Stro¨mungen eingesetzt worden [11, 101]. Pha-
senfeld-Verfahren modellieren hierbei a¨hnlich wie andere Eulersche Techniken die Ober-
fla¨chenspannungskra¨fte als Kontinuumskra¨fte mittels einer ku¨nstlichen Gla¨ttung der Ober-
fla¨chenunstetigkeiten (Dichte, Viskosita¨t) und Kra¨fte entlang einer du¨nnen, aber numerisch
auflo¨sbaren, Schicht. Diese Gla¨ttung erlaubt den Einsatz von klassischen numerischen Ap-
proximationsverfahren fu¨r die Oberfla¨chenkinematik auf festen Gittern. Die Phasenfeld-
Methode liefert hierbei ein kontinuierliches Oberfla¨chenmodel [23,191], welches energetisch
und thermodynamisch konsistent ist [101]. Desweiteren wurde ein Phasenfeldmodel fu¨r Er-
starrungsprozesse in Gegenwart von Schmelzkonvektionspha¨nomenen entwickelt [187]. All
diese erfolgreichen Einsa¨tze der Phasenfeld-Technik zeigen, dass es in der Tat ein ma¨chtiges
Werkzeug fu¨r die direkte numerische Simulation von Grenzschichtpha¨nomenen darstellt.
In Fall von Stro¨mungen mit freien Oberfla¨chen ist der Ausgangspunkt die van-der-Waals-
Hypothese, in der die Oberfla¨chenenergiedichte abha¨ngt von dem Phasenfeld φ und den
Gradienten von φ. Cahn und Hilliard [29] erweiterten diese Hypothese auf dynamische Si-
tuationen indem sie die Flu¨sse bezu¨glich der Oberfla¨chendiffusion als proportional zu den
Gradienten der chemischen Potentiale approximierten. Jacqmin [101] erweiterte die Cahn-
Hilliard-Gleichung um die stro¨mungsdynamische Komponente. Gleichung (3.2) liefert Jacq-
min’s Evolutionsgleichung fu¨r φ (wobei hierC = φ), bis auf den Unterschied, dass die rechte
Seite nicht Null sondern der Laplace eines chemischen Potentials ist. Dieser neue Laplace-
Term auf der rechten Seite kann wiederum diffusiven oder auch anti-diffusiven Charakter
Abbildung 3.5: Adaptive Verfeinerung der Grenzfla¨che in Phasenfeldmethoden.
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haben und damit die Grenzfla¨chenbreite auf dynamische Weise gleichma¨ßig regularisieren.
Anstatt speziell angepasste numerische Methoden zu entwickeln, die die Grenzfla¨chenbreite
gleichma¨ssig halten, haben wir hier physikalische Mechanismen, die innerhalb der Phasen-
feldmethode diese Funktion u¨bernehmen. Deshalb ko¨nnen einfache Diskretisierungen mit
zentralen Differenzen fu¨r den konvektiven Term (u · ∇)C eingesetzt werden [101], ohne die
Notwendigkeit fu¨r den Einsatz von Upwind-Techniken.
Der (anti)-diffusive Term ist dennoch problematisch, denn es werden mindestens drei
Gitterzellen fu¨r die Grenzschichtbreite beno¨tigt, so dass der Laplace-Operator dort auch an-
gemessen diskretisiert werden kann. Ansonsten neigt die freie Oberfla¨che dazu am Gitter zu
haften [101]. Aktuelle Entwicklungen versuchen dieses Problem zu umgehen, indem sie in
einer Umgebung der freien Oberfla¨che eine adaptive Verfeinerung der Gitter einsetzen, wie
in Abbildung 3.5 dargestellt ist. Solche Methoden werden insbesondere fu¨r dreidimensionale
Phasenfeld-Simulationen beno¨tigt, um ausreichend genaue Ergebnisse zu erhalten.
3.2.4 Level-Set-Methoden
Level-Set-Verfahren geho¨ren ebenfalls zur Klasse der Front-Capturing-Verfahren und sind
artverwandt mit den Phasenfeldmethoden. Level-Set-Verfahren definieren die freie Ober-
fla¨che als eingebettete Niveaumenge einer ho¨herdimensionalen Lipschitz-stetigen skalaren
Funktion. Das Fortbewegen der Oberfla¨che reduziert sich auf den Transport dieser skala-
ren Funktion. Der freie Rand wird schließlich durch einen Konturplot der entsprechenden
Niveaumenge visualisiert.
Im Rahmen dieser Arbeit ist die Level-Set-Technik verwendet worden, um inkompres-
sible Zweiphasenstro¨mungen zu simulieren. Aus diesem Grund wird diese Technik im Fol-
genden detaillierter beschrieben.
Level-Set-Darstellung als Anfangswertproblem
Die Level-Set-Approximation wurde im Jahr 1988 von Osher und Sethian [142, 168] ein-
gefu¨hrt und wird seitdem erfolgreich fu¨r zahlreiche Probleme aus der Bildverarbeitung, der
Materialkunde, den Verbrennungs- und ¨Atzprozessen, der Seismologie, der Robotik und der
Fluiddynamik angewandt.
Zur Veranschaulichung wird eine geschlossene Kurve Γf in zwei Raumdimensionen be-
trachtet, die zwei Gebiete voneinander trennt. Das Ziel ist es, die Bewegung der Kurve zu
verfolgen, die unter einer gegebenen Geschwindigkeitsfunktion F in Normalenrichtung fort-
schreitet. Einflu¨sse in tangentialer Richtung werden hierbei vernachla¨ssigt, wie in Abbildung
3.6 dargestellt.
Es sei Ω ⊂ IR2 ein festes Gebiet mit einer zeitlich evolvierenden Kurve Γf (t) ⊂ Ω
fu¨r alle t ∈ [t0, tend]. Die Idee besteht nun darin, eine mo¨glichst glatte Funktion φ(x, t) zu
konstruieren, die auf Ω definiert ist und deren Niveaumenge zum Wert Null {φ = 0} gleich
der Kurve Γf (t) ist, also




Abbildung 3.6: Oberfla¨chenbewegung in Normalenrichtung.
Mit anderen Worten, der Level-Set-Wert eines Partikels x(t) ∈ Γf (t) ist immer gleich Null:
φ(x(t), t) = 0 fu¨r alle t ∈ [t0, tend] . (3.6)
Durch Differenzieren von (3.6) mittels der Kettenregel folgt
φt +∇φ(x(t), t) · x′(t) = 0 . (3.7)
Im Fall der Navier-Stokes-Gleichungen ist x′(t) das Navier-Stokes-Geschwindigkeits-
feld u eingeschra¨nkt auf die freie Oberfla¨che, also x′(t) = u|Γf . ¨Ubertragen auf das gesamte
Gebiet Ω, erha¨lt man schliesslich die globale Transportgleichung der Level-Set Funktion mit
dem entsprechenden Geschwindigkeitsfeld u der Navier-Stokes-Gleichungen
φt + u · ∇φ = 0 (3.8)
Anfangswert: φ(x, t = 0) = φ0 .
Weil ausschließlich die Nullniveaumenge die physikalisch relevante freie Oberfla¨che dar-
stellt, hat man viel Freiraum, die Level-Set-Funktion außerhalb ihrer Nullmenge zu bewe-
gen. Dies kann dahingehend ausgenutzt werden, um mo¨glichst glatte Level-Set-Funktionen
wa¨hrend der numerischen Berechnung zu verwenden, wodurch die Stabilita¨t und die Ge-
nauigkeit des Algorithmus verbessert werden. In dieser Arbeit soll die Level-Set-Funktion




> 0 falls x ∈ {Phase 1}
= 0 falls x ∈ Γf
< 0 falls x ∈ {Phase 2}
(3.9)
und |∇φ| = 1 (Eikonalgleichung) .





Abbildung 3.7: Level-Set-Darstellung: Getrennte (links) und vereinigte Oberfla¨chen.
Damit wird sie zu einer vorzeichenbehafteten Lipschitz-stetigen Abstandsfunktion. ¨Uberall
dort, wo zwei Ra¨nder sich beru¨hren oder schneiden, ist diese Level-Set-Funktion Lipschitz-
stetig. Ansonsten ist sie in einer Umgebung des freien Randes immer glatt.
Die Transportgleichung (3.8) wird hierbei im Ort mit dem WENO-Schema fu¨nfter Ord-
nung diskretisiert, das in Kapitel 3.4 na¨her beschrieben wird. Dadurch fu¨hren Ecken, Kanten
oder Sprungstellen, die innerhalb der Level-Set-Funktion entstehen ko¨nnten, nicht zu nu-
merischen Instabilita¨ten, was die Handhabung von topologischen Singularita¨ten wie zum
Beispiel das Zusammentreffen und Ablo¨sen von zwei Fluidpartien ermo¨glicht.
In Abbildung 3.7 ist der Graph der Level-Set-Funktion fu¨r zwei Raumdimensionen in
Form einer breiten Linie inklusive den Niveaulinien als Kreise dargestellt. Die Level-Set-
Funktion ist zu zwei unterschiedlichen Zeitpunkten dargestellt. Das linke Bild zeigt zwei
getrennte Oberfla¨chen, im rechten Bild sind die Oberfla¨chen vereinigt. Der Rand der farbigen
Fla¨chen ist die Niveaumenge zum Wert Null der Level-Set-Funktion ist. Beachtenswert ist,
dass Topologievera¨nderungen der freien Oberfla¨che nicht zu Singularita¨ten in der Level-Set-
Funktion fu¨hren, diese bleibt Lipschitz-stetig.
Die Level-Set-Reinitialisierung
Im Allgemeinen ist eine zeitlich evolvierte Level-Set-Funktion keine Abstandsfunktion mehr.
Wichtig fu¨r die Berechnung der Oberfla¨chenspannungskra¨fte ist aber, dass die Level-Set-
Funktion wa¨hrend der zeitlichen Entwicklung immer eine vorzeichenbehaftete Abstands-
funktion innerhalb einer ǫ-Umgebung des freien Randes Γf bleibt. Dies ist notwendig fu¨r
eine stabile und konsistente Berechnung der Oberfla¨chenspannung. Falls die Abstandseigen-
schaft der Level-Set-Funktion nicht aufrecht erhalten wird, entstehen mit der Zeit sehr große
oder auch sehr kleine Level-Set-Gradienten an der freien Oberfla¨che (vgl. Abbildung 3.8),
die zu verzerrten Oberfla¨chenspannungskra¨ften fu¨hren und unphysikalische Oszillationen
erzeugen [19].
Es gibt verschiedene Methoden mit dem Ziel, die Abstandseigenschaft der Level-Set-
Funktion wiederherzustellen, ohne dabei ihre Nullniveaumenge zu vera¨ndern. Die Fast-
Marching- und Narrow-Band-Techniken von J.A. Sethian [168] beruhen auf einer explizi-
ten Rekonstruktion der Niveaumenge zum Wert Null, von dem aus u¨ber eine Bina¨rbaum-
Datenstruktur genau einmal durch die Gitterzellen gewandert wird, in denen die zugeho¨rigen
Abstandswerte neu errechnet werden.
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Abbildung 3.8: Level-Set-Funktion, einmal als 2D-Plot mit entsprechenden Niveaumengen,
einmal als Graph der vorzeichenbehafteten Abstandsfunktion und einmal als Graph der ver-
zerrten Funktion.
Basierend auf einer Beobachtung von J.-M. Morel wurde eine elegantere Weise zur Er-
haltung der Abstandseigenschaft von Sussman, Smereka und Osher [185] eingefu¨hrt. Die
Idee hierbei ist, iterativ in ku¨nstlicher Zeit τ eine stationa¨re Lo¨sung der folgenden partiellen
Differentialgleichung vom Hamilton-Jacobi-Typ
dτ + sign(φ)(|∇d| − 1) = 0 (3.10)
mit der Anfangsbedingung
d(x, 0) = φ(x)




−1 falls φ < 0
0 falls φ = 0
1 falls φ > 0 .
(3.11)
Dieser Ansatz beno¨tigt keine explizite Oberfla¨chenrekonstruktion. Die stationa¨re Lo¨sung von
Gleichung (3.10) ist eine vorzeichenbehaftete Abstandsfunktion, welche die Niveaumenge
zum Wert Null von φ unvera¨ndert la¨ßt, weil sign(0)=0. Wenn also die stationa¨re Lo¨sung
erreicht ist, wird einfach φ(x) durch d(x, τstationa¨r) ersetzt. Desweiteren genu¨gt es, dass die
Level-Set-Funktion nur in einer ǫ-Umgebung des freien Randes eine Abstandsfunktion ist,
denn bei der Diskretisierung des Zweiphasenmodells wird ein u¨ber der ǫ-Umgebung regula-
risiertes Deltafunktional und eine regularisierte Heaviside’sche Gewichtsfunktion eingesetzt.
Um den Dichte- und Viskosita¨tssprung und die Oberfla¨chenspannungskra¨fte auf beiden Sei-
ten der freien Oberfla¨che numerisch gleichma¨ßig aufzulo¨sen, ist es hinreichend, wenn in
dieser ǫ-Umgebung eine Abstandsfunktion gegeben ist. Somit ist der stationa¨re Zustand er-
reicht, wenn
|∇d| = 1 fu¨r |d| ≤ ǫ
gilt. Eine vorteilhafte Eigenschaft von Gleichung (3.10) besteht darin, dass die Level-Set-
Funktion zuerst in der Na¨he des freien Randes reinitialisiert wird. Dies ist leicht ersichtlich,
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wenn (3.10) umgeschrieben wird zu
dτ + ~c · ∇d = sign(φ) mit ~c = sign(φ) ∇d|∇d| .
Diese Darstellung zeigt, dass es sich um eine nichtlineare Differentialgleichung handelt, des-
sen Charakteristiken von der Nullniveaumenge aus in Normalenrichtung mit der Geschwin-
digkeit ±1 verlaufen. Dies bedeutet, dass d zuerst in der Na¨he der freien Oberfla¨che reini-
tialisiert wird, so dass dann dort |∇d| = 1 gilt. Also ist es nicht no¨tig, Gleichung (3.10)
auf dem ganzen Gebiet bis zum stationa¨ren Zustand zu lo¨sen, womit eine erhebliche Anzahl
an Iterationen eingespart werden kann. Beispielsweise sei δτ die Zeitschrittweite fu¨r den
Iterationsprozeß und 2ǫ der Gla¨ttungsbereich des freien Randes, dann reicht es den Iterati-
onsprozeß (3.10) fu¨r τ ≤ ǫ zu lo¨sen. In der Praxis hat sich herausgestellt, dass meistens nicht
mehr als drei bis fu¨nf Iterationen notwendig sind.
Wir fassen die wesentlichen Vorteile der Level-Set-Technik zusammen:
1. Wa¨hrend andere Verfahren, die auf einer Parametrisierung der Oberfla¨che beruhen, bei
topologischen ¨Anderungen mehrwertig oder singula¨r werden, beha¨lt diese Methode
immer die Wohldefiniertheit der Level-Set-Funktion.
2. Die Level-Set-Methode ist ein vollsta¨ndig Euler’sches Verfahren, deshalb ko¨nnen Fi-
nite-Differenzen-Verfahren auf einem festen Gitter angewendet werden, um die anfal-
lenden Gleichungen in Raum und Zeit zu diskretisieren.
3. Die Berechnung des Normalenvektors und der Kru¨mmung gehen auf natu¨rliche Weise
aus der Level-Set-Funktion hervor. Dabei ist fu¨r zwei Raumdimensionen die mittlere
Kru¨mmung κ der Level-Set-Kurve Γf in einem Punkt (~x, t) ∈ Γf definiert als Diver-
genz des Normalenvektors in (~x, t), also













Sie wird im Allgemeinen mit zentralen Differenzen diskretisiert.
4. Weiterhin ermo¨glicht die einfache Datenstruktur des Eulerschen Gitters eine Paralleli-
sierung des Algorithmus, sodass insbesondere Probleme in drei Raumdimensionen ef-
fizient berechnet werden ko¨nnen.
Ein Nachteil von Level-Set-Methoden liegt in der Qualita¨t der Volumenerhaltung. Da Level-
Set-Verfahren Volumengro¨ssen nicht explizit mitfu¨hren und aufgrund des Transportes und
der Reinitialisierung auf einem kartesischen Gitter ko¨nnen numerische Diffusionsartefakte
bei der Diskretisierung der konvektiven Terme auftreten. Dies kann insbesondere bei Lang-
zeitsimulationen die Masseerhaltung empfindlich sto¨ren. Aus diesem Grund sind in den letz-
ten Jahren zahlreiche Hybrid-Techniken entwickelt worden, mit denen die Vorteile der unter-
schiedlichen Diskretisierungsmethoden vereint werden sollen. Hinsichtlich der Masseerhal-
tung sind hierbei Verbesserungen erreicht worden, aber leider wird durch die Level-Set-VOF-
und Partikel-Level-Set-Verfahren die Approximationsgu¨te der Kru¨mmung stark verschlech-
tert, da die Hybrid-Methoden gleichzeitig auch die Regularia¨t der freien Oberfla¨che zersto¨ren
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und damit die Auswertung der Kru¨mmung mittels Berechnung zweiter Ableitungen schlecht
konvergiert. Gerade aber die Kru¨mmung spielt in unserem Fall eine wichtige Rolle. Des-
halb haben wir eine andere Methode entwickelt mit der die lokale Regularita¨t der freien
Oberfla¨che erhalten bleibt und gleichzeitig die Masse erhalten wird. Auf die detaillierte Be-





In diesem Kapitel wird die Diskretisierung des Zweiphasenmodells mit Oberfla¨chenspan-
nung beschrieben. Diese beruht im wesentlichen auf einer Erweiterung des Chorin-Temam-
Projektionsschemas [37, 186]. Im Folgenden werden insbesondere die Diskretisierung des
Level-Set-Modells inklusive Transport und Reinitialisierung des freien Randes sowie die
Diskretisierung der Navier-Stokes-Gleichungen beschrieben. Hierbei wird nach dem Re-
initialisierungsprozess zusa¨tzlich eine Fixpunktiteration durchgefu¨hrt mit der eine Masseer-
haltung bis auf Maschinengenauigkeit ermo¨glicht wird. Diese ist insbesondere notwendig,
um ein durch numerische Diffusion induziertes Verschieben der freien Oberfla¨che so zu kor-
rigieren, dass die Massebilanz u¨ber alle Zeiten erhalten bleibt. Zusammen mit dem Einsatz
eines WENO-Verfahrens fu¨nfter Ordnung fu¨r die Berechnung sa¨mtlicher Gradienten und ei-
ner verbesserten Approximation der Reinitialisierungsgleichung mit nachfolgender Picard-
Fixpunktiteration wird in dieser Arbeit fu¨r die Masseerhaltung eine substantielle Verbesse-
rung erzielt [45, 46].
Ein weiteres Problem ist der Dichtesprung zwischen den beiden Phasen, der in die Kondi-
tion der Systemmatrix bezu¨glich der Poissongleichung eingeht. Dies fu¨hrt bei einem großen
Dichtesprung und feinen Gittermaschenweiten zu einem schlechten Konvergenzverhalten.
Daher wurde der Lo¨ser zusa¨tzlich zu einem Jacobi-vorkonditionierten parallelen BiCGStab-
Verfahren um einen AMG-Vorkonditionierer [130] erweitert. Dieser Lo¨ser konvergiert robust
bezu¨glich des Dichtesprungs und mit optimaler Komplexita¨t, dass heißt die Konvergenzra-
te ist unabha¨ngig von der Gittermaschenweite und der Rechenaufwand steigt mit linearem
Aufwand bezu¨glich der Anzahl der Gitterpunkte.
4.1 Diskretisierungsgitter und Interpolationsregeln
Zur Diskretisierung des Gebietes Ω wird ein versetztes Gitter (staggered grid) verwendet,
bei dem die Unbekannten fu¨r die Geschwindigkeiten, den Druck und die Level-Set-Funktion
nicht in denselben Gitterpunkten, sondern versetzt liegen. Dieses diskrete Gitter Ωh wird
im Allgemeinen aus Stabilita¨tsgru¨nden bevorzugt. Die Anordnung der verschiedenen Varia-














Abbildung 4.1: Positionierung der Geschwindigkeiten, des Druckes und der Level-Set Werte
innerhalb einer Gitterzelle mit Index (i, j, k).
blen an unterschiedlichen Positionen des kartesischen Tensorproduktgitters orientiert sich
am Marker and Cell (MAC) Schema von Harlow und Welch [87]. Hierbei werden die vekto-
riellen Gro¨ßen (Geschwindigkeiten (u, v, w)) in den Mittelpunkten der Zellseitenfla¨chen und
sa¨mtliche skalare Gro¨ßen (Druck p und die Level-Set-Werte φ) im Zentrum einer diskreten
Gitterzelle positioniert, wie in Abbildung 4.1 dargestellt.
Fu¨r den Lo¨sungsprozess beno¨tigt man zusa¨tzliche Interpolationen, da aufgrund des ver-
setzten Gitters die Variablen jeweils um eine halbe Gittermaschenweite versetzt zueinander
liegen. Hierzu ist in dieser Arbeit eine Lagrange-Polynominterpolation dritten Grades einge-
setzt worden. Dabei wird fu¨r a¨quidistante Gitter zum Beispiel die Geschwindigkeitskompo-
nente u im Zellmittelpunkt (i, j, k) berechnet u¨ber
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entsprechendes gilt fu¨r die Berechnung von vi,j,k und wi,j,k, siehe Abbildung 4.2 oben. In
Fluidzellen, die an Gebietsra¨nder oder Hinderniszellen grenzen, wird nur auf Werte aus dem
Fluidgebiet zugegriffen, sodass dort links- beziehungsweise rechtsseitig gewichtete Interpo-
lationen entstehen:
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Analoges gilt fu¨r vi,j,k und wi,j,k, siehe Abbildung 4.2 unten. Gegebenenfalls werden Level-
Set-Werte an Mittelpunkten der Zellseitenfla¨chen auf dieselbe Art ermittelt.
Die Bestimmung der Geschwindigkeitswerte an den Mittelpunkten der Zellseitenfla¨chen,
wo die jeweilige Komponente nicht lebt, verla¨uft u¨ber zweidimensionale Lagrange-Interpo-
lation. Zum Beispiel wird v an der Stelle (i+ 1
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Abbildung 4.3: Zweidimensionale Lagrange-Interpolation.
In Abbildung 4.3 sind die Positionen und die Gewichte der v-Geschwindigkeitswerte ein-
gezeichnet, die zur Interpolation notwendig sind. Auf analoge Art werden die u- und w-
Geschwindigkeitskomponenten an anderen Zellseitenfla¨chen bestimmt. Desweiteren wird
bei der zweidimensionalen Lagrange-Polynominterpolation in Fluidzellen, die an Gebiets-
ra¨nder oder Hinderniszellen grenzen, auf bilineare Interpolation reduziert.
Man beachte, dass die Diskretisierungsgitter aller Variablen an den Gebietsra¨ndern um
entsprechende Randzellenschichten zu erweitern sind, sodass das genaue Setzen von Rand-
bedingungen auf dem versetzten Gitter ermo¨glicht wird.
4.2 Diskretisierung der Level-Set Darstellung fu¨r freie Ober-
fla¨chen
In diesem Abschnitt betrachten wir die Diskretisierung der freien Oberfla¨che mittels der
Level-Set Technik inklusive des Transport- und des Reinitialisierungsprozesses, sowie des
anschliessenden Picard-Fixpunktiteration, welche eine Masseerhaltung bis auf Maschinen-
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genauigkeit ermo¨glicht.
Ein Hauptproblem bei Zweiphasenstro¨mungen liegt darin, dass sowohl die Dichte als
auch die Viskosita¨t im Allgemeinen einen Sprung an der Phasengrenze aufweisen. Hierbei
fu¨hrt eine scharfe Auswertung der Dichte- und Viskosita¨tsspru¨nge im Allgemeinen zu nume-
rischen Instabilita¨ten. Um Zweiphasensysteme mit großen Viskosita¨ts- und Dichtespru¨ngen
inklusive Oberfla¨chenspannung stabil berechnen zu ko¨nnen, mu¨ssen diese innerhalb einer
geschickt gewa¨hlten ǫ-Umgebung der freien Oberfla¨che regularisiert werden. Sowohl die
Wahl der ǫ-Umgebung als auch die Auswertung der Oberfla¨chenspannung, der Materialpa-
rameter, des Normalenvektors und der Kru¨mmung wird im Folgenden beschrieben.
4.2.1 Gla¨ttung, Oberfla¨chenspannung, Normalenvektor und Kru¨mmung
Gegeben sei im Folgenden eine diskrete vorzeichenbehaftete Abstandsfunktion φh mit den
Eigenschaften aus (3.9). Die Materialparameter Dichte und Viskosita¨t weisen einen Sprung
entlang der freien Oberfla¨che auf. Diese Unstetigkeiten ko¨nnen einen ungu¨nstigen Einfluß
auf die Stabilita¨t und die Approximationsgu¨te des globalen numerischen Schemas haben.
Daher wird ein angemessenes Gla¨ttungsschema fu¨r die Materialparameter beno¨tigt, sodass
die Dichte und die Viskosita¨t zumindest stetig sind entlang der freien Oberfla¨che. Die-
ses Gla¨ttungsschema sollte ausserdem die globale Konvergenzordung erhalten. Weiterhin
ist auch die Diskretisierung des Dirac-Delta-Funktionals in der
”
Continuum Surface Force
(CSF)“-Methode (siehe Abschnitt 2.2.3) entsprechend auf die Gla¨ttungsregion anzupassen.
Wie in Abbildung 4.4 dargestellt, wird zu diesem Zweck die freie Oberfla¨che mit einer
Grenzfla¨chenbreite ǫ(x) versehen, welche proportional zu der ra¨umlichen Maschenweite h
ist. Dann wird die diskrete Dichte ρ(φh) und die diskrete Viskosita¨t µ(φh) ersetzt durch














)) falls |φh(x)| ≤ ǫ(x),
1 falls φh(x) > ǫ(x)
(4.2)
die gegla¨ttete Heaviside-Funktion beschreibt. Das dazugeho¨rige Deltafunktional ist u¨ber die








)) falls |φh(x)| ≤ ǫ(x)
0 sonst.
(4.3)
Entsprechend zu [56] wird eine Raum- und φh-abha¨ngige Gla¨ttungsregion verwendet, um
entsprechende Gittereffekte ausschließen zu ko¨nnen und somit die Konvergenzordung des
numerischen Verfahrens zu erhalten. Aus diesem Grund wird als Gla¨ttungsregion |φh(x)| ≤
ǫ(x) verwendet mit
ǫ(x) = α(x)h und α(x) := c‖∇φh(x)‖1‖∇φh(x)‖2 < C , (4.4)
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Abbildung 4.4: Beispiel einer numerischen Grenzfla¨chenbreite ǫ(x) fu¨r c = 2. Die fettge-
druckte mittlere Linie beschreibt den physikalisch relevanten freien Rand Γf .
wobei in unserern numerischen Experimenten c = 1.5 gesetzt wird. Abbildung 4.4 veran-
schaulicht die Raum- und φh-abha¨ngige Gla¨ttungsregion fu¨r den Parameter c = 2.
Die fundamentale Vorraussetzung fu¨r das obige Gla¨ttungsschema ist, dass der Gradient
der Level-Set Funktion konstant in der ǫ(x)-Region ist, das heißt, dass die Konturen von φh
in der ǫ(x)-Region parallel zu der Niveaumenge zum Niveauwert Null verlaufen. Aufgrund
der Wahl einer vorzeichenbehafteten Abstandsfunktion ist in unserer Implementation diese
Vorraussetzung automatisch erfu¨llt.
Man beachte, dass die gegla¨ttete Heaviside-Funktion spa¨ter auch zur Approximation der
Volumina V1(φ0) und V1(φn+1) in der Picard-Iteration (4.26) verwendet wird. Die entspre-
chend fu¨r die Masseerhaltung notwendigen Integrale der Form
∫
Ω
Hǫ(φh) dx werden hierbei
u¨ber eine Mittelpunktregel approximiert.
Der Einsatz des gegla¨tteten Delta-Funktionals aus (4.3) reduziert die Qualita¨t der Appro-
ximation lokal innerhalb der Gla¨ttungsregion um eine Ordnung. Zu diesem Zweck betrachten
wir eine Funktion g und deren Approximation gh mit einem punktweisen Approximations-
fehler g− gh der Ordnung O(hp). Dann ist der gegla¨ttete Fehler (g− gh)δǫ von der Ordnung
O(hp)O(ǫ(x)−1) ≈ O(hp−1) da ǫ(x) ≈ h.
Schliesslich betrachten wir die Approximation der Oberfla¨chenspannung fu¨r die Dis-
kretisierung der Impulsgleichung (2.28). Da die Oberfla¨chenspannung als singula¨rer Quell-
term in die Impulsgleichung eingeht, wird sie mittels des Delta-Funktionals und der CSF-
Approximation in ein Volumenintegral umgeformt. Daher ist der Hauptbestandteil der Ap-
proximation der Oberfla¨chenspannung der Einsatz eines gegla¨tteten Delta-Funktionals δǫ(φi),
welches in (4.3) mit dem aus (4.4) definierten ǫ gegeben ist. Dies fu¨hrt zu einer volumetri-
schen Approximation der Oberfla¨chenspannungskraft mit einem Tra¨ger in der ǫ-Umgebung
der freien Oberfla¨che, das heißt
σκδ(φ)n ≈ σκhδǫ(φh)nh.
4.2. DISKRETISIERUNG DER LEVEL-SET DARSTELLUNG F ¨UR FREIE
OBERFL ¨ACHEN 45













und die diskrete Kru¨mmung in drei Dimensionen wie folgt definiert ist durch
κh := ∇ · nh . (4.5)
Zu beachten ist, dass trotz des Einsatzes einer vorzeichenbehafteten Abstandsfunktion, also
|∇φh| = 1 in der ǫ-Umgebung der freien Oberfla¨che, der Normalenvektor nh statt durch∇φh
durch ∇φh
|∇φh|
approximiert wird. Auf a¨hnliche Weise wird die diskrete Kru¨mmung κh anstatt
durch ∆φh durch∇ ·nh berechnet. Diese Prozedur fu¨hrt zu einer stabileren Auswertung der
Oberfla¨chennormalen und der Kru¨mmung im Fall von Topologievera¨nderungen der freien
Oberfla¨che und die entsprechenden Differentialoperatoren werden u¨ber zentrale Differenzen
approximiert.
4.2.2 Diskretisierung der Level-Set-Transportgleichung
Ein wesentlicher Punkt bei der Simulation von Zweiphasenstro¨mungen ist die Berechnung
der diskreten Dichte ρh und der diskreten Viskosita¨t µh in Abha¨ngigkeit von den zwei Fluid-
phasen. Anstatt diese Gro¨ßen getrennt voneinander u¨ber die Transportgleichungen
∂tµh + uh · ∇µh = 0 und ∂tρh + uh · ∇ρh = 0 , (4.6)
zu entwickeln, werden in dieser Arbeit die beiden Gleichungen (4.6) auf den Transport der
Level-Set-Funktion φh
∂tφh + uh · ∇φh = 0 (4.7)
zuru¨ckgefu¨hrt, wobei sich anschliessend die Dichte ρh und die Viskosita¨t µh zu jedem Zeit-
punkt aus den Level-Set-Werten φh u¨ber Gleichung (4.1) berechnen lassen. Damit muss
die Transportgleichung nur noch einmal pro Zeitschritt gelo¨st werden. Zusa¨tzlich ist die-
ser Ansatz numerisch stabiler und entha¨lt weniger numerische Diffusion, weil die Level-
Set-Funktion glatter ist (Lipschitz-stetig) als das Dichte- und das Viskosita¨tsfeld aus (4.6),
die einen Sprung an der Phasengrenze haben. Entscheidend ist, dass jede Phase immer ex-
akt (bis auf den fest vorgegebenen Gla¨ttungsbereich ǫ) ihren zugeho¨rigen Viskosita¨ts- und
Dichtewert erha¨lt. Dies ist bei einem getrennten Transport von Viskosita¨t, Dichte und freier
Oberfla¨che nicht garantiert.
Die zeitliche Entwicklung der freien Oberfla¨che und der Materialparameter erfolgt somit
allein u¨ber den Transport der diskreten Level-Set-Funktion φh. Hierzu ist die Diskretisierung
der Transportgleichung (4.7) notwendig, die im Folgenden beschrieben wird.
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Raumdiskretisierung mit dem WENO-Verfahren fu¨nfter Ordnung
Die Konvektionsgeschwindigkeiten u = (u, v, w) des konvektiven Termes u ·∇φ der Trans-
portgleichung (4.7) werden u¨ber Lagrange-Polynominterpolation dritten Grades (siehe Ka-
pitel 4.1) in den Mittelpunkten der Gitterzellen bestimmt. Die einzelnen Komponenten von
∇φ = (φx, φy, φz) werden mit dem WENO-Verfahren fu¨nfter Ordnung aus Kapitel 4.3.1
diskretisiert.
Zeitdiskretisierung mit dem Adams-Bashforth-Verfahren zweiter Ordnung
Die Zeitdiskretisierung erfordert ein Zeitgitter, das entweder im Sinne von finiten Differen-
zen als diskrete Punkte betrachtet oder als finite Volumen, also als Zeitvolumen angesehen
werden kann. Nach der Diskretisierung des Raumoperators L wird die Zeit im Sinne eines
Anfangswertproblems fu¨r gewo¨hnliche Differentialgleichungen diskretisiert. Fu¨r die Zeit-
diskretisierung betrachten wir im Folgenden die gewo¨hnliche Differentialgleichung erster
Ordnung mit gegebenem Anfangswert:
dφ(t)
dt
= L(φ(t)) , φ(t0) = φ
0 . (4.8)
Der Raumoperator L entha¨lt die Raumableitungen der skalaren Funktion φ zum Zeitpunkt
t. Gleichung (4.8) wird in drei Raumdimensionen jeweils fu¨r die x-, y- und z-Komponente
angewendet.
Das Problem besteht darin, eine Lo¨sung φ1 zu finden, die φ(t0 + δt) approximiert, also
um einen Zeitschritt δt vom Anfangspunkt entfernt ist. Die Lo¨sung φ1 zum Zeitpunkt t1 =
t0 + δt kann als neue Anfangsbedingung angesehen werden und damit dann rekursiv um δt
transportiert werden zu den Zeitpunkten t2 = t1 + δt, t3 = t2 + δt, etc..
Fu¨r den Transportschritt von tn nach tn+1 = tn + δt betrachtet man ha¨ufig das Integral





dt = φn+1 − φn =
tn+1∫
tn
L(φ(t)) dt , (4.9)
mit φn+1 = φ(tn+1). Das Integral auf der rechten Seite von Gleichung (4.9) muss nun geeig-
net approximiert werden.
Eine Mo¨glichkeit hierzu bietet die Adams-Bashforth-Methode [32]. Sie za¨hlt zu den bes-
ten Mehrpunkt-Verfahren und ihre Idee ist, das Zeitintegral mittels Lagrange-Polynomextra-
polation zu berechnen. Fu¨r ein explizites Adams-Bashforth-Verfahren der Ordnung m + 1
wird ein Lagrange-Polynom durch die Punkte L(φn−m), L(φn−m+1), . . . , L(φn) konstruiert
welches dann mit der Simpson-Regel [166] exakt integriert wird. Das Adams-Bashforth-
Verfahren zweiter Ordnung fu¨r a¨quidistante Zeitschritte lautet:
φn+1 = φn +
δt
2
[3L(φn)− L(φn−1)] . (4.10)
Bis auf L(φn) ist also keine zusa¨tzliche Berechnung des Raumoperators L notwendig. Al-
lerdings mu¨ssen Werte L(φn−k) aus alten Zeitpunkten gespeichert werden, um ho¨here Ord-
nungen zu erhalten. Der prinzipielle Nachteil der Adams-Bashforth-Methode besteht darin,
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dass zu Beginn der Rechnung nur der Anfangswert gegeben ist, obwohl zur Erhaltung der
Ordnung mehrere Werte beno¨tigt werden. Ein Ausweg ist, am Anfang der Berechnungen
ein Verfahren niedriger Ordnung (z.B. explizites Euler-Verfahren) mit kleinen Zeitschritten
zu verwenden, sodass die gewu¨nschte Genauigkeit erhalten bleibt. Sobald genu¨gend Wer-
te erha¨ltlich sind, kann man die Ordnung entsprechend erho¨hen und die Zeitschritte lang-
sam vergro¨ßern. Dies impliziert aber nicht-a¨quidistante Zeitschrittweiten, fu¨r die Gleichung
(4.10) nicht gilt. In diesen Fa¨llen sollte ein Adams-Bashforth-Verfahren zweiter Ordnung fu¨r











Abbildung 4.5: Zur nicht a¨quidistanten Zeitdiskretisierung.
Hierzu werden zwei gegebene Punkte Ln−1 und Ln zu den Stu¨tzstellen tn−1 und tn
betrachtet, mit Li = L(φ(ti)), i = n − 1, n, vergleiche Abbildung 4.5. Zusa¨tzlich sei
δtn−1 := tn − tn−1 und δtn := tn+1 − tn. Wie zuvor ist das Ziel die Approximation des
Integrals aus (4.9). Das Lagrange-Polynom ersten Grades durch die Punkte (tn−1, Ln−1) und
(tn, Ln) hat die Form
p(t) = Ln−1
t− tn
tn−1 − tn + Ln
t− tn−1
tn − tn−1 . (4.11)
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Damit hat das verallgemeinerte Adams-Bashforth-Verfahren zweiter Ordnung die Form











Im Fall a¨quidistanter Zeitschrittweiten (also δtn = δtn−1) ergibt sich aus (4.12) die Glei-
chung (4.10).
Das Adams-Bashfort-Verfahren zweiter Ordnung kann im Rahmen der Chorin-Temam-
Projektionsmethode aus Kapitel 4.3 eingesetzt werden, wodurch sich die Stro¨mungsgeschwin-
digkeiten der Navier-Stokes-Gleichungen in der Zeit von zweiter Ordnung genau berechnen
lassen. Diese Idee ist erstmals von van Kahn in [194] beschrieben worden.
4.2.3 Diskretisierung der Level-Set-Reinitialisierung
Fu¨r die nach dem Transportschritt entstandende vorla¨ufige Level-Set-Funktion φ∗ (siehe Ka-
pitel 4.3) wird die folgende Reinitialisierungsgleichung in Form eines Anfangswertproblems
dτ + sign(φ∗)(|∇d| − 1) = 0 (4.13)
Anfangswert: d(0) = φ∗(x, t)
in ku¨nstlicher Zeit τ iterativ gelo¨st, um wieder eine vorzeichenbehaftete Abstandsfunktion
zu erhalten.
In [43, 45] durchgefu¨hrte numerische Testrechnungen haben gezeigt, dass die Diskreti-
sierungsordnung in Zeit und Raum substantiell zur Erhaltung der Masse beitra¨gt und eine
genauere Berechnung der Kru¨mmung ermo¨glicht. Desweiteren ko¨nnen nach einem Trans-
portschritt in Na¨he der freien Oberfla¨che sehr große beziehungsweise sehr kleine Level-Set-
Gradienten entstehen. Die Reinitialisierung wird dann in Bereichen mit flachem Gradienten
sehr langsam. Nochschwieriger ist, dass in Bereichen mit sehr steilen Gradienten eine Verlet-
zung der CFL-Bedingung eintreten kann, wodurch die Masseerhaltung empfindlich gesto¨rt
wird.
Zu beiden Problemen werden im Folgenden Verbesserungen implementiert und mit nu-
merischen Ergebnissen bezu¨glich der Masseerhaltung und schließlich auch bezu¨glich der
Kru¨mmung in Kapitel 5 validiert.
Zeitdiskretisierung mit dem Runge-Kutta-Verfahren dritter Ordnung
Fu¨r die im Rahmen der Reinitialisierung auftretende Zeitdiskretisierung verwenden wir Run-
ge-Kutta-Methoden [32]. Das explizite Runge-Kutta-Verfahren zweiter Ordnung wird auch
als klassische Heuns-Methode oder modifiziertes Euler-Verfahren bezeichnet. Es besteht aus
zwei Teilschritten. Zuna¨chst wird ein halber Zeitschritt als Pra¨diktor-Wert u¨ber einen ex-
pliziten Euler-Schritt berechnet, dann folgt mit der Mittelpunktregel ein Korrektor-Schritt,
wodurch die Methode ihre zweite Ordnung erha¨lt:
Pra¨diktor: φn+ 12 = φn + δt
2
L(φn) ,
Korrektor: φn+1 = φn + δtL(φn+
1
2 ) .
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Der Vorteil dieses Verfahrens ist seine bessere Stabilita¨t (TVD-Stabilita¨t [74] im Vergleich zu
den Adams-Bashforth-Methoden). Zusa¨tzlich beno¨tigen Runge-Kutta-Methoden bis auf die
Anfangsbedingung keine weiteren Daten, um vom Beginn einer Rechnung an die Ordnung
der Zeitdiskretisierung einzuhalten.




3 = φn + δtL(φn)
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In sa¨mtlichen numerischen Experimenten aus Kapitel 5 wird dieses Runge-Kutta-Verfahren
fu¨r die Level-Set Reinitialisierung eingesetzt. Dabei sind vor jeder Berechnung des Raum-
operators L die Randbedingungen zu setzen.
Raumdiskretisierung mit dem WENO-Verfahren fu¨nfter Ordnung
Der Raumoperator L bezu¨glich Gleichung (4.13) ist





























dz − S(φ∗) ,
mit S = sign. Aus Gru¨nden der numerischen Stabilita¨t ist es nu¨tzlich die signum-Funktion
S(φ∗) zu gla¨tten.
Die Diskretisierung des Raumoperators L wirft zwei Fragen auf: Erstens, auf welche
Weise soll ∇d berechnet werden? Zweitens, wie sollte die signum-Funktion regularisiert
werden, ohne dass dabei der freie Rand ku¨nstlich bewegt wird?
Zur ersten Frage wurde in [43] der Einfluß der Diskretisierung von∇d auf die Erhaltung
der Masse untersucht. Hier hat sich gezeigt, dass das WENO-Verfahren fu¨nfter Ordnung zu
substantiell besserer Masseerhaltung fu¨hrt als Verfahren von geringerer Approximationsord-
nung. Dabei wird fu¨r die Berechnung von [dx]i,j,k ein Newton-Interpolationspolynom Pi−1,i
konstruiert, sodass d im Intervall I = [xi−1, xi] × {yj} × {zk} von r-ter Ordnung approxi-
miert, und ein weiteres Polynom Pi,i+1, das d im Intervall I = [xi, xi+1]× {yj} × {zk} von














zur Verfu¨gung (analog fu¨r dy und dz). Welcher dieser beiden Werte ausgewa¨hlt wird, ermittelt
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d+x falls d−x Sh(φi,j,k) < −d+x Sh(φi,j,k) und d+x Sh(φi,j,k) < 0
d−x falls d−x Sh(φi,j,k) > 0 und d+x Sh(φi,j,k) > −d−x Sh(φi,j,k)
0 sonst
.






verwendet. Diese Funktion fu¨hrt zu einer guten Masseerhaltung, solange∇φ in der ǫ-Umge-
bung nicht zu groß oder zu klein ist. Im Rahmen von dynamischen Zweiphasenstro¨mungen
ist es aber der Regelfall, dass nach dem Transportschritt der Gradient der Level-Set Funktion
∇φ insbesondere in der ǫ-Umgebung stark variieren kann. Dies fu¨hrt dazu, dass bei einer
expliziten Diskretisierung der Reinitialisierungsgleichung (4.13) eine Gla¨ttung der signum-
Funktion mittels (4.17) die CFL-Bedingung verletzt. Diese Verletzung der CFL-Bedingung
hat wiederum zu Folge, dass sich die freie Oberfla¨che mehr als eine Gittermaschenweite
ku¨nstlich bewegt und somit den Masseerhalt substantiell sto¨rt. Aus diesem Grund ist es,
neben einem WENO-Verfahren fu¨nfter Ordnung fu¨r die Diskretisierung von ∇φ, essentiell,
die signum-Funktion derart zu gla¨tten, dass die CFL-Bedingung unabha¨ngig von ∇φ erfu¨llt
ist. Darauf gehen wir im nun folgenden Abschnitt na¨her ein.
4.2.4 Verbesserte Masseerhaltung u¨ber eine CFL-erhaltende
Gla¨ttung der signum Funktion
Wir betrachten zuna¨chst die Auswirkung der herko¨mmlich gegla¨tteten signum-Funktion aus
(4.17) auf die CFL-Bedingung. Dazu wird in [146] zur Vereinfachung der eindimensiona-
le Fall mit dem Upwind-Verfahren erster Ordnung im Raum und dem expliziten Euler-
Verfahren in der Zeit betrachtet. Angenommen, die freie Oberfla¨che befindet sich im Intervall
(xi, xi+1), dann gilt di < 0 < di+1 fu¨r die Level-Set-Werte di und di+1 in den Gitterpunk-
ten xi und xi+1. Ein Reinitialisierungszeitschritt fu¨r die Gleichung (4.13) mit Upwind- und
Euler-Verfahren fu¨hrt zu
d1i = di + siδτ
(




d1i+1 = di+1 + si+1δτ
(




wobei −1 ≤ si ≤ 0 und 0 ≤ si+1 ≤ 1 Approximationen zu sign(di) und sign(di+1) aus
(4.13) sind.
Das obige Schema ist monoton, das heißt d1i und d1i+1 sind nicht-fallend in di und di+1,
solange die CFL-Bedingung
δτ ≤ δx (4.20)
4.2. DISKRETISIERUNG DER LEVEL-SET DARSTELLUNG F ¨UR FREIE
OBERFL ¨ACHEN 51
erfu¨llt ist. Wenn (di+1 − di)/δx ≤ 1 ist, dann gilt d1i < 0 < d1i+1, unabha¨ngig von δτ, si und
si+1. Aber falls (di+1 − di)/δx > 1 gilt und sign(d) durch Sh(d) aus (4.17) approximiert
wird, dann kann nicht garantiert werden, dass di und di+1 ihr Vorzeichen nicht wechseln.














Zu beliebig kleinem, fest vorgegebenen c = δτ/δx ko¨nnen m und n leicht so gewa¨hlt wer-
den, dass d1i oder d1i+1 gegenu¨ber di beziehungsweise di+1 das Vorzeichen wechselt, wodurch
sich die freie Oberfla¨che eventuell weiter als eine Gitterzelle bewegt. Aus (4.18) und (4.19)





fu¨r k = i, i+ 1 (4.23)
verhindert werden ko¨nnen. Damit keine gro¨ßere Zeitschrittweiteneinschra¨nkung entsteht als









Diese neue Form der regularisierten signum-Funktion ist von der lokalen Steigung der Level-
Set-Funktion abha¨ngig. Dort, wo ∇d lokal sehr steil ist, na¨hert sich die signum-Funktion
dem Wert Null und damit werden die Geschwindigkeiten aus (4.15) im Reinitialisierungs-
prozeß (4.13) herabgesetzt. Dort, wo ∇d lokal sehr flach ist, na¨hert sich der Betrag der
signum-Funktion dem Wert Eins, wodurch die Geschwindigkeiten aus (4.15) im Reinitiali-
sierungsprozeß (4.13) erho¨ht werden. Wenn ∇d = 1, dann ist sk die exakte Darstellung der
signum-Funktion.
Die obige Analyse deutet an, dass auch im mehrdimensionalen Fall, wenn als Zeitdis-
kretisierung das Euler-Verfahren eingesetzt und ∇d(x) durch einen diskreten Opertator Dd
approximiert wird, S(d) durch
sk =
dk√
d2k + (1− |Dd|)2δx2
(4.25)
approximiert werden kann. Dadurch erhalten alle Level-Set-Werte wa¨hrend der Reinitialisie-
rung ihr Vorzeichen, wodurch ein unphysikalisches Bewegen der freien Oberfla¨che reduziert
wird. Dies fu¨hrt zu einer verbesserten Masseerhaltung. Fu¨r Zeitdiskretisierungen ho¨herer
Ordnung bieten sich Runge-Kutta-Methoden an, weil diese aus Konvexkombinationen von
Euler-Schritten bestehen. Deshalb verwenden wir fu¨r die Reinitialisierung, wie im Abschnitt
u¨ber die Zeitdiskretisierung der Reinitialisierungsfunktion bereits erwa¨hnt, ein Runge-Kutta-
Verfahren dritter Ordnung.
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Γ = {φ  = 0}
φ  = φ  + cn+1,*n+1
Γ = {φ  = 0}n+1
n+1,*
Abbildung 4.6: Volumenkorrektur der Level-Set Funktion.
4.2.5 Picard-Fixpunktiteration zur Masseerhaltung bis auf Maschinen-
genauigkeit
Die Reinitialisierung der Level-Set Funktion ist sehr wichtig fu¨r eine homogene Berechnung
sowohl der Viskosita¨ts- und Dichtespru¨nge als auch der Oberfla¨chenspannung entlang der
freien Oberfla¨che. Die im vorigen Kapitel dargestellte CFL-erhaltende Gla¨ttung der signum-
Funktion sorgt zusammen mit dem WENO-Verfahren fu¨nfter Ordnung fu¨r eine substanti-
ell verbesserte Volumenerhaltung, da hiermit der ku¨nstliche Bewegungsfreiraum der freien
Oberfla¨che auf ho¨chstens eine Gittermaschenweite eingeschra¨nkt wird.
In der Regel ist aber bei instationa¨ren Problemen in jedem Zeitschritt ein Reinitialisie-
rungsschritt notwendig. Daher besteht die Gefahr, dass sehr kleine Massefehler sich im Laufe
der Zeit aufaddieren. Dies fu¨hrt dazu, dass gerade bei Langzeitrechnungen, also insbesonde-
re fu¨r Simulationsprozesse, in denen man in einen stationa¨ren Zustand hineinkonvergieren
mo¨chte, die Volumenerhaltung wiederrum empfindlich gesto¨rt werden kann. Um im Folgen-
den Langzeitrechnungen zu ermo¨glichen, fu¨hren wir nach der Reinitialisierung der Level-
Set-Funktion eine zusa¨tzliche Picard-Fixpunktiteration durch, welche die Masseerhaltung
bis auf Maschinengenauigkeit forciert [46].
Das Verfahren verla¨uft wie folgt: Nach der Level-Set-Reinitialisierung ist die Level-Set-
Funktion in einer Umgebung der Nullkontur wieder eine vorzeichenbehaftete Abstandsfunk-
tion, die aber in der Regel eine sehr leichte ku¨nstliche Verschiebung im Rahmen einer Gitter-
maschenweite erfahren hat. Der daraus resultierende Volumenverlust kann korrigiert werden,
indem eine neue Isolinie von φ zu einem leicht von Null verschobenen Niveauwert betrachtet
wird. Diese Operation kann umgesetzt werden, indem zum urspru¨nglichen Niveauwert Null
eine Konstante c bestimmt wird, bei der |c| den Abstand zwischen der alten und der neuen
Null-Konturlinie beschreibt, siehe Abbildung 4.6. Die Tatsache, dass φ in einer ausreichend
grossen Umgebung der freien Oberfla¨che die Eigenschaft einer vorzeichenbehafteten Ab-
standsfunktion hat, spielt hierbei eine wichtige Rolle.
Die eingesetzte Picard-Fixpunktiteration hat hierbei die folgende Form,
φn+1 ← φn+1 + ω(V1(φ0)− V1(φn+1))︸ ︷︷ ︸
= cn+1
, (4.26)
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das Volumen von Ωn+11 nach der Reinitialisierung ist. Mit jedem Iterationsschritt wird dabei
die freie Oberfla¨che global in Normalenrichtung um einen bestimmten Abstandswert ver-
schoben. Dieser Abstandswert wird von Iterationsschritt zu Iterationsschritt kleiner, bis das
Volumen auf eine beliebig vorgegebene Fehlerschranke dem Anfangsvolumen gleicht. Der
Rechenaufwand fu¨r dieses Verfahren ist sehr gering. Hierbei kann ω als Transformations-
faktor einer volumetrischen Gro¨ße in eine Abstandsgro¨ße angesehen werden. Wenn man
beispielsweise die gegebenen Volumina V1(φ0) und V1(φn+1) als Kugelvolumina annimmt







berechnet, dann stellt die Differenz beider Radien eine gute Approximation fu¨r den Kor-
rekturterm der Level-Set-Funktion dar, der in unseren Anwendungen in wenigen Iterations-
schritten die gewu¨nschte Genauigkeit lieferte. Die Anzahl der Iterationen ist dabei von der
Geometrie der Level-Set-Funktion abha¨ngig.
Die Verschiebung der Level-Set-Funktion zur Erhaltung der Masse fu¨hrt zu einer zusa¨tz-
lichen Fehlerquelle, welche weiterhin in Kapitel 5 numerisch untersucht wird.
4.3 Die Projektionsmethode fu¨r inkompressible Zweipha-
senstro¨mungen
Die Projektionsmethode nach Chorin-Temam [37, 186] ist ein klassisches Lo¨sungsverfah-
ren fu¨r die Navier-Stokes-Gleichungen, welches urspru¨nglich zur Simulation einphasiger
Stro¨mungen verwendet wurde. Aufgrund des Zweiphasensystems erweitern sich die Impuls-
gleichungen um einen Quellterm fu¨r die Oberfla¨chenspannung, ferner kommen der Dichte-
und Viskosita¨tssprung hinzu. Diese drei zusa¨tzlichen Gro¨ßen werden hierbei aus der Level-
Set-Funktion φ ermittelt. Die genaue Berechnung aller Gro¨ssen, welche in Abha¨ngigkeit der
Level-Set-Funktion φ stehen, wurde zuvor in Abschnitt 4.2 na¨her beschrieben.
Insgesamt hat die fu¨r Zweiphasenstro¨mungen erweiterte Chorin-Temam-Projektionsme-
thode den folgenden Ablauf:
Berechne zuerst ein vorla¨ufiges Geschwindigkeitsfeld u∗, welches von den Geschwindigkei-
ten des vorherigen Zeitschritts adha¨ngt, jedoch nicht vom Druckgradienten
u∗ = un + (4.28)
δt
(
g −∇ · (un ⊗ un) + 1
ρǫ(φn)
(∇ · (µǫ(φn)Dn)− σκ(φn)δǫ(φn)∇φn)
)
.
Ermittle anschließend eine vorla¨ufige, neue Level-Set-Funktion φ∗ durch explizites Lo¨sen
der Transportgleichung nach Abschnitt 4.2.2,
φ∗ = Z(R(φn,un)) ,
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wobei Z der diskrete Zeitoperator und R der diskrete Raumoperator ist. Bestimme nun φ∗∗
durch Reinitialisierung von φ∗ nach Abschnitt 4.2.3 und berechne aus φ∗∗ mittels Picard-






= 0 , (4.29)
∇ · un+1 = 0 . (4.30)
wird durch Anwendung des Divergenzoperators auf (4.29) und unter Verwendung von (4.30)
die Poissongleichung
∇ · ( 1
ρ(φn+1)




hergeleitet. Hierdurch wird der neue Druck pn+1 implizit u¨ber das Lo¨sen der Poissonglei-
chung berechnet und liefert schließlich die neuen Geschwindigkeiten un+1 durch den Kor-
rekturschritt
un+1 = u∗ − δt
ρ(φn+1)
∇pn+1 . (4.32)
Damit (4.31) wohldefiniert ist, sind noch Randbedingungen fu¨r den Druck notwendig. Dazu








(u∗Γ − un+1Γ ) · n . (4.33)
Falls nun am Rand die Scha¨tzgeschwindigkeiten u∗Γ = un+1Γ gesetzt wird, ergeben sich ho-





= 0 . (4.34)
Im Fall konstanter Dichte la¨ßt sich ein skalierter Druck pˆn+1 := p∆t
ρ
definieren. Damit ver-
einfacht sich die Poissongleichung (4.31) zu
∆pˆn+1 = ∇ · u∗ . (4.35)
Der Druck ist durch (4.34) und (4.35) nur bis auf eine Konstante genau bestimmt. Diese kann
fixiert werden, indem zusa¨tzlich die Nebenbedingung∫
Ω
pn+1 = 0
gefordert wird. Damit ist es mo¨glich, unterschiedliche Druckergebnisse miteinander zu ver-
gleichen.
Im Folgenden werden die Diskretisierungen der auftretenden Differentialoperatoren und
der Lo¨ser fu¨r die Poissongleichung na¨her beschrieben.
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4.3.1 Diskretisierung der konvektiven Terme mit dem WENO-Verfahren
fu¨nfter Ordnung
Wenn Diskretisierungs-, Abbruch- und Rundungsfehler wa¨hrend einer Rechnung nicht un-
beschra¨nkt wachsen, dann wird die numerische Lo¨sung als stabil bezeichnet. Im Fall kon-
vektionsdominanter Probleme treten bei der Diskretisierung mit zentralen Differenzen Sta-
bilita¨tsprobleme auf. Es werden unphysikalische Oszillationen in der Lo¨sung erzeugt, die
das Ergebnis unbrauchbar machen. Dies liegt daran, dass die diskrete Gleichung bestimmte
Eigenschaften der kontinuierlichen Gleichung nicht mehr widerspiegelt (siehe [84]).
Aus diesem Grund mu¨ssen alternative Diskretisierungsmethoden fu¨r die konvektiven
Terme konstruiert werden, die fu¨r beliebige Gitterschrittweiten zu beschra¨nkten Lo¨sungen
fu¨hren. Insbesondere im Hinblick auf die Behandlung der freien Oberfla¨che mit der Level-
Set-Technik ist sowohl die Stabilita¨t als auch eine mo¨glichst hohe Approximationsordnung
der Raumdiskretisierung notwendig. Denn einerseits wu¨rden sich Instabilita¨ten sofort auf die
freie Oberfla¨che u¨bertragen, andererseits wu¨rde eine zu geringe Ordnung der Raumdiskreti-
sierung wegen des gro¨ßeren Abbruchfehlers einen durch numerische Diffusion verfa¨lschten
freien Rand ergeben.
Die stabile Diskretisierung der konvektiven Terme ist ein Schwerpunkt aus dem Be-
reich der Numerik von hyperbolischen Erhaltungsgleichungen, wo mit sogenannten Upwind-
Verfahren effiziente Techniken entwickelt werden. Als eine der effizientesten Methoden gel-
ten die Weighted-Essentially-Non-Oscillatory (WENO)-Verfahren.
Ein Vorteil der WENO-Techniken ist, dass sich, bedingt durch eine glatte Gewichtung
der Differenzensterne [102], der Normalenvektor und die Kru¨mmung der freien Oberfla¨che
stabiler berechnen lassen.
Ein effizientes WENO-Schema fu¨nfter Ordnung ist von Jiang und Shu [103] entwickelt
worden. Die Breite des Diskretisierungssterns betra¨gt sieben Gitterpunkte. In Bereichen, wo
die Funktion φ glatt ist, schaltet es ein zentrales Schema fu¨nfter Ordnung ein, in Bereichen,
wo die Funktion φ nicht glatt ist, wird auf ein ENO-Verfahren dritter Ordnung reduziert.
Ein zusa¨tzlicher Vorteil bezu¨glich der Effizienz ist, dass alle logischen Abfragen wegfallen,
die beim ENO-Verfahren zu behandeln sind. Die genaue Herleitung der Verfahrens und die
Transformation in die Finite-Differenzen-Darstellung ist sehr technisch, hierzu sei auf die
Artikel [103, 173] verwiesen.
In der Finite-Differenzen-Darstellung wird die Berechnung der x-Ableitung einer skala-
ren Gro¨sse φ im Zellmittelpunkt, also [φx]i,j,k, auf folgende Weise durchgefu¨hrt:
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(q3 − 2q4 + q5)2 + 14(3q3 − 4q4 + q5)2
und die Gewichte u¨ber
ω1 =
α1
α1 + α2 + α3
, ω2 =
α2
α1 + α2 + α3
, ω3 =
α3

























































[φ−x ]i,j,k falls ui,j,k > 0
[φ+x ]i,j,k falls ui,j,k < 0
0 sonst
. (4.36)
Zur Berechnung von α1, α2 und α3 wurde in dieser Arbeit fu¨r alle Testrechnungen mit dem
WENO-Schema der Wert ǫ˜ = 10−6 verwendet.
Um eine gute Konvergenzordnung fu¨r die Kru¨mmmungsberechnung zu erreichen, ist
das WENO-Schema fu¨nfter Ordnung sowohl fu¨r die konvektiven Terme der Navier-Stokes-
Gleichungen als auch fu¨r die konvektiven Terme der Transportgleichung und der Reinitiali-
sierung implementiert worden.
Randbehandlung der konvektiven Terme
Die Breite der Diskretisierungssterne des WENO-Verfahrens bilden ein Problem in der Na¨he
von Gebietsra¨ndern. Hier gibt es zwei a¨quivalente Ansa¨tze: entweder man modifiziert den
Stern in Randna¨he oder man verwendet den urspru¨nglichen Stern, der dann auf Gitterzellen
zugreift, die außerhalb des Rechengebietes liegen. Die Werte in diesen Zellen sind dann
geeignet zu setzen.
Die natu¨rlichste Art die Ra¨nder zu behandeln, besteht darin, nur Werte zu verwenden
die innerhalb des Rechengebietes liegen. Anders formuliert, alle Teilsterne eines WENO-
Schemas sollten so gewa¨hlt werden, dass sie nur auf vorhandene Gitterpunkte des Rechenge-
bietes zugreifen, inklusive einer Randbordu¨re, in der entsprechend vorgegebene Randwerte
mittels einer Newton-Polynominterpolation dritten Grades gesetzt werden. Um teure logi-
sche Operationen zu umgehen, wie beispielsweise Randabfragen, werden zu Beginn einer
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Rechnung alle Randzellen außerhalb der Randbordu¨re und des Fluidgebietes mit sehr großen
und stark variierenden Werten besetzt. Im Rahmen dieser Arbeit wurden diese Randzellen
mit den folgenden Werten belegt: R−i,j,k = (−1)i1010 fu¨r x−i,j,k als Randzellenpunkte mit
j = 1, . . . , J , k = 1, . . . , K, und i = 1, 2, . . . bestimmt die Anzahl der Randzellenreihen
linksseitig des Rechengebietes; analoges gilt fu¨r alle anderen Gebietsra¨nder. Dadurch greift
das WENO-Schema ausschließlich auf finite Differenzen zu, die aus dem Fluidgebiet inklu-
sive der Randbordu¨re stammen, weil diese glatter sind. Mit dieser Technik ermo¨glicht das
WENO-Schema fu¨nfter Ordnung eine Randbehandlung dritter Ordnung.
4.3.2 Diskretisierung der viskosen Terme
Der viskose Anteil∇·µ(φ)D des SpannungstensorsT bezieht die partiellen Ableitungen der
Viskosita¨t µ(φ) mit ein, die im Falle von Zweiphasenstro¨mungen keine globalen Konstanten
sind. Zur Berechnung des Hilfsgeschwindigkeitsfeldes u∗ in (4.28) mu¨ssen die viskosen
Terme der x-Geschwindigkeitskomponente
2(µ(φ)ux)x + (µ(φ)(uy + vx))y + (µ(φ)(uz + wx))z (4.37)
an den Stellen (i ± 1
2
, j, k) diskretisiert werden. Genauso wird fu¨r die viskosen Terme der
y-Geschwindigkeitskomponente die Diskretisierung von
(µ(φ)(uy + vx))x + 2(µ(φ)uy)y + (µ(φ)(vz + wy))z (4.38)
an den Stellen (i, j ± 1
2
, k) und fu¨r die viskosen Terme der z-Geschwindigkeitskomponente
die Diskretisierung von
(µ(φ)(uz + wx))x + (µ(φ)(vz + wy))y + 2(µ(φ)wz)z (4.39)
an den Stellen (i, j, k± 1
2
) beno¨tigt. Da fu¨r viskose Fluide die Geschwindigkeiten glatt sind,
ko¨nnen die ersten Ableitungen mit zentralen Differenzen ermittelt werden. So berechnen

































Die ersten Ableitungen der anderen Geschwindigkeitskomponenten werden analog dazu be-
rechnet. Desweiteren ko¨nnen die zweiten partiellen Ableitungen aus (4.37), (4.38) und (4.39)
ebenfalls mit zentralen Differenzen bestimmt werden, weil der Viskosita¨tssprung an der Pha-
sengrenze durch die Heaviside’sche Gewichtsfunktion Hǫ regularisiert wurde. Damit lassen
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sich sa¨mtliche Terme aus (4.37) an der Stelle (i+ 1
2




























































Vor der Berechnung der Viskosita¨tswerte µ(φ) wird die Level-Set-Funktion φ durch passende
Lagrange-Polynominterpolation dritten Grades an den richtigen Stellen ausgewertet (siehe
Abbildungen 4.2 und 4.3). Ebenso werden alle Terme aus (4.38) an den Stellen (i, j + 1
2
, k)
und alle Terme aus (4.39) an den Stellen (i, j, k + 1
2
) berechnet.
4.3.3 Lo¨ser fu¨r die Poissongleichung mit nichtkonstanter Dichte
In diesem Abschnitt behandeln wir die Diskretisierung und das Lo¨sen der Druck-Poisson-
Gleichung mit nichtkonstanten Koeffizienten
−∇ · 1
ρǫ(φn+1h )
∇pn+1h = −∇ · u∗h , (4.40)
wobei ρǫ(φn+1h ) das gegla¨ttete Dichtefeld (4.1) nach dem Advektionsschritt (4.2.2), der Rei-
nitialisierung (4.13) und der darauf folgenden Picard-Fixpunktiteration (4.26) bezeichnet.
Da die Geschwindigkeiten eines viskosen Fluids ausreichend glatt sind, berechnen wir die
rechte Seite von (4.40) mit zentralen Differenzen





























Die linke Seite von (4.40) wird mit dem herko¨mmlichen Sieben-Punkte-Stern in den Zell-




















































wobei das gegla¨ttete Dichtefeld in den Mittelpunkten der Zellseitenfla¨chen u¨ber eine Lagra-
nge-Interpolation dritter Ordnung aus den zellzentrierten Level-Set-Werten ermittelt wird.
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Entsprechend dem Abschnitt 4.3 erga¨nzen wir die Druckgleichung mit homogenen Neu-
mann-Randbedingungen und normieren den globalen Mittelwert des Drucks auf Null. Zur
iterativen Lo¨sung der resultierenden semi-definiten Diffusionsgleichung werden in dieser
Arbeit die folgenden zwei Verfahren eingesetzt:
• ein paralleler BiCGStab-Lo¨ser mit Jacobi-Vorkonditionierer [43, 44],
• ein paralleler AMG-vorkonditionierter BiCGStab-Lo¨ser [79, 130].
In Problemen mit großen Variationen in der Dichte, komplexen Geometrien der freien Ober-
fla¨che und sehr feinen Gittermaschenweiten ist der AMG-vorkonditionierte BiCGStab-Lo¨ser
deutlich schneller als der BiCGStab-Lo¨ser mit Jacobi-Vorkonditionierer. Man beachte aber,
dass AMG-basierte Lo¨ser aufgrund des gebietsabha¨ngigen Operators regelma¨ssig eine neue
Matrixassemblierung beno¨tigen, welche im Fall des BiCGStab-Lo¨sers mit Jacobi-Vorkondi-
tionierer nicht anfa¨llt.
4.4 Die adaptive Zeitschrittweitensteuerung
Die Berechnung der Simulationen wird mit einer adaptiven Zeitschrittweitensteuerung kon-
trolliert. Bei expliziten Integrationsverfahren wird die Zeitschrittweite aus Stabilita¨tsgru¨nden
beschra¨nkt durch die konvektiven und viskosen Terme und durch die Volumen- und Ober-
fla¨chenspannungskra¨fte der Navier-Stokes-Gleichungen. Zur Bestimmung der Stabilita¨tsbe-
dingungen werden die von Neumannsche oder Fourier-Stabilita¨tsanalyse [149] fu¨r lineare
Gleichungen und die Methode der modifizierten Gleichung von C. W. Hirt [93,143], welche
auch fu¨r nichtlineare Gleichungen anwendbar ist, hinzugezogen. Eine Stabilita¨tsanalyse der
diskreten Erhaltungsgleichungen fu¨r Zweiphasenstro¨mungen ist allerdings ein a¨ußerst auf-
wendiges Unterfangen. In der Praxis hat sich der vergleichsweise einfache Ansatz bewa¨hrt,
die Ergebnisse der Analyse einfacher linearer Modellgleichungen durch Analogiebildung auf
die Navier-Stokes-Gleichungen zu u¨bertragen.
Im Folgenden wird schrittweise auf die verwendete Zeitschrittweitensteuerung hingefu¨hrt,
mit der sichergestellt werden soll, dass die Informationen pro Zeitschritt maximal eine Git-
terzelle weit fließen ko¨nnen, da die diskreten Differenzengleichungen nur Flu¨sse zwischen
benachbarten Gitterzellen betrachten.
Die Zeitschrittweitenbeschra¨nkung bezu¨glich der konvektiven Terme sorgt dafu¨r, dass
keine Konvektion weiter als eine Gitterzelle pro Zeitschritt stattfindet. Diese Bedingung ist












wobei | · |max fu¨r die maximale Absolutgeschwindigkeit steht.
Wenn die dynamischen Viskosita¨ten µl > 0 und µg > 0 sind, dann darf die Diffusion
ebenfalls nicht weiter als eine Gitterzellenweite pro Zeitschritt wirken. Dies fu¨hrt zur Zeit-
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Die Ungleichung (4.42) resultiert aus der Stabilita¨tsanalyse [149] fu¨r eine explizite Zeitdis-
kretisierung der Diffusionsgleichung.
Die Volumenkra¨fte, wie zum Beispiel die Gravitation, ko¨nnen in der Konvektionsabscha¨t-
zung (4.41) mitberu¨cksichtigt werden, denn |u|max + |g1|δt ist eine lineare Approximation
an die obere Schranke der Geschwindigkeitskomponente in x-Richtung inklusive der Vo-
lumenkraft. Damit lautet die um die Volumenkraft g1 erweiterte CFL-Bedingung fu¨r die
Zeitschrittweite δtugk bezu¨glich der u-Komponente des Geschwindigkeitsfeldes
δtugk ≤


















Analog dazu errechnen sich die Abscha¨tzungen bezu¨glich der v- und w-Geschwindigkeits-
komponente inklusive der Volumenkra¨fte. Ferner ko¨nnen die konvektiven und diffusiven
Kra¨fte gemeisam wirken. Aus diesem Grund ist die Zeitschrittweitenbeschra¨nkung (4.42)
mit der Abscha¨tzung (4.43) zu kombinieren.































als die Beschra¨nkung der Zeitschrittweite fu¨r die u-Geschwindigkeitskomponente bezu¨glich
der Konvektion, der Diffusion und der Volumenkra¨fte.
Desweiteren wird die Oberfla¨chenspannung als Volumenkraftterm der Form 1
ρ
(σδǫκ)n in
den Impulsgleichungen (4.28) aktiviert. Dabei hat die δǫ-Funktion (4.3) als maximalen Wert
1
ǫ(x)
, wobei ǫ(x) in (4.4) definiert ist und die Sta¨rke der Regularisierung angibt, welche von








eine Approximation an die von der Oberfla¨chenspannung induzierten Geschwindigkeit. Da
die Oberfla¨chenspannungskraftkomponenten a = (a1, a2, a3) jeweils analog zur Volumen-
kraft g1 in Gleichung (4.44) eingebaut werden ko¨nnen, ergibt sich damit als Zeitschrittwei-
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Cv und Cw lassen sich analog definieren, so dass man δtαgvko ≤ 2Cα, α = u, v, w erha¨lt. Aus
(4.46) erha¨lt man die Ordnung O((δx) 32 ) fu¨r die Zeitschrittweiteneinschra¨nkung bezu¨glich
der Oberfla¨chenspannungskraft, wenn man in (4.45) die kleinstmo¨gliche Wellenzahl κ =
π/δx einsetzt, welche zur kleinsten auflo¨sbaren Wellenla¨nge 2δx fu¨hrt. Die gleiche Ordnung
fu¨r δt wurde auch in [23] angegeben.
Die vollsta¨ndige Zeitschrittweitensteuerung ergibt sich aus dem Minimum der zula¨ssigen
Zeitschritte bezu¨glich aller kartesischen Geschwindigkeitskomponenten und lautet
δt ≤ 2τ min
Ω
(Cu, Cv, Cw) , (4.47)
dabei ist τ ∈ (0, 1] eine Sicherheitskonstante fu¨r die Zeitschrittweite. In unseren Simulati-
onsexperimenten wurde τ = 0.2 gesetzt.
4.5 Parallelisierung des Zweiphasen-Stro¨mungslo¨sers
Die rasante Entwicklung von Groß- beziehungsweise Hochleistungsrechnern ermo¨glicht es,
immer komplexere Problemstellungen in wesentlich ku¨rzerer Zeit zu berechnen. Bis vor ei-
nem Jahrzehnt galten Vektorrechner als die schnellsten und leistungssta¨rksten Großrechner
fu¨r numerische Probleme. Mittlerweile assoziiert man mit dem Begriff des Hochleistungs-
rechners hauptsa¨chlich den des Parallelrechners. Sowohl dessen Skalierbarkeit als auch die
Standardisierung paralleler Programmiersprachen und Bibliotheken haben den Parallelrech-
ner weltweit etabliert.
4.5.1 Gebietszerlegung als Parallelisierungsstrategie
Ein naheliegender Ansatz zur Parallelisierung numerischer Algorithmen ist, das gesamte
Rechengebiet Ω beziehungsweise dessen diskretes Gegenstu¨ck Ωh in einzelne Teilgebiete
Ω1h, . . . ,Ω
P
h zu zerlegen. Dabei gibt P die Anzahl der Teilgebiete an. Derartige Gebietszer-
legungsmethoden sind u¨ber hundert Jahre alt und werden oftmals, nach ihrem Entwickler H.
A. Schwarz [167], auch als Schwarz’sche Methoden bezeichnet. Die Strategie zur Zerteilung
des Lo¨sungsgebietes Ωh in einzelne Teilgebiete Ω1h, . . . ,ΩPh ha¨ngt stark von der Problemstel-
lung und dem verwendeten Gitter ab. Fu¨r das in dieser Arbeit zur Diskretisierung eingesetzte
kartesische Gitter wird eine Gebietszerlegung in angrenzende Blo¨cke verwendet. Alle die-
se Blo¨cke werden um ku¨nstliche ¨Uberlappungszellen, sogenannte
”
Randbordu¨ren“ [77], an
den Ra¨ndern erweitert, damit die Diskretisierungssterne wa¨hrend der Berechnungen nicht
auf undefinierte Werte zugreifen. Die Werte in den Randbordu¨ren sind gleich den Werten der
entsprechenden inneren Gitterzellen des angrenzenden Gebietes zu setzen.
Um immer die aktuellen Werte in den Randbordu¨ren zu verwenden, erfolgt ein regelma¨ßi-
ger Datenaustausch (Kommunikation) zwischen den einzelnen Prozessoren, vergleiche Ab-
bildung 4.7. Dabei ist darauf zu achten, dass der Kommunikationsaufwand geringer ist als
der Berechnungsaufwand. Demzufolge sollten die ¨Uberlappungsgebiete mo¨glichst klein ge-
halten werden. Entscheidend fu¨r die Effizienz der Parallelisierung ist auch eine bestmo¨gliche
Lastbalancierung, bei der alle Blo¨cke anna¨hernd die gleiche Anzahl an Unbekannten enthal-
ten.
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Jedes Teilgebiet la¨ßt sich dann durch einen eigenen Prozess realisieren und kann somit je
einem Prozessor zur Berechnung der Unbekannten zugeordnet werden. Damit reduziert sich
der erforderliche Speicher- und Rechenaufwand pro Prozessor in Abha¨ngigkeit der Anzahl
an Teilgebieten.
Im Idealfall sollte sich bei gleichbleibender Anzahl an Gitterpunkten (also Unbekannten)
die gesamte Rechenzeit beim Einsatz von P Prozessoren fu¨r P Teilgebiete entsprechend um
das P -fache verku¨rzen. Aufgrund des zwingend notwendigen Kommuntikationsaufwandes
la¨ßt sich dieser optimale Wert in der Praxis nicht erreichen.
4.5.2 Parallelisierung des Stro¨mungsprogramms
Die Parallelisierung des im Rahmen dieser Arbeit erstellten Simulationsprogramms fu¨r Zwei-
phasenstro¨mungen erfolgte mit der Kommunikationsbibliothek MPI (message passing inter-
face) [6].
Weil MPI von Anfang an standardisiert wurde, hat es seit seiner Einfu¨hrung eine wei-
te Verbreitung und Akzeptanz gefunden. Mittlerweile existieren fu¨r fast alle Parallelrechner
und Rechnercluster MPI-Portierungen. Ebenso ist mit MPICH des Argonne National La-
boratory [211] eine Public-Domain-Version erha¨ltlich. Charakteristisch fu¨r MPI ist, dass es
heterogenes paralleles Rechnen unterstu¨tzt. Dies bedeutet, dass verschiedenste Rechner zu
einem großen virtuellen Parallelrechner verbunden werden ko¨nnen.
Mit dem Ziel eines mo¨glichst geringen Kommunikationsaufwandes wird fu¨r die Umset-
zung der Gebietszerlegungsmethode zuna¨chst das gesamte diskrete Rechengebiet Ωh u¨ber
die Minimierung der Kostenfunktion K















unter der Nebenbedingung: P = P x · P y · P z mit P x, P y, P z ∈ IN
in P Teilgebiete unterteilt, wobei I , J und K die vorgegebenen Anzahlen der Gitterzellen
in x-, y- und z-Richtung sind und P x,P y und P z die Anzahl der Zerlegungen in x-, y-
beziehungsweise z-Richtung beschreiben. Falls P x,P y und P z, wie bei allen Testrechnungen
dieser Arbeit, Teiler von I, J beziehungsweise K sind, entsteht hierdurch eine uniforme
Gebietszerlegung in Quader.
Desweiteren werden unterschiedliche Anzahlen an Randbordu¨ren beno¨tigt, weil die Dis-
kretisierungssterne der einzelnen Differentialoperatoren verschieden groß sind. Schematisch
zeigt Abbildung 4.7 den Kommunikationsschritt bezu¨glich einer Randbordu¨re fu¨r die Ge-
schwindigkeiten an den Zellseitenfla¨chen und die skalaren Werte (Druck, Level-Set-Funktion)
in den Zellmittelpunkten. Analog dazu wird der Kommunikationsprozeß auf zwei oder drei
Randbordu¨ren erweitert. In dieser Arbeit sind fu¨r die unterschiedlichen Variablen folgende
Anzahlen an ku¨nstlichen Randpunktschichten eingesetzt worden:
• die Geschwindigkeiten und die Level-Set-Funktion beno¨tigen jeweils drei Randzellen-
schichten fu¨r das WENO-Verfahren fu¨nfter Ordnung,
• der Druck beno¨tigt fu¨r den Poisson-Lo¨ser nur eine Randzellenschicht,
4.6. VOLLST ¨ANDIGER PARALLELER ALGORITHMUS F ¨UR INKOMPRESSIBLE
ZWEIPHASENSTR ¨OMUNGEN 63
Abbildung 4.7: Datenaustausch am Beispiel einer
”
ku¨nstlichen Randpunktreihe“.
Wa¨hrend des Programmablaufs werden ausschließlich die aktuell geforderten Randzellen-
werte versendet. So findet unter anderem vor der Berechnung der nicht divergenzfreien Ge-
schwindigkeiten u∗ eine Kommunikation fu¨r u = (u, v, w) statt. Das Lo¨sen der Poisson-
gleichung beno¨tigt vor jedem Iterationsschritt eine Kommunikation fu¨r den Druck. Schließ-
lich werden fu¨r die Berechnung der Transportgleichung und der Level-Set-Reinitialisierung
zusa¨tzliche Kommunikationen fu¨r die Level-Set-Funktion notwendig. Wa¨hrend der Kommu-
nikationsschritte ist insbesondere darauf zu achten, dass die Geschwindigkeits-, und Level-
Set-Werte in den Ecken- und Kantenbordu¨ren eines jeden Teilblocks auch korrekt ausge-
tauscht werden. Ist dies nicht der Fall, so ergeben sich falsche Werte bei der Berechnung der
zweidimensionalen Lagrange-Interpolation aus Abschnitt 4.1.
Aus diesem Grund ist eine zusa¨tzliche Kommunikationsroutine programmiert worden,
die ausschließlich Werte aus den Ecken und Kanten der jeweiligen Teilblo¨cke in die Ecken-
und Kantenbordu¨ren aller angrenzenden Blo¨cke u¨bertra¨gt, also auch in die Teilblo¨cke, wel-
che in Diagonal- beziehungsweise in Raumdiagonalrichtung angrenzen. Der vollsta¨ndige
parallele Algorithmus inklusive Kommunikationsroutinen wird im folgenden Abschnitt for-
muliert.
4.6 Vollsta¨ndiger paralleler Algorithmus fu¨r inkompressi-
ble Zweiphasenstro¨mungen
Der vollsta¨ndige parallele Algorithmus fu¨r inkompressible Zweiphasenstro¨mungen ist wie
folgt aufgebaut:
ALGORITHMUS 1: Paralleler Lo¨ser fu¨r Zweiphasenstro¨mungen.
1. Initialisiere δx, δy, δz, T , φ0 und Ω.
2. Setze die lokalen Teilgebiete Ωq, q ∈ {1, . . . , P} nach (4.48).
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3. Setze t := 0, n := 0, h := max(δx, δy, δz).
4. Setze Anfangswerte fu¨r un := u0, pn := p0, und φn := φ0 auf den Teilgebieten
Ωq, q ∈ {1, . . . , P}.
5. Berechne das Volumen von Ω01.
6. Setze ǫ(x) nach (4.4).
7. Setze Randwerte fu¨r un auf den lokalen Ra¨ndern ∂Ωq ∩ ∂Ω.
8. ZEIT-SCHLEIFE: Solange t ≤ T :
(a) BERECHNUNG DER ZEITSCHRITTWEITE:
Berechne den lokalen Zeitschritt δtq nach Abschnitt 4.4.
Berechne den globalen Zeitschritt δt := minqˆ δtqˆ.
(b) IMPULSGLEICHUNG I:
Kommunikation der Randbordu¨renwerte fu¨r un und φn.
Berechne das Hilfsgeschwindigkeitsfeld u∗(un, φn) auf den Teilge-
bieten Ωq, q ∈ {1, . . . , P} nach Abschnitt 4.3 mit Gleichung (4.10) als
Zeitdiskretisierung.
Setze Randwerte fu¨r u∗ auf den lokalen Ra¨ndern ∂Ωq ∩ ∂Ω.
(c) DRUCK-POISSON-GLEICHUNG I:
Kommuniziere die Randbordu¨renwerte fu¨r u∗.
Setze die rechte Hand Seite b := ∇·u∗ auf lokalen Gebiet Ωq fu¨r die
Druck-Poisson-Gleichung.
(d) TRANSPORTGLEICHUNG:
Berechne den Transport der Level-Set-Funktion φ∗(un, φn) nach Ab-
schnitt 4.2.2.
(e) Setze ψn := φ∗.
(f) REINITALISIERUNGS-SCHLEIFE: Solange τ < 7 ǫ:
i. Setze Randbedingungen fu¨r ψn und tausche die Randbordu¨renwerte
der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
ii. Berechne ψn+ 13 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
iii. Setze Randbedingungen fu¨r ψ(n+ 13 ) und tausche die Randbordu¨ren-
werte der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
iv. Berechne ψn+ 23 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
v. Setze Randbedingungen fu¨r ψ(n+ 23 ) und tausche die Randbordu¨ren-
werte der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
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vi. Berechne ψn+1 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
vii. Setze τ = τ + δτ .
(g) PICARD-FIXPUNKTITERATION: Solange |V1(φ0)− V1(φn+1)| ≤ ǫvol:
Berechne das Volumen von Ωn+11 .
Korrigiere die Level-Set-Funktion nach Gleichung (4.26).
(h) Setze φn+1 = ψn+1 und pˆit := pnδt und ǫ(x) nach Gleichung (4.4).
(i) DRUCK-POISSON-GLEICHUNG II:
Lo¨se pˆn+1(u∗, φn+1) mit Jacobi/AMG-vorkonditioniertem Krylov-Verfahren.
Kommuniziere die Randbordu¨renwerte fu¨r pˆit pro Iteration it.
(j) Setze pn+1 := (δt)−1pˆit.
(k) IMPULSGLEICHUNG II:
Setze un+1 nach Abschnitt 4.3 auf den Teilgebieten Ωq.
Setze Randwerte fu¨r un+1 auf den Teilgebieten ∂Ωq ∩ ∂Ω.
(l) Setze t = t+ δt und n = n+ 1.
Kapitel 5
Numerische Ergebnisse des parallelen
Zweiphasenlo¨sers
In diesem Kapitel pra¨sentieren wir verschiedene Testrechnungen, die die Funktionalita¨t be-
ziehungsweise das Verhalten des Zweiphasenlo¨sers und seiner einzelnen Komponenten auf
eine detaillierte Weise darstellen sollen. Zuna¨chst betrachen wir den reinen Transport einer
Spha¨re in einem Rotationsfeld, um den Einfluß der diskretisierten Transportgleichung auf
Form und Volumen der Sphere zu beleuchten. Danach untersuchen wir das Verhalten der
Reinitialisierung auf die Form einer Niveaumenge zum Niveauwert Null. Hierbei geben wir
als Anfangswert eine komplexe Level-Set-Funktion vor, die stark von einer Abstandsfunkti-
on abweicht. Diese soll dann u¨ber den Reinitialisierungsprozess in eine entsprechende vor-
zeichenbehaftete Abstandsfunktion umgewandelt werden ohne dabei das Nullmengenniveau
zu vera¨ndern.
Nachdem die Transportgleichung und die Reinitialisierung getrennt voneinander betrach-
tet worden sind, werden die Masseerhaltung und die Konvergenz der Kru¨mmung am Beispiel
einer diagonal transportierten Spha¨re untersucht. Hier legen wir besonderes Augenmerk auf
den Einfluß der Fixpunktiteration hinsichtlich der Masseerhaltung und des Konvergenzver-
haltens.
Als erstes anwendungsorientiertes Testproblem untersuchen wir die Konvergenzrate des
Zweiphasenlo¨sers mit Oberfla¨chenspannung am Beispiel einer aufsteigenden Blase. Hierzu
betrachten wir zu Beginn eine spha¨rische Blase bestehend aus einem leichteren Fluid als
das sie umgebene Fluid. Aufgrund der wirkenden Gravitationskraft werden Auftriebskra¨fte
induziert, die zusammen mit der Oberfla¨chenspannungskraft eine Deformation der Blase im
zeitlichen Verlauf hervorrufen.
Abschliessend pra¨sentieren wir Simulationsergebnisse, die das Deformationsverhalten
eines Tropfens in einer Scherstro¨mung zeigen. Hierzu fu¨hren wir systematische Studien
bezu¨glich der Kapillarzahl Ca (siehe (5.10)) und der Reynoldszahl Re (siehe (2.31)) durch,
die eine Vielzahl von unterschiedlichen Tropfenformen und Sto¨mungsstrukturen beinhal-
ten. Die hinsichtlich des (Ca,Re)-Phasendiagramms zu erwartenden Topologievera¨nderun-
gen ko¨nnen dabei vollsta¨ndig wiedergegeben werden.
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5.1 Reine Advektion einer Spha¨re in einem Rotationsfeld
Im Folgenden betrachten wir den Einheitswu¨rfel Ω = (0, 1)3, in dem sich eine Kugel der
Gro¨ße
B = {x ∈ IR : ‖x− xM‖ < 0.2}
mit dem Mittelpunkt xM = (0.5, 0.25, 0.5) befindet. Analog zu dem Test in [85] verwenden
wir das Geschwindigkeitsfeld






mit y = x − (0.5, 0.5, 0.5) und c(y) = max(4‖y‖(0.5 − ‖y‖), 0). Somit beschreibt u∗
ein Rotationsfeld, welches zum Gebietsrand ∂Ω hin verschwindet. Abbildung 5.1 oben ver-
anschaulicht die Anfangsbedingung fu¨r die Level-Set Funktion und das zeitlich konstante
Geschwindigkeitsfeld. Desweiteren betrachten wir das Zeitintervall [t0, te] = [0, 20] und de-
finieren das Geschwindigkeitsfeld u so, dass es zum Mittelpunkt t = 10 des Zeitintervalls




u∗(x) t ≤ 10
−u∗(x) t > 10 .
Fu¨r eine freie Oberfla¨che Γ ⊂ Ω, welche mit dem Geschwindigkeitsfeld u(x, t) transportiert
wird, gilt






= [0, 10] . (5.1)
Diese Eigenschaft ermo¨glicht es uns, auf eine graphische Art und Weise den transportbeding-
ten Masseverlust des Balles zu untersuchen, indem wir beispielsweise die Visualisierungen
der Zeitpunkte t = 0 und t = 20 und die Visualisierungen der Zeitpunkte t = 5 und t = 15
miteinander vergleichen.
Als Anfangswert fu¨r die Level-Set Funktion verwenden wir die vorzeichenbehaftete Ab-
standsfunktion fu¨r die Spha¨re Γ = ∂B, die sich durch Auswertung der Funktion
φ(x) = 0.2−
√
(x1 − xM1)2 + (x2 − xM2)2 + (x3 − xM3)2
in den jeweiligen Gitterpunkten direkt berechnen la¨ßt. Das Rechengebiet Ω wird mit 643
a¨quidistant verteilten Gitterpunkten diskretisiert und der Transport der Spha¨re u¨ber den Zeit-
raum [0, 20] wird mit 800 Zeitschritten der Zeitschrittweite δt = 0.025 diskretisiert.
Die Anfangskonfiguration und die Ergebnisse dieser Rechnung zu den Zeitenpunkten
t = 5, 10, 15 und 20 sind in Abbildung 5.1 dargestellt. Hieraus la¨ßt sich gut erkennen, dass
die freie Oberfla¨che zu den Zeitpunkten t ∈ {0, 20} und t ∈ {5, 15} jeweils nahezu iden-
tisch ist, wie aufgrund von (5.1) idealerweise zu erwarten wa¨re. Weiterhin veranschaulicht
diese Testrechnung, dass der Einfluss von numerischen Diffusionsartefakten hinsichtlich der
diskretisierten Transportgleichung trotz starker Deformierung der Spha¨re und moderater Git-
terauflo¨sung nur sehr gering ist.




Abbildung 5.1: Advektion einer Spha¨re durch ein vorgegebenes divergenzfreies Rotations-
feld. Das oberste Bild zeigt die Anfangskonfiguration, die unteren vier Bilder zeigen die
chronologische Abfolge des Transportes der Spha¨re zu den Zeiten t=5, t=10, t=15, t=20.
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5.2 Die Reinitialisierung fu¨r eine komplexe Oberfla¨che
Als zweites numerisches Experiment untersuchen wir den Effekt der Reinitialisierung auf
die freie Oberfla¨che. Hierzu betrachten wir analog zu [85] das wu¨rfelfo¨rmige Gebiet Ω =
(−1, 1)3 und die skalare Funktion
φ(x) = ‖(1 + 0.2g(x)) x‖ − 0.5 , x ∈ Ω
wobei g(x) = cos(10x) cos(10y) cos(10z) fu¨r x = (x, y, z) ∈ Ω. Das Nullmengenniveau
von φ und die Konturlinien von φ entlang der Mittelschnittebene {z = 0} sind auf dem lin-
ken Bild in Abbildung 5.2 zu sehen. Hierbei ist φ offensichtlich keine Abstandsfunktion, da
die Konturlinien auf der Mittelschnittebene nicht a¨quidistant zueinander verlaufen.
Das Rechengebiet Ω wird wie im vorigen Experiment mit einer Auflo¨sung von 643 a¨qui-
distant verteilten Gitterpunkten diskretisiert. Die iterative Anwendung der Reinitialisierungs-
gleichung (3.10) mit insgesamt 128 Iterationen fu¨hrt, wie zu erwarten, zu einer approxi-
mierten globalen vorzeichenbehafteten Abstandsfunktion φ˜, die im rechten Bild von Ab-
bildung 5.2 dargestellt ist. Der optische Vergleich zwischen dem Nullmengenniveau von φ
und φ˜ zeigt hier keine substantielle ¨Anderung der Lage des Nullmengenniveaus. Um den
feinskaligen Unterschied graphisch hervorzuheben, ist in Abbildung 5.3 im linken Bild eine
¨Uberlagerung beider Isofa¨chen dargestellt. Hierbei geho¨ren die grauen Fla¨chenbereiche zur
urspru¨nglichen Funktion φ und die schwarzen Fla¨chenbereiche zu der aus φ generierten Ab-
standsfunktion φ˜. Man beobachtet, dass die Reinitialisierung in stark gekru¨mmten Bereichen
der freien Oberfla¨che versta¨rkt dazu neigt numerische Diffusion zu induzieren. Offensicht-
lich wird die freie Oberfla¨che dort, im Rahmen einer Gittermaschenweite, ku¨nstlich gegla¨ttet.
Dieses Gla¨ttungsverhalten wird nochmals im rechten Bild verdeutlicht. Hierbei entspricht
die durchgezogene schwarze Linie der urspru¨nglichen Funktion φ und die gestrichelte Li-
nie der daraus generierten Abstandsfunktion φ˜. Hier ist klar ersichtlich, dass die Kru¨mmung
im Rahmen einer Gittermaschenweite eine Gla¨ttung erfa¨hrt. Deshalb gibt es insbesonde-
re bei Langzeitrechnungen, in denen in jedem Zeitschritt reinitialisiert wird, empfindliche
Probleme mit der Masseerhaltung. Aus diesem Grund werden wir fu¨r Langzeitrechnungen
zusa¨tzlich eine Picard-Fixpunktiteration durchfu¨hren, die eine globale Volumenerhaltung ga-
rantiert. Der Einfluss dieser zusa¨tzlichen Fixpunktiteration auf die Konvergenzeigenschaften
der Kru¨mmung und der Volumenerhaltung wird im na¨chsten Abschnitt untersucht.
An dieser Stelle sei angemerkt, dass fu¨r herko¨mmliche Zweiphasensimulationen eine
Abstandsfunktion nur in einer Umgebung der freien Oberfla¨che notwendig ist, um die Aus-
wertung der Heaviside-Funktion und des Delta-Funktionals beidseitig der freien Oberfla¨che
symmetrisch zu gestalten. Dies gestattet eine substantielle Reduktion der Iterationsschritte
fu¨r die Reinitialisierung auf fu¨nf bis sieben Iterationen, was wiederum eine geringere Sto¨rung
der freien Oberfla¨che zur Folge hat, als in Abbildung 5.3 dargestellt ist.
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Abbildung 5.2: Nullmengenisofla¨che und Mittelschnittebene mit dazugeho¨rigen Konturlini-
en der Level-Set Funktion vor der Reinitialisierung (links) und danach (rechts).





Abbildung 5.3: Das linke Bild zeigt die u¨bereinandergelegten Isofla¨chen beider Funktion
zum Niveauwert Null Die graue Isofla¨che geho¨rt zur Funktion φ und die schwarzen Fla¨chen-
bereiche zu der generierten Abstandsfunktion φ˜, die sich u¨ber die urspru¨ngliche legt. Das
rechte Bild ist die Vergro¨ßerung des Schnittes der Isofla¨chen mit dem kleinen roten Quadrat.
Hierbei ist geho¨rt die durchgezogene Linie zur urspru¨nglichen Funktion φ und die gestri-
chelte Linie zur generierten Abstandfunktion φ˜.
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5.3 Masseerhaltung und Konvergenz der Kru¨mmung
Im Folgenden untersuchen wir die Konvergenzeigenschaften des numerischen Verfahrens
bezu¨glich Masse und Kru¨mmung am Testfall einer advektierten Einheitsspha¨re. Da die ana-
lytische Kru¨mmung der Einheitsspha¨re bekannt ist, ko¨nnen wir die approximierte Kru¨m-
mung direkt mit der analytischen Lo¨sung vergleichen.
Hierzu betrachten wir das Gebiet Ω = (0, 4)3 welches wir mit einer Sequenz von uni-
form verfeinerten a¨quidistanten Gittern diskretisieren. Desweiteren verwenden wir periodi-
sche Randbedingungen auf ∂Ω und ein stationa¨res, global konstantes Geschwindigkeitsfeld
u(x, y, z) = 1, v(x, y, z) = 1, w(x, y, z) = 0.
Als Anfangsbedingung fu¨r die Level-Set-Funktion verwenden wir die analytische Abstands-
funktion
φ(x, y, z) = 1−
√
(x− 2)2 + (y − 2)2 + (z − 2)2 (5.3)
deren Niveaumenge zum Wert Null eine Spha¨re mit Radius r = 1 und Mittelpunkt in (2, 2, 2)
beschreibt. Diese Spha¨re wird u¨ber die Zeit entlang der Diagonalen auf der xy-Ebene trans-
portiert.
Abbildung 5.4: Fehlerkonvergenz der Kru¨mmungsauswertung einer transportierten Einheits-
spha¨re in der L1- und L∞-Norm nach einer Periode. R− und R+ bezeichnen die ein-
bzw. ausgeschaltete Reinitialisierung der Level-Set-Funktion, analoges gilt fu¨r F− und F+
bezu¨glich der Picard-Fixpunktiteration.
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Abbildung 5.5: Konvergenz des relativen Fehlers der Masse. R− und R+ bezeichnen die
ein- bzw. ausgeschaltete Reinitialisierung der Level-Set-Funktion, analoges gilt fu¨r F− und
F+ bezu¨glich der Picard-Fixpunktiteration.
In diesem Experiment betrachten wir vier unterschiedliche Konfigurationen unseres nu-
merischen Schemas, um die unterschiedlichen Effekte der Reinitialisierung und der Fixpunk-
titeration auf das Konvergenzverhalten zu untersuchen. Hierzu fu¨hren wir Simulationen mit
und ohne Reinitialisierung (4.13) sowie mit und ohne Fixpunktiteration (4.26) durch.
Die Kru¨mmung la¨ßt sich darstellen als
κh(φh)(~x) = ∇ · ∇φh(~x)‖∇φh(~x)‖ .
Desweiteren definieren wir die diskreten Fehlernormen
eκ,hǫ (x) :=
|κh(φh)(~x)− κ(φ)(~x)|










in der ǫ(x)-Region gegeben durch |φh(xi)| < α(xi)h = ǫ(xi) , man vergleiche mit (4.4).
Das heißt, wir messen den Fehler nicht nur auf der freien Oberfla¨che, sondern in einer Um-
gebung der freien Oberfla¨che. Man beachte, dass wir nicht das gegla¨ttete Deltafunktional
δǫ in die Auswertung der Normen miteinbeziehen, denn δǫ wird nur fu¨r die Auswertung der
Oberfla¨chenspannungskraft beno¨tigt, aber nicht fu¨r die Approximation der Kru¨mmung.
Desweiteren messen wir den Fehler bezu¨glich der Masseerhaltung, indem wir die Diffe-
renz zwischen der Masse zur Zeit t = 4 und der Anfangsmasse mittels der diskreten Normen
5.3. MASSEERHALTUNG UND KONVERGENZ DER KR ¨UMMUNG 73
Tabelle 5.1: Relativer Fehler e und Fehlerkonvergenz η der Kru¨mmungsberechnung κ in der
L1- und L∞-Norm und der Masse m nach einer transportierten Periode der Einheitsspha¨re.













Reinitialisierung (−) Fixpunkt (−)
25 15625 2214 7.034−3 − 3.890−2 − 3.130−4 −
50 125000 8928 1.288−3 1.218 5.236−3 1.438 1.521−4 0.346
100 1000000 35376 3.119−4 1.030 1.015−3 1.192 4.823−5 0.552
200 8000000 141440 7.773−5 1.003 2.271−4 1.080 1.244−5 0.651
400 64000000 565768 1.943−5 1.000 5.320−5 1.047 3.123−6 0.664
Reinitialisierung (+) Fixpunkt (−)
25 15625 2214 1.133−2 − 4.370−2 − 1.969−3 −
50 125000 8932 1.437−3 1.481 4.622−3 1.611 4.652−6 2.909
100 1000000 35380 3.128−4 1.108 9.112−4 1.180 4.289−5 −1.068
200 8000000 141440 7.769−5 1.005 2.147−4 1.043 1.220−5 0.604
400 64000000 565768 1.943−5 0.999 5.180−5 1.026 3.105−6 0.658
Reinitialisierung (−) Fixpunkt (+)
25 15625 2214 7.034−3 − 3.890−2 − 8.338−9 −
50 125000 8928 1.288−3 1.218 5.236−3 1.438 8.365−8 −1.109
100 1000000 35376 3.120−4 1.030 1.015−3 1.192 7.702−8 0.039
200 8000000 141436 7.773−5 1.003 2.271−4 1.080 9.244−8 −0.087
400 64000000 565768 1.943−5 1.000 5.320−5 1.047 9.727−8 −0.024
Reinitialisierung (+) Fixpunkt (+)
25 15625 2214 1.131−2 − 4.373−2 − 5.157−9 −
50 125000 8932 1.437−3 1.479 4.623−3 1.611 8.952−8 −1.373
100 1000000 35380 3.129−4 1.107 9.113−4 1.180 7.659−8 0.075
200 8000000 141436 7.769−5 1.005 2.147−4 1.043 9.238−8 −0.090









bestimmen. Die entsprechenden algebraischen Konvergenzraten η werden mittels







Da wir ein absolutes Abbruchkriterium von em,hǫ < 10−7 in der Fixpunktiteration fu¨r die
Masse verwenden, sagen wir einen konstanten Fehler der Gro¨ße emǫ fu¨r die Masseerhaltung
voraus, wenn die Fixpunktiteration eingesetzt wird. Aufgrund des eingesetzten konstanten
Geschwindigkeitsfeldes wird in diesem Experiment die vorzeichenbehaftete Abstandseigen-
schaft der Level-Set-Funktion nur leicht u¨ber die Zeit gesto¨rt, so dass wir sehr a¨hnliche
Ergebnisse fu¨r die Fa¨lle mit und ohne Reinitialisierung voraussagen.
Die Ergebnisse dieser numerischen Studie sind in Tabelle 5.1 und den Abbildungen 5.4
und 5.5 aufgefu¨hrt. Die Konvergenzraten ηmǫ sind bezu¨glich der gesamten Anzahl an Git-
terzellen dof und die Konvergenzraten ηκǫ sind bezu¨glich der Anzahl an Gitterzellen dofǫ in
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der ǫ(x)-Region ermittelt worden. Da dofǫ ≈ h−2 gilt, ist eine klassische Konvergenz zwei-
ter Ordnung vorhanden, wenn η = 1 ist. Analog erhalten wir eine klassische Konvergenz
zweiter Ordnung fu¨r die Masse falls η = 2
3
, da hier dof ≈ h−3 gilt.
An den aufgefu¨hrten Zahlen in Tabelle 5.1 und den Graphen in Abbildung 5.4 und Ab-
bildung 5.5 ko¨nnen wir deutlich das optimale Konvergenzverhalten von zweiter Ordnung
unseres numerischen Schemas beobachten. Wie zu erwarten, ist der Fehler bezu¨glich der
Masse konstant < 10−7 falls die Fixpunktiteration mit dem absoluten Abbruchkriterium ver-
wendet wird, das heißt, wir erhalten eine Rate ηmǫ ≈ 0 aufgrund des absoluten Abbruchkrite-
riums. Die Reinitialisierung (R+) hat nahezu keinen Effekt auf das Konvergenzverhalten, da
in diesem Testfall die Abstandseigenschaft der Level-Set-Funktion aufgrund der konstanten
Advektionsgeschwindigkeit u¨ber die Zeit gut erhalten bleibt.
5.4 Konvergenzanalyse einer aufsteigenden Blase mit Ober-
fla¨chenspannung
Das Konvergenzverhalten des Zweiphasenlo¨sers mit Oberfla¨chenspannung untersuchen wir
nun am Beispiel einer aufsteigenden Blase. Hierzu betrachten wir eine spha¨rische Blase aus
einem Fluid, welches leichter ist als das umgebende Fluid. Aufgrund der Gravitationskraft
werden Auftriebskra¨fte induziert, die zusammen mit der Oberfla¨chenspannungskraft die De-
formation der Blase im zeitlichen Verlauf bestimmen. Daher wird hier die Einbindung der
Oberfla¨chenspannungskraft u¨ber das gegla¨ttete Deltafunktional δǫ in unserem numerischen
Verfahren mitbetrachtet. Desweiteren nimmt die Deformation der Blase u¨ber die Zeit im-
mer mehr zu, so dass hier eine Reinitialisierung der Level-Set-Funktion in jedem Zeitschritt
durchgefu¨hrt werden muss, um die notwendige vorzeichenbehaftete Abstandsfunktion u¨ber
die Zeit zu erhalten. Um das Problem der Masseerhaltung, bedingt durch den Transport der
Level-Set Funktion und deren Reinitialisierung, in den Griff zu bekommen, verwenden wir
die globale Fixpunktiteration fu¨r die Masse. Zum Vergleich geben wir auch die Ergebnisse
an, welche ohne Fixpunktiteration fu¨r die Masse berechnet wurden.
Wir antizipieren eine Konvergenz erster Ordnung nahe der freien Oberfla¨che aufgrund
der Gla¨ttung des Delta Funktionals, welche von erster Ordnung ist. Außerhalb der ǫ-Um-
gebung erwarten wir eine Approximation zweiter Ordnung, da dort das gegla¨ttete Delta-
Funktional nicht aktiv ist. Insgesamt erwarten wir eine globale Konvergenzordnung nahe bei
zwei, da die freie Oberfla¨che nur eine Untermannigfaltigkeit des vollsta¨ndigen Rechengebie-
tes darstellt.
Die physikalischen Eigenschaften der betrachteten Fluide sind in Tabelle 5.2 aufgefu¨hrt.
Die Anfangsbedingung fu¨r die Level-Set Funktion φ entspricht der einer Spha¨re mit Mittel-
punkt (0.075m, 0.05m, 0.075m) und Radius r = 0.025m. Das Rechengebiet hat die Aus-
maße Ω = (0, 0.15m)3 welches wir mit drei uniform verfeinerten a¨quidistanten Gittern
der Maschenweite h = 1/37, 1/73, 1/145 diskretisieren und dabei jeweils die dazugeho¨rige
a¨quidistante Zeitschrittweite δth = 1.00−3, 2.50−4, 6.25−5 u¨ber den gesamten Zeitraum ver-
wenden. Da eine analytische Lo¨sung zu diesem Problem nicht bekannt ist, verwenden wir als
Referenzlo¨sung die Lo¨sung des Gitters mit der Maschenweite 1/289 und der Zeitschrittwei-
te δt = 1.5625−5, um die Approximationsgu¨te unseres numerischen Verfahren zu ermitteln.
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Abbildung 5.6: Aufsteigende Blase ohne (obere Zeile) und mit (untere Zeile) Fixpunkt-
iteration fu¨r verbesserte Masseerhaltung zur Zeit t = 0.1s (linke Spalte) und t = 0.15s
(rechte Spalte) fu¨r h = 1/37. Dargestellt ist die semi-transparente Isofla¨che der Level-
Set-Funktion und ein Konturplot der v-Geschwindigkeitskomponente entlang der zentralen
Schnittebene.
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Tabelle 5.2: Materialparameter fu¨r die Simulation der im Fluid aufsteigenden Blase.
Blase: µ1 = 2.5−4kg/ms, ρ1 = 1.00kg/m3 Oberfla¨chenspannung: σ = 5.0−3N/m
umgebendes Fluid: µ2 = 5.0−4kg/ms, ρ2 = 1.01kg/m3 Randbedingungen: slip
Hierfu¨r beno¨tigen wir die Definition
Erefh (ψh) := I
ref
h ψh − ψref ,
wobei Irefh die trilineare Interpolation der Daten des Gitters mit der Maschenweite h auf das














Wir betrachten in diesem Experiment die Konvergenz der Geschwindigkeiten uh, vh, wh,
der Level-Set-Funktion φh und des Druckes ph. Hierzu bestimmen wir die algebraischen
Konvergenzraten nach Gleichung (5.8), so dass die klassische Konvergenz zweiter Ordnung
angenommen wird, wenn η = 2
3
gilt. Da wir das gegla¨ttete Delta-Funktional in unserem nu-
merischen Verfahren nun mitbetrachten, um die Oberfla¨chenspannung in unseren Simulatio-
nen mitzuberechnen, ko¨nnen wir nicht eine globale Konvergenzordnung von η = 2
3
erwarten.




. Je feiner das Gitter wird, desto na¨her
wird η an 2
3
liegen, aufgrund des kleineren Verha¨ltnisses von Oberfla¨che zu Volumen, und
damit des kleineren Einflusses des gegla¨tteten Delta-Funktionals auf die gesamte Approxi-
mationsgu¨te. Die gemessenen relativen Fehler (5.9) und entsprechenden Konvergenzraten
(5.8) sind in Tabelle 5.3 und 5.4 aufgefu¨hrt. Von den dargestellten Zahlen ko¨nnen wir unser





, die sich mit feiner werdender Gittermaschenweite fu¨r die Geschwindigkeiten in der
L2-Norm und der L∞-Norm den Wert 2
3
anna¨hern. Desweiteren sind die Ergebnisse fu¨r die
u und w Geschwindigkeitskomponenten identisch aufgrund der Symmetrie des betrachteten


























37 3.92−1 − 2.08−1 − 1.13−1 − 1.09−1 − 3.92−1 − 2.08−1 −
73 2.09−1 0.31 8.47−2 0.44 7.67−2 0.19 4.92−2 0.39 2.09−1 0.31 8.47−2 0.44
145 6.94−2 0.54 2.60−2 0.57 3.52−2 0.38 1.59−2 0.55 6.94−2 0.54 2.60−2 0.57
Fixpunkt (+)
37 3.87−1 − 2.04−1 − 1.20−1 − 1.11−1 − 3.87−1 − 2.04−1 −
73 2.06−1 0.31 8.35−2 0.44 6.96−2 0.27 5.01−2 0.39 2.06−1 0.31 8.35−2 0.44
145 6.76−2 0.54 2.56−2 0.57 2.97−2 0.41 1.60−2 0.56 6.76−2 0.54 2.56−2 0.57
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37 4.621−2 − 3.14−2 − 1.89−2 − 6.51−1 − 1.14−2 −
73 1.158−2 0.679 1.27−2 0.44 6.90−3 0.50 5.89−1 0.05 4.90−3 0.41
145 2.402−3 0.764 4.66−3 0.49 2.19−3 0.56 4.26−1 0.16 1.92−3 0.45
Fixpunkt (+)
37 4.035−5 − 3.49−2 − 1.48−2 − 6.52−1 − 1.04−2 −
73 2.343−5 0.267 1.32−2 0.48 6.32−3 0.42 5.90−1 0.05 4.55−3 0.41
145 6.541−6 0.620 4.46−3 0.53 2.15−3 0.52 4.27−1 0.16 1.82−3 0.45
Problems. Die relativen Fehler und Konvergenzraten fu¨r die Level-Set-Funktion φ korre-





liegt und sich dem Wert 2
3
auf den feiner werdenden Gittern na¨hert, was ei-
ner Konvergenz zweiter Ordnung fu¨r die Level-Set Funktion sehr nahe kommt. Der positive
Effekt der Fixpunktiteration auf die Masseerhaltung ist deutlich sichtbar an den gemessenen
relativen Fehlern em,hǫ in Tabelle 5.4. Wir erhalten mit der Fixpunktiteration in etwa eine Ge-
nauigkeit von 10−5 in der Masseerhaltung auf allen Gittern, wobei ohne Fixpunktiteration
die Masse nur bis auf 10−3 erhalten bleibt. Das Konvergenzverhalten des Druckes p ist im
Vergleich zu den Geschwindigkeiten, wie zu erwarten, leicht reduziert. Der Grund hierfu¨r
liegt in der Tatsache, dass der Druck entlang der freien Oberfla¨che unstetig ist.
Als na¨chstes Testproblem simulieren wir eine im Wasser aufsteigende Luftblase. Zu die-
sem Zweck betrachten wir die dreidimensionale Version des Modellproblems aus [109,192].
Das Gebiet und die Anfangskonfiguration der Fluidphasen sind wie folgt gegeben: Ω =
(0, 0.2)m × (0, 0.3)m × (0, 0.2)m, der Blasenradius ist r0 = 1/30m und das Zentrum der
Blase liegt in (0.1m, 0.1m, 0.1m). Die Gravitationskraft und die Materialparameter sind ~g =
(0,−9.8, 0)m/s2, σ = 0.0728N/m, ρwasser = 103kg/m3, ρluft = 1.226kg/m3, µwasser =
1.137× 10−3kg/ms und µluft = 1.78× 10−5kg/ms. An allen Gebietsra¨ndern, das heißt an
∂Ω, haben wir Haft-Randbedingungen gesetzt.
In der oberen Reihe von Abbildung 5.7 ist die zeitliche Entwicklung der dreidimensio-
nalen freien Oberfla¨che zu den Zeitenpunkten t = 0.01s, 0.02s, 0.035s, 0.05s zu sehen, die
auf dem feinsten Gitter mit der Auflo¨sung 160× 240× 160 berechnet wurde. In der unteren
Reihe von Abbildung 5.7 ist dieser Testfall zusa¨tzlich auf den zwei gro¨beren Gittermaschen-
weiten 40× 60× 40 und 80× 120× 80 berechnet worden, um einen Vergleich zu der feins-
ten Auflo¨sung durchfu¨hren zu ko¨nnen. Zur besseren Vergleichbarkeit der entsprechenden
Lo¨sungen haben wir in der unteren Reihe von Abbildung 5.7 die Visualisierung auf die Mit-
telschnittebene des 3D Gebietes beschra¨nkt. Die Ergebnisse lassen sich bis zum Zeitpunkt
t = 0.035s sehr gut mit denen aus [109, 192] vergleichen und die Lo¨sungen auf den drei
betrachteten Gittern sind nahezu identisch. Fu¨r spa¨tere Zeiten t > 0.035s wird die Blase im
Vergleich zu ihrer Ausgangsform stark deformiert und es ist eine deutliche Verbesserung der
Lo¨sung aufgrund der Gitterverfeinerung zu erkennen. Allerdings unterscheiden sich die Si-
mulationsergebnisse fu¨r t > 0.035s von denen aus [109,192] aufgrund der Tatsache, dass wir
einen dreidimensionalen Aufbau des Problems betrachten, bei dem das Verha¨ltnis zwischen
Oberfla¨che und Volumen kleiner ist als in zwei Dimensionen. Um diese Aussage zu unter-
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Abbildung 5.7: Im Wasser aufsteigende Luftblase zu den Zeitpunkten t = 0.01s, 0.02s,
0.035s, und 0.05s (von links nach rechts). In der oberen Reihe sind die Oberfla¨chenpositio-
nen fu¨r die Gitterweiten = (1/160, 1.5/240, 1/160) abgebildet. In der unteren Reihe sind die
Schnitte der der freien Oberfla¨che mit der Mittelebene des Rechengebietes fu¨r die Gitterwei-
ten = (1/40, 1.5/60, 1/40), (1/80, 1.5/120, 1/80), und (1/160, 1.5/240, 1/160) abgebildet
(die fettgedruckte Linie entspricht der feinsten Auflo¨sung).
mauern, wurde ein quasi-zwei-dimensionales Analogon mit periodischen Randbedingungen
in z-Richtung berechnet, das heißt es wurde eine zylindrische Blase betrachtet, bei der die
Geschwindigkeitskomponente in z-Richtung gleich Null ist. Die berechneten Ergebnisse sind
in Abbildung 5.8 zu sehen.
Ein Vergleich der Ergebnisse aus Abbildung 5.8 mit den zweidimensionalen Simulations-
ergebnissen aus [109] fu¨r die ghost-fluid-Methode zeigt eine sehr gute ¨Ubereinstimmung bis
zum Zeitpunkt t ≤ 0.035s. Fu¨r spa¨tere Zeitpunkte t > 0.035s wird der Masseverlust in der
ghost-fluid-Methode [109] substantiell und fu¨hrt somit zu einer Verschlechterung der Qua-
lita¨t der Simulation. Unser numerisches Schema sichert dahingegen die Masseerhaltung und
ermo¨glicht somit auch qualitativ verla¨ssliche Langzeitsimulationen. Das numerische Sche-
ma aus [192] sichert ebenfalls die Masseerhaltung, aber die Level-Set-Funktion wird dort nur
mit erster Ordnung transportiert, wodurch insbesondere Langzeitsimulationen durch nume-
rische Diffusionsartefakte beeintra¨chtigt werden. In unserer Approximation verwenden wir
ein Transportschema ho¨herer Ordnung. Dieses liefert fu¨r t > 0.035s bessere Ergebnisse als
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Abbildung 5.8: Aufsteigende quasi 2D Luftblase im Wasser zu den Zeitpunkten t = 0.01s,
0.02s, 0.035s, 0.05s, 0.075s und 0.1s. Zu sehen sind die Schnitte zwischen der Oberfla¨che
und der Mittelebene des Rechengebietes fu¨r die Gittermaschenweiten = (1/40, 1.5/60, 1/4),
(1/80, 1.5/120, 1/8), und (1/160, 1.5/240, 1/16) (fettgedruckte Linien entsprechen der
feinsten Auflo¨sung).
in [192].
Zusammenfassend zeigen die Ergebnisse in Abbildung 5.7 und 5.8 die Notwendigkeit
von dreidimensionalen Simulationen fu¨r Probleme aus der Blasen- und Tropfendynamik.
Die Blase aus Abbildung 5.7 ist substantiell schneller und erfa¨hrt ein anderes Deformations-
muster als ihr zweidimensionales Gegenstu¨ck aus Abbildung 5.8. Der Grund hierfu¨r liegt
im unterschiedlichen Verha¨ltnis zwischen Volumen und Oberfla¨che und der unterschiedlich
starken Wechselwirkung mit den Gebietsra¨ndern, denn der quasi 2D-Fall entspricht in 3D
einem aufsteigenden Luftzylinder.
5.5 Deformationsverhalten von Tropfen in Scherstro¨mun-
gen
Als letztes numerisches Experiment dieses ersten Teils der Arbeit betrachten wir die De-
formation eines kleinen Tropfens innerhalb einer Scherstro¨mung. Hierzu wird ein spha¨ri-
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Abbildung 5.9: Phasendiagram der Tropfendeformation bezu¨glich der Kapillarzahl Ca und
der Reynoldszahl Re. Das stationa¨re Regime mit konstanter Topologie wird mit ST bezeich-
net, das instationa¨re Regime, bei dem topologische ¨Anderungen auftreten wird mit IT be-
zeichnet.
scher Tropfen mit dem Radius rD durch die ihn umgebende Scherstro¨mung in die La¨nge
gezogen [14,127,128]. Das Deformationsverhalten ha¨ngt von den Materialeigenschaften der
Fluide fu¨r den Tropfen, der umgebenden Flu¨ssigkeit und der Scherrate ab.
Eine stationa¨re Lo¨sung mit einer nahezu ellipsenfo¨rmig deformierten Tropfengeometrie
erhalten wir beispielsweise, wenn die Oberfla¨chenspannungkraft σ groß genug gewa¨hlt wird.
Wenn hingegen die gewa¨hlte Oberfla¨chenspannungskraft zu klein ist, um die entgegengesetzt
gerichteten Kra¨fte der Scherspannung zu bilanzieren, dann erfa¨hrt der Tropfen eine Topolo-
giea¨nderung. Hierbei zerfa¨llt der Tropfen solange in immer kleinere Satellitentropfen, bis
die Oberfla¨chenspannungskraft wieder in der Lage ist, fu¨r die kleineren Tropfenvolumen die
Scherspannungen zu bilanzieren [128].
Im Folgenden bezeichnen wir die Viskosita¨t des umgebenden Fluides mit νM und die
Viskosita¨t des Tropfens mit νD. Der charakteristische dimensionslose Parameter eines sol-





Sie gibt das Verha¨ltnis von Viskosita¨tskra¨ften zu Oberfla¨chenspannungen an den Phasengren-
zen von Flu¨ssigkeiten und Gas oder unmischbaren Flu¨ssigkeiten wieder. Das Deformations-
verhalten des Tro¨pfchens la¨ßt sich qualitativ u¨ber die Kapillarzahl Ca und die Reynoldszahl
Re bestimmen. Gema¨ß [128] existieren zwei Stro¨mungsbereiche: Ein stationa¨res Regime
(ST), bei dem der Tropfen seine Ausgangstopologie erha¨lt, und ein instationa¨res Regime
(IT), bei dem der Tropfen eine topologische ¨Anderungen erfa¨hrt und u¨ber die Zeit in ent-
sprechende Satellitentropfen zerfa¨llt, siehe Abbildung 5.9.
Zuna¨chst betrachten wir vier repra¨sentative Parameterkonfigurationen fu¨r das ST-Regime
mit Reynoldszahlen, die wenig unterhalb der kritischen Werte liegen, na¨mlich (Ca,Re) =
(0.25, 1.5), (0.2, 4), (0.15, 10), und (0.1, 20). Diese Parameterwahlen wurden auch in [127,
128] im Rahmen einer VOF-Simulation betrachtet. Die finalen stationa¨ren Ergebnisse fu¨r
diese Konfigurationen sind in den Abbildungen 5.10 und 5.11 dargestellt. Diese Ergebnisse
sind den Ergebnissen aus [127, 128] sehr a¨hnlich. Mit steigender Reynoldszahl beobachten
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Abbildung 5.10: Stationa¨re Ergebnisse der Tropfendeformation in einer Scherstro¨mung fu¨r
die vier Parameterkonfigurationen (Ca,Re) = (0.25, 1.5), (0.2, 4), (0.15, 10), und (0.1, 20)
(oben links bis unten rechts). Zu sehen ist die freie Oberfla¨che im stationa¨ren Limit. Das
entsprechende Druckfeld ist mit der gleichen Farbskalierung auf allen Bildern mittels einer
Mittelschnittebene dargestellt. Die stationa¨ren Zusta¨nde werden zu den Zeiten t = 203.34,
t = 538.41, t = 829.68, und t = 1649.36 erreicht (von oben links bis unten rechts). Das
Simulationsgebiet ist 2 × 1 × 2 groß und der Tropfen hat einen Radius von r = 0.25. Die
Gittermaschenweite ist (2/128, 1/64, 2/128).
82 KAPITEL 5. NUMERISCHE ERGEBNISSE DES PARALLELEN
ZWEIPHASENL ¨OSERS
Abbildung 5.11: Stationa¨re Ergebnisse der Tropfendeformation in einer Scherstro¨mung fu¨r
vier unterschiedliche Parameterkonfigurationen. Zu sehen sind Vergro¨ßerungen der freien
Oberfla¨che in dem umgebenden Stro¨mungsfeld entlang der Mittelschnittebene. Die entspre-
chenden Druckfelder sind mit der gleichen Farbskalierung auf allen Bildern mittels einer
Mittelschnittebene dargestellt. Die stationa¨ren Zusta¨nde werden zu den Zeiten t = 203.34,
t = 538.41 (obere Reihe) und t = 829.68, t = 1649.36 (untere Reihe) erreicht. Das Simu-
lationsgebiet ist 2× 1× 2 groß und der Tropfen hat einen Radius von r = 0.25. Die Gitter-
maschenweite ist (2/128, 1/64, 2/128). Fu¨r die Parameter (Ca,Re) = (0.25, 1.5), (0.2, 4)
(obere Reihe) bildet das Stro¨mungsfeld innerhalb des Tropfens einen einzigen Wirbel aus,
wobei fu¨r die Parameter (Ca,Re) = (0.15, 10), (0.1, 20) (untere Reihe) das Stro¨mungsfeld
innerhalb des Tropfens zwei Wirbel ausbildet.
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Abbildung 5.12: Instationa¨re Ergebnisse der Tropfendeformation in einer Scherstro¨mung fu¨r
die Parameterkonfiguration (Ca,Re) = (0.15, 15). Zu sehen ist die zeitliche Entwicklung
der freien Oberfla¨che zu t = 0, t = 334.8, t = 379.2, t = 396.0, t = 397.2, t = 416.40
(oben links bis unten rechts). Das Simulationsgebiet ist (0, 3)× (0, 1)× (0, 2) groß und der
Tropfen hat den Radius r = 0.25. Die Gittermaschenweite ist (3/192, 1/64, 2/128).
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Abbildung 5.13: Instationa¨re Ergebnisse der Tropfendeformation in einer Scherstro¨mung fu¨r
die Parameterkonfiguration (Ca,Re) = (0.1, 25). Zu sehen ist die zeitliche Entwicklung
der freien Oberfla¨che zu t = 0, t = 178.8, t = 238.8, t = 330.0, t = 358.8, t = 373.2,
t = 394.8, t = 418.8 (von oben nach unten). Das Simulationsgebiet ist (0, 14) × (0, 1) ×
(0, 2) groß und der Tropfen hat einen Radius von r = 0.25. Die Gittermaschenweite ist
(14/896, 1/64, 2/128).
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auch wir eine Brechung der Symmetrie des Tro¨pfchens entlang der Mittelschnittebene und
eine sta¨rkere Abweichung der Tro¨pfchenform von der eines Ellipsoids. Desweiteren entwi-
ckelt das Stro¨mungsfeld innerhalb des Tro¨pfchens multiple Wirbel mit steigender Reynolds-
zahl. Wir beobachten die Ausbildung je eines Wirbels fu¨r die Fa¨lle (Ca,Re) = (0.25, 1.5)
und (Ca,Re) = (0.2, 4) und die Ausbildung von je zwei Wirbeln fu¨r die Fa¨lle (Ca,Re) =
(0.15, 10) und (Ca,Re) = (0.1, 20).
Als letztes numerisches Experiment betrachten wir zwei Konfigurationen des IT-Regimes
(siehe Abbildund 5.9). Die Ergebnisse fu¨r die Parameter (Ca,Re) = (0.15, 15) sind in Ab-
bildung 5.12 aufgefu¨hrt. Hier beobachten wir zuna¨chst eine Dehnung des Tropfens von einer
spha¨rischen hin zu einer Ellipsenform, dann hin zu einer hantela¨hnlichen Form, bevor er
schließlich seine Topologie a¨ndert und in zwei Satellitentropfen zerfa¨llt. Diese zwei Satelli-
tentropfen konvergieren in einen stationa¨ren Zustand hinsichtlich ihrer Topologie, weil die
Oberfla¨chenspannung jetzt stark genug ist, die Scherkra¨fte, die auf diese Tropfenmassen wir-
ken, auszugleichen.
Fu¨r die Parameterkonfiguration (Ca,Re) = (0.1, 25) sagen wir voraus, dass das Tro¨pf-
chen im zeitlichen Verlauf in viele kleine und kleiner werdende Tro¨pfchen zerfa¨llt, da das
Kra¨ftegleichgewicht zwischen der Oberfla¨chenspannungskraft und der Scherspannungskraft
sich erst sehr spa¨t nach einer starken Deformationsphase einstellt. Der Zerfallsprozess tritt
erst nach einer sehr langen Dehnungsphase des Tro¨pfchens in eine hantelartige Form ein.
Hier lo¨sen sich dann zuna¨chst die Enden ab und bilden drei eher große Satellitentropfen, de-
ren Deformationsverhalten sich a¨hnlich zu dem Ursprungstro¨pfchen verha¨lt. Die umgebende
Scherstro¨mung dehnt im weiteren Verlauf diese drei Tro¨pfchen wieder zu einer hantela¨hn-
lichen Form aus, bis diese sich wiederum in weitere kleinere Satellitentro¨pfchen aufteilen.
Dieser charakteristische Prozess wiederholt sich solange, bis die Oberfla¨chenspannungkra¨fte
das Deformationsverhalten der Tro¨pfchen bilanzieren ko¨nnen, das heißt, bis die Oberfla¨chen-
spannungskra¨fte sta¨rker sind als die wirkenden Scherkra¨fte. Dieses vorhergesagte Verhalten
ist deutlich in den Konturplots der Abbildung 5.13 zu beobachten.
Teil II
Kopplung mit beweglichen Starrko¨rpern
Kapitel 6
Generierung und Transport von
komplexen Starrko¨rpergeometrien
In diesem Kapitel beschreiben wir die Umwandlung einer vorgegebenen triangulierten Starr-
ko¨rpergeometrie in eine auf einem Eulerschen Gitter definierte Level-Set-Funktion. Diese
Umwandlung besteht im wesentlichen aus zwei Schritten: erstens aus der maschinengenau-
en Berechnung des Abstandes eines Punktes zu einem gegebenen Dreieck, zweitens aus der
Innen/Außen-Differenzierung des Starrko¨rpers fu¨r die Vorzeichenbestimmung der entspre-
chenden Level-Set-Werte.
Um schließlich Fluid-Starrko¨rper-Wechselwirkungen simulieren zu ko¨nnen, muss daru¨-
ber hinaus ein bis auf Gittergenauigkeit verlustfreier Transport der Level-Set-Geometrie ga-
rantiert werden, sodass die Starrko¨rpereigenschaft zu jedem Zeitpunkt einer Simulation er-
halten bleibt. Fu¨r solche Problemstellungen bietet sich eine Semi-Lagrangesche Diskretisie-
rungstechnik an. Zu jedem Zeitpunkt wird eine entsprechende Trajektorie mitgefu¨hrt, sodass
die aktuelle Lage des Starrko¨rpers u¨ber Interpolation aus den maschinengenauen Werten der
Anfangsbedingung des Starrko¨rpers ermittelt werden kann.
6.1 Traditionelle Darstellungstechniken komplexer Geome-
trien
Eine klassische Darstellungstechnik komplexer Geometrien verla¨uft u¨ber Verfahren zur Er-
langung von randangepassten Gittern. Diese Methode ist bis heute ein eigenes Fachgebiet
des Wissenschaftlichen Rechnens, da es nach wie vor sehr komplexe und bisher unbeant-
wortete Fragestellungen beinhaltet. Ein wichtiger Interessenspunkt in der Gittergenerierung
ist der zeitliche Aufwand, welcher beno¨tigt wird, um eine Geometrie so zu vernetzen, dass
eine stabile Diskretisierung einer PDE ermo¨glicht wird.
Im Zuge dessen haben sich in der Vergangenheit eine Anzahl unterschiedlicher Git-
tergenerierungstechniken entwickelt, die im Zusammenhang mit Finite-Elemente-, Finite-
Volumen- und Finite-Differenzen-Lo¨sern eingesetzt werden. Zu den popula¨rsten Methoden
za¨hlen sicher die Methoden zur Generierung von randangepassten, unstrukturierten sowie
block-strukturierten Gittern. Fu¨r eine gegebene komplexe Geometrie versucht man ein Git-
88 KAPITEL 6. GENERIERUNG UND TRANSPORT VON KOMPLEXEN
STARRK ¨ORPERGEOMETRIEN
Abbildung 6.1: Gittergla¨ttung einer komplexen Geometrie.
ter zu erzeugen, welches weitestgehend sa¨mtliche Skalen- und Kru¨mmungsvariationen der
Geometrie einfa¨ngt.
Das Problem hierbei ist, dass eine erste Gittergenerierung in der Regel sehr zeitauf-
wendig ist. Weiterhin ist diese erste Gitterversion meistens so verzerrt, dass in weiteren
Pra¨prozessing-Schritten elaborierte Gittergla¨ttungsalgorithmen eine fu¨r das Simulationspro-
gramm gutmu¨tige (d.h. glatte) Verteilung der Gitterknotenpunkte produzieren sollen, wie in
Abbildung 6.11 dargestellt.
Eine weitere im Bereich Finiter-Volumen-Techniken oft eingesetzte Gittervernetzungs-
technik ist die Chimera- oder auch Composite-Grids-Methode. Hier wird die Geometrie
zuna¨chst in einfachere Teilobjekte zerlegt, welche dann einzeln mit einem Gitter verse-
hen werden. Beim Zusammenfu¨gen aller Teilgitter entstehen Gitter- ¨Uberlappungszonen zwi-
schen den Teilobjekten, wie in Abbildung 6.22 dargestellt ist. In diesen ¨Uberlappungsberei-
chen mu¨ssen dann die zu berechnenden Stro¨mungsgro¨ßen mit geeigneten Interpolationsope-
ratoren auf das jeweilige Gitter transferiert werden.
Abbildung 6.2: Gittergenerierung fu¨r ein U-Boot mittels der Composite-Grids-Methode.
1Das Bild stammt von Per-Olof Persson [3].
2Das Bild stammt von Bill Henshaw und Kyle Chand [4].
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Abbildung 6.3: Randangepasstes Gitter fu¨r eine Kreisgeometrie mit der Cut-Cell-Technik.
Die Probleme dieser Methode bestehen darin, dass der Schritt der Objektaufteilung je
nach gegebener Geometrie sehr zeitaufwendig und teuer sein kann. Weiterhin ist eine effi-
ziente Interpolation zwischen den Gitterkomponenten, welche Masse- und Energieerhaltung
gewa¨hrleistet, im Allgemeinen aufwa¨ndig.
Eine weitere Technik zur Darstellung komplexer Geometrien ist die sogenannte kartesi-
sche Cut-Cell-Technik. Die kartesische Cut-Cell-Methode ist vom Konzept her recht einfach
und verwendet keine Gittergenerierung im konventionellen Sinne. Anstatt einer Gittergene-
rierung werden hier die Schnittpunkte fu¨r jedes Randsegment der Geometrie mit dem sta-
tiona¨ren Eulerschen Gitter berechnet. Die ermittelten Schnittpunkte zwischen dem Geome-
trierand und dem Eulerschen Gitter definieren die entsprechenden Schnittzellen (”cut-cells”),
sodass das resultierende Gitter schliesslich ein an die Geometrie randangepasstes Gitter er-
gibt, wie Abbildung 6.3 veranschaulicht.
Probleme bei dieser Technik treten auf, wenn marginal kleine Teilstu¨cke aus den Cut-
Cells herausgeschnitten werden mu¨ssen. Insbesondere werden dann die notwendigen CFL-
Stabilita¨tsbedingungen aus Abschnitt 4.4 fu¨r eine Stro¨mungssimulation verletzt. Diese si-
chert im Rahmen einer expliziten Diskretisierung der konvektiven Terme, dass der Informa-
tionsfluss innerhalb eines Zeitschritts nicht weiter als eine Gittermaschenweite evolvieren
darf. Sehr kleine Gitterteilstu¨cke wu¨rden somit eine sehr kleine Zeitschrittweite zur Folge
haben, die den gesamten Rechenaufwand der Simulation extrem in die Ho¨he treiben wu¨rde.
6.2 Generierung komplexer Geometrien mittels der Level-
Set-Technik
Um die Problematiken von randangepassten und zusammengesetzten Gittern zu umgehen,
verwenden wir eine Level-Set-Darstellung zur Geometriebeschreibung. Das heißt, im Unter-
schied zu den problemangepassten unstrukturierten oder blockstrukturierten Gittern sowie
den zusammengesetzten Gittern, wie auch den Cut-Cell Gittern, verwenden wir die Einbet-
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tungstechnik der Level-Set-Methode zur Darstellung komplexer Starrko¨rpergeometrien. Da-
zu beschreiben wir im Folgenden, wie wir eine vorgegebene triangulierte Geometrie in eine
vorzeichenbehaftete Abstandsfunktion, also in eine Level-Set-Funktion, auf einem kartesi-
schen Gitter transformieren. Mit anderen Worten, es muss in jedem kartesischen Gitterpunkt
der euklidische Abstand zur vorgegebenen Geometrie ermittelt werden.
6.2.1 Grundidee des Level-Set-Verfahrens zur Beschreibung komple-
xer Geometrien
Level-Set-Verfahren geho¨ren zur Klasse der Front-Capturing-Methoden, vgl. Abschnitt 3.2.4
Diese definieren den freien Rand als eingebettete Niveaumenge einer ho¨herdimensionalen
Lipschitz-stetigen skalaren Funktion. In unserem Fall werden wir aus einer vorgegebenen tri-
angulierten Geometrie eine entsprechende vorzeichenbehaftete Abstandsfunktion auf einem
kartesischen Gitter generieren. Diese ermo¨glicht es uns einerseits geometrische Gro¨ßen, wie
beispielsweise den Normalenvektor und die Kru¨mmung, berechnen zu ko¨nnen und kann an-
dererseits als Indikatorfunktion im Rahmen der zu lo¨senden Navier-Stokes-Gleichungen ein-
gesetzt werden. Das Fortbewegen der Starrko¨rperoberfla¨che wird hierbei auf den Transport
der entsprechenden Level-Set-Funktion zuru¨ckgefu¨hrt. Weiterhin kann der Starrko¨rperrand
durch einen Konturplot der entsprechenden Niveaumenge zum Niveauwert Null visualisiert
werden.
Um eine vorzeichenbehaftete Abstandsfunktionen fu¨r eine beliebige vorgegebene trian-
gulierte Starrko¨rpergeometrie zu konstruieren, beno¨tigen wir einerseits ein effizientes Ver-
fahren, welches das Vorzeichen (d.h. Innen/Aussen-Differenzierung) bestimmt und anderer-
seits ein effizientes Verfahren, welches den euklidischen Abstand eines kartesischen Git-
terpunktes zu der vorgegebenen triangulierten Geometrie bis auf Maschinengenauigkeit be-
rechnet.
6.2.2 Berechnung des Vorzeichens fu¨r Innen- und Aussendifferenzie-
rung
Zur Bestimmung des Vorzeichens der Level-Set-Werte auf dem kartesischen Gitter, also der
Differenzierung von Innen und Aussen einer vorgegebenen triangulierten Geometrie, ver-
wenden wir ein effizientes Polygonscan-Verfahren. Die Idee von Polygonscan-Techniken
beruht im Wesentlichen auf dem Jordankurven-Theorem. Dieses besagt, dass jede einfach
zusammenha¨ngende geschlossene Kurve die Ebene, in der sie liegt, in zwei disjunkte Ge-
biete aufteilt, ein ¨Außeres und ein Inneres. Wie Abbildung 6.4 links zeigt, kann man auf-
grund dieses Theorems von allen Gitterpunkten einer Randebene des Rechengebietes aus
eine Halbgerade durch das Rechengebiet verlaufen lassen. Die Anzahl und genaue Position
ihrer Schnittpunkte mit der Geometrie werden in einem Vektor einmalig gespeichert. Aus
diesem la¨ßt sich fu¨r jeden Gitterpunkt des kartesischen Gitters u¨ber einfache Vergleichsab-
fragen sein entsprechendes Vorzeichen ermitteln. Die Behandlung geometrisch degenerierter
Fa¨lle, wie beispielsweise eine auf der Halbgeraden liegende Geometriekante oder ein einzel-
ner Beru¨hrungspunkt mit einer Geometrieecke werden u¨ber die ”Simulation of Simplicity”-
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Eine vorgegebene Seite der bounding box 
Abbildung 6.4: Polygonscan-Verfahren fu¨r eine vorgegebene Polygonzug-Geometrie. Der
Becher auf der rechten Seite ist mit der bitweisen Innen- und Aussendifferenzierung auf
einem kartesischen Gitter berechnet worden.
Technik [54] abgefangen. Diese ta¨uscht in solchen Fa¨llen eine infinitesimal kleine Verschie-
bung der Halbgeraden in eine Richtung vor, sodass sie den Geometrierand entweder eindeu-
tig schneidet oder gar nicht erst beru¨hrt. Mit dieser Technik erha¨lt man fu¨r jede geschlossene
Starrko¨rpergeometrie immer entweder eine gerade Anzahl an Schnittpunkten oder keinen
Schnittpunkt, woraus sich das Vorzeichen fu¨r die Level-Set-Werte eindeutig ermitteln la¨ßt.
Abbildung 6.4 rechts zeigt die Null-Isofla¨che einer mit dem Polygonscan-Verfahren auf
ein kartesisches Gitter transformierten komplexen 3D-Geometrie in Form eines Bechers. Im
Vergleich zu der originalen triangulierten Geometrie ist diese Geometrie natu¨rlich rauher, da
auf dem kartesischen Gitter der Wertebereich sich nur auf {-1=Außen, 1=Innen} beschra¨nkt
und deshalb in der Visualisierung auch die Gitterauflo¨sung erkennbar ist.
6.2.3 Maschinengenaue Berechnung einer Abstandsfunktion
Mit dem Polygonscan-Verfahren haben wir zuna¨chst unsere vorgegebene triangulierte Geo-
metrie insoweit auf ein 3D kartesisches Gitter u¨bertragen, als dass jetzt jeder kartesische
Gitterpunkt mit dem Wert 1 oder −1 versehen ist und damit wiedergibt, ob er sich innerhalb
oder außerhalb der vorgegebenen Geometrie befindet. Jedoch fehlen noch jegliche Informa-
tionen u¨ber den genauen Verlauf beziehungsweise die genaue Lage des Geometrierandes.
Diese zusa¨tzliche Information wird nun in einem zweiten Schritt u¨ber die Einfu¨hrung einer
Abstandsfunktion ermittelt. Hierbei berechnen wir in jedem kartesischen Gitterpunkt den
euklidischen Abstand zu der Geometrie und multiplizieren diesen mit dem Gitterwert aus
dem Polygonscanverfahren (also mit 1 oder −1). Damit erhalten wir schließlich die zu einer
vorgegebenen triangulierten Geometrie auf ein 3D-Gitter u¨bertragene ada¨quate vorzeichen-
behaftete Abstandsfunktion.
Da wir uns auf triangulierte Geometrien beschra¨nken, liegt das Ziel in einer schnellen
Berechnung des euklidischen Abstandes zwischen einem Punkt und einem Dreieck. Dies ist
ein klassisches Problem aus der Echtzeit-Computergraphik [53, 104].











Abbildung 6.5: Aufteilung der Dreicksebene in sieben disjunkte Regionen.
Mathematisch ausgedru¨ckt wird in [53] die minimale euklidische Distanz gesucht zwi-
schen einem gegebenen Punkt p(x, y, z) und einem gegebenen Dreieck t(s, t) = b+ se0 +
te1 fu¨r (s, t) ∈ D = {(s, t) : s ∈ [0, 1], t ∈ [0, 1], s + t ≤ 1}. Diese berechnen wir u¨ber die
Suche des Tupels (sˆ, tˆ) ∈ D, welches dem Punkt t(sˆ, tˆ) auf dem Dreieck entspricht, der den
geringsten Abstand zu dem Punkt p(x, y, z) hat. Der quadrierte Abstand fu¨r einen Punkt des
Dreiecks zu dem Punkt p ist q(s, t) = |t(s, t) − p|2 fu¨r (s, t) ∈ D. Die Funktion q ist ein
Polynom zweiten Grades in s und t,
q(s, t) = as2 + 2bst+ ct2 + sds+ 2et+ f , (6.1)
wobei a = eT0 e0, b = eT0 e1, c = eT1 e1, d = eT0 (b − p), e = eT1 (b − p), und f = (b −
p)T (b−p). Polynome zweiten Grades werden u¨ber das Vorzeichen von ac− b2 klassifiziert.
In unserem Fall gilt fu¨r q(s, t)
ac− b2 = (e0 · e0) · (e1 · e1)− (e0 · e1)2 = |e0 × e1|2 > 0 . (6.2)
Diese Positivita¨t basiert auf der Annahme, dass die Kanten e0 und e1 des Dreiecks linear
unabha¨ngig sind, so dass ihr Kreuzprodukt keinen Nullvektor ergeben kann.
Damit wissen wir, dass q(s, t) u¨ber D minimiert werden muss, um den Abstand des
Punktes zum Dreieck zu ermitteln. Da q eine stetig differenzierbare Funktion ist, muss das
Minimum entweder im Inneren von D, wobei der Gradient
∇q = 2(as+ bt+ d, bs+ ct+ e) = (0, 0)
ist, oder auf einem Randpunkt von D liegen. Der zugeho¨rige Algorithmus verla¨uft wie folgt:
Der Gradient von q ist genau dann Null, wenn sˆ = (be − cd)/(ac − b2) und tˆ = (bd −
ae)/(ac − b2). Falls (sˆ, tˆ) ∈ D gilt haben wir das Minimum von q gefunden. Anderenfalls
muss das Minimum auf einem der Randkanten des Dreiecks liegen. Um den richtigen Rand
zu finden, betrachten wir Abbildung 6.5. Hier wird die Ebene, in der das Dreieck liegt, in











Abbildung 6.6: Verschiedene Niveaulinien zu unterschiedlichen Niveauwerten fu¨r q(s, t).
sieben disjunkte Teilstu¨cke beziehungsweise Regionen zerteilt. Das als Region 0 bezeichnete
zentrale Dreieck entspricht gerade D. Falls (sˆ, tˆ) in Region 0 liegt, dann liegt der Punkt mit
dem geringsten Abstand zu p im Inneren des Dreiecks.
Angenommen, (sˆ, tˆ) liegt in Region 1, dann wissen wir, dass die Niveaulinien von q(s, t)
Ellipsen sind, da q(s, t) ein Paraboloid ist. Dort wo ∇q = (0, 0) gilt, degenerieren die Ellip-
sen zu einem Punkt, dem Scheitelpunkt q(sˆ, tˆ) = qmin. Von qmin aus wachsen die Niveau-
werte der Niveaulinien streng monoton. Daher gibt es einen kleinsten Niveauwert q0, fu¨r den
die entsprechende Ellipse q = q0 die Dreiecksseite s + t = 1 an einem Punkt s = s0 ∈
[0, 1], t = t0 = 1 − s0 beru¨hrt. Dieser Punkt ist der am na¨chsten zum Punkt p gelegene.
Ermittelt wird er u¨ber den Schnitt des Graphs von q(s, t) mit der Dreieckskante s + t = 1.
Dieser Schnitt wiederum bildet eine Parabel und ist der Graph von f(s) = q(s, 1 − s) fu¨r
s ∈ [0, 1]. Damit haben wir unser Minimierungsproblem auf f(s) fu¨r s ∈ [0, 1] eingeschra¨nkt
und somit um eine Dimension reduziert. Das Minimum von f(s) tritt entweder im Inneren
von [0, 1], wo f ′(s) = 0 ist, oder an einem Endpunkt auf, das heißt s = 0 oder s = 1.
Um zwischen inneren Punkten und Endpunkten zu unterscheiden, verwenden wir dieselbe
Partitionierungsidee eingeschra¨nkt auf den 1D-Fall. Das Intervall [0, 1] partioniert die reel-
le Achse in drei Teilintervalle, s < 0, s ∈ [0, 1] und s > 1. Sei f ′(sˆ) = 0. Falls sˆ < 0,
dann ist f(s) eine streng monoton wachsende Funktion fu¨r s ∈ [0, 1]. Das Minimum, ein-
geschra¨nkt auf das Intervall [0, 1], muss bei s = 0 angenommen werden, das heißt q nimmt
sein Minimum bei (s, t) = (0, 1) an. Falls sˆ > 1, dann ist f(s) eine streng monoton fallende
Funktion fu¨r s ∈ [0, 1]. Das Minimum, eingeschra¨nkt auf das Intervall [0, 1], muss bei s = 1
angenommen werden, das heißt q nimmt sein Minimum bei (s, t) = (1, 0) an. Andererseits,
falls sˆ ∈ [0, 1], dann nimmt f sein Minimum in sˆ an und q erha¨lt sein Minimum im Punkt
(s, t) = (sˆ, 1− sˆ).
Falls (sˆ, tˆ) in Region 3 liegt, dann wird das Minimum in (0, t0) fu¨r ein t0 ∈ [0, 1] ange-
nommen. Falls (sˆ, tˆ) in Region 5 liegt, dann wird das Minimum in (s0, 0) fu¨r ein s0 ∈ [0, 1]
angenommen. Die Ermittelung, ob der Beru¨hrpunkt ein innerer Punkt oder ein Endpunkt des
Intervalls ist, wird analog zum oben erkla¨rten Verfahren durchgefu¨hrt.
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Abbildung 6.7: Vergleich der Isofla¨chen zum Niveauwert Null des Polygonscan-Verfahrens
(linkes Bild) und der vorzeichenbehafteten Abstandsfunktion (mittleres Bild); das rechte
Bild zeigt die direkte ¨Uberlagerung beider Ergebnisse.
Falls (sˆ, tˆ) sich in Region 2 befindet, ist es mo¨glich, dass die Niveaulinie von q entweder
als erstes die Kante s + t = 1 oder als erstes die Kante s = 0 beru¨hrt. Da das globale Mini-
mum in Region 2 liegt, kann der Gradient an dem Punkt (0, 1) nicht ausserhalb vonD zeigen.
Das heißt, (0,−1)(∇q(0, 1))T und (1,−1)(∇q(0, 1))T ko¨nnen nicht beide negativ sein. Die
zwei Vektoren (0,−1) und (1,−1) sind die Richtungsvektoren fu¨r die Kanten s = 0 und
s + t = 1. Die Wahl der Kante s + t = 1 oder s = 0 wird in Abha¨ngigkeit von den Vor-
zeichen von (0,−1)(∇q(0, 1))T und (1,−1)(∇q(0, 1))T getroffen. Dasselbe Verfahren wird
auch fu¨r die Region 6 durchgefu¨hrt. In Region 4 geben die Vorzeichen der beiden Gro¨ßen
(1, 0)(∇q(0, 0))T und (0, 1)(∇q(0, 0))T an, welche Dreieckskante das entsprechende Mini-
mum entha¨lt.
Als Beispiel ist in Abbildung 6.7 ein Direktvergleich der verschiedenen Darstellungen
des Bechers aufgefu¨hrt. Das Polygonscan-Verfahren im linken Bild erzeugt ein skalares Feld
auf dem kartesischen Gitter, welches nur aus den Werten {−1, 1} besteht und damit angibt,
ob sich der Gitterpunkt im Inneren oder im ¨Außeren befindet. Das mittlere Bild entha¨lt nun
zusa¨tzlich die Information des euklidischen Abstandes zum geometrischen Rand, der hier
durch die Niveaumenge zum Niveauwert Null dargestellt ist. Das rechte Bild zeigt eine
¨Uberlagerung beider Methoden, wodurch die Differenz beider Darstellungen des Bechers
klar herausgestellt wird und der substantielle Informationsgewinn in der Geometriedarstel-
lung mittels einer vorzeichenbehafteten Abstandsfunktion deutlich wird.
6.2.4 Effizienzsteigerung aufgrund der Lokalita¨tseigenschaft
Die genaue Transformation einer triangulierten Geometrie auf ein kartesisches Gitter in
Form einer vorzeichenbehafteten Abstandsfunktion ist wichtig fu¨r den Navier-Stokes-Stro¨-
mungslo¨ser. Die aus der Abstandsfunktion resultierende charakteristische Funktion und die
zusa¨tzlich daraus gewonnenen geometrischen Gro¨ßen, wie Normalenvektor und Kru¨mmung,
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Abbildung 6.8: Darstellung der transparenten Isofla¨che zum Niveauwert Null inklusive einer
zentralen Schnittebene, welche die Abstandswerte in farbcodierter Form wiedergibt.
ko¨nnen nun entsprechend in die Operatoren der Impuls- und Kontinuumsgleichung als Ge-
wichte mit eingehen, um die Starrko¨rpergeometrie in das numerische Lo¨sungsverfahren ein-
zubeziehen. Von Vorteil ist hierbei, dass die Information einer vorzeichenbehafteten Ab-
standsfunktion nur in einer Umgebung der physikalisch relevanten Geometrieoberfla¨che ge-
geben sein muss. Das heißt, dass wir die Generierung der Abstandsfunktion, aufgrund der
Sternbreite des WENO-Verfahrens fu¨nfter Ordnung, bis zu sieben Gitterzellen vom Geo-
metrierand entfernt durchfu¨hren mu¨ssen. Die restlichen Gitterzellen werden ohne Rechen-
aufwand direkt mit einer Abstandskonstanten von const = 8h mit ensprechendem Vorzei-
chen versehen. Abbildung 6.8 zeigt die Isofla¨che zum Niveauwert Null und eine Mittel-
schnittebene einer entsprechend generierten Level-Set-Funktion des Bechers. Die Farbver-
teilung der Mittelschnittebene zeigt, dass innerhalb der ǫ-Umgebung die Abstandswerte zur
Starrko¨rpergeometrie berechnet wurden (gu¨ner Bereich) und ausserhalb davon ein konstan-
ter Wert gesetzt wurde mit entsprechendem Vorzeichen in Abha¨ngigkeit des Polygonscans
(blauer/negativer und roter/positiver Fla¨chenbereich). Hierbei wird der Entscheidungspro-
zess, ob innerhalb einer Gitterzelle der euklidische Abstand zum Geometrierand berechnet
wird oder nicht, u¨ber die zugeho¨rige ”Bounding-Box”3 eines jeden Dreiecks gesteuert. Diese
Bounding-Box wird zuvor entsprechend um sieben Gitterzellen in alle Raumrichtungen auf-
geweitet. Wenn ein Gitterpunkt innerhalb der Bounding-Box eines Dreiecks der Starrko¨rper-
geometrie liegt, dann wird dort der euklidische Abstand zu diesem Dreieck berechnet.
Dieses Verfahren reduziert den Rechenaufwand fu¨r die vorzeichenbehaftete Abstands-
3Die Bounding-Box ist hier definiert als der L∞-Umkreis eines Dreiecks.
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funktion substantiell. Es wird ausserdem nur einmal zu Beginn der Simulationsrechnung
in Form eines Vorverarbeitungsschrittes durchgefu¨hrt und hat somit keinen Einfluß auf die
Rechenzeit des Navier-Stokes-Stro¨mungslo¨sers.
6.3 Semi-Lagrangscher Transport einer Starrko¨rpergeome-
trie
Die Starrko¨rpergeometrien, welche wir im Folgenden betrachten, werden – wie im letz-
ten Abschnitt beschrieben – aus einer urspru¨nglich triangulierten Oberfla¨che in eine auf
einem 3D-kartesischen Gitter definierten vorzeichenbehaftete Abstandsfunktion (Level-Set-
Funktion) umgewandelt. Der Transport dieser Starrko¨rper-Level-Set-Funktion muss so um-
gesetzt werden, dass er die charakteristische Eigenschaft der Deformationsfreiheit aufrecht
erha¨lt. Hierbei ist insbesondere der Einfluß numerischer Diffusionsartefakte auf die Starrko¨r-
pergeometrie, welche im transienten Verlauf zu einer unphysikalischen Deformation fu¨hren
wu¨rden, weitestgehend auszuschalten. Semi-Lagrangesche Diskretisierungstechniken fu¨r die
Transportgleichnug der Starrko¨rpergeometrie sind fu¨r diese Zielsetzung besonders geeignet,
da sie aufgrund ihres Lagrangeschen Ansatzes keine Diffusionsartefakte enthalten, wie sie
typischerweise bei den Eulerschen Methoden auftreten.
In den folgenden Abschnitten werden wir zuna¨chst die Bewegungsparameter eines Starr-
ko¨rpers, bestehend aus Translation und Rotation, na¨her erla¨utert. Danach wird die Diskre-
tisierung der Starrko¨rper-Transportgleichung mittels der Semi-Lagrangeschen Technik be-
schrieben.
6.3.1 Bewegungsparameter eines dreidimensionalen Starrko¨rpers
¨Uberall dort, wo Strukturen oder Teile von Strukturen ohne oder mit sehr kleinen Verfor-
mungen vorkommen, empfiehlt sich bei der numerischen Simulation die Verwendung von
Starrko¨rpermodellen. So ist beispielsweise in [196] die Simulation von Steinschlagprozes-
sen simuliert worden. Durch den zusa¨tzlichen Einsatz entsprechender Zwangsbedingungen,
wollen wir die Interaktion mit Fluiden simulieren, sodass die Bewegung von Starrko¨rpern
in Zweiphasenstro¨mungen effizient und akkurat simuliert werden kann. Hierzu leiten wir
zuna¨chst, analog zu [196], die reine Bewegung eines dreidimensionalen Starrko¨rpers her,
welche neben der Translation zusa¨tzlich aus der Rotation besteht.
Die Lage eines Starrko¨rpers im dreidimensionalen Raum la¨ßt sich eindeutig durch un-
abha¨ngige Parameter darstellen, wie zum Beispiel durch die Position von drei voneinander
verschiedenen Ko¨rperpunkten (3 · 3 = 9 Koordinaten mit 3 Bindungsgleichungen) oder durch
die Koordinaten von zwei Punkten und der Verdrehung um die Verbindungsachse (2 · 3 +
1 = 7 Werte bei einer Bindungsgleichung) oder auch durch die Koordinaten eines Bezugs-
punkts und die Verdrehung des Ko¨rpers um diesen Punkt (3+3 = 6 voneinander unabha¨ngige
Gro¨ssen). Wenn ein Starrko¨rper in der Simulationsberechnung u¨ber seinen Schwerpunkt de-
finiert wird, ist die dritte Option fu¨r die Beschreibung der Lage des Starrko¨rpers im Raum ka-
nonisch. Im Schwerpunkt befindet sich zudem die Ko¨rpermasse im Gleichgewicht, das heißt
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translatorische Beschleunigungen erzeugen keine Momente und Rotationen keine Kra¨fte im
Schwerpunkt, was wiederum fu¨r die Berechnung der Starko¨rperdynamik von Vorteil ist.
Das linke Bild in Abbildung 6.9 zeigt einen hexagonalen Starrko¨rper im globalen, zeit-
unabha¨ngigen kartesischen Koordinatensystem. Der Ursprung des Koordinatensystems liegt
im Schwerpunkt xs(0). Die wesentliche Eigenschaft eines Starrko¨rpers ist die unvera¨nder-
liche Lage eines jeden Ko¨rperpunktes bezu¨glich des lokalen Koordinatensystems, welches
fest mit dem Starrko¨rperbezugspunkt xs(t) verbunden ist, vgl. Abbildung 6.9 rechts. Damit
la¨ßt sich die Position jedes Starrko¨rperpunkts P bezu¨glich des globalen Koordinatensystems
durch xP (t) und bezu¨glich des lokalen Koordinatensystems durch den konstanten Vektor xlP
beschreiben. Das heißt, nach dem Satz von Chasles ist fu¨r die numerische Beschreibung des
Starrko¨rpers die Formulierung der translatorischen Bewegung des Schwerpunkts sowie die
Orientierung des lokalen Koordinatensystems ausreichend [73, 200].
Translation eines Starrko¨rpers im Raum
Sei xS(t) die Position des Schwerpunktes einer Starrko¨rpergeometrie und R(t) die Orien-
tierung des Starrko¨rpers zur Zeit t. Das Ziel ist im Folgenden die zeitliche ¨Anderung der
Position und der Orientierung zu definieren. Das heißt insbesondere, dass wir entsprechen-
de Darstellungen fu¨r x˙S(t) und R˙(t) beno¨tigen. Da xS(t) die Position des Schwerpunktes
im globalen System (Realwelt) ist, ist x˙S(t) die Geschwindigkeit des Schwerpunktes im
globalem System. Wir definieren die lineare Geschwindigkeit v(t) als die entsprechende
Translationsgeschwindigkeit
v(t) = x˙S(t) (6.4)
eines Starrko¨rpers. Wenn man die Orientierung eines Starrko¨rpers fixiert, dann ist die ein-


















Abbildung 6.9: Hexagonaler Starrko¨rper: Globale, zeitunabha¨ngige Koordinaten der
Starrko¨rpergeometrie (links) und entsprechende lokale, zeitabha¨ngige Koordinaten des
Starrko¨rpers nach einer Translation und Rotation.





















Globale Koordinatenachsen Lokale Koordinatenachsen
Abbildung 6.10: Das linke Bild zeigt die globalen, zeitunabha¨ngigen Achsen einer nicht
mitabgebildeten Starrko¨rpergeometrie und das rechte Bild zeigt die entsprechenden lokalen,
zeitabha¨ngigen Achsen nach einer Translation und Rotation.
Geschwindigkeit dieser Translation an.
Wenn eine rein translatorische Bewegung ∆st des Schwerpunktes eines Starrko¨rpers
stattfindet, so gilt die gleiche Verschiebung fu¨r den gesamten Starrko¨rper. Erst die Rotati-
on des lokalen Bezugssystems erfordert eine zusa¨tzliche Berechnung [139]. Ziel ist es nun,
die Lage xP des Punkts P im globalen Bezugssystem in Abha¨ngigkeit von der Lage des
Ko¨rperbezugspunkts, der Orientierung des lokalen Koordinatensystems, sowie der lokalen
Koordinaten xlP zu beschreiben.
Rotation eines Starrko¨rpers im Raum
Die drei paarweise orthogonalen Basiseinheitsvektoren (e1, e2, e3) spannen einen dreidi-
mensionalen euklidischen Vektorraum auf. Durch ihre lineare Unabha¨ngigkeit gilt
ei · ej = δij mit i, j = 1, 2, 3 und Kronecker-Delta δij =
{
1 falls i = j,
0 sonst.
(6.5)
Die gleichen Eigenschaften gelten fu¨r das lokale Koordinatensystem (el1, el2; el3). Desweite-












j mit i = 1, 2, 3 . (6.6)
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Bildet man nun jeweils aus den drei Basisvektoren die (3 × 3)-Matrizen el = [el1el2el3] und
e = [e1e2e3] lassen sich die obigen Gleichungen wie folgt formulieren:
e = Rel . (6.7)
Die Matrix R ist eine (3 × 3)-Matrix mit den Koeffizienten rij . Durch sie la¨sst sich die
lokale Vektorbasis in globalen Koordinaten beschreiben und sie stellt somit eine Transfor-
mationsmatrix zwischen lokalem und globalem Koordinatensystem dar, wie in Abbildung
6.10 dargestellt.
Die Transformationsmatrix R hat zudem folgende Eigenschaften:
• Die einzelnen Koeffizienten rij enthalten den Kosinus des Winkels φij zwischen den
beiden Vektoren eli und ej , da die Definition des Skalarprodukts ej ·ei = |ej||ei| cosφ
fu¨r |ei| = |ej| = 1 bei der Berechnung der Matrixkoeffizienten wiederzufinden ist.
• Die Determinante von R ist fu¨r Rechtssysteme gleich eins: detR = 1.
• Die Matrix ist orthonormal, das heißt, ihre Transponierte ist gleich ihrer Inversen:
RT = R−1 =⇒ RTR = I (I = Einheitsmatrix) (6.8)
Eulers Theorem [200] besagt nun, dass zwei beliebig orientierte Inertialsysteme mit einem
gemeinsamen Ursprung durch eine einzige Drehung um eine bestimmte Achse ineinander
u¨berfu¨hrt werden ko¨nnen. Die Drehachse verla¨uft dabei durch den Ursprung der Systeme
und hat als Richtung den Eigenvektor r der Transformationsmatrix fu¨r den Eigenwert λ =
1 : Rr = r. Interpretiert man nun obige Transformation mit Hilfe dieses Theorems, so
ergeben sich folgende Anwendungen fu¨r die Rotationsmatrix:
• Ein Vektor xl in lokalen Koordinaten kann mit Hilfe von R in globale Koordinaten x
umgewandelt werden,
x = xS(t) +Rx
l bzw. xl = RT (x− xS(t)). (6.9)
• Eine lokale Matrix Al kann mit Hilfe von R zu A globalisiert werden:
A = RAlRT bzw. Al = RTAR. (6.10)
• Es seien die drei Bezugssysteme ea, eb und ec gegeben. Dann la¨sst sich ein Vektor
xa durch Rba in Koordinaten von eb, sowie xb durch Rcb in Koordinaten von ec aus-
dru¨cken. Damit gilt fu¨r die Umwandlung von xa in xc : xc = Rcbxb = Rcb (Rbaxa).
Das heißt, die Hintereinanderschaltung von zwei Transformationen la¨sst sich durch
eine neue Transformationsmatrix ausdru¨cken
Rca = RcbRba. (6.11)
Dabei ist jedoch zu beachten, dass die Kombination der Transformationen nicht kom-
mutativ ist, also im Allgemeinen RcbRba 6= RbaRcb gilt.
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• Ein einzelner Vektor kann mit Hilfe der Transformationsmatrix innerhalb desselben
Inertialsystems gedreht werden
x1 = Rx0 . (6.12)
• Wird ein Ko¨rper ausgelenkt und dabei an einem Punkt festgehalten, so erfolgt eine
Drehung um eine Achse durch diesen Punkt (Eulers Theorem).
Fu¨r die Rotationsmatrix gibt es verschiedene Darstellungen. Eine Auswahl wird im folgen-
den Abschnitt diskutiert.
Mathematische Beschreibungen von ra¨umlichen Rotationsmatrizen
Bei der Verwendung sogenannter Eulerwinkel nimmt man an, dass die gesuchte Drehung das
Ergebnis von drei aufeinander folgenden Drehungen um die Achsen z,x, z des Koordinaten-
systems ist. Die sogenannten Bryantwinkelverfahren sind a¨hnlich mit der Achsendrehungs-
reihenfolge x,y, z und entsprechend angepassten Teilrotationsmatrizen. Die Rotationsma-
trix fu¨r beispielsweise die Bryantwinkel ergibt sich aus dem Produkt der drei aufeinander
folgenden Drehungen mit den Winkeln χ, ψ und φ um die drei Koordinatenachsen x,y, z
(c := cos, s := sin):
Rχ =

 1 0 00 cχ sχ
0 −sχ cχ

 , Rψ =

 cψ 0 sψ0 1 0
−sψ 0 cψ

 , Rφ =





R = RφRψRχ =





Hier wurden alle drei Koordinatenachsen als Drehachsen verwendet. Leider existieren aber
verschiedene Definitionen fu¨r die Bryant- und Eulerwinkel, die sich in der Wahl der Dreh-
achsen unterscheiden und insgesamt zwo¨lf gleichwertige Beschreibungen liefern. Problema-
tisch dabei ist, dass die Abbildung, die den Winkeln die zugeho¨rige Drehmatrix zuordnet,
kritische Punkte besitzt. In diesen Punkten ist die Zuordnung nicht lokal umkehrbar, man
spricht vom sogenannten Gimbal Lock. Im Fall der (z,x, z)- oder (z,y, z)-Drehkonvention
tritt dies auf, wenn der zweite Winkel gleich kπ (k = 0, 1, 2,. . . ) ist, der Drehvektor der ersten
Drehung ist dann gleich dem Drehvektor der zweiten Drehung. Das bedeutet, dass fu¨r eine
Rotation um die z-Achse beliebig viele Eulerwinkel existieren, da die Achsen des ersten und
des dritten Winkels zusammenfallen und beide Drehungen nicht mehr unterschieden werden
ko¨nnen. Desweiteren ist die korrekte Kombination von Drehungen im Euler-System nicht
intuitiv anzugeben, da sich die Drehachsen vera¨ndern.
Eine andere Mo¨glichkeit, die Orientierung zu beschreiben und diese Nachteile zu umge-
hen, liegt im Einsatz von Quaternionen beziehungsweise Rotationsmatrizen, die den Starr-
ko¨rper um eine eindeutig vorgegebene Achse mit einem eindeutig vorgegebenen Winkel
rotieren. Die Rotationsmatrix mit beliebigem Einheitsvektor v = (v1, v2, v3)T als Drehachse
6.3. SEMI-LAGRANGSCHER TRANSPORT EINER STARRK ¨ORPERGEOMETRIE
101
und α als Drehwinkel hat folgende Darstellung (c := cos, s := sin):
R =

 cα+ v21(1− cα) v1v2(1− cα)− v3sα v1v3(1− cα) + v2sαv2v1(1− cα) + v3sα cα+ v22(1− cα) v2v3(1− cα)− v1sα
v3v1(1− cα)− v2sα v3v2(1− cα) + v1sα cα + v23(1− cα)

 .
Diese Drehung la¨sst sich auch u¨ber drei aufeinanderfolgende Drehungen mit den Eulerschen
Winkeln um bestimmte Koordinatenachsen erzielen. Aber aufgrund der Reduktion auf nur
eine Drehachse und nur eines Drehwinkels existieren hier keine Singularita¨ten mehr (Gimbal
Lock). Die vier Parameter bestehend aus Drehachse und Drehwinkel werden auch als Euler-
Parameter beziehungsweise als Quaternionen bezeichnet.
Der Einsatz einer solchen Rotationsmatrix fu¨r die Beschreibung der Rotation von schwim-
menden Starrko¨rpern erfordert in jedem Zeitschritt der Navier-Stokes-Gleichungen eine Ma-
trix-Vektor-Multiplikation fu¨r jeden Gitterpunkt. Dieser Rechenaufwand fu¨r die Rotation
la¨ßt sich aber bei genauer Betrachtung auf ein Kreuzprodukt reduzieren, wie im folgenden
Abschnitt gezeigt wird.
6.3.2 Reine Bewegungsgleichung fu¨r Starrko¨rper
Verschiedene Rotationen ko¨nnen dann addiert werden, wenn sie eine Drehung um eine iden-
tische Achse beschreiben. Im Allgemeinen jedoch vera¨ndern sukzessive Drehungen auch
die Richtung des Drehvektors und erfordern somit die Beschreibung der Drehgeschwindig-
keit u¨ber eine Differentialgleichung. Die Drehgeschwindigkeit ist deshalb nicht einfach die
Ableitung des Drehwinkels.
Ein beliebiger Starrko¨rperpunkt xP ist beschreibbar durch die Summe seines Starrko¨rper-
schwerpunktes xS mit der Starrko¨rperrotation R des konstanten lokalen Ortsvektors xlP =
RT (xP − xS) um einen entsprechenden Winkel α, vgl. Abbildung 6.9 :
xP = xS + xPS = xS +Rx
l
P . (6.14)
Die absolute Geschwindigkeitsverteilung fu¨r die Punkte P des Starrko¨rpers ergibt sich fu¨r
xlP = const.(→ x˙lP = 0) aus der Differentiation nach der Zeit zu
x˙P = x˙S + R˙x
l
P (6.15)
mit R˙ als noch zu ermittelnder Gro¨sse. Wegen der Orthonormalita¨t der Matrix R gilt
RR−1 = RRT = I (6.16)
und von (6.16) abgeleitet nach der Zeit folgt
R˙RT +RR˙T = 0 ⇔ R˙RT = −RR˙T = −(R˙RT )T . (6.17)
Das heißt, der Ausdruck (R˙RT )T ist eine schiefsymmetrische Matrix. Die drei charakteris-
tischen Koeffizienten dieser Matrix werden nun mit ω1, ω2, ω3 bezeichnet und der entspre-






 mit R˙RT = Ω =

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Damit gelten fu¨r die Ableitungen der Rotationsmatrix die sogenannten Poissonschen Glei-
chungen [92]:
R˙ = ΩR (6.19)
und fu¨r die Geschwindigkeit x˙P des Starrko¨rperpunkts P in globalen Koordinaten ergibt sich
x˙P = x˙S +ΩR x
l
P = x˙S +Ω (xP − xS) = x˙S + ω × r (6.20)
mit r := (xP − xS). Die Darstellung mittels Kreuzprodukt entspricht der Definition der
Geschwindigkeitsverteilung fu¨r die Punkte eines Starrko¨rpers nach [169]. Nach Gleichung
(6.4) gilt x˙S = v, somit erhalten wir
x˙P = v + ω × r . (6.21)
Im folgenden Abschnitt wird die semi-Lagrangesche Diskretisierung der Transportgleichung
(6.21) fu¨r Starrko¨rper na¨her erla¨utert.
6.3.3 Semi-Lagrangesche Diskretisierung der Starrko¨rperbewegung
Der Vorteil von semi-Lagrangeschen Schemata fu¨r Level-Set-Funktionen [179] ist, dass sie
bedingungslos stabil sind und Approximationen von ho¨herer Ordung liefern ko¨nnen. Des-
weiteren kann im Rahmen von sich bewegenden Starrko¨rpern der Vorteil genutzt werden,
dass diese u¨ber lange Simulationszeiten hinweg ihre Form erhalten und nicht – wie im
herko¨mmlichen Transportprozess – aufgrund von numerischen Diffusionsartefakten defor-
mieren. Semi-Lagrangesche Schemata bestehen aus drei Hauptschritten: Raum-Zeit-Inte-
gration, Interpolation (oder Advektion) und Diskretisierung. Auf diese wird im Folgenden
na¨her eingegangen.
Raum-Zeit-Integration
Wir betrachten die lineare hyperbolische partielle Differentialgleichung
φt − F (x, t) · ∇φ = 0 . (6.22)
Angenommen, φ sei auf einem regula¨ren Gitter zur Zeit t bekannt und gesucht seien die
Werte φ(x, t + ∆t) zur Zeit t + ∆t. Dann folgt aus dem Fundamentalsatz der Differential-
und Integralrechnung und Gleichung (6.22)
φ(x, t+∆t) = φ(y, t) +
∫
C
∇φ · (dx+ Fdt) , (6.23)
wobei C eine beliebige Trajektorie im Raum-Zeit-Gebiet ist, die (y, t) mit (x, t + ∆t) ver-
bindet.
Die verschiedenen Methoden, mit denen Gleichung (6.22) numerisch behandelt werden
kann, unterscheiden sich hauptsa¨chlich in der Wahl vonC. Eulersche Schemata setzen x = y
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und C als ein gerades Liniensegment, welches parallel zur t−Achse verla¨uft, wie in Abbil-
dung 6.11 oben dargestellt. Reine Lagrangesche Verfahren setzen C als lagrangesche Tra-
jektorie T definiert durch
x˙(σ) = −F (x(σ), σ) , (6.24)
die am Punkt y beginnt, wie das mittlere Bild in Abbildung 6.11 veranschaulicht. Da dx +
Fdt = 0 auf T ist, transportieren Lagrangesche Techniken φ-Werte unvera¨ndert entlang T
und sichern somit die bedingungslose Stabilita¨t
φ(x, t+∆t) = φ(y, t) . (6.25)
Der gro¨ßte Nachteil von Lagrangeschen Methoden liegt in der schnellen und starken Verzer-
rung von regula¨ren Gittern, welche zu einem substantiellen Verlust der Diskretisierungsge-
nauigkeit fu¨hrt. Semi-Lagrangesche-Methoden kombinieren das regula¨re Gitter eines Euler-
schen Verfahren mit der bedingungslosen Stabilita¨t eines Lagrangeschen Schemas. Sie be-
rechnen Werte von φ an regula¨ren Gitterpunkten x zur Zeit t+∆t, indem sie eine Lagrange-
sche Trajektorie T ru¨ckwa¨rts in der Zeit von (x, t + ∆t) zu einem Punkt (y, t) laufen und
dann u¨ber die vorhandenen Gitterwerte zur Zeit t u¨ber Interpolation den entsprechenden
Wert fu¨r φ im Punkt y ermitteln, vgl. Abbildung 6.11 unten. Da fu¨r die Interpolation auf der
t-Zeitscheibe dt = 0 ist und dx+ Fdt = 0 auf T gilt, erhalten wir
φ(x, t+∆t) = φ(z, t) +
∫
L
∇φ · dx = φ(y, t) . (6.26)
Deshalb brauchen semi-Lagrangesche Verfahren nur die φ-Auswertung von x auf y mittels
Interpolation auszuwerten.
Diskretisierung
Bei zwangsgefu¨hrten Starrko¨rpern ist die Translations- und Rotationsgeschwindigkeit in
jedem Zeitschritt analytisch vorgegeben. Bei bidirektional gekoppelten dynamischen Fest-
ko¨rpern (Schwimmko¨rper etc.) wird die Translations- und Rotationsgeschwindigkeit vor
Berechnung des Starrko¨rpertransportes in jedem Zeitschritt aus den wirkenden hydrauli-
schen Kra¨ften ermittelt, dieser Vorgang wird in Kapitel 7 beschrieben. Mit der bekannten
Starrko¨rpergeschwindigkeit F (x, t) = v + ω × xp betrachten wir nochmals die partielle
Differentialgleichung
φt − F (x, t) · ∇φ = 0 . (6.27)
Gleichung (6.27) transportiert φ-Werte entlang der charakteristischen Kurven s(t) definiert
durch




φ(s(t), t) = φt + x˙ · φx = φt − F · ∇φ = 0 (6.29)
gilt, wenn φ Gleichung (6.27) lo¨st. Also ko¨nnen wir φ-Werte zu jeder Zeit t konstruieren,
indem wir die charakteristische Kurve s(t) finden, die durch den Punkt (x, t) verla¨uft, und






























Abbildung 6.11: Raum-Zeit Integrationstechnik fu¨r den Pfad C einer Euler-Methode und
den Pfad T einer Lagrangeschen- und Semi-Lagrangeschen-Methode. Um bei der Semi-
Lagrangeschen-Methode den Level-Set Wert im Punkt y zu ermitteln, muss von einem be-
kanten Wert z aus u¨ber den Pfad L aufintegriert werden. Dies steht analog zu einer Interpo-
lation aus bekannten umgebenen Gitterwerten.
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diese dann ru¨ckwa¨rts in der Zeit bis zu dem entsprechenden Anfangspunkt (x0, t0) zuru¨ck-
verfolgen. Da zur Anfangszeit t0 der Anfangswert von φ bekannt ist, ko¨nnen wir φ(x0, t0)
u¨ber Interpolation ermitteln und entsprechend φ(x, t) = φ(x0, t0) setzen. Um die Charakte-
ristik immer bis zur Anfangszeit t0 zuru¨ckverfolgen zu ko¨nnen, mu¨ssen wir in jedem Zeit-
schritt die zuru¨ckgelegte Strecke mit der jeweils vorangegangenen aufsummieren. Denn fu¨r
die Starrko¨rpergeschwindigkeit
F (x, t) := x˙ = v + ω × r (6.30)
mit r = x − xS und xS als Starrko¨rperschwerpunkt gilt in diskreter Form mit einem Euler-
Verfahren fu¨r die Zeitbehandlung
xn+1 = xn +∆tn(vn + ωn × rn) . (6.31)
Wenn wir dies induktiv bis zum Anfangszeitpunkt t = 0 fortsetzen, erhalten wir die Darstel-
lung
xn+1 = x0 +
n∑
j=0
∆tj(vj + ωj × rj) (6.32)
und schliesslich ko¨nnen wir nach x0 auflo¨sen
x0 = xn+1 −
n∑
j=0
∆tj(vj + ωj × rj) . (6.33)
Das heißt, wir ko¨nnen jeden Mittelpunkt xn+1 einer Gitterzelle des φ-Wertes aus der Zeit-
ebene tn+1 zuru¨ckfu¨hren auf seine Lage in dem Gitter der Anfangsbedingung φ0 zur Zeit t0.
¨Uber trilineare Interpolation wird dann der Wert φ(x0, t0) ermittelt und φ(xn+1, tn+1) auf den
interpolierten Wert φ(x0, t0) gesetzt. In unserem Fall haben wir fu¨r die Zeitdiskretisierung
der Translations- und Rotationsgeschwindigkeit anstatt eines wie hier zur Veranschaulichung
verwendeten Euler-Verfahrens ein Adams-Bashforth-Verfahren zweiter Ordnung umgesetzt.
Diese Diskretisierung der Transportgleichung wird in ihrer urspru¨nglichen Version, bei
der die Charakteristiken nur zwischen zwei Zeitebenen rekonstruiert werden, nach ihren
Entwicklern Courant, Isaacson und Rees [42] als CIR-Methode bezeichnet. Diese Methode
entha¨lt aber eine starke numerische Diffusion, da in jedem Zeitschritt eine lineare Rekon-
struktion aus den Vorga¨ngerwerten stattfindet. Die von uns umgesetzte Methode verwendet
in jedem Zeitschritt nur einmalig eine lineare Rekonstruktion aus dem gegebenen Anfangs-
wert φ0, so dass hier die numerische Diffusion nicht in jedem Zeitschritt kumuliert wird und
somit eine sehr gute Formerhaltung der Starrko¨rpergeometrie garantiert wird.
Kapitel 7
Erweiterung des Modells auf
Fluid-Starrko¨rper Wechselwirkung
In diesem Kapitel gehen wir na¨her auf das Modell ein, welches das Zusammenspiel be-
schreibt zwischen einem Starrko¨rper und dem ihn umgebenden viskosen, inkompressiblen
Fluid mit freien Oberfla¨chen. Wir verwenden hierbei die Ficticious-Domain-Methode, oft
auch als Gebietseinbettungsmethode bezeichnet, mit einer verteilten Lagrange-Multiplika-
tor-Technik. Dies stellt eine bidirektionale Koppelung zwischen dem Starrko¨rper und der
Flu¨ssigkeit sicher und ermo¨glicht somit die approximative Berechnung realer Interaktio-
nen zwischen Starrko¨rpern und Fluiden. Die Starrheit des soliden Ko¨rpers wird dabei erhal-
ten, indem das Geschwindigkeitsfeld innerhalb des Starrko¨rpers u¨ber dessen entsprechende
Level-Set-Darstellung identifiziert wird. Zusa¨tzlich wird das Geschwindigkeitsfeld auf eine
Starrko¨rperbewegung eingeschra¨nkt.
7.1 Die Ficticious-Domain-Methode
Ficticious-Domain-Verfahren umfassen eine grosse Klasse von Lo¨sungsmethoden fu¨r par-
tielle Differentialgleichungen, zu denen die Level-Set-Methode sehr artverwandt ist. Die
Grundidee ist, das Gebiet eines Problemes mit komplexem geometrischen Rand auf ein
gro¨ßeres und einfacher berandetes Gebiet zu erweitern, das sogenannte “fiktive Gebiet”.
Dieser konzeptionelle Rahmen liefert zwei wesentliche Vorteile fu¨r die Konstruktion ent-
sprechender numerischer Schemata:
• Das erweiterte Gebiet besitzt einen geometrisch einfacheren Rand, sodass regula¨re-
re Gitter eingesetzt werden ko¨nnen, welche zu genaueren und stabileren Lo¨sungen
fu¨hren.
• Das erweiterte Gebiet kann zeitunabha¨ngig sein, auch wenn das urspru¨ngliche Ge-
biet zeitabha¨ngig ist. Daher kann ein stationa¨res festes Gitter fu¨r die gesamte Si-
mulationsrechnung verwendet werden. Die bei unstrukturierten Gittertechniken auf-
grund von starken Gitterverzerrungen regelma¨ßig anfallenden neuen Gittergenerierun-
gen und Projektionen fallen hierbei vollsta¨ndig weg. Dies fu¨hrt schließlich zu einer
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deutlich besseren Recheneffizienz und zu einer geringeren numerischen Diffusion, da
keine Interpolationsoperatoren zwischen unterschiedlichen Gittern fu¨r die physikali-
schen Gro¨ßen notwendig sind.
Natu¨rlich mu¨ssen die Randbedingungen auf dem urspru¨nglichen komplexen Rand gesetzt
werden, damit die auf dem urspru¨nglichen Gebiet eingeschra¨nkte Lo¨sung des erweiterten
Gebietes auch die physikalisch richtige Lo¨sung approximiert.
Fiktive Gebietsmethoden wurden erstmalig von Hyman [99] im Jahr 1952 eingefu¨hrt.
Daraufhin wurden sie von Saul’ev [164], der den Begriff ”Ficticious Domain” formte, und
von Buzbee et al. [26] analysiert. Bis heute wird die fiktive Gebietsmethode in zahlrei-
chen Publikationen eingesetzt und weiterentwickelt, wie zum Beispiel von Glowinski et.
al [69–71] im Rahmen von partikelhaltigen, inkompressiblen, viskosen, einphasigen 2D
Stro¨mungen und von C. Peskin [41, 111, 148] im Rahmen von inkompressiblen, viskosen
Stro¨mungen mit elastischen, sich bewegenden, Ra¨ndern und LeVeque und Li [124, 125] im
Rahmen von dynamischen elastischen Ra¨ndern oder Oberfla¨chenspannungseffekten.
Falls die Bewegung von Starrko¨rpern, anstatt im voraus analytisch gegeben zu sein, aus
entsprechend wirkenden hydrodynamischen Kra¨ften und Momenten resultiert, so mu¨ssen die
Bewegungsgleichungen fu¨r die Fluide mit den Bewegungsgleichungen eines Starrko¨rpers
gekoppelt werden. Hierbei wird in der Methode von Hu [96] eine kombinierte (schwache)
Formulierung des Problems aufgestellt, in der sich die hydrodynamischen Kra¨fte und Mo-
mente gegenseitig aufheben. Um eine solche kombinierte Gleichung zu ermo¨glichen, mu¨ssen
die Einschra¨nkungen der Starrko¨rperbewegung, insbesondere die Haft-Randbedingungen
am Starrko¨rperrand, ins Innere des Starrko¨rpers erweitert werden. Diese erweiterte Ein-
schra¨nkung wird in unserem Fall u¨ber einen zusa¨tzlichen Druck innerhalb des Starrko¨rpers
erzwungen, welcher – a¨hnlich dem Druck der Navier-Stokes Gleichungen – auch als Lagran-
ge-Multiplikator angesehen werden kann. Dies hat zur Folge, dass die Wechselwirkung des
Fluides mit einem Starrko¨rper auf eine Weise ins Navier-Stokes-Stro¨mungsfeld eingebettet
wird, welche zu jedem Zeitpunkt ein global divergenzfreies Geschwindigkeitsfeld garantiert.
7.2 Behandlung der Fluid-Starrko¨rper Wechselwirkung
Im Folgenden wird detailliert auf das Modell eingegangen, welches die Fluid-Starrko¨rper-
Wechselwirkung beschreibt. Daraus wird deutlich, dass die Starrko¨rperdynamik a¨hnliche
Eigenschaften aufweist, wie sie in inkompressiblen Fluiden vorzufinden sind.
Danach wird numerische Umsetzung des Modells im Zusammenhang mit unserer Level-
Set-Darstellung von komplexen Starrko¨rpergeometrien beschrieben, sodass schließlich die
Haftrandbedingung und die Impermeabilita¨tbedingung auf dem Starrko¨rperrand aktiviert
werden.
7.2.1 Physikalisches Modell
Bevor wir die Gleichungen diskutieren, welche die Wechselwirkung von Starrko¨rpern mit
Fluiden beschreiben, beno¨tigen wir zuna¨chst ein paar zusa¨tzliche Notationen. Im Folgenden
unterteilen wir das Rechengebiet in zwei disjunkte Teilgebiete. Das Teilgebiet, welches nur
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die Fluide entha¨lt, bezeichnen wir mit F , und das Teilgebiet, welches den Starrko¨per ein-
nimmt, wird mit R bezeichnet. Der gemeinsame Rand beider Teilgebiete ist ∂R und die
Vereinigung beider Teilgebiete fu¨hrt zu dem vollsta¨ndigen Gebiet V = F ∪R.
Wenn ein Starrko¨rper im Fluid simuliert wird, ist es nu¨tzlich, seine Dynamik in einen
Translationsanteil und einen Rotationsanteil um seinen Schwerpunkt aufzuteilen. Dabei wer-
den wir im Folgenden unseren Stro¨mungslo¨ser um zusa¨tzliche Routinen erweitern, sodass
die Dynamik des Starrko¨rpers u¨ber die Darstellung der Starrko¨rpergeschwindigkeiten in
Form eines Translationsanteils und Rotationsanteils in die Impulsgleichungen eingeht.
Als Ausgangsbasis verwenden wir hierfu¨r die physikalischen Modellgleichungen eines
Fluid-Starrko¨rper-Systems [70], welches auf unseren Kontext der Zweiphasenstro¨mungen





= ρig +∇ ·Ti + σκδ(φ)n in Ωi\R(t) , (7.1)
∇ · ui = 0 in Ωi\R(t) , (7.2)
ui = uΓ(t) auf Γ , (7.3)
ui = v + ω × r auf ∂R(t) , (7.4)











+ ω × Jω =W(ui, p) , (7.7)
v|t=0 = v0 , (7.8)
ω|t=0 = ω0 . (7.9)
Kinematische Gleichungen in 3D:
dxs
dt
= v , (7.10)
dΘ
dt
= ω , (7.11)
xs|t=0 = xs,0 , (7.12)







+ (ui · ∇)ui (7.14)
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die Materialableitung und r := x − xS aus Gleichung (7.4) ist der Richtungsvektor vom
Schwerpunkt xS des Starrko¨rpers zu einem Starrko¨rperpunkt x. Weiterhin sind ρl, ui und
Ti die Fluiddichte, die Fluidgeschwindigkeit und der Newtonsche Spannungstensor; M ,
J, v, ω und Θ sind die Masse, der Tra¨gheitstensor, die Translationsgeschwindigkeit, die








beschreiben die hydrodynamische Kraft und das Drehmoment um den Schwerpunkt u¨ber die
Oberfla¨che des Starrko¨rpers zum Zeitpunkt t, wobei n der nach außen gerichtete Einheits-
normalenvektor bezu¨glich ∂R ist. In typischen numerischen Methoden werden die beiden
Randintegrale in Gleichung (7.15) approximativ gelo¨st und dann als explizite Randbedin-
gungen entlang des Fluid-Starrko¨rper-Randes gesetzt. In unserem Fall aber wird die Fluid-
Starrko¨rperdynamik implizit aktiviert u¨ber eine kombinierte Bewegungsgleichung, in der
die Fluid-Starrko¨rper-Randbedingung ersetzt wird durch die Inkompressibilita¨tsbedingung
und eine Volumenkraft, welche ausschließlich innerhalb des Starrko¨rpers wirkt. Dies hat den
Vorteil einer deutlich ho¨heren numerischen Stabilita¨t und eines deutlich geringeren Rechen-
aufwandes, welcher sich daru¨ber hinaus gut parallelisieren la¨ßt.
Desweiteren betrachten wir in unserem Fall Starrko¨rpermaterialien mit homogener Dich-
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x1x3 dx . (7.22)
Man beachte, dass die Anfangsgeschwindigkeit (ui)0 und die Randwerte uΓ(t) die Kom-
patibilita¨tsbedingungen
(∇ · ui)0 = 0 in Ω\R(0) und
∫
Γ
uΓ(t) · nˆ ds = 0 (7.23)
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erfu¨llen mu¨ssen. Da wir ausschließlich Newtonsche Fluide betrachten, gilt fu¨r den Span-
nungstensor Ti = −piI+ µiD[ui], wobei pi der Druck, µi die Viskosita¨t und D[ui] der De-
formationstensor bezu¨glich der beiden Fluidphasen ist. Desweiteren verwenden wir in den
Gleichungen (7.11) und (7.13) die Eulerwinkel zur Beschreibung der Orientierung (Winkel-
lage) von Objekten im dreidimensionalen Raum. Hierbei handelt sich um drei Winkel, wel-
che jeweils eine Drehung (Rotation) um bestimmte Achsen beschreiben und so eine Trans-
formation zwischen zwei (kartesischen) Koordinatensystemen, dem Laborsystem und dem
ko¨rperfesten System, definieren.
Im Folgenden werden wir die Bewegungsgleichungen fu¨r den Starrko¨rper u¨ber eine ent-
sprechend modifizierte Impuls- und Kontinuumsgleichung in die Navier-Stokes-Gleichun-
gen einflechten. Dies ist mo¨glich, da die Starrheitsbedingung des Starrko¨rpers sehr a¨hnlich
zu der Inkompressibilita¨tsbedingung der Navier-Stokes-Gleichungen ist. Die Starrheitsbe-
dingung ist daru¨ber hinaus noch strikter, denn neben der geforderten Divergenzfreiheit des
Geschwindigkeitsfeldes muss zusa¨tzlich die Deformationsfreiheit fu¨r den Starrko¨rper erfu¨llt
werden.
Die Starrheitsbedingung besagt, dass fu¨r jeden Punkt x innerhalb eines Starrko¨rpers die
Bewegungsgleichung
x˙ = v + ω × r (7.24)
gilt mit einer Translationsgeschwindigkeit v und einer Rotationsgeschwindigkeit ω entlang
der Achse ω/|ω|mit dem Geschwindigkeitswert |ω|. Die Starrheitsbedingung kann mit Hil-
fe des Deformationstensors D[u] ausgedru¨ckt werden, welcher fu¨r ein gegebenes Geschwin-
digkeitsfeld u = (u, v, w) definiert ist durch
D[u] = [∇u+∇uT ] =

 2ux (vx + uy) (wx + uz)(vx + uy) 2vy (wy + vz)
(wx + uz) (wy + vz) 2wz

 . (7.25)
Dieser symmetrische 3× 3 Tensor D[u] mißt die ra¨umliche ¨Anderung von u. Somit sichert
die Einschra¨nkung
D[u] = 0 , (7.26)
dass die Bewegung in R einer Starrko¨rperbewegung entspricht. Man beachte, dass diese
Einschra¨nkung uns nicht sagt wie diese Bewegung genau ausschaut, aber wir wissen, dass
das Geschwindigkeitsfeld Gleichung (7.24) erfu¨llen muss.
Desweiteren kann im Fall statischer Starrko¨rpergeometrien die Translationsgeschwindig-
keit v = 0 und die Winkelgeschwindigkeit auf ω = 0 gesetzt werden. Im Fall unidirektional
gekoppelter Geometrien werden entsprechende Geschwindigkeitsvorgaben fu¨r v und ω ge-
macht.
7.2.2 Anwendung auf gegla¨ttetes Heaviside-Starrko¨rper-Profil
Basierend auf unsere Level-Set Darstellung von Starrko¨rpergeometrien werden wir im fol-
genden – analog zu den Zweiphasenstro¨mungen, vgl. Abschnitt 4.2.1 – eine gegla¨ttete Dar-
stellung von Starrko¨rpern einfu¨hren, welche vollsta¨ndig in den Stro¨mungslo¨ser eingebunden
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werden. Hierzu reformulieren wir die smoothed profile method (SPM) [138], die lediglich
fu¨r einphasige, zweidimensionale, partikelhaltige Stro¨mungen beschrieben wurde, fu¨r un-
seren Fall inkompressibler, dreidimensionaler Zweiphasen-Stro¨mungen, inklusive der zuvor
beschriebenen Level-Set-Darstellung komplexer dreidimensionale Starrko¨rper. Ein Haupt-
vorteil der SPM-Methode besteht in der stabilen und effizienten Darstellung der Bedingun-
gen an der Fluid-Starrko¨rper-Grenzfla¨che.
Sei φs eine Level-Set-Darstellung einer Starrko¨rpergeometrie und Hǫ(φs) deren zugeho¨-
rige gegla¨ttete Heaviside’sche Gewichtsfunktion. Basierend auf diesem Konzentrationsfeld
wird das totale Geschwindigkeitsfeld u als glatte Konvexkombination der Starrko¨rperge-
schwindigkeit us und der Fluidgeschwindigkeit uf gema¨ß
u(x, t) ≡ (1−Hǫ(φs))uf +Hǫ(φs)us = uf +Hǫ(φs)(us − uf ) (7.27)
definiert, wobei zuvor die Starrko¨rpergeschwindigkeit Hǫ(φs)us u¨ber
Hǫ(φs)us(x, t) = H
ǫ(φs)(v(t) + ω(t)× [x− xS(t)]) in R+ ǫ (7.28)
ermittelt wird. Da das Starrko¨rpergeschwindigkeitsfeld us aus Translation und Rotation zu-
sammengesetzt ist, erfu¨llt es insbesondere auch die Bedingung der Divergenzfreiheit, es gilt





= 0 . (7.29)
Implizite Randbedingungen
Ein weiterer Vorteil der SPM-Methode ist, dass sie auf implizite Weise die Haftrandbedin-
gungen entlang der Starrko¨rpergeometrie erfu¨llt. Dies geht aus der Anwendung des Rotati-
onsoperators auf das Geschwindigkeitsfeld aus Gleichung (7.27) hervor [129]:
∇× u = ∇× [uf +Hǫ(φs)(us − uf )]
= (∇Hǫ(φs))× (us − uf ) +Hǫ(φs)(∇× us) + (1−Hǫ(φs))(∇× uf ) .
Da∇Hǫ(φs) nur entlang des Randes der Starrko¨rpergeometrie ungleich Null ist und∇Hǫ →
δ fu¨r ǫ→ 0 gilt, kann die Haftrandbedingung ausgedru¨ckt werden als
(∇Hǫ(φs))× (us − uf ) = 0 ⇐⇒ us = uf auf Γs fu¨r ǫ→ 0 . (7.30)
Das heißt insbesondere, dass die Haftrandbedingung von der Annahme herru¨hrt, dass das
Wirbelfeld des totalen Geschwindigkeitsfeldes aus Wirbeln der Fluid- und der Starrko¨rper-
geschwindigkeit besteht, also
∇× u = Hǫ(φs)(∇× us) + (1−Hǫ(φs))(∇× uf ) (7.31)
gilt. Desweiteren setzt die SPM-Methode implizit die Impermeabilita¨tsbedingung an der
Starrko¨rperoberfla¨che. Wenn die Divergenz des gesamten Geschwindigkeitsfeldes unter der
Annahme analysiert wird, dass das Fluid inkompressibel und die Starrko¨rpergeschwindigkeit
divergenzfrei ist, ergibt sich
0 = ∇ · u = ∇ · [uf +Hǫ(φs)(us − uf )] = (∇Hǫ(φs)) · (us − uf ) . (7.32)
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Hierbei repra¨sentiert (∇Hǫ(φs)) · (us − uf ) = 0 die Impermeabilita¨tsbedingung an der
Starrko¨rperoberfla¨che. Das gesamte Geschwindigkeitsfeld ist somit genau dann divergenz-
frei, wenn die Impermeabilita¨tsbedingung am Starrko¨rperrand erfu¨llt ist.
Da – wie zuvor gezeigt – die Starrko¨rperdynamik a¨hnliche Eigenschaften aufweist wie
sie in inkompressiblen Fluiden vorzufinden sind, motiviert dies schließlich die Einbettung
der Starrko¨rpergeschwindigkeiten in das Navier-Stokes-Stro¨mungsfeld mittels eines zusa¨tz-
lichen Lagrange-Multiplikator-Ansatzes, auf den wir nun im Rahmen der erweiterten Chorin-
Temam-Projektionsmethode na¨her eingehen werden.
7.3 Erweiterte Chorin-Temam-Projektionsmethode
Im Kontext unseres Zweiphasen-Lo¨sers wird u¨ber die SPM-Technik das gesamte Geschwin-
digkeitsfeld u auf dem gesamten Gebiet Ω inklusive des Starrko¨rpergebietes berechnet, in-
dem die Impulsgleichungen der Zweiphasen-Navier-Stokes-Gleichungen mit einem zusa¨tzli-
chen Kraftdichteterm fs versehen werden, der die Interaktion zwischen Starrko¨rper und Fluid




= −∇pi +∇ · (µiDi) + ρig + σκδn+ fs in Ωi,
∇ · ui = 0 in Ωi,
ui|Γ = 0 in [0,T] ,
ui|t=0 = u0i in Ωi
(7.33)




= −∇ps + ρsg in Ωs , (7.34)
∇ · us = 0 in Ωs . (7.35)
Hier gehen die Materialparameter und der Druck innerhalb des soliden Starrko¨rpers mit ein.
Der zugrunde liegende numerische Lo¨sungsalgorithmus ergibt sich aus einer Erweiterung
der Chorin-Temam-Projektionsmethode. Zuerst werden der Schwerpunkt xS und die Masse








berechnet, wobei eine Mittelpunkt-Methode als Integrationsschema verwendet wird.
Danach werden die aktuelle Translationsgeschwindigkeit v0 des Schwerpunktes und die
Rotationsgeschwindigkeit ω0 um den Schwerpunkt initialisiert:
v0 = vinit und ω0 = ωinit . (7.37)
Analog zum urspru¨nglichen Verfahren aus Gleichung (4.28) lo¨sen wir zuna¨chst nach einem
intermedia¨rem Feld u∗ auf, welches die Geschwindigkeiten des vorherigen Zeitschritts ohne
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den Druckgradienten entha¨lt,
u∗ = un + δt(−∇ · (un ⊗ un) + g + (7.38)
1
ρǫ(φn, φns )
(∇ · (µǫ(φn, φns )Dn)− (1−Hǫ(φns ))σκ(φn)δ(φn)∇φn)) ,
wobei φn die Level-Set-Funktion bezu¨glich der Zweiphasenverteilung ist und φns die Level-
Set-Funktion bezu¨glich des Starrko¨rpers. Der Hauptunterschied zu (4.28) besteht darin, dass
die Materialparameter nun zusa¨tzlich von der Level-Set-Funktion des Starrko¨rpers abha¨ngen.
Dies hat zur Folge, dass innerhalb des Starrko¨rpers das reine Newton’sche Bewegungsgesetz
gilt und ausserhalb des Starrko¨rpers die Zweiphasen-Navier-Stokes-Gleichungen gelten.
Anschließend wird eine vorla¨ufige, neue Level-Set-Funktion
φ∗ = Z(R(φn,un)) ,
durch explizites Lo¨sen der Transportgleichung nach Abschnitt 4.2.2 ermittelt, wobei Z der
diskrete Zeitoperator und R der diskrete Raumoperator sind. Nun wird φ∗∗ durch Reini-
tialisierung (REINIT ) von φ∗ nach Abschnitt 4.2.3 bestimmt und aus φ∗∗ mittels Picard-
Iteration (PIT ) die neue Level-Set-Funktion φn+1 nach Abschnitt 4.2.5 berechnet, also
φn+1 = PIT (φ∗∗) mit φ∗∗ = REINIT (φ∗) . (7.39)
Danach wird die zur Starrko¨rperdarstellung geho¨rige Level-Set-Funktion φns mittels dem in
Abschnitt 6.3.3 dargestellten Semi-Lagrangeschen-Verfahren (SL) unter Verwendung der
Translationsgeschwindigkeit vn und Winkelgeschwindigkeit transportiert ωn,
φn+1s = SL(v
n,ωn) . (7.40)




Hǫ(φn+1s (x))x dx (7.41)






= 0 , (7.42)
∇ · u∗,n+1 = 0 (7.43)
durch Anwendung des Divergenzoperators auf Gleichung (7.42) und unter Verwendung von









hergeleitet und gelo¨st. Hierdurch wird der neue Druck p∗,n+1 implizit durch Lo¨sen der Pois-
songleichung berechnet und liefert somit ein neues tempora¨res Geschwindigkeitsfeld u∗,n+1
durch den Korrekturschritt
u∗,n+1 = u∗ − δt
ρǫ(φn+1)
∇p∗,n+1 . (7.45)
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Als na¨chstes werden die hydrodynamischen Kra¨fte Fn und das Drehmoment Wn, wel-
che durch die Fluide auf den Starrko¨rper wirken, aus der Impulserhaltung zwischen dem
Starrko¨rper und den Fluiden hergeleitet. Die hydrodynamische Kraft ist definiert als Impuls-
fluß zwischen dem Fluid und dem Starrko¨rper. Nach Newtons drittem Gesetz bedeutet dies
insbesondere, dass die hydrodynamische Kraft die Gegenwirkung des Fluides ist,








s − u∗,n+1) dx , (7.46)








s − u∗,n+1)× rn+1 dx , (7.47)
wobei rn+1 := x− xn+1S , wie zuvor im physikalischen Modell definiert, der neue Abstands-
vektor vom Schwerpunkt xn+1S des Starrko¨rpers zu einem beliebigen Gitterpunkt x ist. Mit-
tels der hydrodynamischen Kraft wird im Folgenden die Translations- und Winkelgeschwin-
digkeit des Starrko¨rpers mittels der Newtonschen Bewegungsgleichung aktualisiert,
vn+1 = vn +M−1∆tFn , (7.48)
ω
n+1 = ωn + J−1∆t(Wn − ωn × Jωn) , (7.49)
wobei M und J−1 die Masse des Starrko¨rpers und der Tra¨gheitstensor sind. Als na¨chstes






n+1 + ωn+1 × [x− xn+1S ]) . (7.50)
Die Einbindung der neuen Starrko¨rpergeschwindigkeit un+1s in das tempora¨re Geschwindig-














Dieses Druckfeld fu¨hrt schließlich zur Starrheit des Starrko¨rpers, indem durch die Korrektur






die globale Divergenzfreiheit des Geschwindigkeitsfeldes un+1 garantiert wird. Das gesamte
Druckfeld berechnet sich aus den beiden Teildruckfeldern p∗,n+1 und p∗,n+1s mittels einfacher
Summation
pn+1 = p∗,n+1 + p∗,n+1s . (7.53)
Damit (7.44) und (7.51) wohlgestellt sind, sind noch Randbedingungen fu¨r den Druck not-








(u∗Γ − u∗,n+1Γ ) · n (7.54)
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(un+1s,Γ − u∗,n+1Γ ) · n . (7.55)
Falls nun am Rand fu¨r die Scha¨tzgeschwindigkeiten u∗Γ = u
∗,n+1
Γ beziehungsweise u∗s,Γ =
u
∗,n+1





= 0 . (7.56)
Desweiteren wird der Druck mit diesem Verfahren nur bis auf eine Konstante genau be-





gefordert wird. Damit ist es mo¨glich, Druckergebnisse unterschiedlicher Zeitpunkte fu¨r Zwei-
phasen-Starrko¨rper-Simulationen miteinander zu vergleichen.
7.4 Diskretisierung der erweiterten Projektionsmethode
Die Diskretisierung der erweiterten Projektionsmethode verla¨uft in weiten Teilen analog zu
der Diskretisierung des Zweiphasenmodells mit Oberfla¨chenspannung aus Kapitel 4. Hin-
zu kommen die Diskretisierung des semi-Lagrangeschen Transports der Level-Set-Funktion
des Starrko¨rpers in Gleichung (7.40), welche in Abschnitt 6.3.3 detailliert beschrieben wird.
Desweiteren sind sowohl die Integrale aus Gleichung (7.36) zur Berechnung des Starrko¨rper-
schwerpunktes und dessen Masse als auch die Integrale aus den Gleichungen (7.46) und
(7.47) zur Berechnung der hydrodynamischen Kra¨fte mittels eines einfachen Integrations-



































s (xi,j,k)− u∗,n+1(xi,j,k)) ,
















s (xi,j,k)− u∗,n+1(xi,j,k))× (xi,j,k − xn+1S ) ,




























aus den Gitterwerten berechnet, analoges gilt fu¨r u∗,n+1. Hinsichtlich der Zeitdiskretisierung
sa¨mtlicher Transportschritte fu¨r die Level-Set-Funktionen, wie auch fu¨r die zeitliche Evo-
lution der Translations- und Winkelgeschwindigkeit des Starrko¨rpers aus den Gleichungen
(7.46) und (7.47) ist statt des expliziten Euler-Verfahrens ein explizites Adams-Bashforth-
Verfahren zweiter Ordnung eingesetzt worden. Die Berechnung der Zeitschrittweite erfolgt
analog zu Abschnitt 4.4, wobei innerhalb der Starrko¨rperphase die Zeitschrittweitenein-
schra¨nkung nur bezu¨glich der konvektiven Terme mit der entsprechenden Starrko¨rperdichte
durchzufu¨hren ist.
Im folgenden Abschnitt wird auf die um dynamische Starrko¨rper erweiterte Paralleli-
sierung aus Abschnitt 4.5 eingegangen, damit aufwendige dreidimensionale Simulationen
effizienter berechnet werden ko¨nnen.
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7.5 Parallelisierung der Starrko¨rperdynamik
In diesem Abschnitt wird die Parallelisierungsstrategie der zusa¨tzlich im Zweiphasen-Lo¨ser
eingebundenen dynamischen Starrko¨rper beschrieben. Im Unterschied zur Gebietszerlegungs-
methode fu¨r die Eulersche Diskretisierung des Zweiphasen-Lo¨sers aus Abschnitt 4.5.2 ist
hier das Hauptproblem, dass die Starrko¨rper im semi-Lagrangeschen Sinne diskretisiert wer-
den und dabei im Allgemeinen einzelne Teilgebiete Ωph, p ∈ {1, . . . , P} bezu¨glich der von
der Gebietszerlegung vorgegebenen Aufteilung Ωh = Ω1h ∪ · · · ∪ ΩPh durchwandern. Dabei
muss pro Navier-Stokes-Zeitschritt die Trajektorie jeder Starrko¨rper-Level-Set-Gitterzelle
bis zu ihrem Anfangswert φ0 zuru¨ckverfolgt werden.
7.5.1 Gebietsausschnitt als Parallelisierungsstrategie fu¨r dynamische
Starrko¨rper
Bei der semi-Lagrangeschen Diskretisierung des Starrko¨rpertransportes muss die Trajektorie
jeder Gitterzelle eines Level-Set-Wertes bis zu ihrem Anfangswert φ0 zuru¨ckverfolgt wer-
den. Deshalb durchwandern die Trajektorien im Allgemeinen einzelne Teilgebiete Ωph, p ∈
{1, . . . , P} bezu¨glich der von der Gebietszerlegung vorgegebenen Aufteilung Ωh = Ω1h ∪
· · · ∪ ΩPh . Eine vollsta¨ndige Ru¨ckverfolgung einer jeden Trajektorie wu¨rde somit zu ei-
nem hohen Kommunikationsaufwand und einem komplexen Algorithmus fu¨hren. Um diese
Komplikationen zu umgehen, nutzen wir im Folgenden zwei Tatsachen aus. Erstens nehmen
dynamische Starrko¨rper im Allgemeinen nur einen kleinen Anteil des gesamten Rechen-
gebietes Ωh ein, und zweitens beno¨tigen wir die Starrko¨rper-Level-Set-Darstellung nur in
einer O(h)-Umgebung, um dessen vollsta¨ndige Dynamik in den Navier-Stokes-Lo¨ser ein-
zubinden. Aufgrund dieser Eigenschaften bietet es sich an, die Level-Set-Darstellung der
Starrko¨rpergeometrie ausschließlich auf die Geometrie inklusive ihrer O(h)-Umgebung ein-
zuschra¨nken. Hierbei muss die O(h)-Umgebung der Starrko¨rpergeometrie so gewa¨hlt wer-
den, dass innerhalb der entsprechenden Gebiets- und Level-Set-abha¨ngigen Gla¨ttungsregion
ǫs(x) aus Gleichung (4.4) ein WENO-Diskretisierungsstern vollsta¨ndig ausgewertet werden
kann. Fu¨r unsere numerischen Experimente verwenden wir c = 1.5 fu¨r ǫs(x) in Gleichung
(4.4), und der verwendete WENO-Diskretisierungsstern fu¨nfter Ordnung hat einen Radius
von drei Gitterzellen. Das heißt, wir beno¨tigen aufgrund der zusa¨tzlichen Berechnung des
Gradienten ∇φs in Gleichung (4.4) insgesamt eine Starrko¨rper-Umgebung der Gro¨sse von
6-7 Gitterzellen; wir verwenden in unseren numerischen Experimenten O(h) = 7h.
Die um die Starrko¨rper-UmgebungO(h) = 7h erweiterte ”Bounding-Box” liefert schließ-
lich das lokale Level-Set-Feld der Starrko¨rpergeometrie in Form eines Gebietsausschnitts
aus Ωh. Daraufhin wird das lokale Level-Set-Feld φ0lok zusammen mit den entsprechenden
Anfangskoordinaten der Bounding-Box des Starrko¨rpers auf alle fu¨r die parallele Simulati-
on verwendeten Prozessoren 1, . . . , P verteilt. Abbildung 7.1 veranschaulicht das Vorgehen
am Beispiel einer lokalen Level-Set-Funktion fu¨r die Starrko¨rpergeometrie eines Fahrzeugs,
welche auf die von der Gebietszerlegung vorgegebenen Aufteilung von zwo¨lf Teilprozessen
Ωh = Ω
1
h ∪ · · · ∪ Ω12h verteilt wird.
Im Laufe der Simulationsberechnung werden in jedem Zeitschritt n die entsprechenden
Trajektorien aller Gitterzellenmittelpunkte bezu¨glich der Starrko¨rperdynamik (Translation




P9 P10 P11 P12
Abbildung 7.1: Verteilung der lokalen Level-Set-Darstellung einer Starrko¨rpergeometrie auf
das mit zwo¨lf Prozessoren parallelisierte globale Rechengitter. Ausserhalb dieses lokalen
Gitters ist die Level-Set-Funktion fu¨r den Starrko¨rper konstant und somit nicht explizit er-
forderlich, womit substantieller Arbeitspeicherplatz gespart werden kann.
und Rotation) nach Gleichung (6.33) aktualisiert und gespeichert. Wird dann der Starrko¨rper
mittels der semi-Lagrangeschen Methode transportiert, so kann das neue Level-Set-Feld
bezu¨glich des Starrko¨rpers u¨ber die Trajektorienwerte schnell mittels folgender Abfrage kon-
struiert werden:
• Liegt der Trajektorienwert innerhalb der Bounding-Box des Starrko¨rpers, so ermittle
u¨ber trilineare Interpolation den entsprechenden Level-Set-Wert aus den gegebenen
Werten.
• Liegt der Trajektorienwert nicht innerhalb der Bounding-Box des Starrko¨rpers, so set-
ze den Level-Set-Wert der Gitterzelle auf den maximalen Level-Set-Wert einer Eck-
zelle der Bounding-Box. Das heißt, dass ausserhalb der bounding-box alle Level-Set-
Werte mit einem konstanten Wert versehen werden. Die Eigenschaft einer Abstands-
funktion ist hier nicht mehr no¨tig. Es muss aber das richtige Vorzeichen, welches das
Innere und das ¨Außere des Starrko¨rpers markiert, gesetzt sein.
Ausgehend von der neuen Lage des Starrko¨rpers werden die bereits beschriebenen par-
allelen Auswertungsroutinen nach der Gebietszerlegung aus Abschnitt 4.5.2 fu¨r die Berech-
nung der Lage des neuen Starrko¨rperschwerpunktes aus Gleichung (7.41), fu¨r die Berech-
nung der am Starrko¨rper wirkenden Kra¨fte aus Gleichung (7.46) und (7.47) und fu¨r die Be-
rechnung des zusa¨tzlichen Druckfeldes ps innerhalb des Starrko¨rpers aus Gleichung (7.51)
verwendet.
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7.6 Vollsta¨ndiger Algorithmus fu¨r inkompressible Zweipha-
senstro¨mungen mit dynamischen Starrko¨rpern
Abschließend sei zur ¨Ubersicht der vollsta¨ndige Algorithmus fu¨r Zweiphasenstro¨mungen
mit Starrko¨rpergeometrien aufgefu¨hrt:
ALGORITHMUS 2: Paralleler Zweiphasenlo¨ser mit dynamischen Starrko¨rpern.
1. Initialisiere δx, δy, δz und T .
2. Setze die lokalen Teilgebiete Ωq, q ∈ {1, . . . , P} nach (4.48).
3. Setze t := 0, n := 0, h := max(δx, δy, δz).
4. Setze Anfangswerte fu¨r un := u0, pn := p0, φn := φ0, φns := φ0s, v := v0 und
ω
n := ω0 auf den Teilgebieten Ωq, q ∈ {1, . . . , P}.
5. Berechne den Schwerpunkt x0S und die Masse M des Starrko¨rpers φ0s nach
Gleichung (7.57) und Gleichung (7.58).
6. Berechne das Volumen von V1(φ0).
7. Setze ǫ(x) und ǫs(x) nach (4.4).
8. Setze Randwerte fu¨r un auf den lokalen Ra¨ndern ∂Ωq ∩ ∂Ω.
9. ZEIT-SCHLEIFE: Solange t ≤ T :
(a) BERECHNUNG DER ZEITSCHRITTWEITE:
Berechne den lokalen Zeitschritt δtq nach Abschnitt 4.4.
Berechne den globalen Zeitschritt δt := minqˆ δtqˆ.
(b) IMPULSGLEICHUNG I:
Kommuniziere die Randbordu¨renwerte fu¨r un, φn und φns .
Berechne das Hilfsgeschwindigkeitsfeld u∗(un, φn, φns ) auf den Teil-
gebieten Ωq, q ∈ {1, . . . , P} nach Gleichung (7.38) mit Gleichung
(4.10) als Zeitdiskretisierung.
Kommuniziere die Randbordu¨renwerte fu¨r u∗.
(c) TRANSPORTGLEICHUNG FU¨R DEN STARRKO¨RPER φs:
Berechne den Transport der Level-Set Funktion φn+1s (vn,vn−1,ωn,ωn−1)
nach Abschnitt 6.3.3.
Berechne den Schwerpunkt xn+1S des Starrko¨rpers φn+1s nach
Gleichung (7.57).
(d) TRANSPORTGLEICHUNG FU¨R DIE ZWEIPHASENOBERFLA¨CHE φ:
Berechne den Transport der Level-Set-Funktion φ∗(un, φn) nach Ab-
schnitt 4.2.2.
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(e) Setze ψn := φ∗.
(f) REINITALISIERUNGS-SCHLEIFE: Solange τ < 7 ǫ:
i. Setze Randbedingungen fu¨r ψn und tausche die Randbordu¨renwerte
der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
ii. Berechne ψn+ 13 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
iii. Setze Randbedingungen fu¨r ψ(n+ 13 ) und tausche die Randbordu¨ren-
werte der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
iv. Berechne ψn+ 23 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
v. Setze Randbedingungen fu¨r ψ(n+ 23 ) und tausche die Randbordu¨ren-
werte der Teilgebiete Ωq, q ∈ {1, . . . , P} aus.
vi. Berechne ψn+1 auf den Teilgebieten Ωq, q ∈ {1, . . . , P} nach Glei-
chung (4.14).
vii. Setze τ = τ + δτ .
(g) PICARD-FIXPUNKTITERATION: Solange |V1(φ0)− V1(ψn+1)| ≤ ǫvol:
Berechne das Volumen von V1(ψn+1).
Korrigiere die Level-Set-Funktion nach Gleichung (4.26).
(h) Setze φn+1 = ψn+1, pˆit := pnδt, ǫ(x) und ǫs(x) nach Gleichung (4.4).
(i) DRUCK-POISSON-GLEICHUNG I:
Setze die rechte Seite b := ∇ · u∗ auf den lokalen Gebieten Ωq,
q=1,. . . ,P, fu¨r die Druck-Poisson-Gleichung.
(j) DRUCK-POISSON-GLEICHUNG II: Solange ||b−Apˆit||2 > ǫf
Setze Randwerte fu¨r den Druck nach Gleichung (7.54).
Lo¨se pˆn+1(u∗,b, φn+1, φn+1s ) nach Gleichung (7.44) mit Jacobi/AMG
vorkonditioniertem Krylov-Verfahren.
Kommuniziere die Randbordu¨renwerte fu¨r pˆit pro Iteration it.
(k) Setze p∗,n+1 := (δt)−1pˆit.
(l) IMPULSGLEICHUNG II:
Berechne u∗,n+1 nach Gleichung (7.45) auf den Teilgebieten Ωq.
(m) STARRKO¨RPERGESCHWINDIGKEIT I::
Berechne Fn und Wn nach Gleichung (7.59) und (7.60).
Berechne vn+1 und ωn+1 nach Gleichung (7.48) und (7.49).
Berechne die Starrko¨rpergeschwindigkeit un+1s nach Gleichung (7.51).
(n) DRUCK-POISSON-GLEICHUNG III:
Setze die rechte Seite b von Gleichung (7.51) auf den lokalen
Gebieten Ωq, q=1,. . . ,P, fu¨r die Druck-Poisson-Gleichung.
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(o) DRUCK-POISSON-GLEICHUNG IV: Solange ||b−Apˆits ||2 > ǫs
Setze Randwerte fu¨r den Druck nach Gleichung (7.55).
Lo¨se Poisson-Gleichung (7.51) mit Jacobi/AMG-vorkonditioniertem
Krylov-Verfahren.
Kommuniziere die Randbordu¨renwerte fu¨r pˆits pro Iteration it.
(p) Setze p∗,n+1s := (δt)−1pˆs .
(q) IMPULSGLEICHUNG III:
Berechne un+1 nach Gleichung (7.52) auf den Teilgebieten Ωq.
Berechne pn+1 nach Gleichung (7.53) auf den Teilgebieten Ωq.
Setze Randwerte fu¨r un auf den lokalen Ra¨ndern ∂Ωq ∩ ∂Ω.
(r) Setze t = t+ δt und n = n+ 1.
10. Datenausgabe des berechneten Ergebnisses.
Kapitel 8
Numerische Ergebnisse fu¨r bewegte
Starrko¨rper in Zweiphasenstro¨mungen
In diesem Kapitel untersuchen wir mit unserem Simulationsprogramm uni- und bidirektio-
nal gekoppelte Starrko¨rper mit Zweiphasenstro¨mungen. In den unidirektional gekoppelten
Problemen wird der Starrko¨rper ausschließlich zwangsgefu¨hrt, wohingegen in den bidirek-
tional gekoppelten Problemen die auf den Starrko¨rper wirkenden hydrodynamischen Kra¨fte
beru¨cksichtigt werden.
In Abschnitt 8.1 untersuchen wir zuerst das Herausziehen eines Zylinders aus dem Was-
ser und anschließend den freien Fall eines Zylinders ins Wasser. Hierbei fu¨hren wir Direkt-
vergleiche durch zwischen Labor-Messdaten und Fotos aus dem Artikel von Greenhow und
Lin [76] und unseren numerischen Simulationsergebnissen.
In Abschnitt 8.2 untersuchen wir die numerische Konvergenzrate des gesamten Verfah-
rens. Es werden dabei drei charakteristische Konfigurationen betrachtet. Zuna¨chst zeigen wir,
dass die auf eine Kugel wirkenden Kra¨fte, welche vollsta¨ndig im Wasser ist und sich im hy-
drostatischen Gleichgewicht befindet, verschwinden. Danach bestimmen wir die numerische
Konvergenzordung des gesamten bidirektional gekoppelten Verfahrens, indem die numeri-
schen Lo¨sungen auf einer Sequenz von regelma¨ßig verfeinerten Gittern bestimmt werden
und hieraus die Fehlerreduktionsrate ermittelt wird. Als drittes Experiment untersuchen wir
die auf eine Kugel wirkenden Kra¨fte, welche auf der Wasseroberfla¨che schwimmt und so
initialisiert wird, dass sie sich von Beginn an im hydrostatischen Gleichgewicht befindet. Im
Gegensatz zu der vollsta¨ndig im Wasser befindlichen Kugel beobachten wir hier eine aus
der Numerik resultierende gitterabha¨ngige Kra¨ftebilanz, welche aufgrund der numerischen
Gla¨ttungsregion entlang der freien Oberfla¨che und entlang des Starrko¨rpers entsteht.
In Abschnitt 8.3 stellen wir Simulationen mit komplexen Starrko¨rpergeometrien vor.
Hierbei erweitern wir unser Simulationsprogramm um ein Large-Eddy-Turbulenzmodell, da
sich bewegende komplexe Starrko¨rper im Allgemeinen starke Turbulenzquellen sind. Die
gezeigten Simulationen mit einer Schiffsko¨rpergeometrie und mit einer U-Boot-Geometrie
belegen die vielseitige Anwendbarkeit des Simulationsprogramms fu¨r ingenieurstechnische
und physikalische Problemstellungen.
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8.1 Vergleich der Simulationsergebnisse mit Experimental-
daten
Im Folgenden wird das physikalische Verhalten von uni- und bidirektional gekoppelten Starr-
ko¨rpern in Zweiphasenstro¨mungen am Beispiel eines mit konstanter Geschwindigkeit auf-
steigenden Zylinders und eines frei fallenden Zylinders verglichen. Hierbei ist das Setup fu¨r
die numerischen Simulationen aus einer Publikation von Greenhow und Lin [76] entnom-
men, das fu¨r die Durchfu¨hrung von physikalischen Laborexperimenten verwendet wurde.
Chronologische Fotografien und Messungen aus [76] nutzen wir im Folgenden zum Direkt-
vergleich mit unseren numerischen Ergebnissen, um damit die Verla¨sslichkeit des numeri-
schen Verfahrens zur Simulation von realen physikalischen Prozessen zu validieren.
8.1.1 Unidirektionale Kopplung: Deformation der freien Oberfla¨che auf-
grund eines mit konstanter Geschwindigkeit aufsteigenden Zylin-
ders
Als erstes numerisches Experiment betrachten wir einen vollsta¨ndig in ruhendem Wasser
befindlichen Zylinder, welcher dieselbe Dichte hat wie das ihn umgebende Wasser und mit
konstanter Geschwindigkeit aus diesem gezogen wird. Dies ist ein sehr kompliziertes Pro-
blem, zumal die Wasseroberfla¨che aufgrund der Zylinderdynamik eine starke Deformation
erfa¨hrt, vergleiche Abbildung 8.1. Im Laborversuch von Greenhow und Lin [76] ist hierbei
ein Beha¨lter der Gro¨ße 116.8cm × 90.2cm × 10.2cm (Breite × Ho¨he × Tiefe) eingesetzt
worden, wobei dieser bis auf eine Ho¨he von 30cm mit Wasser gefu¨llt wurde. Der Zylinder
hat einen Durchmesser von 11cm und wird zu Beginn so positioniert, dass der obere Rand
des Zylinders 11cm unterhalb der Wasseroberfla¨che liegt. Dann wird der Zylinder mit einer
konstanten Geschwindigkeit von Vcyl = 0.87m/s aus dem Wasser gezogen.
In unserem Simulationsexperiment haben wir ein 116cm × 90cm × 10cm großes Re-
chengebiet verwendet, dieses entsprechend mit Wasser und Luft gefu¨llt und den Zylinder
mit dem Durchmesser von 11cm und einer Tiefe von 10cm versehen. Der obere Rand des
Zylinders wurde so positioniert, dass er sich 11cm unterhalb der Waseroberfla¨che befindet.
Es sei hier angemerkt, dass im Artikel von Greenhow und Lin [76] keine exakten Anga-
ben bezu¨glich der Zylindertiefe gegeben wurde. Der Einfluss der Zylindertiefe ist aber ver-
nachla¨ssigbar, da das Experiment einen zweidimensionalen Charakter annimmt, wie auch
von Greenhow und Lin [76] angemerkt. Das Gebiet ist mit einem a¨quidistanten Gitter, wel-
ches aus 232× 180× 20 Gitterzellen besteht, aufgelo¨st worden. Fu¨r die Wasserphase wurde
die Dichte auf ρw = 998.2kg/m3 und die Viskosita¨t auf νw = 1.002−3 und fu¨r die Luftphase
wurde die Dichte auf ρl = 1.205kg/m3 und die Viskosita¨t auf νl = 1.81−5 gesetzt. Fu¨r die
Gla¨ttungsregion ǫ(x) aus Gleichung (4.4) ist c = 1.5 gesetzt worden.
Abbildung 8.1 zeigt den Direktvergleich von gerenderten Bildern unserer numerischen
Simulation mit den entsprechenden Fotografien des Laborexperimentes von Greenhow und
Lin [76] zu den Zeitpunkten t = 0.198s und t = 0.208s. Hierbei ist zu beobachten, dass
die Lage des Zylinders und der freien Oberfla¨che sehr gut wiedergegeben wird. Zur Zeit
t = 0.198s tritt der Zylinder bis zur Ha¨lfte seines Durchmessers aus der urspru¨nglichen
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Abbildung 8.1: Direktvergleich des Laborexperiments von M. Greenhow und W.-M. Lin [76]
(links) mit unserem numerischen Simulationsergebnis (rechts). Die Bilder zeigen einen mit
konstanter Geschwindigkeit aufsteigenden Zylinder von 11cm Durchmesser zu den Zeit-
punkten 0.198s (oben) und 0.208s (unten).
Wasseroberfla¨che hervor. Dies hat zur Folge, dass die freie Oberfla¨che sich hauptsa¨chlich in
einer Umgebung des Zylinders deformiert und ausserhalb dieser Umgebung die Wasserober-
fla¨che nahezu unvera¨ndert bleibt. Die Wasserschicht, welche sich zu diesem Zeitpunkt u¨ber
die obere Ha¨lfte des Zylinders legt, besitzt eine homogene Schichtdicke. Aufgrund der wir-
kenden Gravitationskraft, der konstanten Zylindergeschwindigkeit und der geringen Visko-
sita¨t des Wassers wird diese Wasserschicht im Laufe der Zeit zu beiden Seiten des Zylinders
abfliessen und kontinuierlich ihre Schichtdicke reduzieren. Dieses zu erwartende Verhalten
ist deutlich in dem Bild zu dem spa¨teren Zeitpunkt t = 0.208s erkennbar. Hier ist der Zy-
linder nahezu vollsta¨ndig aus der urspru¨nglichen Wasseroberfla¨che herausgetreten und die
ihn bedeckende Wasserschicht hat substantiell an Schichtdicke verloren. Dieses abgebaute
Wasservolumen ist u¨ber die Zeit seitlich an dem Zylinder ins Wasserbecken abgeflossen.
Das hat wiederum zur Folge, dass sich zwei Vertiefungen neben dem Zylinder herausbil-
den. Diese sorgen dafu¨r, dass die urspru¨nglich horizontale Wasseroberfla¨che nun eine starke
lokale Kru¨mmung aufweist, welche zum Gebietsrand hin kontinuierlich abnimmt. Entschei-
dend neben der sehr guten ¨Ubereinstimmung der Bilder ist auch die Beobachtung, dass die
Wasseroberfla¨che u¨ber die gesamte Zeit nicht den Starrko¨per durchdringt, das heißt, der Al-
gorithmus gibt die gewu¨nschte Impermeabilita¨t des Starrko¨rpers richtig wieder.
Abbildung 8.2 zeigt, dass bei fortgesetzter Simulationsrechnung, in der die Wasserschicht
sich vollsta¨ndig um den Zylinder legt und die Schichtdicke gegen Null la¨uft, die physika-
lische Eigenschaft der Impermeabilita¨t des Starrko¨rpers aufrecht erhalten bleibt. Daru¨ber
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Abbildung 8.2: Der weitere chronologische Verlauf der numerischen Simulation zeigt deut-
lich das von Peregrine [147] als ”abbrechender Wasserfall” (breaking waterfall) bezeichnete
physikalische Verhalten.
126 KAPITEL 8. NUMERISCHE ERGEBNISSE F ¨UR BEWEGTE STARRK ¨ORPER
IN ZWEIPHASENSTR ¨OMUNGEN
hinaus wird in Abbildung 8.2 auch das von Peregrine [147] als ”abbrechender Wasserfall”
(breaking waterfall) bezeichnete physikalische Verhalten, soweit dem Autor bekannt, erst-
malig inklusive Topologievera¨nderung der freien Oberfla¨che wiedergegeben. Hierbei zieht
der Zylinder im zeitlichen Verlauf einen Wasserschweif nach sich, der solange von der rest-
lichen Wasserschicht auf der Zylinderoberfla¨che gena¨hrt wird, bis diese vollkommen abge-
flossen ist. Das daraus entstehende Stro¨mungsverhalten liefert den Eindruck eines abbre-
chenden Wasserfalls, passend zu Peregrines Bezeichung. Messdaten zu diesem Experiment
sind in [76] nicht aufgefu¨hrt. Deshalb konnten wir hier einen Vergleich mit dem aufgefu¨hr-
ten Experiment nur anhand der Fotografien durchfu¨hren. Die zu erwartenden physikalischen
Stro¨mungsstrukturen haben wir mit der Simulation wiedergegeben.
Im na¨chsten Abschnitt wird nun in einem a¨hnlichen Experimentaufbau eine bidirektio-
nale Kopplung zwischen Zylinder und Wasser untersucht. Dabei taucht der Zylinder aus
freiem Fall in das Wasserbecken ein. Dieses Experiment wurde ebenfalls von Greenhow
und Lin [76] durchgefu¨hrt, wobei sie hier zusa¨tzlich Messungen vorgenommen haben. Diese
Messdaten ermo¨glichen, das Simulationsprogramm u¨ber einen bildlichen Vergleich hinaus
auch quantitativ mit einem realen Experimentverlauf zu validieren.
8.1.2 Bidirektionale Kopplung: Deformation der freien Oberfla¨che auf-
grund eines frei fallenden Zylinders
Im Folgenden betrachten wir ein weiteres Laborexperiment aus [76]. Hierbei wird ein in ru-
hendes Wasser frei fallender Zylinder untersucht, dessen Penetrationstiefe bezu¨glich der Zeit
gemessen wird. Dies ermo¨glicht eine quantitative Validierung der bidirektionalen Kopplung
unseres Simulationsprogramms mit realen Daten. In diesem Testfall besitzt der Zylinder ei-
Abbildung 8.3: Direktvergleich der Penetrationstiefe des Zylinders aus dem Laborexpe-
riment von M. Greenhow und W.-M. Lin [76] (links) mit unserem Simulationsergebnis
(rechts). Deformation der freien Oberfla¨che zu den Zeitenpunkten t = 0.305s (oben) und
t = 0.335s (unten).
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ne halb so große Dichte wie das Wasser und induziert somit wa¨hrend des Penetrationspro-
zesses zusa¨tzliche Auftriebskra¨fte, die in die Kraftberechnung miteingehen. Zu Beginn der
Rechnung wird der Zylinder 44cm u¨ber der Wasseroberfla¨che mittig positioniert. Es sei hier
angemerkt, dass in [76] keine exakte Anfangsho¨he angegeben wurde, daher wurde hier die
Ho¨he aus dem in einer Tabelle angegebenen Kontaktzeitpunkt zwischen dem Zylinder und
dem Wasser ermittelt. Das Wasserbecken selber hat eine Tiefe von 30cm. Die physikalischen
Materialparameter fu¨r das Wasser und die Luft sind ebenfalls dieselben wie im vorigen Ab-
schnitt. Das Rechengebiet Ω ist mit einer Auflo¨sung von 464 × 400 × 7 Gitterpunkten ver-
sehen, was zu einer Auflo¨sung von 44 × 44 × 7 Gitterpunkten fu¨r den Zylinder fu¨hrt. Die
Simulationsberechnung ist auf 36 Prozessoren durchgefu¨hrt worden.
Abbildung 8.3 zeigt einen graphischen Direktvergleich zwischen den Experimentalfo-
tos und den entsprechenden Simulationsergebnissen zu den Zeitpunkten t = 0.305s und
t = 0.315s. Zu beobachten ist, dass die Lage des Zylinders und der freien Oberfla¨che
gut u¨bereinstimmen. Allerdings ist die gewa¨hlte Gitterauflo¨sung fu¨r die Darstellung der
Ablo¨sung von kleinen Satellitentropfen zu niedrig.

























Abbildung 8.4: Direktvergleich der Messdaten des Laborexperiments von M. Greenhow und
W.-M. Lin [76] mit unserem Simulationsergebnis.
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Weiterhin ist in Abbildung 8.4 ein quantitativer Vergleich bezu¨glich der Penetrationstiefe
des Zylinders u¨ber die Zeit aufgefu¨hrt. Unsere Simulation zeigt eine sehr gute ¨Ubereinstim-
mung mit den Labormessdaten aus [76]. Es sei hier angemerkt, dass der Zylinder aufgrund
seiner geringeren Dichte im Vergleich zu Wasser im weiteren Simulationsverlauf wieder auf-
steigt. Dieser Prozess ist aber nicht in den Messtabellen in [76] dargestellt, da dort nicht u¨ber
den Zeitpunkt der maximalen Penetration hinaus gemessen wurde.
8.2 Konvergenzuntersuchungen eines bidirektional gekop-
pelten Starrko¨rpers in Zweiphasenstro¨mungen
In diesem Abschnitt betrachten wir drei vollsta¨ndig bidirektional gekoppelte Probleme, in
denen wir jeweils das Archimedische Prinzip numerisch u¨berpru¨fen und Konvergenzuntersu-
chungen durchfu¨hren. Das Archimedische Prinzip besagt, dass der Verlust an Gewichtskraft
eines Starrko¨rpers beim Eintauchen in eine Flu¨ssigkeit der Gewichtskraft der Flu¨ssigkeit
entspricht, die von dem Starrko¨rper verdra¨ngt wird. Das bedeutet, dass die Auftriebskraft
eines Starrko¨rpers der Gewichtskraft der verdra¨ngten Flu¨ssigkeit entspricht. Ist daher ein
Starrko¨rper schwerer als die von ihm verdra¨ngte Flu¨ssigkeit, sinkt er, ist er leichter, steigt er,
und ist er gleich schwer, befindet er sich im hydrostatischen Gleichgewicht und schwebt.
Diese wichtigen physikalischen Eigenschaften werden wir im Folgenden numerisch un-
tersuchen. Zuna¨chst betrachten wir eine Kugel mit der Dichte von Wasser, die sich vollsta¨n-
dig in der Wasserphase und somit im hydrostatischen Gleichgewicht befindet. Wir zeigen
numerisch, dass keine ku¨nstlichen Geschwindigkeiten aufgrund der Diskretisierung oder des
Algorithmus generiert werden. Daraufhin werden wir detaillierte Konvergenzanalysen an-
hand eines aufgrund geringerer Dichte aufsteigenden quasi-2D-Zylinders durchfu¨hren. Wir
betrachten einen quasi-2D Zylinder, um eine mo¨glichst hohe Gitterauflo¨sung einsetzen zu
ko¨nnen, damit sich eine Konvergenzrate abzeichnen kann. Schließlich betrachten wir in die-
sem Abschnitt das numerische Verhalten einer Kugel mit der halben Dichte von Wasser im
hydrostatischen Gleichgewicht, das heißt, genau die untere Halbkugel befindet sich im Was-
ser. Entscheidend hierbei ist, dass nun die wirkenden Auftriebskra¨fte das Gewicht der Kugel
bilanzieren mu¨ssen. Es wird sich zeigen, dass die Qualita¨t der Bilanzierung gitterabha¨ngig
ist.
8.2.1 Stationa¨rer Fall: Kugel im Kra¨ftegleichgewicht innerhalb einer
Fluidphase
Als ersten Testfall betrachten wir eine Kugel, welche dieselbe Dichte besitzt wie das sie um-
gebende Wasser. Abbildung 8.5 veranschaulicht eine solche Anfangskonfiguration. Hierbei
besitzt das physikalische Gebiet eine Gro¨sse von 30cm × 20cm × 20cm (Ho¨he × Breite ×
Tiefe). Dieses ist, die Kugel mit eingeschlossen, zu 2/3 mit Wasser gefu¨llt und zu 1/3 mit
Luft, die entsprechenden Materialparameter der Fluide sind aus Abschnitt. 8.1.1 entnom-
men. Die Kugel selber hat einen Radius von 3.5cm, und ihr Mittelpunkt wird auf den Punkt
(10cm, 10cm, 10cm) initialisiert. Das Gebiet wurde mit einer Auflo¨sung von 45× 30× 30,
8.2. KONVERGENZUNTERSUCHUNGEN EINES BIDIREKTIONAL GEKOPPELTEN
STARRK ¨ORPERS IN ZWEIPHASENSTR ¨OMUNGEN 129
Abbildung 8.5: Initialisierung der Kugel im Kra¨ftegleichgewicht innerhalb der Wasserphase.
90 × 60 × 60 beziehungsweise 180 × 120 × 120 jeweils a¨quidistant verteilter Gitterpunkte
versehen. Wir erwarten, dass die Kugel u¨ber alle Zeiten hinweg ihren stationa¨ren Zustand
beibeha¨lt.
Abbildung 8.6 zeigt die kartesischen Geschwindigkeitskomponenten (u, v, w), welche
am Schwerpunkt der Kugel wirken, u¨ber einen Zeitraum von zwei Sekunden. Klar zu erken-
nen ist, dass sich alle Geschwindigkeitskomponenten u¨ber den gesamten Zeitraum hinweg in
einer Gro¨ssenordnung von±10−12m/s bewegen. Es sei angemerkt, dass es essentiell ist, die
Druckgleichung sowohl fu¨r die Fluide als auch fu¨r den Starrko¨rper bis auf Maschinengenau-
igkeit zu lo¨sen. Ein fru¨hzeitigerer Abbruch des Drucklo¨sers, etwa im Rahmen der Diskre-
tisierungsgenauigkeit, fu¨hrt zu entsprechend gro¨ßeren unphysikalischen Geschwindigkeiten
des Starrko¨rpers, die sich insbesondere bei Langzeitrechnungen empfindlich auf die Qualita¨t
der Simulationsergebnisse auswirken ko¨nnen.
Nachdem wir die Abwesenheit von Auftriebskra¨ften durch das vorgestellte Experiment
numerisch gezeigt haben, untersuchen wir im na¨chsten Abschnitt die numerische Konver-
genzrate am Beispiel eines aufsteigenden Zylinders.
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Abbildung 8.6: Auf den Schwerpunkt der Kugel wirkende Geschwindigkeitskomponenten
u (oben), v und w (unten), berechnet auf drei unterschiedlich feinen Gitterauflo¨sungen u¨ber
einen Zeitraum von 2s.
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8.2.2 Dynamischer Fall in quasi-2D: aufsteigender Zylinder
Im Folgenden untersuchen wir die numerische Konvergenzrate des Algorithmus am Bei-
spiel eines quasi-2D-Simulationsproblems. Aufgrund des zweidimensionalen Charakters er-
mo¨glicht dieses Testproblem den Einsatz einer sehr feinen Gittermaschenweite, sodass wir
schließlich eine gute Aussage u¨ber die Konvergenzrate treffen ko¨nnen. Wir betrachten einen
aufsteigenden Zylinder, welcher einen Radius von r = 2.5cm besitzt und sich im Gebiet
Ω = [0, 30]cm × [0, 20]cm × [0, 7]cm (Ho¨he × Breite × Tiefe) befindet. Das Gebiet ist
einschliesslich des Zylinders bis zu einer Ho¨he von 20cm mit Wasser gefu¨llt und daru¨ber
befindet sich Luft. Die physikalischen Eigenschaften der betrachteten Fluide sind aus dem
Abschnitt 8.1.1 entnommen. Die Anfangslage des Zylinders ist so gewa¨hlt, dass sein Mittel-
punkt sich in 10cm× 10cm× 3.5cm befindet. Desweiteren hat der Zylinder eine Dichte von
ρ = 800kg/m3 und erfa¨hrt aufgrund dessen eine Auftriebskraft, welche ihn aufsteigen la¨sst.
Um den 2D-Charakter des Stro¨mungsproblems aufrecht zu erhalten, haben wir periodische
Randbedingungen in z-Richtung gesetzt.
Da die Fluidstro¨mung ausschließlich durch die Bewegung des aufsteigenden Starrko¨rpers
angeregt wird, erwarten wir eine Konvergenzordnung, die substantiell duch die Konvergen-
zordnung fu¨r den Starrko¨rper dominiert wird. Wir antizipieren daher eine Konvergenz ers-
ter Ordnung aufgrund der Gla¨ttung erster Ordnung der Heaviside-Funktion bezu¨glich des
Starrko¨rpers und die damit einhergehende Auswertung erster Ordnung der Integrale fu¨r die
auf den Starrko¨rper wirkenden Kra¨fte.
Das Rechengebiet Ω wird mit vier uniform verfeinerten a¨quidistanten Gittern 30×20×7,
60× 40× 7, 120× 80× 7 und 240× 160× 7 diskretisiert und dabei wird jeweils die dazu-
geho¨rige a¨quidistante Zeitschrittweite δth = 8.0−3, 2.0−3, 5.0−4, 1.25−4 u¨ber den gesamten
Zeitraum verwendet. Man beachte, dass wir aufgrund des 2D-Charakters der Stro¨mung die
Abbildung 8.7: Mittelschnittebene der Anfangsbedingung bezu¨glich der Dichteverteilung
des aufsteigenden Zylinders im Wasser auf dem 240× 160× 7-Gitter. Der Zylinder hat eine
Dichte von 800kg/m3.
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Tabelle 8.1: Konvergenzstudie fu¨r den aufsteigenden Zylinder zur Zeit t = 0.26s.
dof eu,h ηu,h ev,h ηv,h ep,h ηp,h els,h ηls,h egls,h ηgls,h
Relativer L2-Fehler zur Zeit t = 0.26s
4200 6.45−1 − 7.31−1 − 1.96−2 − 5.29−3 − 9.95−1 −
16800 5.51−1 0.11 6.30−1 0.11 1.41−2 0.24 2.96−3 0.42 7.24−1 0.23
67200 4.00−1 0.23 4.95−1 0.17 8.79−3 0.34 1.44−3 0.51 4.12−1 0.41
268800 2.18−1 0.44 2.81−1 0.41 3.83−3 0.60 5.33−4 0.71 1.67−1 0.65









Gittermaschenweite in z-Richtung nicht verfeinert haben.
Analog zu Abschnitt 5.4 existiert auch hier keine analytische Lo¨sung. Deshalb verwen-
den wir als Referenzlo¨sung die Lo¨sung, welche auf dem 480×320×7-Gitter berechnet wur-
de, um die Approximationsgu¨te unseres numerischen Verfahren zu ermitteln. Hierbei berech-
nen wir den relativen L2-Fehler eψ,h2 , wie in (5.9) definiert, fu¨r die Geschwindigkeitskompo-
nenten uh und vh (wh ist Null aufgrund des 2D-Charakters des Stro¨mungsproblems) und der
Level-Set-Funktionen φh und φsh, und des globalen Druckfeldes ph. Zusa¨tzlich betrachten
wir den relativen L∞-Fehler der Aufstiegsgeschwindigkeit des Zylinders.
Wir bestimmen die algebraischen Konvergenzraten nach Gleichung (5.8), so dass bei
diesem 2D-Problem die klassische Konvergenz zweiter Ordnung angenommen wird, wenn
η = 1 ist. Wir antizipieren eine Konvergenzordnung, die sich dem Wert η = 1
2
mit feiner wer-
dender Maschenweite anna¨hert, da die Dynamik der Stro¨mung vom Zylinder aus induziert
wird. Je feiner das Gitter wird, desto na¨her wird η an 1
2
liegen, da der Einfluß der gegla¨tteten
Heaviside-Funktion sich auf die gesamte Approximationsgu¨te auswirkt.
Die gemessenen relativen L2-Fehler (5.9) und entsprechenden Konvergenzraten (5.8)
sa¨mtlicher berechneter Gro¨ßen sind in Tabelle 8.1 aufgefu¨hrt. Die aufgefu¨hrten Werte bele-
gen unser erwartetes Konvergenzverhalten. Fu¨r die Geschwindigkeitskomponenten beobach-
ten wir eine Konvergenzrate, welche mit feiner werdender Maschenweite gegen den η-Wert
1
2
la¨uft. Die Konvergenzraten fu¨r den Druck und die Level-Set-Funktion der Zweiphasen-
stro¨mung und des Starrko¨rpers weisen dagegen einen leicht ho¨heren η-Wert als 1
2
auf.
Da in unserem numerischen Modell die Masse des Zylinders approximiert wird, erwar-
ten wir fu¨r die auf den Zylinder wirkenden Auftriebskra¨fte eine gitterabha¨ngige Konver-
genz. Mit anderen Worten, die Aufstiegsgeschwindigkeit des Zylinders sollte gegen einen
Grenzwert laufen. Dieses Verhalten geht deutlich aus Tabelle 8.2 hervor, in der der relati-
ve L∞-Fehler der Aufstiegsgeschwindigkeit des Zylinders aufgefu¨hrt ist. Dieser konvergiert
mit einem leicht ho¨heren η-Wert als 1
2
.
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Abbildung 8.8: Graph der Mittelschnittebene von der u- und v-Geschwindigkeitskomponente
des aufsteigenden Zylinders, gerechnet auf dem 240× 160× 7-Gitter zur Zeit t = 0.46s.
Eine weitere Beobachtung ist, dass die Geschwindigkeit innerhalb des Zylinders in je-
dem Zeitschritt konstant ist. Abbildung 8.8 zeigt die u- und v-Geschwindigkeitskomponente
der Mittelschnittebene des Rechengebietes, welche auf dem 240 × 160 × 7-Gitter zur Zeit
t = 0.46s entnommen wurde. Der Graph der vertikalen Geschwindigkeitskomponente u im
linken Bild von Abbildung 8.8 veranschaulicht, wie der Zylinder zur Zeit t = 0.46s mit einer
Geschwindigkeit von u = 0.2185m/s aufsteigt. Je nach Zylindergeschwindigkeit und Wahl
der Materialparameter der Fluide bilden sich entlang der Zylinderoberfla¨che Grenzschichten
aus, in denen die Fluidgeschwindigkeiten lokal stark variieren ko¨nnen. Weiterhin zeigt der
Graph der horizontalen Geschwindigkeitskomponente v im rechten Bild von Abbildung 8.8,
dass der Geschwindigkeitsbeitrag innerhalb des Zylinders exakt Null ist. Am Zylinderrand
aber nimmt v seine Extremalwerte an, die mit wachsendem Abstand vom Zylinderrand stark
abklingen.
8.2.3 Stationa¨rer Fall: Kugel im Kra¨ftegleichgewicht an der freien Ober-
fla¨che
Im Folgenden betrachten wir eine Kugel mit der halben Dichte von Wasser im hydrostati-
schen Gleichgewicht. Gema¨ß des Archimedischen Prinzips mu¨ßte die Kugel fu¨r alle Zeiten
zur Ha¨lfte ins Wasser eingetaucht ruhen. Da aber im Rahmen der Numerik die Masse der
Kugel und der Dichteu¨bergang zwischen den zwei Fluidphasen in Abha¨ngigkeit von der Git-
termaschenweite mit einer Genauigkeit erster Ordnung approximiert wird, erwarten wir ein
entsprechendes Ungleichgewicht zwischen dem Gewicht des verdra¨ngten Wassers und dem
Gewicht der Kugel. Dieses Ungleichgewicht fu¨hrt dazu, dass die Kugel auf der Wassero-
berfla¨che in Abha¨ngigkeit von der Gittermaschenweite leicht vertikal zu oszillieren beginnt,
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Abbildung 8.9: Simulationstest des Kra¨ftegleichgewichts einer Kugel auf der freien Ober-
fla¨che. Zu Beginn der Simulation liegt die Kugel im hydrostatischen Gleichgewicht zur Ha¨lf-
te im Wasser.
also der kinematische Zustand den stationa¨ren Zustand approximiert. Aufgrund der Massen-
approximation bezu¨glich der Kugel und der Zweiphasenapproximation erwarten wir daru¨ber
hinaus, dass die Amplitude der Oszillationen mit feiner werdender Gittermaschenweite ent-
sprechend von erster Ordnung gegen den kinematisch stationa¨ren Zustand, das heißt gegen
Null, konvergiert.
Fu¨r dieses numerische Experiment verwenden wir das Gebiet Ω = [0, 30cm]3, welches
Wasser, Luft und die Kugel entha¨lt. Die bis zur Ha¨lfte im Wasser eingetauchte Kugel hat
ihren Mittelpunkt in (15cm, 15cm, 15cm), besitzt einen Radius von 5cm und hat die halbe
Dichte von Wasser. Das Rechengebiet Ω wird mit drei uniform verfeinerten a¨quidistanten
Gittern bestehend aus 403, 803 beziehungsweise 1603 Zellen diskretisiert. Die entsprechen-
den Zeitschrittweiten werden auf jedem Gitter u¨ber die Zeitschrittweitensteuerung aus Ab-
schnitt 4.4 berechnet. Abbildung 8.10 zeigt die Mittelschnittebene der Materialdichte fu¨r
diesen Testfall in den drei betrachteten Gitterauflo¨sungen 403, 803 und 1603. Diese Bilder
veranschaulichen, wie die Masse der Kugel u¨ber ihre gegla¨ttete Dichteverteilung mit feiner
werdendem Gitter approximiert wird. Diese Approximation konvergiert gegen das Gewicht
des von der Kugel verdra¨ngten Wasservolumens. Desweiteren erkennt man auch die Ap-
proximation des Dichteu¨bergangs zwischen Wasser und Luft. Diese tra¨gt gleichfalls zu dem
Kra¨fteungleichgewicht bei, da nur im Fall einer scharfen Trennfla¨che fu¨r die Dichte beider
Flu¨ssigkeiten die Kugel exakt zentriert an der Wasseroberfa¨che schwimmen wu¨rde. Mit an-
deren Worten, die Approximation der globalen Dichteverteilung sorgt dafu¨r, dass auch das
Kra¨ftegleichgewicht von Schwimmko¨rpern approximativ eingefangen werden kann. Diese
Vorhersage des physikalischen Verhaltens wird in Abbildung 8.11 besta¨tigt, die den zeit-
lichen Verlauf des Kugelmittelpunktes bezu¨glich der drei verschiedenen Gitterauflo¨sungen
zeigt. Hierbei entspricht die gestrichelte Linie dem Verlauf des Kugelmittelpunktes auf dem
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Abbildung 8.10: Mittelschnittebene der Materialdichte fu¨r den Testfall der Kugel an der
freien Oberfla¨che in den drei betrachteten Gitterauflo¨sungen 403, 803 und 1603. Die blaue
Farbe ist die Dichte der Luft, rot die des Wassers und gru¨n die der Starrko¨rperkugel.
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Abbildung 8.11: Untersuchung des Kra¨ftegleichgewichts einer an der freien Oberfla¨che
schwimmenden Kugel. Abgebildet ist die vertikale Bewegung des Kugelmittelpunk-
tes bezu¨glich drei unterschiedlich feinen Gittern (gestrichelte Linie=403, durchgezogene
Linie=803 und fette Linie=1603 Gitterpunkte) u¨ber einen Zeitraum von 1.9 Sekunden. Die
Wasseroberfla¨che befindet sich hierbei auf 0.15m Ho¨he (gerade Linie).
gro¨bsten Gitter mit 403-Gitterpunkten und die fette durchgezogene Linie dem Verlauf auf
dem feinsten Gitter mit 1603-Gitterpunkten. Die exakte Lo¨sung fu¨r den Kugelmittelpunkt
ist eine gerade Linie mit dem konstanten Wert 15cm. Aufgrund der Approximation des glo-
balen Dichtefeldes a¨ußert sich das Kra¨fteungleichgewicht in einem vertikal oszillierenden
Verhalten der Kugel. Die Amplitude der Oszillationen konvergiert bei Gitterverfeinerung
gegen Null von der Ordnung O(h), denn wie aus Abbildung 8.11 ablesbar ist, fu¨hrt eine
Halbierung der Gittermaschenweite etwa zu einer Halbierung der Amplitude. Der Grund
dafu¨r, dass die Oszillationen ausschließlich unterhalb der Wasseroberfla¨che stattfinden, be-
ruht auf der Dichtegla¨ttung entlang der Kugeloberfla¨che und entlang der Fluidoberfla¨che und
der entsprechend wirkenden Gravitation.
8.3 Simulationsergebnisse mit komplexen Geometrien und
Large-Eddy-Turbulenzmodell
Nachdem wir in den letzten beiden Abschnitten einerseits unsere Simulationsergebnisse mit
Experimentaldaten verglichen haben und andererseits die drei physikalischen Hauptzusta¨nde
einer Starrko¨rperkugel in Zweiphasenstro¨mungen hinsichtlich ihrer Konvergenzordnung un-
tersucht haben, zeigen wir im Folgenden praxisna¨here Anwendungen. Mit anderen Worten,
im Gegensatz zu der bisher betrachteten Zylinder- und Kugelgeometrie werden wir nun deut-
lich komplexere Geometrien einsetzen.
Als erste Geometrie betrachten wir die eines Schiffes, welches unidirektional, das heißt
zwangsgefu¨hrt, mit dem Wasser gekoppelt wird. Das Schiff wird im ersten Experiment mit
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einer vorgegebenen Rotationsgeschwindigkeit um seinen Mittelpunkt gedreht und fa¨hrt in
einem anschließenden Experiment mit einer vorgegebenen Translationsgeschwindigkeit ge-
radeaus.
Als zweite Geometrie betrachten wir die eines U-Bootes, welches bidirektional mit dem
Wasser gekoppelt wird. In diesem Fall wird kein Geschwindigkeitsfeld vorgegeben. Statt
dessen werden die Geschwindigkeiten aus den wirkenden hydrodynamischen Kra¨ften in je-
dem Zeitschritt neu ermittelt. Hierbei wird das U-Boot mit einer Dichte versehen, die kleiner
ist als die des Wassers, sodass es schließlich aufgrund der Auftriebskra¨fte aufsteigt.
Im Zusammenhang mit dem Einsatz komplexer Starrko¨rpergeometrien wird auch die
Verwendung eines Turbulenzmodells unumga¨nglich, denn je komplexer eine Starrko¨rper-
geometrie ist, desto sta¨rker wirkt ihre Oberfla¨che im Verlauf von Fluid-Starrko¨rper-Wechsel-
wirkungen als Turbulenzquelle. In [180] haben wir unser Simulationsprogramm um ein
Large-Eddy-Turbulenzmodell erweitert. Dieses Large-Eddy-Modell wird zur Simulation der
folgenden beiden Zweiphasen-Starrko¨rper-Wechselwirkungsprobleme miteinbezogen, da es
sich fu¨r die hier untersuchten ingenieurstechnischen Anwendungen im Hinblick auf Rechen-
aufwand, Genauigkeit und Parallelisierbarkeit besonders gut eignet.
Im Rahmen der Large-Eddy-Turbulenz-Darstellung verwenden wir das Smagorinsky-
Modell [178] als Feinstruktur-Approximation fu¨r den Spannungstensor. Dieses ergibt sich
mittels Anwendung eines Raumfilters auf die Navier-Stokes-Gleichungen
ρ(∂t(u¯) +∇ · (u¯⊗ (u¯))) +∇p¯ = ∇ · µD¯+ ρg −∇ · τ (8.1)
wobei u¯ und p¯ die gefilterten Gro¨ßen sind. Gleichung (8.1) entha¨lt nun den zusa¨tzlichen
Feinstruktur-Spannungstensor τ = [τij]. In Analogie zum moleku¨lbedingten Impulstrans-
port, der sich bei laminaren Stro¨mungen Newtonscher Fluide als Produkt von Viskosita¨t und
Deformationstensor ausdru¨cken la¨sst, wird fu¨r den durch die Feinstruktur-Turbulenz beding-











angenommen. Laut Smagorinsky [178] ist die Proportionalita¨t u¨ber die Wirbelviskosita¨t νt
gegeben via





wobei l die charakteristische Feinstruktur-La¨nge ist, welche sich aus der lokalen Filtergro¨ße
∆ und der Smagorinsky-Konstanten Cs zu
l = Cs∆ (8.4)
ergibt. Hierbei bestimmt die lokale Filtergro¨ße den Einflussgrad des Turbulenzmodels auf
die Navier-Stokes-Gleichungen und ist gitterabha¨ngig zu wa¨hlen. Die Diskretisierung des
Feinstruktur-Spannungstensors verla¨uft u¨ber herko¨mmliche zentrale Differenzen, welche als
zusa¨tzlicher Rechenschritt bei der Berechnung der Navier-Stokes-Impulsgleichungen an-
fallen. Die Wahl der Smagorinsky-Konstanten Cs ha¨ngt im Allgemeinen stark von dem
138 KAPITEL 8. NUMERISCHE ERGEBNISSE F ¨UR BEWEGTE STARRK ¨ORPER
IN ZWEIPHASENSTR ¨OMUNGEN
Abbildung 8.12: Das Forschungsschiff RV-Tangaroa in Fahrt. Man beachte, dass aufgrund
des Wustbugs kaum Bugwellen generiert werden. Das Bild stammt aus Quelle [1].
Stro¨mungsproblem (homogen,inhomogen,isotrop,anisotrop), den Fluiden (Viskosita¨t, Dich-
te) und den betrachteten Starrko¨rpergeometrien ab. Typische Werte fu¨r die Smagorinsky-
Konstante, die sich bei praktischen Anwendungen des Modells bewa¨hrt haben, liegen im
Bereich 0.065 ≤ Cs ≤ 0.1, wir verwenden in unseren Simulationen den Wert 0.1 fu¨r beide
Fluidphasen. Man beachte, dass wir fu¨r die beiden Phasen auch verschiedene Smagorinsky-
Konstanten verwenden ko¨nnen, die entlang der freien Oberfla¨che glatt ineinander u¨berfu¨hrt
werden. Die lokale Filterweite ∆ wa¨hlen wir als
∆ = (∆x ·∆y ·∆z) 13 = ∆x = ∆y = ∆z , (8.5)
da wir in den betrachteten Fa¨llen ein a¨quidistantes Diskretisierungsgitter verwenden.
8.3.1 Unidirektionale Kopplung: Rotation und Translation des Schiffes
RV-Tangaroa
In diesem Abschnitt betrachten wir zwei Zweiphasen-Simulationen mit der Geometrie des
Forschungsschiffes RV-Tangaroa [7]. Das erste Experiment, die Schiffsrotation, wurde auf-
grund fehlender Realdaten in Modellskalen, das zweite Experiment, die Schiffstranslation
hingegen, in Realskalen gerechnet. In beiden Experimenten wird fu¨r die Gla¨ttungsregion
ǫ(x) aus Gleichung (4.4) erneut c = 1.5 gesetzt. Die Dynamik des Schiffes wird unidirek-
tional mit dem Wasser gekoppelt, das heißt, die Rotations- und Translationsgeschwindigkeit
des Schiffes werden als zeitabha¨ngige Funktionen explizit vorgeschrieben. Das Schiff wird
im ersten Simulationsexperiment mit einer vorgegebenen Rotationsgeschwindigkeit von 0.5
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Abbildung 8.13: Rechengebiet und Ausgangsposition der RV-Tangaroa fu¨r die Simulation
der Schiffs-Rotation.
Umdrehungen pro Sekunde um den Mittelpunkt des Gebietes Ω gedreht und in einem zwei-
ten Simulationsexperiment fa¨hrt es geradeaus mit einer vorgegebenen Translationsgeschwin-
digkeit von 12 Knoten.
Rotation der RV-Tangaroa
Das Schiff hat in diesem Experiment eine La¨nge von 25.0cm, eine Breite von 5.0cm und ei-
ne Ho¨he von 10.4cm. Unser betrachtetes Rechengebiet fu¨r die Schiffsrotation hat die Gro¨ße
40cm × 40cm × 20cm und wird durch ein a¨quidistantes Gitter mit 200 × 200 × 100 Git-
terpunkten diskretisiert. Zu Beginn ist das Schiff in der Mitte des Gebietes positioniert und
der Wasserpegel ist auf eine Ho¨he von 8cm gesetzt, sodass der Wulstbug des Schiffes sich
vollsta¨ndig im Wasser befindet. Wir verwenden Wasser und Luft mit den Materialparame-
tern aus Abschnitt 8.1.1. Fu¨r die Gla¨ttungsregion ǫ(x) aus Gleichung (4.4) ist c = 1.5 gesetzt
worden. Die Simulation wird bis zur physikalischen Zeit t = 2s durchgefu¨hrt. Wir betrach-
ten also eine vollsta¨ndige Rotation des Schiffsko¨rpers um den Mittelpunkt des Gebietes Ω.
Diese Simulation ist parallel auf 24 Prozessoren berechnet worden.
Abbildung 8.13 zeigt die Startkonfiguration des Simulationsproblems. Der Wulstbug be-
findet sich vollsta¨ndig unter Wasser und die RV-Tangaroa ist mittig im Rechengebiet posi-
tioniert. Aufgrund dieser Lage des Schiffes erwarten wir, dass sich zu Beginn der Rotati-
on auf der Steuerbordseite am Wulstbug ein starkes Unterdruckgebiet bildet, welches einen
tiefen Wasserwirbel erzeugt, und auf der Backbordseite am Wulstbug das Wasser bis zu ei-
nem gewissen Grad angestaut wird und dort eine Bugwelle bildet. Der flache Anstieg der
Heckgeometrie sorgt dafu¨r, dass sich bei der Rotation des Schiffes das Wasser auf der Steu-
erbordseite am Hecks staut und anhebt bis es schließlich in Wellenform um das Schiff her-
um ausla¨uft. Auf der Backbordseite am Heck entsteht im Gegensatz zu der Stro¨mung am
Wulstbug kein ausgezeichneter Wasserwirbel, da dort die Geometrie deutlich flacher ist und
somit keinen starken Unterdruck produzieren kann, welcher zu einem Wasserwirbel fu¨hren
wu¨rde. Die Hauptstro¨mungsbereiche wa¨hrend der Rotation der RV-Tangaroa entstehen am
Bug- und am Heckende des Schiffes, da hier aufgrund des Drehmoments die sta¨rksten Kra¨fte
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Abbildung 8.14: Bug- und Heckansicht der rotierenden Schiffsko¨rpergeometrie aus Frontal-
und Vogelperspektive zur Zeit 0.15s. Dargestellt ist die Schiffsko¨rpergeometrie und die Was-
seroberfla¨che, die mit der euklidischen Norm des Geschwindigkeitsfeldes koloriert ist.
auf das Wasser und die Luft u¨bertragen werden. Insbesondere erwarten wir daher, dass das
Large-Eddy-Turbulenzmodell genau in diesen Bereichen einen entsprechend ho¨heren Anteil
an turbulenter Viskosita¨t generiert.
Abbildung 8.14 zeigt die Bug- und Heckansicht der rotierenden Schiffsko¨rpergeometrie
aus Frontal- und Vogelperspektive zur Zeit 0.15s. Wie erwartet, bildet sich auf den Seiten-
abschnitten der Schiffsgeometrie, welche der Rotationsrichtung zugewandt sind, aufgrund
des Staudrucks eine Welle heraus. Auf den Seitenabschnitten der Schiffsgeometrie, welche
der Rotationsrichtung abgewandt sind, beobachten wir das erwartete Absinken der Wassero-
berfla¨che bedingt durch den aufgrund der Rotation entstehenden Unterdruck. Hierbei fu¨hrt
erwartungsgema¨ß die Geomtrie des Wulstbugs dazu, dass sich auf der Bugseite des Schiffes
ein deutlich sta¨rkerer Wasserwirbel abzeichnet als dies im Heckbereich der Fall ist. In den
Abbildungen 8.15, 8.16 und 8.17 ist der zeitliche Verlauf der vollsta¨ndigen Rotation aus der
Vogel- und Fischperspektive aufgefu¨hrt. Diese zeigen sowohl die Schiffsko¨rpergeometrie als
auch die Wasseroberfla¨che, welche mit der euklidischen Norm des Geschwindigkeitsfeldes
koloriert ist. Dabei ist zu erkennen, dass auf der freien Oberfla¨che der zwei Phasen von der
Bug- und Heckgeometrie Geschwindigkeiten von bis zu 0.6m
s
generiert werden, wobei die
am Bug generierten Geschwindigkeiten erwartungsgema¨ß sta¨rker sind als die am Heck.
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Abbildung 8.15: Vogel- und Fischperspektive der rotierenden Schiffsko¨rpergeometrie zu den
Zeiten t = 0s, 0.25s, 0.5s. Dargestellt ist die Schiffsko¨rpergeometrie und die Wasserober-
fla¨che, welche mit der euklidischen Norm des Geschwindigkeitsfeldes koloriert ist.
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Abbildung 8.16: Vogel- und Fischperspektive der rotierenden Schiffsko¨rpergeometrie zu den
Zeiten t = 0.75s, 1.0s, 1.25s. Dargestellt ist die Schiffsko¨rpergeometrie und die Wasserober-
fla¨che, welche mit der euklidischen Norm des Geschwindigkeitsfeldes koloriert ist.
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Abbildung 8.17: Vogel- und Fischperspektive der rotierenden Schiffsko¨rpergeometrie zu den
Zeiten t = 1.5s, 1.75s, 2.0s. Dargestellt ist die Schiffsko¨rpergeometrie und die Wasserober-
fla¨che, welche mit der euklidischen Norm des Geschwindigkeitsfeldes koloriert ist.
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Abbildung 8.18: Vogel- und Fischperspektive der rotierenden Schiffsko¨rpergeometrie zu der
Zeit 2.0s. Dargestellt ist die Schiffsko¨rpergeometrie und die Wasseroberfla¨che, welche mit
den Werten der turbulenten Viskosita¨t (Eddy-Viskosita¨t) koloriert sind.
Abbildung 8.19: Vogel- und Fischperspektive der rotierenden Schiffsko¨rpergeometrie zu der
Zeit 2.0s. Dargestellt ist die Schiffsko¨rpergeometrie, die Wasseroberfla¨che und die Isofla¨che
der turbulenten Viskosita¨t (Eddy-Viskosita¨t) zum Niveauwert 1.5−6. Im linken Bild ist der-
jenige Teil der Isofla¨che visualisiert, der sich in der Luft befindet. Das rechte Bild dagegen
zeigt den im Wasser liegenden Teil der Isofla¨che.
8.3. SIMULATIONSERGEBNISSE MIT KOMPLEXEN GEOMETRIEN UND
LARGE-EDDY-TURBULENZMODELL 145
Abbildung 8.20: Rechengebiet und Ausgangsposition der RV-Tangaroa fu¨r die Simulation
der Schiffs-Translation.
Weiterhin ist zu beobachten, wie die Wasserverwirbelungen sich im zeitlichen Verlauf vom
Bug und Heck spiralarig ausbreiten. Bedingt durch das Drehmoment nimmt zur Schiffsmitte
hin die Turbulenz deutlich ab. Diese Beobachtung wird in Abbildung 8.18, in der die Was-
seroberfla¨che und die Schiffsko¨rpergeometrie mit der turbulenten Viskosita¨t zur Zeit t = 2s
koloriert sind, nochmals besta¨tigt.
In Abbildung 8.19 ist die Niveaumenge der turbulenten Viskosita¨t zum Niveauwert 1.5−6
zur Zeit t = 2s volumetrisch visualisiert. Dabei zeigt das linke Bild den in der Luft befindli-
chen Teil der Isofla¨che und das rechte Bild den im Wasser befindlichen Teil. Wie zu erwarten,
setzt sich die turbulente Viskosita¨t sowohl in der gesamten Luft- als auch in der gesamten
Wasserphase spiralartig fort.
Translation der RV-Tangaroa
In der Realita¨t hat die RV-Tangaroa eine La¨nge von 70m und fa¨hrt mit einer Reisegeschwin-
digkeit von 12 Knoten. Sie verfu¨gt u¨ber einen Wulstbug, dessen Funktion darin besteht, die
Bildung von Bugwellen zu erschweren. Auf dem Foto in Abbildung 8.12 ist dieser Effekt
des Wulstbugs gut zu erkennen.
Um die Realita¨t naturgema¨ß abzubilden, haben wir in unserer Simulation die RV-Tanga-
roa auf 70m La¨nge skaliert und diese mit einer Geschwindigkeit von 12 Knoten geradeaus
fahren lassen. Fu¨r die zwei Phasen verwenden wir Wasser und Luft. Das betrachtete Rechen-
gebiet fu¨r die Schiffs-Translation hat die Gro¨ße 224m × 56m × 56m und wird mit einem
a¨quidistantem Gitter von 400× 100× 100 Gitterpunkten diskretisiert. Der Schwerpunkt des
Schiffes ist zu Beginn der Fahrt in (174.4m, 28.0m, 24.46m) positioniert, und der Wasserpe-
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gel ist auf eine Ho¨he von 22.4m gesetzt, sodass der Wulstbug des Schiffes sich vollsta¨ndig
im Wasser befindet, siehe Abbildung 8.20. Fu¨r die Gla¨ttungsregion ǫ(x) aus Gleichung (4.4)
ist c = 1.5 gesetzt worden. Diese Simulation ist bis zur physikalischen Zeit t = 22s parallel
auf 64 Prozessoren berechnet worden.
Aufgrund der Mo¨glichkeit, die Resultate der Simulation qualitativ mit dem Foto aus Ab-
bildung 8.12 zu vergleichen, erwarten wir, dass keine substantiellen Bugwellen erzeugt wer-
den. Weiterhin ist der im Wasser befindliche Teil der Schiffsgeometrie deutlich stromlini-
enfo¨rmiger als der in der Luft befindliche Teil. Deshalb sind in der Luft mehr Turbulenzen
zu erwarten als im Wasser.
Abbildung 8.21 zeigt die Geradeausfahrt des RV-Tangaroa-Schiffsko¨rpers mit einer Ge-
schwindigkeit von 12 Knoten. Visualisiert ist die Schiffsko¨rpergeometrie, die Wasserober-
fla¨che und die kolorierte turbulente Viskosita¨t auf der Mittelschnittebene. Die Bilder zeigen
von oben nach unten die Positionen des Schiffes zu den Zeiten 0s, 1.9s, 3.9s, 9.9s, 15.9s
und 21.9s. Zur Zeit t = 1.9s beobachten wir, dass sich die Wasseroberfla¨che am Bug leicht
angehoben hat. Die Turbulenzen in der Luftphase entwickeln u¨ber die Zeit einen deutlich
ausgepra¨gteren Nachlauf als die Turbulenzen in der Wasserphase. Das heißt, der Turbulenz-
grad in der Luftphase ist erwartungsgema¨ß ho¨her als das im Geometrieabschnitt unter Wasser
der Fall ist. Weiterhin erkennt man, dass sich die Bugwelle zu Beginn der Simulation sich
erwartungsgema¨ß bis zu einem moderaten Grad anhebt und dann kontinuierlich auf dieser
Ho¨he in einer Art Gleichgewichtszustand erhalten bleibt.
Abbildung 8.22 zeigt die Geradeausfahrt der RV-Tangaroa aus der Fischperspekive. Vi-
sualisiert ist hierbei die Schiffsko¨rpergeometrie und die freie Wasseroberfla¨che mit kolorier-
ten Werten der euklidischen Norm des Geschwindigkeitsfeldes. Die Bilder sind von oben
nach unten entsprechend den Zeiten 0s, 1.9s, 3.9s, 9.9s, 15.9s und 21.9s aufgefu¨hrt. Zu be-
obachten ist, wie zu Beginn der Geradeausfahrt im Bild zur Zeit t = 1.9s die Bugwellen
sich konvex um den Bug formen. Im weiteren Verlauf wechselt die Ausbreitungsstruktur
der Bugwellen von einer anfa¨nglich konvexen hin zu einer konkaven Struktur, die schließ-
lich u¨ber den gesamten Simulationszeitraum erhalten bleibt. Zudem ist die Entwicklung des
Nachlaufs der RV-Tangaroa zu sehen, der zu Beginn der Fahrt eine symmetrische Stro¨mungs-
struktur aufweist und u¨ber die Zeit eine zunehmende Asymmetrie ausbildet. Die turbulente
Viskosita¨t zur Zeit t = 21.9s ist in Abbildung 8.23 visualisiert. Im obersten Bild die Fisch-
perspektive der Geradeausfahrt des Schiffsko¨rpers zur Zeit t = 21.9s zu sehen. Dort ist die
Schiffsko¨rpergeometrie und die Wasseroberfla¨che, welche mit den Werten der turbulenten
Viskosita¨t koloriert wurde, dargestellt. In den drei darauffolgenden Bildern ist die Isofla¨che
der turbulenten Viskosita¨t zum Niveauwert 0.003 aus der Seiten-, Vogel- und Fischperspek-
tive zusehen. Erwartungsgema¨ß weist die turbulente Viskosita¨t eine asymmetrische Vertei-
lung auf und desweiteren ist klar zu erkennen, dass sich die turbulente Viskosita¨t u¨ber die
gesamte gefahrene Strecke des Schiffes erstreckt. Dabei nimmt sie, wie die kolorierte Was-
seroberfa¨che deutlich zeigt, in ihrer Intensita¨t kontinuierlich ab je weiter sie vom fahrenden
Schiff entfernt ist.
Abbildung 8.24 zeigt eine Studie zur Stro¨mungsstruktur um den Schiffsbug herum zur
Zeit t = 21.9s. Zu sehen ist im oberen Bild die Schiffsko¨rpergeometrie und die Wasserober-
fla¨che, welche die Wellenstruktur um den Bug herum veranschaulicht. Dabei erkennt man,
dass keine substantielle Bugwelle vom Schiff generiert wird, sondern kurz vor dem Bug der
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Abbildung 8.21: Geradeausfahrt der RV-Tangaroa-Schiffsko¨rpergeometrie mit 12 Knoten.
Zu sehen ist die Schiffsko¨rpergeometrie, die freie Wasseroberfla¨che und die kolorierte tur-
bulente Viskosita¨t auf der Mittelschnittebene. Die Bilder sind chronologisch von oben nach
unten entsprechend den Zeiten 0s, 1.9s, 3.9s, 9.9s, 15.9s und 21.9s aufgefu¨hrt.
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Abbildung 8.22: Fischperspektive der Geradeausfahrt der RV-Tangaroa-Schiffsko¨rpergeo-
metrie mit 12 Knoten. Zu sehen ist die Schiffsko¨rpergeometrie, die freie Wasseroberfla¨che
koloriert mit der euklidischen Norm des Geschwindigkeitsfeldes. Die Bilder sind chrono-
logisch von oben nach unten entsprechend den Zeiten 0s, 1.9s, 3.9s, 9.9s, 15.9s und 21.9s
aufgefu¨hrt.
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Abbildung 8.23: Geradeausfahrt der RV-Tangaroa-Schiffsko¨rpergeometrie mit 12 Knoten.
Zu sehen ist in dem obersten Bild die Fischperspektive auf die Schiffsko¨rpergeometrie und
die Wasseroberfla¨che zur Zeit t = 21.9s. Die Wasseroberfla¨che ist mit den Werten der
turbulenten Viskosita¨t koloriert. In den unteren drei Bildern ist zum selben Zeitpunkt die
Schiffsko¨rpergeometrie, die freie Wasseroberfla¨che und die Isofla¨che der turbulenten Visko-
sita¨t zum Niveauwert 3.0−3 aus der Seiten-, der Vogel- und der Fischperspektive dargestellt.
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Abbildung 8.24: Geradeausfahrt der RV-Tangaroa-Schiffsko¨rpergeometrie mit 12 Knoten zur
Zeit t = 21.4s. Zu sehen ist im oberen Bild die Schiffsko¨rpergeometrie und die Wasserober-
fla¨che. Im mittleren Bild ist die Wasseroberfla¨che mit der Vertikalgeschwindigkeitskompo-
nente koloriert. Im unteren Bild ist sie mit der euklidischen Norm des Geschwindigkeitsfel-
des koloriert.
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Abbildung 8.25: Initialisierung des aufsteigenden U-Bootes. Zu sehen ist die Geometrie des
U-Bootes und das Wasser, in dem es sich zu Beginn befindet. Das obere Bild zeigt die Sei-
tenansicht, das untere Bild die Ansicht von oben.
Wulstbug des Schiffes das Wasser leicht anhebt. Im mittleren Bild ist die Wasseroberfla¨che
koloriert mit der Vertikalgeschwindigkeitskomponente. Hier wird der Effekt des Wulstbugs
deutlich erkennbar, denn dieser sorgt dafu¨r, dass das Wasser vor dem Bug leicht angeho-
ben wird und schließlich aufgrund der Gravitationskraft seitlich am Bug vorbeifließt, an-
statt sich wie im Fall eines herko¨mmlichen Bugs aufzustauen. Im unteren Bild ist die Was-
seroberfla¨che mit der euklidischen Norm des Geschwindigkeitsfeldes koloriert. Dabei stellt
man fest, dass die Vertikalkomponente der Geschwindigkeit im Verha¨ltnis zur gesamten Ge-
schwindigkeit nur einen kleinen Beitrag liefert und das Schiff in seiner Geradeausfahrt somit
nur gering beeinflusst.
8.3.2 Bidirektionale Koppelung: Auftauchendes U-Boot
In diesem letzten Abschnitt betrachten wir die Geometrie eines U-Bootes [5], welches aus
dem Wasser aufsteigt. Das U-Boot besitzt eine La¨nge von 355.0m, eine Breite von 36.4m
und eine Ho¨he von 52.0m. Das betrachtete Rechengebiet hat eine Gro¨ße von 400m×56m×
150m und ist mit einem a¨quidistanten Gitter der Auflo¨sung 800 × 112 × 300 diskretisiert
worden. Weiterhin ist das Gebiet bis zu einer Ho¨he von 80m mit Wasser gefu¨llt und daru¨ber
befindet sich Luft. Die Materialparameter fu¨r Wasser und Luft ko¨nnen aus dem Abschnitt
8.1.1 entnommen werden. Die Dichte des U-Bootes setzen wir auf 750kg/m3. Zu Beginn
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der Simulation befindet sich das U-Boot in waagerechter Lage, vollsta¨ndig unter Wasser,
wobei sein Schwerpunkt in (28.0, 207.5, 36.30) positioniert ist. In Abbildung 8.25 ist die
Anfangskonfiguration des aufsteigenden U-Bootes aus der Seiten- und Vogelperspektive dar-
gestellt. Im weiteren zeitlichen Verlauf erwarten wir, dass das U-Boot aufsteigt, bis es die
Wasseroberfla¨che durchsto¨ßt und sich dort in einen Gleichgewichtszustand einpendelt.
Dieser Vorgang ist in Abbildung 8.26 dargestellt. Dort ist der zeitlicher Verlauf des auf-
steigenden U-Bootes zu den Zeiten t = 0s, 7s, 9s und 11s aufgefu¨hrt. Dabei ist die U-Boot-
Geometrie, die Wasseroberfla¨che und eine Mittelschnittebene, welche mit der euklidischen
Norm der Geschwindigkeitswerte koloriert ist, zu sehen. Wie zu erwarten, hebt das U-Boot
zu Beginn der Aufstiegsphase das u¨ber ihm befindliche Wasser leicht an. Der U-Boot-Turm
durchsto¨ßt hierbei als erstes die Wasseroberfla¨che, wobei die seitlich vom Turm rausragen-
den Tiefenruder im weiteren Verlauf das Wasser in diesem Bereich stark verwirbeln. Wei-
terhin ist zu beobachten, wie sich mit zunehmender Aufstiegsho¨he die Wasseroberfla¨che
vollsta¨ndig um die U-Boot-Geometrie legt und dieses mit einer du¨nnen Wasserschicht be-
deckt. In Bereichen wo die Geometrie des U-Bootes eine starke Kru¨mmung aufweist, wie
beispielsweise am Turm, dem Tiefenruder und dem Steuerkreuz, lo¨ßt sich die du¨nne Was-
serschicht erwartungsgema¨ß als erstes auf. Deweiteren treten im Bereich des Turms und des
Steuerkreuzes aufgrund der starken Turbulenzen, die von diesen Geometriebereichen ausge-
hen, lokale Geschwindigkeiten von bis zu 12m/s auf. Die anfa¨nglich horizontale Lage des
U-Bootes geht wa¨hrend des Aufstiegs in eine leichte Neigung u¨ber, die darauf hindeutet,
dass der Bug etwas schneller als das Heck aufsteigt. Der Grund hierfu¨r ist, dass die vorde-
re Ha¨lfte des U-Bootes mit dem Turm insgesamt mehr Volumen einschließt als die hintere
Ha¨lfte. Dies wiederum induziert eine ungleich verteilte Auftriebskraft, die den vorderen Teil
etwas schneller aufsteigen la¨sst als den hinteren Teil.
Abbildung 8.27 zeigt einen Vergleich der Wasseroberfla¨chenstruktur in der das U-Boot
einerseits seinen ho¨chsten Aufstiegspunkt erreicht (linkes Bild) und andererseits zu sinken
beginnt (rechtes Bild), um in den Gleichgewichtszustand auf der Wasseroberfla¨che zu kon-
vergieren. Wie erwartet, bildet die Wasseroberfla¨che zum Zeitpunkt des ho¨chsten Aufstiegs
eine Rinnenstruktur um das U-Boot herum, die durch das von der U-Boot-Oberfla¨che ablau-
fende Wasser und das unterhalb des U-Bootes vorhandene Unterdruckgebiet erzeugt wird.
Wenn auch deutlich makroskopischer und bidirektional gekoppelt, so ist dieser Prozess doch
sehr artverwandt mit dem Zylinderexperiment aus Abschnitt 8.1.1 dieses Kapitels. Im rech-
ten Bild beginnt das U-Boot zu sinken und induziert somit einen ¨Uberdruck auf das Wasser,
sodass erwartunsgema¨ß eine Wasserwelle von der U-Boot-Geometrie aus erzeugt wird und
sich radial von ihr ausbreitet. Man beachte, dass dieser Prozess auch auf dem sehr kleinska-
ligen Steuerruder im Heckbereich des U-Bootes deutlich zu erkennen ist.
In Abbildung 8.28 ist sowohl der zeitliche Verlauf der Ho¨he des U-Boot-Schwerpunktes
als auch die Aufstiegsgeschwindigkeit graphisch bis zur Zeit t = 11.2s dargestellt. Die Ho¨he
des U-Boot-Schwerpunktes nimmt zu Beginn der Simulation langsam zu und wa¨chst bis zur
Zeit t = 7.8s immer schneller an. Dann beginnen die wirkenden Auftriebskra¨fte im Verha¨lt-
nis zu der wirkenden Gravitationskraft nachzulassen, sodass die Aufstiegsgeschwindigkeit
und damit der Ho¨henzuwachs der U-Boot-Geometrie substantiell abnimmt. Zur Zeit t = 11s
erreicht der U-Boot-Schwerpunkt seine maximale Ho¨he, wobei dessen Aufstiegsgeschwin-
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Abbildung 8.26: Aufsteigendes U-Boot zu den Zeiten t=0s, 7s, 9s, 11s (von oben nach unten).
Zu sehen ist die U-Boot-Geometrie und die Wasseroberfla¨che und eine Mittelschnittebene,
welche mit der euklidischen Norm der Geschwindigkeitswerte koloriert ist.
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Abbildung 8.27: Vogelperspektive des aufsteigendes U-Bootes. Das linke Bild zeigt wie das
U-Boot gerade seinen ho¨chsten Aufstiegspunkt erreicht. Das rechte Bild zeigt wie das U-
Boot wieder absinkt, um in den Gleichgewichtszustand auf der Wasseroberfla¨che zu konver-
gieren.
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Abbildung 8.28: Aufsteigendes U-Boot: zeitlicher Verlauf der Ho¨he des U-Boot-
Schwerpunktes (oberer Graph) und die Aufstiegsgeschwindigkeit (unterer Graph).
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Abbildung 8.29: Aufsteigendes U-Boot zur Zeit 11.2s. Linke Bildspalte zeigt die Bug- und
Heckansicht der U-Boot-Geometrie inklusive einer Schnittebene, die mit der turbulenten
Viskosita¨t (Eddy-Viskosita¨t) koloriert ist. In der rechten Bildspalte ist dieselbe Schnittebene
dargestellt, nur ohne die U-Boot-Geometrie.
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digkeit erwartungsgema¨ß den Wert 0m
s
durchla¨uft und damit der Sinkprozess des U-Bootes
beginnt. Daru¨ber hinaus ist zu erkennen, dass die Graphen der Aufstiegsho¨he und der Auf-
stiegsgeschwindigkeit konsistent verlaufen, da die Aufstiegsgeschwindigkeit der Ableitung
der Aufstiegsho¨he entspricht.
Abschließend ist in Abbildung 8.29 die Verteilung der turbulenten Viskosita¨t (Eddy-
Viskosita¨t) auf zwei Schnittebenen zur Zeit t = 11.2s dargestellt, einmal durch den Turm und
Rumpf des U-Bootes in der oberen Bildreihe und einmal durch das Steuerkreuz im Heckbe-
reich des U-Bootes in der unteren Bildreihe. Wie auf der Schnittebene durch den Turm und
Rumpf des U-Bootes zu sehen, wird eine starke turbulente Viskosita¨t generiert, da das Was-
ser zu der Zeit sowohl vom Turm als auch vom Rumpf des U-Bootes abfließt und zusa¨tzlich
das U-Boot mit seinem Sinkprozess starke Wellen erzeugt. Dahingegen fa¨llt die turbulente
Viskosita¨t auf der Schnittebene durch das Steuerkreuz des U-Bootes in weiten Teilen deut-
lich geringer aus. Aber aufgrund der Kreuzform des Hecks wirkt dieser Geometrieabschnitt
u¨ber einen deutlich la¨ngere Wegstrecke auf die Turbulenzstruktur der Stro¨mung als das in der
oberen Bildreihe der Fall ist. Die turbulente Viskosita¨t hat keine so starke Intensita¨t, ist aber
u¨ber einen großfla¨chigeren Bereich pra¨sent. Schließlich beobachten wir in der rechten Bild-
spalte, dass innerhalb der U-Boot-Geometrie erwartungsgema¨ß keine turbulente Viskosita¨t




Fu¨r diese Arbeit ist ein paralleles, numerisches Simulationsprogramm erstellt worden, das
dreidimensionale, inkompressible Zweiphasenstro¨mungen mit Oberfa¨chenspannung und be-
weglichen Starrko¨rpern in drei Raumdimensionen stabil berechnen kann. Dabei wurden rea-
le Zweiphasen-Starrko¨persysteme betrachtet, die an der Phasengrenze im Allgemeinen einen
Dichte- und Viskosita¨tssprung aufweisen.
Die Stro¨mungsgleichungen werden auf einem Eulerschen Gitter mittels der Chorin-Tem-
am-Projektionsmethode gelo¨st. Die konvektiven Terme der Navier-Stokes-Gleichungen, der
Transportgleichung und der Level-Set-Reinitialisierung werden u¨ber das WENO-Verfahren
fu¨nfter Ordnung diskretisiert. Fu¨r die Einbindung von uni- und bidirektional gekoppelten
komplexen Starrko¨rpern in Zweiphasenstro¨mungen ist die Chorin-Temam-Projektionsme-
thode in drei Raumdimensionen um eine Kra¨fte- und eine Starrko¨rperdruck-Berechnungs-
routine erweitert und parallelisiert worden. Hierbei wird neben dem klassischen Druck-
Poisson-Lo¨ser, welcher als Lagrange-Multiplikator die Inkompressibilita¨t der Zweiphasen-
stro¨mung sichert, ein zusa¨tzlicher Druck innerhalb des Starrko¨rpers ermittelt, der die De-
formationsfreiheit des Starrko¨rpers wie auch dessen physikalische Bewegung in Form eines
zusa¨tzlichen Lagrange-Multiplikators erzwingt.
Die freie Oberfla¨che der Zweiphasenstro¨mung und des beweglichen Starrko¨rpers wird
mit der Nivaumenge zum Niveuwert Null einer skalaren vorzeichenbehafteten Abstands-
funktion, der Level-Set-Funktion, identifiziert. Die diskrete Level-Set-Funktion zu einer ge-
gebenen triangulierten Starrko¨rpergeometrie berechnet sich hierbei in zwei Schritten. Zu-
erst wird in jedem Gitterpunkt das Vorzeichen u¨ber ein Polygonscan-Verfahren ermittelt
und anschließend eine effiziente Abstandsberechnung zu allen Dreiecken der triangulierten
Starrko¨rpergeometrie durchgefu¨hrt, die in ihrer entsprechenden ”bounding-box” den jewei-
ligen Gitterpunkt enthalten. Das Minimun der Absta¨nde liefert schließlich in jedem Gitter-
punkt den gewu¨nschten vorzeichenbehafteten Abstand.
Level-Set-Funktionen haben den Vorteil, dass sich aus ihnen geometrische Gro¨ßen, wie
zum Beispiel die Kru¨mmung des freien Randes, effizient berechnen lassen. Weiterhin beno¨ti-
gen Level-Set-Methoden im Verlauf der Rechung keine explizite Rekonstruktion des frei-
en Randes. Sowohl der Dichte- und Viskosita¨tssprung als auch die Oberfla¨chenspannung
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ko¨nnen in Abha¨ngigkeit von der Level-Set-Funktion auf natu¨rliche Weise in die Navier-
Stokes-Impulsgleichungen eingebaut werden. Die Materialspru¨nge gehen u¨ber eine gegla¨tte-
te Heaviside-Funktion und die Oberfla¨chenspannung geht als lokaler Quellterm in Form ei-
nes gegla¨tteten Deltafunktionals in die Impulsgleichungen der Navier-Stokes-Gleichnungen
ein. Die Gro¨ße der Gla¨ttungsumgebung ist von der Ordnung O(h) ≈ 3
2
h und sie bleibt
wa¨hrend der gesamten Simulationsberechnung, mittels einer Reinitialisierungstechnik fu¨r
die Level-Set-Funktion, unvera¨ndert. Die Reinitialisierung erfolgt durch iteratives Lo¨sen ei-
ner zusa¨tzlichen Differentialgleichung, die dafu¨r sorgt, dass die Level-Set-Funktion u¨ber alle
Zeiten hinweg eine vorzeichenbehaftete Abstandsfunktion bleibt. Untersuchungen ergaben,
dass durch die Reinitialisierung Probleme in der Masseerhaltung auftreten. Substantielle Ver-
besserungen wurden sowohl durch den Einsatz eines WENO-Verfahrens fu¨nfter Ordnung als
auch durch eine geschicktere Approximation der in der Reintialisierungsfunktion enthalte-
nen signum-Funktion erreicht. Um daru¨ber hinaus die Masseerhaltung fu¨r Langzeitsimula-
tionen, welche zur Berechnung stationa¨rer Zusta¨nde notwendig sind, zu sichern, ist nach
der Reinitialisierung eine Picard-Fixpunktiteration fu¨r die Level-Set-Funktion hinzugefu¨gt
worden, die die Masseerhaltung u¨ber alle Zeiten hinweg garantiert.
Die zeitliche Entwicklung der freien Oberfla¨che der Zweiphasenstro¨mung erfolgt u¨ber
den Eulerschen Transport dieser Funktion mit den Stro¨mungsgeschwindigkeiten. Die freie
Oberfla¨che des Starrko¨rpers wird aufgrund der Einschra¨nkung der Starrko¨rperbewegung auf
Translation und Rotation u¨ber eine semi-Lagrangesche Transportmethode durchgefu¨hrt. Die-
se hat in unserer Implementation den substantiellen Vorteil, dass eine zeitliche Akkumulation
von numerischen Diffusionsartefakten, welche die Verletzung der Deformationsfreiheit des
Starrko¨pers zur Folge ha¨tte, nicht auftreten.
Die Parallelisierung des gesamten Verfahrens erfolgte mit der Programmbibliothek Mes-
sage Passing Interface (MPI) basierend auf der Gebietszerlegungsmethode fu¨r sa¨mtliche
Stro¨mungsgro¨ßen und der ”Replicated-Data”-Technik fu¨r den Starrko¨rper. Um den Kom-
munikationsaufwand minimal zu halten, wurden unterschiedlich viele Randbordu¨ren fu¨r die
Teilgebiete beno¨tigt, die den verschieden großen Diskretisierungssternen angepasst sind.
Numerische Untersuchungen von Teilen des gesamten Zweiphasenlo¨sers, wie der Trans-
portgleichung und der Reinitialisierung der Level-Set-Funktion, zeigen deutlich, dass der
Einsatz eines WENO-Verfahrens fu¨nfter Ordnung fu¨r die Disrektisierung der konvektiven
Terme, trotz stark verformter freier Oberfla¨chen, zu einer sehr guten Masseerhaltung fu¨hrt.
Eine Analyse der numerischen Konvergenzordnung des vollsta¨ndig gekoppelten dreidimen-
sionalen Zweiphasen-Lo¨sers am Beispiel einer aufsteigenden Fluidblase inklusive Ober-
fla¨chenspannung hat ergeben, dass dieser mit einer Ordnung nahe zwei konvergiert. Ein di-
rekter Vergleich mit zwei aktuellen Publikationen hat ergeben, dass unser Verfahren beiden
Methoden u¨berlegen ist, da unser Verfahren beiden Methoden in Bezug auf Masseerhaltung
und Konvergenzordnung u¨berlegen ist. Abschließend haben wir den Zweiphasenlo¨ser im
Rahmen einer Parameterstudie am Beispiel eines Tropfens in einer Scherstro¨mung unter-
sucht. Dabei konnten wir alle bezu¨glich eines Phasendiagramm zu erwartenden Topologie-
vera¨nderungen in den Simulationen wiedergeben.
Numerische Untersuchungen des vollsta¨ndig gekoppelten dreidimensionalen Zweipha-
sen-Starrko¨rper-Lo¨sers zeigen, dass die Ergebnisse des hier entwickelten Simulationspro-
gramms die Messdaten und Momentaufnahmen eines realen Laborexperimentes von Green-
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how & Lin sehr gut wiedergeben. Physikalische Pha¨nomene, wie der von Pelegrin bezeich-
nete ”breaking-waterfall”-Effekt konnten erfolgreich simuliert werden. Eine Analyse der nu-
merischen Konvergenzordnung am Beispiel eines aufgrund wirkender Auftriebskra¨fte auf-
steigenden Zylinders hat ergeben, dass dieses von der Ordnung eins konvergiert. Diese Ap-
proximationsgu¨te wird auch im Fall einer auf der freien Oberfla¨che im hydrodynamischen
Gleichgewicht schwimmenden Kugel angenommen. Der Grund fu¨r die im Vergleich zum
Zweiphasenlo¨ser etwas geringere Approximationsgu¨te besteht darin, dass sowohl die Inte-
gralauswertung der auf den Starrko¨rper wirkenden Kra¨fte als auch die Dichtegla¨ttung mit
einer Genauigkeit erster Ordnung durchgefu¨hrt wurde. Abschließend zeigen zwei um ein
paralleles Large-Eddy-Turbulenzmodell erweiterte Simulationsrechnungen, die eine mit der
Geometrie eines Schiffko¨rpers und die andere mit der Geometrie eines U-Bootes, dass das in
dieser Arbeit entwickelte Simualtionsprogramm ingenieurstechnische Probleme realita¨tsnah
simulieren kann.
All diese ermutigenden Ergebnisse geben Anlass zu einer Reihe von mo¨glichen Weiter-
entwicklungen, von denen nur einige im Folgenden aufgefu¨hrt werden.
9.2 Ausblick
Eine vollsta¨ndig adaptive Behandlung des parallelen Zweiphasen-Starrko¨rper-Lo¨sers ist fu¨r
Simulationen, in denen die freie Oberfla¨che der Zweiphasen oder des Starrko¨rpers große
Skalenunterschiede aufweist, von großem Vorteil. Hierbei ist neben den zu entwickelnden
Prolongations- und Restriktionsoperatoren fu¨r die jeweiligen Gitterlevel insbesondere auch
eine dynamische adaptive Lastbalancierung essentiell, beispielsweise u¨ber raumfu¨llende Kur-
ven.
Von großem Interesse ist auch die Erweiterung dieses Simulationsprogramms um einen
Formoptimierungsalgorithmus, sodass zum Beispiel der Schiffsrumpf von Wasserfahrzeugen
hinsichtlich Wasserwiderstand und Kraftstoffverbrauch optimiert werden kann.
Eine weitere interessante Aufgabe bestu¨nde darin, das Shikhmurzaev-Modell [171, 172]
fu¨r die Simulation von Vorhangbeschichtungen mit diesem Simulationsprogramm zu kop-
peln und damit insbesondere Fluid-Starrko¨rper-Untersuchungen vorzunehmen. Denn der auf
das Substrat wirkende Fluidimpuls ist im Modell von Shikhmurzaev nicht beru¨cksichtigt und
die in Form von Vibrationen resultierende Wechselwirkung mit dem Fluidvorhang kann den
gesamten Beschichtungsprozess hinsichtlich homogener Beschichtungsdicke, Stabilita¨t des
Fluidvorhangs etc. substantiell beeinflussen.
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