Introduction
x n 1 1 − a n x n a n Ty n , n ≥ 0,
is called the Ishikawa iteration or Ishikawa iterative procedure, where {a n } and {b n } are sequences of real numbers in 0, 1 . Obviously, for b n 0 the Ishikawa iteration 1.4 can be reduced to 1.3 ; and for λ 1 we obtain the Picard iteration. In the last twenty years, many authors have studied the convergence of the sequence of the Picard, Krasnoselskij, Mann, and Ishikawa iterations of a mapping T to a fixed point of T , under various contractive conditions. In such situations, it is of theoretical and practical importance to compare these iteration methods in order to establish which one converges faster if possible. In order to compare the fixed point iteration procedures {p n }, {u n }, and {x n } that converge to a certain fixed point of given operator T , Berinde 4 provided the following definitions. The purpose of this paper is to improve the results in 4, 5 by giving a direct rate of convergence for some fixed point procedures.
Main results
In the sequel, suppose that δ is a constant from 1.5 . Proof. By 1, Theorem 2.3 , T has a unique fixed point, denote it by q. Moreover, Picard's iteration {p n } ∞ n 0 defined by 1.1 converges to q, for any p 0 ∈ E, and p n 1 − q Tp n − q .
2.1
Take x q and y p n in 1.5 , then we get
Now, by Mann's iteration in 1.3 and 1.5 , u n 1 − q ≥ 1 − a n u n − q − a n Tu n − Tq
From 2.2 and , it follows that
then we obtain that lim n→∞ w n 1 /w n δ < 1. Applying the ratio test, we get ∞ n 0 w n < ∞, so w n → 0 as n → ∞, that is, p n − q o u n − q . By Definition 1.2, we obtain the conclusion of Theorem 2.1. 
Fixed Point Theory and Applications
Proof. By Theorem B2 see 3 , there exists a unique fixed point, denote it by q. For the Krasnoselskij iteration, by using 1.2 we have
Take x q and y v n in 1.5 to obtain
and then
as n → ∞. For the Ishikawa iterative procedure, by 1.4 we get x n 1 − q ≥ 1 − a n x n − q − a n Ty n − Tq .
2.7
Take x q and y y n in 1.5 to obtain
Ty n − Tq ≤ δ y n − q , 2.8 and again using 1.4 and 1.5 ,
and hence by 2.8 , 2.9 , and 2.7 , we get
2.10
On repeating the proof course of Theorem 2.1, then 
