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I. INTRODUCTION 
This investigation is motivated by two open problems raised in 
Thomas (I967); and it ends with a section (Section F of Chapter V) 
concerning a comment made in Thomas (1967)-
The first problem is related to the monotone right continuous solu­
tions of an equation introduced by Thomas (I967), called "The Thomas 
equation" below- For the stochastic game studied by Thomas and David 
(1967), it is proved in Thomas (I967) that the limiting game value dis­
tribution functions are precisely the monotone right continuous solutions 
•1 
of the Thomas equation. Thomas found a subset of its solutions. In this 
work we construct all solutions of the Thomas equation, and hence aJJL 
the limiting game value distributions for the above stochastic game. 
The second problem is the characterization of the domains of 
attraction of all the above limiting game value distributions. Our work 
here completes partial results in Thongs (190; I967) - The notion of 
pseudo regular variation is introduced in this connection. 
The work in Section F of Chapter V deals with stochastic iteration 
processes of which geometric partial attraction for extreme value theory 
is a special case. This section substantiates the resemblance [viz. 
Section 1 of Thomas (I967)] of the asymptotic game value theory and the 
k^, . 
asymptotic extreme value theory for geometric subsequence F ix), k 
a fixed integer greater than 1, of F^(x) • 
In Chapter H we deal with some aspects of regularly varying func­
tions. The notion of regular variation due to Karamata (193O, 1933) 
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is useful in the theory of stable laws (Feller, 1966), and it is also 
useful in classical extreme value theory (De Haan, 1970) - Our work on 
regular variation differs from that of Feller and De Haan in its empha­
sis on convergence along geometric sequences. Our interest in the 
latter stems from the geometric nature of the scale norming constants 
in asymptotic game value theory. 
The basic definitions and facts on regular variation are reviewed 
in Section II-B. In addition, a result concerning the set of 'limit 
points' for a slowly varying function is proved. 
The main result of Section II-C is a characterization of regular 
variation by convergence along a geometric subsequence. A result con­
cerning the existence of a derivative of an eventually monotone function 
also is proved. Some results in Feller (1966) and De Haan (19T0) are 
also included in this section. We note here that Karamata's fundamental 
contributions are referenced in De Haan (197O). 
In Chapter III we are concerned with global iteration groups ox 
functions of a real variable. Most prior results are restricted to 
continuous iteration, groups, and have been summarized in the book by 
Kuczma (I968, Chapter IX). 
Section III-A deals with the so-called translational equation. Our 
main result is an extension of a theorem proved in Aczel (1966). The 
result obtained here is closely related to the theory of 'easily iter­
ated' maps developed in Winger (1972). A consequence of our result is 
that one of the conditions in the Aczel theorem can be weakened. 
In Section III-B the problem of constructing an iteration group of 
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a given function f(x) is studied- Assuming that f(x) is of easily-
iterated form, the problem is reduced to that of solving the corres­
ponding Schroder equation. The well-known method of solution in 
Kuczma (1968) is used to show that there exists an infinity of iteration 
groups of f(x) . Our treatment is not restricted to continuous global 
iteration groups. For simplicity, all the results in this chapter are 
proved for the case in which the fixed point is zero and is the left 
boundary point of the domain of definition of f(x) • 
In Section III-C we consider the case f'(0+) = p, 0 < p < 1 . 
A relation between Szekeres* regular iteration groups [Szekeres (1958)3 
and Karamata's regularly varying functions is established. The main re­
sult is a representation theorem of a not necessarily continuous regular 
iteration group corresponding to the Schroder equation. The basic 
theorem due to Szekeres (1958)^ Michel (1962) and Lundberg (19^3) is a 
special case of our general result. Most of our results follow from 
our geometric characterization of a monotone regularly vax-yixig funetlon. 
The case f'(CH-) =1 is considered in Section III-B- A relation 
between a formula of Levy [lé'.'y (1928)] and a special sloifly varying 
function defined in De Haan (1970) is established by a method of proof 
due to Smajdor (1966). This then leads to a representation theorem for 
the regular iteration group corresponding to the Abel equation. 
The case f'(0+) =0 is treated in Section III-E. Although this 
case is of interest, it has not been well treated in this investigation. 
We state only a sufficient condition, in terms of a special rapidly 
varying function, for Szekeres' formula to hold. 
h 
In Chapter IV we introduce a class of pseudo regularly varying 
functions. Examples and definitions are given in Section IV-A. This 
class of functions includes the set of monotone solutions to a special 
form of the Schroder equation treated by Thomas, jzi Section Iv-B two 
theorems are proved for monotone pseudo regularly varying functions. 
In Chapter V we deal with stochastic iteration processes which 
extend the stochastic game model studied in Thomas and David (1967)* 
In Section V-B pertinent results given by Gnedenko (19^3) and De Haan 
(1970) are summarized. 
The class of stochastic iteration processes is defined in Section 
V-C. Three subclasses of iteration processes are studied and treated 
in Sections D, E and F-
In Section V-D we extend to general cp the analysis given in 
Thomas and David (1967) and Thomas (1967)- necessary and suffi­
cient conditions for the existence of the 'uniform' iterated limit law 
are proved. Tne results include a theorem of winger (1972) as a special 
case. 
In Section V-E we treat the problem of domains of attraction for 
interior fixed point. Two open problems in Thomas (I967) are answered 
in this section. 
The problem of domains of attraction for exterior fixed points is 
treated in Section V-F. All possible iterated limit laws are found and 
their domains of attraction are characterized. An important special 
case is the geometric partial attraction of classical extress value 
theory: all possible limit laws for the partial maxima Z , k a 
(k"") 
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fixed integer greater than 1, are obtained and characterized by three 
Thomas-type functional equations- The corresponding domains of attrac­
tion also are characterized-
II. SCME ASPECTS OF EEGULABLY VARYING FUNCTIONS 
A. Introductory Remarks 
The theory of regularly varying functions, as developed in Karamata 
(1930J 1933); plays an important role in probability theory. For 
example. Feller (1966) used Karamata's ideas in the theory of stable 
distributions and their donains of attraction. Recently, De Haan (I97O) 
gave a complete exposition of the basic theorems and several extensions 
for regularly varying functions and then derived well-known theorems and 
new results in classical extreme value theory. 
The main results in this chapter and also results in De Haan (1970) 
will be applied to the theory of regular iteration groups (Szekeres 
[1958], Lundberg [I963], Smajdor [I966] and Kuczma [I968]) and the 
theory of easily iterated functions (Winger [1972]). Also, they will be 
used to generalize certain stochastic iteration processes introduced and 
treated by Thomas and David (1967)* 
B. Definitions and Basic Facts 
The following definitions may be found in De Haan (1970) and Feller 
(1966). 
Let R denote the set of all real numbers and R"'' the set of 
positive real numbers. 
Definition 2.2.1 A function U: R"*" —• R"*" is regularly varying 
at zero (R.Y. ) if there exists a c in R such that for each x in R"*" 
7 
lim . (2.2.1) 
This number c is called the order of regular variation of U at 
zero, and U is called regularly varying at zero of order c (R.V. (C)). 
In addition, functions for which c = 0 often will be called "slowly 
varying" at zero. 
For X in r"*" we adopt the following convention 
for X < 1 , 
CO X = { 1 for X = 1 , 
for X > 1 ; 
—CO 
(2.2.2) 
for X < 1 , 
X = ( 1 for X = 1 , 
f Ox* n 
Definition 2.2.2 A function U: R"^ -> R"*" is rapidly varying at 
zero (R.V. (d)) if for each x in 
0 
^ ' (2.2.3) 
where d = + œ or d = -co. 
Example 2.2.1 Let U(x) = exp (- ~ ) for x > 0 . Then, U(x) 
is R.V. (+ <=) . This is seen by checking 
8 
lim exTD r i (l - — )1 
t i o  -
^ 0 for X < 1, 
for X = 1 , 
. for X > 1 . 
Fact 2.2.1 If U: h"*" —>• R"*" is such that the right limit of 
U(t) at zero is a finite positive number, then U is slowly varying 
at zero. 
Fact 2.2-2 Let U and S , each on r"*" to R^ , be related by 
U(t) = t^ S(t) . (2.2.k) 
Then U is R.V. (r) if and only if S is R-V. (r-c) . 
Fact 2.2.1 is given on page 2b9 cf Feller (1966;• Fact 9.9.2; 
essentially given on page 269 of Feller (I966), is especially useful in 
the case r = c . 
The following fact is a direct consequence of Definitions 2.2.1 and 
2.2.2.  
Fact 2.2.3 A function U: R' —> r"^ is regularly varying at zero 
of order o , c e [0, «] , if and only if ^ is regularly varying at 
zero of order - c . 
Example 2-2.2 The function U(x) = log (l + ^  ) for x > 0 is 
slowly varying at zero. This can be seen by applying L'Hôpital's 
exp 
^ *7 m 
t 0 




Note that this example illustrates the fact that a function (and 
its derivative) may tend to infinity at zero, while still being slowly 
varying at zero. 
]ji view of Fact 2.2-3, the function V(x) = iliu-strates the 
corresponding point of tending to zero at zero. 
In view of Fact 2.2.2, we see that x'^ U(x) is E.V. (c) , and that 
x° V(x) is R.V. (c) . 
Lpmmft 2.2.1 Let U: R"^ • If lia t ^U(t) = k for some 
t 4^ 0 
k e R , then U(t) is R.V. (c) . But, the converse is not true. 
Proof The first statement follows frcm Facts 2.2.1 and 2.2.2. 
As for the falsity of the converse, note that the functions 
U^(x) = x° V(x) and U^Cx) = x^ U(x) of Example 2.2.2 are R.V. (c) , 
while at the same time lim t " U, (t) = 0 and lim t ^  Up(t) = œ . 
t Ur 0 t^O 
The special case c = 1 of Lemma 2.2.1 illustrates that it is 
possiulc for a function U to be R.V. (1^ %hil2 U(0 ^ U'(0 = 0-
We note in addition that if U(0) = 0 and U possesses c + 1 deriva­
tives at zero, of which the first c - 1 are zero, and the c'th is 
non-zero, then U satisfies the condition of the first part of Lemma 
2.2.1. 
Definition 2.2-3 A function U: R"*" —^ r"*" is regularly varying 
at infinity (R.V. *) if there exist a c in R such that for each 
_-r 
X in R 
W ° • (2-2.5) 
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This number c is called the order of regular variation of U at 
infinity, and U is called regularly varying at infinity of order c 
(R.V.*(C)) . IN addition, functions for which c = 0 often will be 
called "slowly varying at infinity-" 
The property R-V. (») is defined in analogy to Definition 2.2.2. 
It is readily verified that U(t) is R.V. (c) if and only if 
V(t) = U( I ) is R.V.(-c) . 
Let U be a function from r"^ into R^ , and let be the set 
of limit points, of the graph of U , whose first coordinate is zero 
(possibly including the "extended point" (O, +»)). 
It is clear that is not empty. 
Definition 2.2.^ U is "disconnected at zero" if there are two 
points Pq, e such that the line segment Pq P^ contains an 
open interval in the complement of . 
Definition 2.2.5 U is "lower semi-continuous at zero" if there 
is some right neighborhood E = (O, a) of zero on wnich u is lower 
semi-continuous in S (in other words, if, for each real t , the set 
{x: U(x) > t} n E is open in, E). Upper gemi-continuity is similarly 
defined. 
Lemma 2.2.2 If u: R"*" ->• R^ is disconnected at zero and lower 
semi-continuous (or, upper semi-continuous) at zero, then U is not 
slowly varying at zero. 
Proof Since U is disconnected at zero, there are two points 
Pq; (0, Xq) and P^: (O, ) in such that the segment P^ P^ con­
tains an open interval (xq,x^) in the complement of S^. Choose y in 
11 
(xq, Xj)' Since U is lower semi-continuous at zero, there is some 
right neighborhood E of zero such that the set B = {t: U(t) > y] D E 
is open in E , and hence can be written as a countable union 2 of 
n 
disjoint open intervals = (t^, t^) • Choose a subsequence [t^] 
of the sequence ft } such that lira t = 0 . Note that 
lim sup U(t^) < y ; in fact, lim sup U(t^) < < y . 
n—^os " n > = " 
Assume that U is slowly varying at zero. For a fixed e > 0 and 
each k , choose x^ such that 
1 < < 1 + e 
and 
t < t X, < t' 
Let z = lim inf x,. • Then 1 < z < 1 + e . Also we can choose 
li V oo 
^ • 
a subsequence {k.} with lim x^ = z . Now, from the assumption 
CO 1 
we see that lim inf u(t x^) > x^ > y , so that 
k —> œ -k -
lim inf U(t x, ) > x^ > y 
n .1 
Therefore, we have 
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which is a contradiction to the assumption that U is slowly varying 
at zero, because x, —*- z as j —> « , and t —0 as j —> « , 
•1 % 
we must have, by the Corollary 1-2.1 of Ds Haan (loyo). 
n(t " )' = ^ 
This completes the proof of the lemma. 
We note that Fact 2.2.1 and Lemma 2.2.2 may be summaried by saying 
that U is R.V. (O) if consists of one unextended non-zero limit 
point and is not R.V.(O) if U is lower semi-continuous (or, upper 
semi-continuous) at zero and contains two separated (possibly 
extended) limit points. 
Tiie following basic theorem and its proof may be found in Feller 
(j.^ooy turia n&etu 
Theorem 2.2.1 A Lebesgue measurable function U; R —R is 
R.V.(c) , c s E , if there exists a function h: r"^ —• r"*" such that 
for each x > 0 , 
lim = h(x) . (2.2.6) 
t^- 0 
Proof See ]5e Haan (19T0) • 
Remark 2.2.1 The condition (2-2.6) may be weakened by requiring 
convergence only on a dense set of R^ if U is assumed to be 
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monotone, as stated in Feller (1966). Several weaker conditions for a 
monotone function to be regularly varying at zero are studied in the 
next section. 
C. Seme Results on Regular Variation 
of Monotone Functions 
Recall that in Definition 2.2.1 of Section B the condition (2.2.1) 
is required to hold for each x > 0 and for each sequence {a^ > 0} 
such that a —> 0 as n —> œ . The main result of this section is 
n 
that this requirement can be weakened in the case of monotone functions. 
In particular, consider ir(x) monotone from R^ to R^ • Suppose that 
there is a sequence {a } of positive numbers such that lim a^ = 0 
a ^ ^ ™ 
and lim = g , 0 < g < 1 , such that 
n —^ CO n 
TT^ \ 
^ n G . lim \ = x" , (2.3.1; 
for each x > 0 , where c e R ^ then U is R.V.(c) . The condition 
(2.3.1) with p = 1 and the limiting function x^ replaced by h(x) 
is essentially eoiitâinëd in Feller (I966) and De Hcian (197-)^ as indi­
cated in Theorem 2.3-1 below. 
In view of Fact 2.2.3, it is sufficient to treat the subclass of 
non-decreasing functions which are R.V.(c) , c e [0, <=] . Bence, we 
will prove the results only for non-decreasing functions and state the 
1^4-
corresponding ones for non-increasing functions. 
To start with, we prove the following. 
lemma 2.3-1 Let U: R"*" r"*" be a non-decreasing (or, non-
increasing) function with lim U(t) = 0 (respectively, lim U(t) 
t4. 0 t4 0 
= co) .  If there exists a sequence {a^ > 0} with a^ —>• 0 as n —i 
such that for each x > 0 , 
U(a x) 
where c e R"*" (respectively, c e (-», O)), then, for each sequence 
{y^ > 0} with limit y in [0, o] , we have 
Proof First, we assume that 0 < y < œ . Let e > 0 be given 
with 0 < e < y • Then, there exists N = H(s) such that y - s < y^ < 
y + € for n > iï . By the monotonicity of U , we have 
U[a^(y-e)] U(a„ y^) u[a^(y + e)] 
Û(i~) - U(a^) -
for n > H . Thus, "by the assumption, we get 
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U(a y ) 
(y - ef < lim inf 
n > œ n 
< (y + e)° • 
Since e is arbitrary, we have (2.3-2)-
Next, consider the case y = 0 . Let e > 0 be given. Then there 
exists ÎI = N(e) such that 0 < y^ < e for n > N . By the monotoni-
city of U , we get 
U(a^ y^) U(a^ e) 
-ûî:^ ^  "urrr 
Thus, from the assumption, we get 
U(a„ 7J 
< lim sup 
W 
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Since e is arbitrary, we get (2.3'2). The case y = œ is treated 
similarly. 
The same arguu^nt can be used for the case in which U is non-
increasing. 
Rpma-rk 2.3-1 The analogue of Lejmna 2.3*1 also holds when the 
limiting function h(x) in the right-hand side of (2.3-2) is not neces­
sarily yP , and y is a continuity point of h(x) • 
LemmB. 2.3-2 Suppose that U: 5"*" —^ R"^ is a non-decreasing func­
tion and the condition (2-3-2) holds for a sequence {a^} of positive 
numbers, and a^ —0 as n —> œ . Let {a^} be a sequence of posi­
tive numbers. If 
with 3 e [0, o] , then 
lim f - (2-3-5) 
Conversely, if (2.3.5) holds with 3 e [0, »], then (2.3.^) is true. The 
analogous result for a non-increasing function also holds. 
Proof The fact that the condition (2.3-4) implies the condition 
(2-3-5/ follows from Lemma 2.3-1 of this section- For the other state­
ment, we prove it by a contradiction. Assume that it were not true that 
IT 
a' 
lim —— = p J (O < 3 < œ) 
n  — C O  n  
Then, there is a subsequence {n,^} such that 
% lim — = P 
k —>• a ^n^ 
where P is in [0, œ] and P / g . Hence, by Lemma 2.3-1^ we get 
which is a contradiction to (2.3•5)* Therefore, (2.3-^) must hold. 
The case of a non-increasing U can be similarly treated. 
pgrnark 2.3*2 We note that the condition of Lemma 2.3-2 may be 
weakened for deducing (2.3-5) from (2.3-^)• All that is needed for 
that direction, in the case 0 < p < co , is the existence of two se­
quences [p. >0} and {pT} , tending to p respectively from below 
0 J 
and above, and a sequence [a^ > O] tending to zero such that for each 
and 
18 
If p = 0 or 3=00, only one sequence > o} is needed. 
We are ready to prove the main results of this section. 
Theorem 2.3'1 A non-decreasing function U: R"*" is 
R.7. (c) , with c s R^, if and only if either one of the following 
two conditions holds: 
(i) there exists a sequence {a^} of positive numbers with 
lim a =0 and 
n —^ as ^ 
lim = 1 (2.3.6) 
n —^ CO n 
such that; for each x > 0 , the limit 
U(a_ x) 
) = li(x) (2-3-7) 
cists and is positive and finite^ h(x) is non-constant. 
(ii) there exists a sequence {a^} of positive numbers with 
lim = p , (2.3.8) 
n —#- CO n 
where B e (O, l) , such that for each x > 0 
U(a x) 
UTiT Tt/o \ = , (2.3.9) 
19 
where c e . 
An analogous result holds for U non-increasing-
Proof In view of Fact 2.2-3, it is enough to prove the theorem 
for U non-dec reasing-
The proof of the sufficiency of (i) is essentially contained in 
Theorem 1.1.3 of De Haan (1970) or in Lemma 2, page 270, of Feller 
(1966), although the sequence {a^} is not explicitly required to 
satisfy (2.3.6) in the above references. Note that their result covers 
also the case c = 0 . The proof of (i) given below may be found in 
the references cited above. 
The necessity of (i) and (ii) follows from the definition with 
some special choices of the sequences {a^} . For the condition (i), 
choose a^ = ^  . For the condition (ii), choose a^ = 3^ . 
Next, we show that the condition (i) is sufficient for a non-
decreasing function U: r"'' R"*" to be R.V. (c) , c e r"*" . We shall 
V* ^ ^ ' "D 
(2.3.10) 
which, in view of Theorem 2.2.1, implies that h(x) = x^ with c > 0 . 
Since h(x) is non-decreasing and is assumed non-constant, c must be 
in R^ . Hence, it is enough to show the validity of (2.3.10). Since 
h(x) is non-decreasing, we have, applying Remark 2.3.I, 
n O' , r \ 
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if Xq > 0 is a continuity point of h(x) • Define, for t > 0 , the 
integer n = n(t) by 
n = max fm: a > t^ 
^ m 
Then, a ,, < t < a • Thus, for x > 0 , 
' n+1 — n 
U(a^^l x) U(tx) U(a^ x) 
- U(t Xq) - U(a^^^ Xq) ' 
where x^ > 0 is a continuity point of h(x) • Hence, 
u(tx) h(x) 
which implies (2.3*10)• 
FinsTTy, we show that the condition (ii) is sufficient for a non-
decreasing function U: R"*" R"*" to be regularly varying at zero of 
order c > 0 . 
Note that p is some constant in (0, l). 
For each positive integer k , define > 0 by the equation 
3 = (1 - ' (2.3.11) 
In the follcwing discussion, k is fixed and thus is fixed. 
Define 
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if Xq > 0 is a continuity point of h(x) . Define, for t > 0 , the 
integer n = n(t) by 
n = laax. [m: a > t] 
^ m 
Then, a^^^ < t < a^ • Thus, for x > 0 , 
U(a^^l x) U(tx) U(a^ x) 
UTTi^ - u(t Xq) - ' 
where Xq > 0 is a continuity point of h(x) . Hence, 
•which implies (2.3.10). 
Finally^ ve show that the condition (ii) is .sufficient for a non-
decreasing function U: to be regularly varying at zero of 
order c > 0 . It is also proved in Rubin and Vere-Jones (1968). 
Note that g is some constant in (O, l). 
For each positive integer k , define > 0 by the equation 
e = (1 - . (2.3.11) 
In the following discussion, k is fixed and thus is fixed. 
Define 
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= (1 - ; for i = 0, 1, 2, k , 
ana 
t. (k) = a a., ; for 0 < i < k, n = 1, 2, in n ik — — 
Hence, for each x e R"*", and for each i = 0, 1, .. •, k , we get 
U [t^(k) . x] 
.it. " 
because 
a[t^U)-x3 U[a^a.^x] U [3% 2%^] 
" - U[aJ n[a^] 
which tends to x as n —> a . 
Kecall that k is fixed and 0 < i < k - Define "b - t. (k) 
— — m jJi 
where m = (k+l)(n-l) + (i+l) , for 0 < i < k and n = 1, 2, ., 
i- e . j  = t^ T(k), bp = tn(k), ^VJ.T ~ ^ ^^(k), b^,^^ = t^ p(k), 
b, „ = t,^(k), ... and so on. 
Since there are only a finite number of sequences involved in 
(2.3'12), and m —>• o as n —^ , we have for x > 0 , 
U(b x) 
lim -rrff-T" = ^ * (2.3.13) 
m —>- 00 m' 
It can be easily checked, using Lemma 2.3.1, that 
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lim = (1 - e )= . (2.3.1^) 
m  — 0 0  \  
Note that b_ —> 0 as m —> œ . 
Define, for t > 0 , m = m(t) by 
m = max {n: > t] • 
Then, b ^ < t < b . Hence, for x > 0 , we have 
m-t-l — m 
• 
By (2.3.13) and (2.3.ik), we get 
(1 - C^)= . < li^f 
< lis sup (2.3-15) 
U r V 
< (1 - e.)-= . x= 
where c is a positive number. Kow, (2.3.15) is true for each fixed k. 
But, as k —> 00 , —> 0 • Therefore, we have the result. 
Remark 2.3«3 At the stage of (2.3.13) and (2.3-1^) we may use 
Remark 1.1.2, page 11, of De Haan (1970) to finish the proof of 
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Theorem 2.3"1" 
Remark 2.3-^ The condition (2.3-7) may be replaced by the condi-
U(a^ x) ^ 
tion that lim ^ = h(x) on a dense set D of R and 
n œ ^1%%; 
h(x) is non-constant on D and is continuous at seme with respect 
to D . Because this condition also leads to (2.3-10) for all x in 
D , we then use Remark 2.2.2 to conclude the result- A similar remark 
applies to the case of a non-increasing function U . 
Remark 2.3-5 The condition (2-3-9) can not be reduced to a weaker 
one in terms of a partially known function h(x) . We give an example 
1 ^ 
of a function f(x) which satisfies (2.3-9) with a^ = ( ^ ) and the 
limiting function h(x) = f(x) , and which is a particular solution of 
Thomas' equation discussed in Chapter IV. Let f: r"^ —^ r"^ defined 
by 
f(x) =2^ if 2^ < X < 2°^^-
n = 0, 1, + 2, ... . It is easy to check that f(x) is not R-V. (c) 
1 k 
and that, for a^ = ( ^ ) , k=l, 2, ...,we have, for all k 
= 2^ if 2% < X < 2%^1 
n = 0, + 1, + 2, ..., i.e., that f(x) satisfies (2.3-9) with h(x) = 
f(x) . 
Sometimes, other forms of Theorems 2.3*1 may be useful in applica­
tion. 
Theorem 2.3*2 A non-decreasing function U: r"*" r"*" is 
R.V. (c) , c e R^ , if and only if either one of the following condi­
tions holds: 
(i) there exists two sequences > 0} and {a^ > 0} with 
lim n 
n > œ n+1 X, 
= 1 
lim a = 0 , 
n 
n > CO 
(2.3.16) 
+ 
such that for x in some dense set D of R , the limit 
h^Cx) = lim U(a^ x) 
n —^ o 
(2.3.17) 
exists and is finite positive, and hQ(x) is not constant on D . 
Moreover, h^fx) = v • x^ for x > 0 , where v > 0 , c > 0 , and 
lim = 1 . 
8, 
n >' ® n 
(ii) there exists two sequences > O} and {a^ > O] with 
1 4 m 
n —> cs X. ,_Ll ^0 ' 
(0 < gg < 1) 
(2.3.18) 
I lim a =0 
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such that for x in R""" , 
lim Xj^U(a^x) = V % (2.3-19) 
n —> 05 
where v > 0 and c > 0 . 
Proof The necessary part of the theorem follows from the defini­
tion. For (i), we choose a^ = ^ and ^ • For (ii), we 
^ n 2 
choose a^ = (p^) and where 0 < Pq < 1 . 
For the sufficient part of the theorem, we first prove that (i) is 
a sufficient condition for a non-decreasing function U: r"*" ->• r"*" to 
be R.V. (c), c e R^ . The proof of this case is contained in Feller 
(1966) and De Haan (1970)-
We reproduce it here. Define for t > 0 the integer n = n(t) 
ty 
n = max fm: a > t] . 
^ m 
Then, a < t < a • Thus, for x and x- in D , 
n+1 — n 0 
-Vi ^ Uitx) , 
ÛTTlÇr - U(t Xg) - D(a^^- Xq) 
By (2.3.16) and (2.3-17), 
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" XQ)( i )] 
which, in view of Theorem 2.2.1, implies that U is R-V. (c), c e R"*", 
i.e., that 
h( ' 
-c c - h(xo) 
Hence, hQ(x) = hgCxg) • • x"" = v x" where v = —-— . From 
^0 the fact that 
,. , 
we also get the additional result that 
^n 
For the second case, we note that (2.3*l8) and (2.3*19) imply; for 
^ T? J ~ ^ ^ 
U(a y) 
lim \ = y • (2.3.20) 
n—>00 
By lemma 2.3-2 and the fact that lim -rr?—r- = 3^ , we get 
n —>m "^^n^ ^ 
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im = P: 
—^ 00 n 
Therefore, by Theorem 2.3-1, we have the result. 
Similarly, for non-increasing functions we have the following. 
Theorem 2.3-3 A non-increasing function U: R"'" r"'" is 
R.V. (c), -co<c<0, if and only if either one of the following 
conditions holds : 
(i) there exists two sequences > 0} and [a^ > 0} with 
lim n 
CO ^n+1 
= 1 , 
lim a = 0 , 
n —> 00 
(2.3.21) 
such that for x in some dense set D of R , the limit 
ho(x) 
n 
lia U(a^ x) (2.3.22) 
exists and is finite positive, and h(x) is not constant on D 
over, h(x) = v x'^ for x > 0 , where v > 0, c > 0 , and 
More-
±im 
n 05 ^n 
= 1 . 
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(ii) there exist two sequences [X^ > 0} and {a^ > 0} with 
lim r-2- = b (1 < bn < =) 
n_^co ^n+1 ° ° 
lim a =0 
n —> 00 ^ 
(2.3.23) 
such that for x in R , the limit 
lim U(a^ x) = v (2.3.24) 
with V > 0 and -œ < c < 0 . 
Proof The proof of the theorem is similar to that of Theorem 
2.3.2 and is omitted. 
we now study the case e = C . 
In Tiey of Fact 2.2.1. we need only consider the class of slowly 
varying functions U for -which lim U(x) = 0 or œ . 
X  — a s  
Let S "be any subset of R' whose limit points include 0 and 
+ eo . 
.+ 
Theorem 2.3'^ A monotone function U: H S' is slowlj'- I'arying 
at zero if and only if there exists a sequence {a^ > o} with 
= p for some p in (O, 1] such lim a_ = 0 and lim ~~~ 




^ ^ = I (2.3.25) 
for all X in S . 
Proof The necessary part of the theorem follows from the defini­
tion of R.V. (O) with, say, ~ n ' 
For the sufficient part of the theorem, we first note that from 
the monotonie ity of U , (2.3-25) holds for all x > 0 • The method of 
proof used in Feller (1966) can be applied again. 
Define, for t > 0 , the integer n = n(t) by 
n = max fm: a > t} 
'• m 
Then a < t < a . Hence, for x > 0 , 
n+1 — n 
U(a^^l x) 
U(a^) - u(t; - ' 
if U is non-decreasing, and the reversed inequalities hold if U is 
non-increasing. This implies 
because lim ^ =1 in view of Remark 2.3-1. 
n^== 
Theorem 2.3-5 A monotone function U: R"*" —> r"*" is slowly varying 
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at zero if and only if there exist two sequences > 0} and 
{a^ >0} with 
lim = 1 
n > œ n 
lim a = 0 . 
n —> OS ^ 
(2.3.26) 
lim U(a^ x) 
n > CO 
= constant > 0 , (2.3.27) 
for qii X e s , as defined right "before Theorem 2.3.^. 
Proof The proofs given in Feller (19^6) and De Haan (1970) can be 
«.pplied here; although the eoûdltion (2o.27) there is asksd for 
X in R . 
For the cases R.V. (00) we have the following result which says 
that an equivale: condition for a monotone function to be rapidly vary­
ing at zero is to require the definition to hold along a particular 
sequence of positive numbers which goes to zero. 
Theorem 2.3.6 A non-decreasing function u; âT sT is rapidly 
varying at zero, i.e., the exponent c = + » if and only if there exists 





such that for x > 0 , 
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U(a^ x) 
lim ^ÛTIT" " ' (2.3-28) 
Proof The necessary part of the theoresi fellows frcci the defini­
tion-
Applying the familiar method to "bound a continuous t4f O by the 
given, sequence {a^} . Define, for t > 0 , the integer n = n(t) by 
n = max [m: a^ > t} 
Then a < t < a„ . Hence for x > 0 
n+1 — n 
Vl U(tx) 
- WT - U(an+i) • 
n 
For a fixed x in (O, l) , choose e = e(x) > 0 such that x < 1 - ® 
< 1 . Then we find N = N(e, x) such that 
1  -  e  <  < l  +  e  V n > N  
wnicn ispj-iss 
a(l-e)<a - < a(l + e) V n > N . 
n — n+1 — n — 
Therefore, 
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. , U(tx) , î-r; ] 
° ^ ° "(Vi) 
< 
° c Vi ( ÏT7 )] 
Since 0 < —— < 1 , we have, by (2.3.28), for this fixed x , 
t 4, 0 
U(tx) _ n /o •s ori \ 
u(t) " " • 
Note that the argiament holds for each x in (O, l) . Hence, we 
get, for 0 < X < 1 , 
For a fixed x > 1 , choose s = s(x) >0 such that ^ ^ ^ < 
mV»o** -f-"If^ T\T — T\T/ o \ 
*, v^u. c,  ^ V , rte VCLa.C xt — ±1 ^  A/ Ul^ CbW 
a -
1 - s < -S-i < 1 + e ¥ n > N , 
which implies 
a_(l-e) < a, < a^(l + e) V n > N 
I f t" i Î Î1 
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Therefore, 
uftx) ^ "'vi —] 
uitj - ÛTây u(a^) 
U [a, (1-:=) rtl ] 
- û(ri 
U [a^ (1 - e) x] 
U(a_) 
Since (l - e)x > 1 , with (2.3-28), we get for this x > 1 
lim = CO . (2.3.30) 
14 0 
The opço V = "1 i <3 immoMieTa. 
Hence, the proof of this theorem is done. 
Theorem 2.3*7 A non-increasing function U: R"*" ->• R"*" is rapidly 
varying at zero, i.e., with the exponent c = -» if and only if there 
\+l 
exists a sequence {a >0} with lim a =0 and lim 
n n 6.-
n —^ CO n —00 n 
such that for x > 0 
U(a x) 
U(a ') = • (2.3.31) 
n —> =0 
Proof The similar argument used in Theorem 2.3.6 leads to the 
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result. 
Theorem 2.3*8 A monotone function U: R"*" r"*" varies rapidly 
at zero with c = œ (or, c = -œ) if and only if there exists two 
sequences > 0} and {a^ > 0} with 
lim = 1 
{ {2.3-32) 
j lim a^ = 0 
^n —^ CO ~ 
and a d in R^ such that 
CO -CO 
lim U(a^ x) = ( "^ ) (or ( -|- ) respectively). 
n —œ 
(2.3.33) 
Proof See De Haan (1970)-
The following theorem due to De Haan (19T0) states that a further 
weaker condition along the harmonic sequence {a_ = — ; n = 1, 2, ...} 
XX Ti 
is possible for a monotone function to be R.V. (c). 
Theorem 2.3-9 A monotone function U: R^ -> R"*" is R.V. (c), 
c £ R , if and onùy if there exist two positive integers and 
for which log m^ (log m^) ^  is irrational and 
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for m = and m = , where c is a real number and n runs 
through the positive integers. 
Proof See De Haan (1970). 
In the following chapters, we will need to use some lemmas which 
are related to the composition of two regularly varying functions, and 
the generalized inverse function of a regularly varying function, and 
which, except lesss. 2.3.5, he found in De Haan (1970). 
TiRïïiïïia 2.3.3 If Ug two non-decreasing functions 
from to and is regularly varying at zero of order > 0 
and Ug is regularly varying at zero of order c^ > 0 , then U(x) = 
UiCUgCx) ) is regularly varying at zero of order C^-Cg . 
Proof Let (t > o} be a sequence such that lim t^ = 0 and 
t  ^  n  — C O  
lim = 1 • By the assumption of Ug , we have that for each 
n > CO n 
X > 0 , lim x) = 0 . Put a^ = UgCt^ x) and a^ = UgCt^) , 
n —> OS 
we get 
lim ^ . 
n —^ eo n 
By Lemma 2.3*1 we get 
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U(t^x) Ci'Cg 
Hence, by Theorem 2.3.I, U(x) = [UgCx)] is regularly varying at 
zero of order C^-Cg . 
IiPTTima. 2.3-^ Let U: R' -» be non-decreasing and regularly 
•y-
varying at zero of order c > 0 . Then the function U defined by 
U*(x) = sup [y: U(y) < x] (2.3*35) 
is regularly vaiying at zero of order ^ . 
Proof The proof of this lemma may be found in De Haan (1970)-
Suppose that the statement is not true. Then there exists a posi­
tive number x (x l) and a sequence of positive numbers t^ such 
that lim t =0 and for a certain d ^ (0 < d < <=) 
n œ ^ " 
U*(t x) 
lim —5-= = d . 
n —> CO U (t ) 
* *, . 
By the definition of U , U (t^) > 0 for each n , and 
U (t_) —>• 0 as n —>œ . Once [t^] is fixed, it is true that 
U (t x) > 0 and U (t ) > 0 for aech n . 
n n 
Define, for each n , > 0 by 
®n " ^n ' x), U*(t^)) 
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where 1 > > 0 and 0 as n —> a . 
Since for y > 0 and y > e > 0 , we have 
U(U*(y) - e) < y < u(u*(y) + e) -
Hence, 
U LU^(\ x) - e^j ^ X ^ u [ult^ x) + e^] 
U CU*(t^) + ej U [U* (tj - ej 
which, in view of Lemma 2.3*2 with a^ = U*(t^ x) + and = 
U*(tj^) - , implies 
< X < D° 
Q i.e., X = d which is a contradiction. 
TT . r"'' Tj^rrrrr» T^4-  • "P —^ "P "Ko. nmn—Hanvaoqîne onn K.V* f c  i 
0 
c e E* , for j = 1, 2 . If there is a seauence {a_^ > 0} with 
lim a =0 and lim -Sii = p , 0<p<l, 
n —> 03 n —y- œ n 
U.(a ) 
jj-r^   ^ S ; (0<g<=) (2-3.36) 
then. 
U,(t) 
lim rTTTY ~ S * (2-3.37; 
t4, 0 
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An analogous result holds for non-increasing R.V. functions. 
Proof For the case 3=1, the proof is easy. We give a proof 
for the case 0 < p < 1 . 
The method of proof is exactly the same argument used in the proof 
of Theorem 2.3-1 for the case 0 < 3 < 1 . For each fixed positive 
integer k , define s^, > 0 by 
P = (1 -
and then define 
= (1 - for i = 0, 1, ..., k 
and 
t. (k) = a a., for i = 0, 1, ..., k and in^ n ik 
n = 1, 2, ... « 
Hence, hy the assumption, we have 
liji ^ ^ = g for 0 < i < k and 
n —• = Ug [t^(k)] _ 
n — 1 ^ 2^ • • • • 
Now, if we define - t.^(k) where m = (k+l)(n-l) + (i+l) with k 
fixed, 0 < i < k and n = 1, 2, .., then 
mi:. V ' • 
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Since b —^ 0 as m —*- œ , we can define for t > 0 , m = m(t) by 
m 
m = max {r; > t] . 





g • (1-G^) < lim inf rj-r^ < lim sup rr-r^ < g • (l-e. ) -c 3 
hence, letting k —*• ® and thus —»• 0 , we get the result. The 
similar argument applies for non-increasing functions. 
LetnmR 2.3.6 Let U^. : r"'' -> r"'" be non-decreasing and regularly 
varying at zero of order c > 0 for j = 1, 2, and let be defined 
as in (2.3*3^) for j = 1, 2 . Then we have that 
u" (t) 
lim \ = g , (2.3.36) 
0 2^^ 
if and only if 
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where 0 < g < œ . 
Proof See De Haan (1970; page 25). 
"p 4-
Theorem 2.3.10 Let U: R —> R be a non-decreasing function and 
let be defined by (2.3-34). Define U(0) = U*(0) =0 . Then each 
of the following four conditions implies the others : 
(i) U'(0+) = g, 
(ii) U*'(0+) = l/g, 
(iii) there exists a sequence {a > 0} with lim a^ = 0 
n —>• CO 
a 
and lim -r~ = P ^ 0 < p < 1 such that 





> OS n 
(iv) there exist two sequences [\^ > 0} and {a^ > 0} with 
lim = = , lim = b , l<b<®, and lim a^ = 0 
n •> 00 " n —> so '"n n > œ 
such that 
lim U(a^x) = x 
n >' 00 
and 
lim X„ = l/g , 
kl 
where g in (i) - (iv) is some constant 0 < g < «> . 
Also, when g = 0 or +<= we have that either one of the condi­
tions (iii) and (iv) implies (i) and (ii). The converse is not true. 
Proof Applying Lemmas 2.3-5 sjad 2.3.6 with U^(x) = U(x) and 
UgCx) = X , and also Theorems 2.3-1 and 2.3-2, leads to the conclusion 
for the case 0 < g < œ . For the cases g = 0 or g = + «, the argu­
ment is the same. 
De îfean (1970) also studied a special subclass of slowly varying 
functions and a special subclass of rapidly varying functions. We 
found that they also have a strong relation to the theory of iteration. 
These will be discussed in Sections D and E of the next chapter. 
h2 
III. ON ITERATION 
A. Translation Equations 
Let F(X, U) be a function from (a, b) x R into (a, b) satis­
fying the following two conditions; 
F [F(X, U), v] = F(x, u+v) for every point 
(x, u, v) e (a, b) x R x R . (3-1-la) 
For some XQ e (a, b), F(XQ, U) is not a constant 
function in u • (3.1-lb) 
The Equation (3*1*1) is the so-called translation equation for 
real values of x, u and v. It probably first appeared in the theory 
of iteration. One of its applications is in the subject of branching 
processes, in particular, in the area of embeddable probability generat­
ing functions, in which u is positive and is the time parameter (see 
Athreya and Key [1972, Chapter III, Section 12]). 
Our main result on the solution of the Equation (3.1«]a) with Con­
dition (3'1'lb) is an extension of the result obtained in Section 1, 
Chapter 6 of Aczel (i960). The resiilt ouiiaiiied here is closely related 
to the theory of "easily iterated" maps developed in Winger (1972), 
because our result says that under reasonable conditions on F(x, u) , 
"Which are weaker than those given in Aczel (1966), all solutions of the 
Equation (3-l'l) are of "easily iterated" form-
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Before we state and prove the main result, we need some definitions 
and lemmas. 
Lemma. 3.1.1 Suppose that F(x, u) satisfies (3'l-l)- Define 
the function X(u) from R into (a, b) by 
X(u) = F(XQ, U) , (3-1.2) 
then X(u) satisfies 
f F [X(u), v] = X(u + v) V (u, v) G R X R , (3.1.3a) 
^ X(u) is not constant over R • (3-l-3b) 
Furthermore ; if X(u) is a monotonie solution of (3-l*3) then X(u) 
is a strictly monotonie solution of (3'1*3)' 
Proof By the definition of X(u) and the conditions (3-1.1), it 
is easy to see that 
F [X(u), v] = F [F(XQ, V ) ,  VJ 
= FfXg, u + v) 
= X(u + v) . 
Now suppose that X is any monotonie function from R into 
(a, b) satisfying (3-1.3), and assume that X(u) is not strictly 
monotone. Then there is an interval [u^, u^] such that X(u) is 
constant on [u^, Ug] where u^ ^2 ' "^1' ^2 ^ Ug] with 
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< tg • Then for each v in R , 
X [v + (tg - t^)] = X [tg + (v - t^)j 
= F [Xftg), V - t^] 
= F [X(t^), V - t^] 
= X [t^ + V - t^j 
— A •*- (v) . 
Hence, X(v) = X(v + h) for v e R where h = tg - > 0 is an 
art»itrary small positive number- Therefore, X(u) is constant in u , 
vhich is a contradiction. 
Remark 3'1-1 The content of the second part of Lemma 3* 1-1 may 
he summarized by saying that X(u.) is a monotone solution of (3-1-3) 
If and only if it is a strictly monotone solution of (3-1-3)-
The following lemma may be found in Aczel (I966). 
Leïïima. 3-l"2 X(u) is a continuous solution of (3-1-3) if and 
only if it is a continuous strictly monotone solution of (3-1-3)-
Proof See Subsection 1.1.3, Chapter 1 of Aczel (I966). 
Corollary 3«1-1 Lemmas 3-1-1 and 3-1-2 combine into this equiva­
lence : For X(u) a solution of (3-1-3), X(%J continuous ( X(u) 
continuous monotone X(u) continuous strictly monotone. 
The following lemma concerns the question of the uniqueness of 
solutions of (3-1-3)-
^5 
Lpmmft. 3.1.3 Let XjCu) and Xgfu) tie two solutions of (3.1.3a). 
Then there exists a constant c in R such that X2(%) = + c) 
for u e R if and only if the ranges of and Xgfu) have a 
non-empty intersection. 
Proof The "only if" part of the lemma is trivial. If the ranges 
of X^fu) and XgC^) have a non-empty intersection, then there are a 
pair (u^, Ug) of elements in P. such that X^fui) = ^2^^^ * 
"we have 
XgXu) " ^ " ^ )] 
= F [XgCug), u - Ug] 
= F [X2_(uj_), u - Ug] 
= - Ug H. U) 
= A^IU c; 
where c = - u^ -
Corollary 3-1-2 If (3*i*3) has a solution X(u.) with range 
(a, b) J then each solution g(u) of (3-1-3) has form g(u) = X(u + c) 
for some constant c e R . 
Proof This follows from Lemma 3-1-3-
Corollary 3-1-3 If (3-1-3) has a solution X(u) monotone with 
range (a, h) , then each solution g(u) of (3*1*3) is continuous and 
strictly monotonie in u • 
U6 
Proof Since X is a monotone function from R onto (a, b) , 
X(u) is continuous in u . In view of Corollaries 3-1-1 and. 3'l-2, 
the validity of this corollary follows. 
Rptnprk 3'1'2 It is sufficient to- require that the range of X = 
the range of F = an open sub-interval of (a, b) . 
Corollary 3-l-^ Suppose that X(u-) is a solution of (3-1-3) and 
has the range of F(x, u) as its range- Then each solution g(u) of 
(3'1'3) has form g(u) = X(u + c) for u > 0 where c is some constant 
in R . 
Remark 3-1-3 In view of Remark 3-1-lj requiring monotonieity of 
X yields in addition strict monotonieity of g . 
The following definition and lemma are contained in Winger (1972). 
Definition 3» 1-1 Let s(x) be a real-valued strictly increasing 
function on R and let E = (a, b) = ( inf s(x), sup s(x)) . Define 
X e R X e R 
*, - ^Vu^   ^ m f 1 "P Ui-lO  ^CUmLW O \ A / J-l 
s (u) = sup {x: s(x) < u] • (3.1.i+) 
X  e R 
Lemma 3.1.^ Let s(x) be a strictly increasing function on R . 
Then s (u) is a continuous non-decreasing function on E , and a 
left inverse of s(x) on R , i.e , s [s(x)] = x for all x in R . 
Proof See Lemmas 4-3.3 and 4.3*5 of Winger (1972)* 
The counterpart of Definition 3'1-1 and Lemma 3-1-4 are also 
needed. 
1+T 
Definition 3'1'2 Let s(x) be a real-valued strictly decreasing 
function on R and let E = (a, b) s ( inf s(x), sup s(x)) • Define 
^ X e R X e R 
the function s (x) on E by 
s*(x) = sup [x: s(x) > u} • (3'1'5) 
X e R 
Lesssa 3»1»3 Let s(x) be a strictly decreasing function on R . 
Then s*(x) is a continuous non-increasing function on E and a left 
inverse of s(x) on R , i.e., s [s(x)] = x for each x in R . 
Proof This lemma can be proved as in Winger (1972). 
Theorem 3«1-1 Consider any function X strictly increasing on 
* _ R , and let the set E = (a, b) and the function X on j ï  be defined 
for X as in Definition 3'1*1- Consider the function 
F(x, u) = X [X*(x) + u] (3«1-6) 
on E X R . We show below that F(x, u) has form (3.1.6) if and only 
if the following conditions are met: 
(ia) F(x, u) satisfies (3-1-la), 
(ib) For some XQ in (a, b) , the function XQ(U) = F(XQ, U) 
is non-constant and non-decreasing in u , 
(ii) For each y in (a, b) , the ranges of the functions 
F(XQ, U) and F(y, u) have non-empty intersection, 
(iii) F(X, 0) is non-decreasing in x with lim F(X, O) = b 
X f b 
and lim F(x, O) = a . 
X 4^ a 
h8 
Proof If F is of form (3-1-6) then F satisfies (ia) since 
X* is a left inverse of X • (ib), (ii) and (iii) also are easily-
verified. Note in particular that (ih) in fact holds for all x . 
Next, we want to show that if the function F(x, u) satisfies 
(i) - (iii), then F(x, u) is of form (3.1.6). By (i) and Lemma 3*1'1 
the function XY(u) = F(y, u) satisfies (3.1.3a), and XQ(U) is 
strictly increasing in u • From (ii) and Lsmaa 3'1'3, Xy(%) = 
XQ[U + c(y)] . Note that C(XQ) = 0 . The condition (iii) says that 
F(X, 0) = Xr,[C(X)] is non-decreasing in x . Since X_ is strictly 
w U 
increasing in its argument, c(x) must be non-decreasing in x . Since 
F(Xo(u), 0) = XQ(U) for u e R and F [XQ(U), O] = XQ{C[XQ(U)]} for 
Ù e R , we have XQ(U) = XQ{C[XQ(U)]} for u e R and thus C[XQ(U)] =u 
for u e R . Now, lim F(X, O) = b and lim F(X, O) = a imply 
X f b X + a 
that lim XQ(U.) = b and lim XQ(U) = a . We have shown that 
U > Œ U ^ -OD 
/  \  .  \  . . . .  ; ana 
F(X, U) = XqLXqCX) + u] 
for X e (a, b) and u e R . This completes the proof of the theorem. 
Remark 3-l'^ If X(u) is strictly increasing in R then its 
inverse X (x) is well defined on the range of X(%) and any exten­
sion of the domain of the function X (x) is a left inverse of X(u) • 
But there is only one left inverse of x(%) which is non-decreasing 
or. E , even though there are infinitely many continuous left inverses 
of X(u) if the range of X(u) is a proper subset of E . As we 
1^9 
have seen in 3.1.14-, the unique non-decreasing left inverse of 
X(u) is also continuous in E . 
The corresponding theorem for X strictly decreasing wiH be 
stated below, and its proof is similar to that of Theorem 3-1-1 
thus is emitted. 
Theorem 3*1-2 Consider any function X strictly decreasing on 
R , and let the set E = (a, b) and the function X on E be defined 
for X as in Definition 3'l-2. Consider the function 
F(x, u) = X [X*(x) + u] (3.1.7) 
on E X R . We show below that F(x, u) has form (S-I-T) if and only 
if the following conditions are met : 
(ia) F(x, u) satisfies (3-1.la), 
(ib) For some X^ in (a, b) , the function XQ(U) = F(XQ, U) 
is non-constant and non-decreasing in u , 
(ii) For each y in (a, b) , the ranges of the functions" 
F(x q, u) and F(y, u) have non-empty intersection, 
(iii) F(x, 0) is non-decreasing in x with lim F(x, O) = b 
X 'T- b 
and lim F(x, O) = a . 
X 4/ a 
Remark 3.1.5 If the condition (iii) in Theorem 3.1*1 (or Theorem 
3*1*2) is replaced by the condition (iv): F(x, O) = x for xe (a, b) , 
then X(u) is strictly monotonie in u and is a function from R 
onto E , and thus F(x, u) = X [X (x) + u] where X (x) is the 
inverse of X(u) defined on E , provided the other conditions (i) 
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and (ii) of Theorem (or Theorem 3.1.2) hold. A finer analysis on 
this situation is done in Aczel (1966) and the result there is stated 
in the following Theorem. 
Theorem 3'1-3 
F(x, u) = X CX'(x) + u] (3-1-8) 
where X(u) is continuous and strictly increasing (respectively, de­
creasing) in R is the general solution of the functional equation 
(3-1.1) with X , F(X, U) S (a, B) and -z, v S H if and only if either 
one of the following two conditions holds : 
(i) F(x, u) is strictly increasing (respectively, decreasing) 
in u for each fixed x , and F(x, u) is strictly increasing in x 
for uncountably many values of u . 
(ii) F(x, u) is continuous in x for each u , and F(XQ, U) 
is continuous in u for some x^^ and F(X, U) is non-constant for 
each fixed x . 
The interval of definition with respect to x can only be open. 
Proof See pp. 2h-J-2h8 of Aczel (1966). 
Remark 3.1-6 The condition (i) of Theorem 3-1-3 can be weakened 
to (i'): F(x, u) is non-constant and monotone in u for each fixed x . 
and F(x, u) is strictly increasing in x for uncountably many values 
of u - This is a consequence of Remark 3-1-1-
The formula (3-1-8) can be written in a different form by setting 
g~(x) = for some suitable s with 0 < s < « and s ^ 1 , as 
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indicated in Section 1, Chapter IX of Kuczma (I968). We state this 
in the following. 
LPTTitna. 3.1.6 The formula (3* 1*8) is equivalent to the formula 
F(X, U) = g [S^ g~(x)] (3-1-9) 
for X e (a, b) and u e R where s is a fixed constant such that 
0<s<eo, s  ^1 , and g(s^) = X(u) for u e R . 
Proof Since g(s^) = X(u) , we have that x = g [s^ and 
g~(x) = s^ . Therefore 
F(X, U) = g [S^ g'(x)] 
. s + 
=  X [X'(x) + u] . 
Similarly, we have the following. 
Lemmg 3-1-7 The formula (3-1-6) of Theorem 3-1-1 can be written 
in the following equivalent form by setting g(s~) = X(u) for u e R , 
F(X, U) = g [S^ g*(x)] (3.1.10) 
for X e (a, b) and u e R where s > 1 is a fixed number. A similar 
result for the formula (3-1-7) also holds. 
Proof Recall that X*[A(Ti)] = u for u s R , and X [X*(y)] =y 
if y is in the range of X(u) • Since g(s^) = X(u) for u s R , 
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we have g(v) = X( ^og % ) ^"0^ v = > 0 aod X[X (g(v))] = g(v) . 
Since g(v) is strictly increasing in v , the non-decreasing left 
inverse g (v) of g(v) is well defined on (a, "b) • To show that 
•X* ^ ^ 
g (x) = for X e (a, b) , we observe that g [g(v)] = v and 
* V )i log V 
gX [g(v)] _ g log s _ glog s _ ^ _ Hence, for x = g(v) , we 
X ) 
For X e (a, b; , but x f the range of g(,v; have g*(x) = . " " - -
or X(u) , we have X (x) = X (%') where x' = g(v') for some 
v' > 0 . and also e (x) - C fx') . Therefore, K (X) = sc fx') = 
s^ , ^ = s^ . Now, we have 
F(x, u) = X [ X*(x) + u] 
r log [s^ g*(x)] 
L log s 
= g [s" g*(%)] 
The corresponding result for the formula (3*l-7; may be similarly 
treated. 
Remark 3-1'T Much of the theory of iteration in effect rests on 
the notion that functions of form X [X (x) + u] solve (3.I.I) (see 
Aczel [19662, Michel [1962], and Saczma [I968]}. Winger (1972) noted, 
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in effect, that "easily iterated" functions, of form X [X (x) + u] , 
also satisfy (3-1-1), and Theorem B-l-l shows that, under certain 
conditions, all solutions of (S'l-l) in fact have that form. 
B. Iteration Groups 
In this section we consider the well-known problem of constructing 
an iteration group of a given function f(x) • The previous works on 
this problem have been summaried in the book by Kuczma (1968). Our 
results on this subject are contained in Sections C, D and E of this 
chapter. 
Let E be the open interval (O, c) where c is a fixed number 
such that 0 < c < CO . 
Let f(x) be a non-decreasing function from E into E such 
that lim f(x) = 0 and lim f(x) = c • 
X J' 0 X t c 
O O ^ f  "I r n <^^0T f m ^  ^  T oc .c* ^ r T WT \ WA acc ^ vu. *kV4.x#Amio# 
A one-parameter family of functions ?(x, u) from E into E indexed 
by u e R is called an iteration group of a given function f(x) if 
F[F(X,U), v] = F(x, u + v) (3-2.1) 
and 
P(x, 1) = f(x) (3.2.2) 
hold for X e E and u, v e R . 
Note that for a positive integer n we have F(X, n) = f°(x) , 
the n^^ iterate of the given function f(x) - If, for a given function 
5^ 
f(x), an iteration group of f(x) exists then the function F(x, u) , 
with u not an integer, may be regarded as an extension of the notion 
of an integral iterate of f(x) onto real iterative exponents. Also 
we see that the Equation (3-2.1) in Definition (3.2.1) is the transla­
tion equation discussed in the last section. Hence, the problem of 
constructing an iteration group of f(x) is equivalent to that of 
solving the translation equation (3.2.1) subject to an initial condi­
tion (3-2.2). The results of the last section show that under some 
reasonable conditions on F we should expect that f(x) is of the form 
f(x) = X [X*(x) +1] = g [s g*(x)] where g* is a left inverse of g . 
This then implies that f(x) must satisfy g [f(x)] = s g (x) which 
* ^ is a Schroder equation for g with g traditionally called "a Schroder 
function of f." Thus, the problem of constructing an iteration group 
of f(x) is reduced to that of finding a Schroder function of f(x) 
if F is required to satisfy certain conditions, e.g., those in Theorem 
3.1.1 or Theorem 3'l-2. 
In the rest of this chapter, the followijjg basic assumption will be 
used. 
Assumption 3«2.1 An iteration group of a given function f(x) 
will be assumed to satisfy the conditions of Theorem 3-1-1 or Theorem 
3.1.2. 
From the results of the last section, this assumption is equivalent 
to requiring f(x) to be of the easily iterated forsa f(x) = g[s g*(x)] 
where g(t) is a strictly monotone function, g (x) is the monotone 
left inverse of g , and s is some fixed number such that 0 < s < œ 
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and s ^  1 . Note that g(t) and g (x) are unknown functions to be 
determined. Hence, we will assume that the given function f(x) is of 
easily iterated foim f(x) = g [s g (x)] with g being strictly mono-
tonic. To be specific, we will assume that f(x) belongs to the class 
A or B defined below. 
Let G be the class of functions g satisfying the conditions: 
(i) g(t) is a strictly increasing function from (O. œ) into 
(0, c) . 
(ii) lim g(t) = 0 and lim g(t) = c . 
t 0 t f w 
Let 0 < 3 < 1 and 1 < b < œ be given. 
Let A be the class of functions f(x) such that f(x) = 
g [3 g (%)] for X e E and g s G . 
Lsît B be the class of functions f(x) such that f(x) = 
g [b g'^(x)] for X e E and g e g . 
•for f e A U B , g will be called the "edge function" in accord­
ance with terminology introduced in Winger (1972). 
Reïïiark 3-2.1 For a given f(x) eAUB ,we know that an itera­
tion group of f(x) exists. But the function g(t) is unknown to us. 
So, the problem of constructing an iteration group of f(x) is to find 
g(t) g G , I.e., to iincL g (x) satisfying the Schroder equation 
g*[f(x)] = P g*(x) (3-2.3) 
or 
g*[f(x)] = b g*(x) (3-2.4) 
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depending on whether f(x) e A or f(x) e B • As will he seen, the 
solution g (x) to the Schroder equation (3*2.3) or (3-2-^) of f(x) 
is not unique. In order to obtain a unique solution, it is necessary 
to require g to satisfy a certain condition. Our condition will be 
stated in terms of the regular variation of g(t) at the point zero. 
lemma 3-2.1 Let f(x) e A . Then the following conditions hold: 
(i) f(x) is a non-decreasing function from E into E such 
that lim f(x) = 0 and lim f(x) = c . 
X 4/ 0 X t c 
. (ii) C < f(x) < X for x s 2 . 
(iii) There exist infinitely many g in G such that f(x) = 
g [g g*(x)] for X e E . 
Proof (i) By the definition there exists an unknown but fixed 
g(t) e G such that f(x) = g [3 g (x)] for x e E . It is clear that 
f(x) is a non-decreasing function from E into E . It also must be 
true that lim g*(x) = 0 and lim g*(x) = œ , because g(t) e G . 
X 0 X f c 
Thus, lis f(x) = lia g [g g*(x)] = lim g(^ t) = 0 and lira f (x) 
X i 0 X V 0 t 0 X f c 
= lim g [p g (x)] = lim g(p t) = c • 
X "T C t t CO 
(ii) For a fixed x e E , let t = g*(x) • If the function g 
is continuous at t then g(t) = x . Hence 0 < g(p t) < g(t) , i.e., 
0 < f (x) < X If g is not continuous at t = g*(x) , we choose t^ 
such that g t < t^ < t and g is continuous at t, . Thus, there 
is x^ such that g (x^) = t^ and g(t^) = . Then we Mve x^ < x . 
Therefore, 0 < g(g t) < g(t2_) < x, i.e., 0 < f(x) < x^ < x . 
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(iii) By the definition there is an Txnknown fixed g(t) e G such 
that f(x) = g [P g (x)] for x e E . We see that g (x) satisfies 
the Schroder equation of f(x) , 
g* [f(x)] = p g*(x) . 
Now, define for n = 0, + 1, ... . Let = 
{x e E: g (x) e for n = 0, + 1, ... . It is easy to see that 
for each n , where the sequence {x^; n = 0, + 1, ...} 
can he determined by x^ = max {x e E: g (x) = p"} . Let Sq = f(E) . 
Since g (x) is a continuous and non-decreasing function from E onto 
we have g*(E) = R^ and Eg = g(R^) - This implies that g(t) is 
a strictly increasing function from R"*" onto E^ and that g (x) is 
the inverse of g(t) on the set Eg and thus g (x) is strictly 
increasing from Eg onto r"*". Hence fCEg) = Eq . Now, we consider 
the two zazcz: (l) Sq ^ E and (2) is a. proper subset of E . 
Case (l). If E^ = E then f(x) is an onto function and g(t) 
is a strictly increasing function from R"*" onto E . Thus, g(t) is a 
-f \ 
ccntinuous and strictly increasing function from R onto E and g (x) 
= g~(x) is a continuous strictly increasing function frcm E onto R^. 
Therefore f(x) = g [g g"(x)] is a continuous and strictly increasing 
function from E onto E . So we get f(l^) = g [p g (l^)] = 
= I because g"(l_) = and & ' = J • Now, let g'-Cx) XITX XX xjk  ^' màm -LV 
be an arbitrary function such that it is a continuous and strictly 
increasing function from 1^ onto . Then the function g^(x) , 
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defined by the recursive relation g~ [f(x)] = p g^^x) for x e E and 
g^(x) = g~Q(x) for X E , is seen to be a continuous and strictly 
increasing function from E onto . Hence, f(x) = g^[p g^(x)] for 
X e B , where g^ is a continuous and strictly increasing function 
depending on an arbitrary function Ig - We have shown that 
for the case (l) there are infinitely many g^ e G such that f(x) = 
®1 SivK/j for X s E • The argument used here can be found on 
page 113 of Kuczma (1968). 
Case (2). The same argument above can be applied to this case. 
First, "we note that ffE^) = Eq • and g (l^) = for n = 0, + 1, — . 
Since p • and p • g (l^) = we have, from the Schroder 
equation of f(x) , g^[f(]^)] = , and thus = g*[f(l^)] 
for n = 0, + 1, ... . It then follows that f(l ) c I . Since 
— n n+1 
the sets are pairwise disjoint, so are the sets " ^0 ^  ^ n * 
We have that E^ = U I' and f(l') = I',, • If x eE-E^ then On n n+± U 
X e I -1' for some n and f(x) e I' ^ • Hence, there is y e I' 
n n n+1 ' n 
such that f(x) = f(y) , and we may define d(y) = [x e I^ - I^: f(x) 
= f(y)} ' We see that d(y) is an interval because f is non-decreas-
* + 
ing. Since g is a strictly increasing function from Eg onto R , 
the values of g (x) at points not in E^ are completely determined 
by the condition that g* is non-decreasing. For example, g*(x) = 
g (y) for X e d(y) . Now, let g^g(x) be an arbitrary strictly 
— \ increasing function from onto • Then, the function g^(.x; 
with g^(x) = gj^gCx) on Iq , defined by the recursive relation 
g^ [f(x)] = p g-_(x) for X e Eq , is seen to be a strictly increasing 
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function from Eq onto For x e E-E^ there is an. interval d(y) 
with y e Eq and x e d(y) - We must define g^fx) = g^(y) for 
X e d(y) if the extended g*(x) on E is to satisfy the Schroder 
equation [f(x)] = p g^Cx) for all x e E . The function g^(x) 
so extended is clearly non-decreasing. Since the inverse function 
g^(t) of g^(x) on Eq is well defined and is strictly increasing 
in E", we have that g^ [g^^t)] = t for t e which implies g^ 
is a non-decreasing left inverse of gj^ • Therefore we have shown 
that there are infinitely zaziy gj^(t) e G such that f(x) = g^[g g^(x)] 
for X e E , since g^^t) is a function depending on an arbitrary 
function g^^lx; on . 
Therefore, the proof of this lemma is completed. 
Remark 3*2.2 The corresponding result for the case f^fx) e B 
can be stated. It is sufficient to note that fQ(x) = g [b g*(x)] e B 
if and only if f(x) = g [0 g (x)] s A . Hence, we will only treat the 
case f(x) e A in the following section. 
In view of Lemma 3*2.1, we give the following definition. 
Definition 3*2.2 For each f e A , define p(f) = {g e G: f(x) = 
g [p g*(x)] for X e E} . Let A^ = {f e A; f is continuous in E} and 
= [f G A: I is diseoiitinuo'iis at so-k points in 2} . 
Definition 3*2*3 (Kuczma [I968]) An iteration group of 
f(x) g A is called continuous if the function F(x, u) , regarded as 
a function of two variables, is continuous with respect to each variable. 
Otherwise, it is called discontinuous. 
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Ijemma 3-2.2 Suppose that f(x) = Si(x)] = g2l^2 
for X e E where e G , g^ e G , and 0 < < gg < 1 with 
= b| • Then 
Si g^Cx)] = gg [^2 SgCx)] (3-2.5) 
for X e E and u e R if and only if there is some p > 0 such that 
ggft) = gjL(pt^) for t > 0 . 
Proof Suppose that there is some p > 0 such that ggft) = 
g^(pt^) for t > 0 . Then g* [ggft)] = for t > 0 . Let Eq = 
f(E) . Then the argument in Lemma 3-2.1 shows that Eq = g^CR"*") = ggCR^)-
Here we will not distinguish the two cases Eq = E and Eg c: E . For 
*/ 
each t > 0 there is an x in Eg such that gglx; = t and 
gg [22(^)1 = X . Hence, for x e Eg we have g*(x) = g* {ggCg^fx)]] = 
P [g2(x)]'^ * This implies that for x e Eg , 
62 [^2 = Si [ P =2^ [g^{x)]^l 
= g^^x) ] . 
For x' e E-Eq , there is y e Eq such that f(x') = f(y) and 
ggCx') = ggCy) . So that 
"2 [^2 82^*')] " 62 LP2 &2^y)l 
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= [3i g*(y)] 
It remains to show that g^(x') = g^(y) • Since g^^x) satisfies the 
Schroder equation of f(x) 
g^ [f(x)] = Si(%) r 
it follows that g^fx') = [f(x')] = [f(y)] = S^Cy) and 
/ — e>2^\j / ^ 
Next, suppose that (3'2.5) holds for x e E and u e R • Let 
Y(t) = g^ [ggCt)] for t e R^, and s = for u e R • We have that 
^1 " ^2*^ ~ and 
g*(x) = Y [s ggCx)] - (3-2.6) 
For X G Eg , we have g^ [ggCx)] = x . Thus, for x e Eg , we get 
g]_ {gg [ggCx)]} = Y [s ggCx)] , 
or 
g* [ggft)] = Y(st) , 
which implies 
Y(t) = Y(st) for t > 0 , s > 0 (3-2.7) 
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Let p = y(1) and. t = 1 in (3'2-7) and we get y(s) = ps*^ . yCt) = pt^ 
for t > 0 is the unique solution of the Equation because 
Y(t) = g^ [ggXt)] is a non-decreasing function of t and is bounded 
away from zero on some interval (see Aczel [I966]). 
Corollary 3.2.1 Let f e A . Then there are infinitely many 
iteration groups of f(x) , each of them is continuous or discontinuous 
depending on f e or f s respectively. 
Proof By Lemma 3*2.1, the set p(f) = {g e G: f(x) = g [P g (x)] 
for X e E} is infinite. For each g^ e 3(f) , define F^(x^ u) = 
[3^ ggXx)] for x e E and u e R . By Lemmas 3*1*6 and 3*l-7 and 
Definition 3*2.1, F^(x; u) is an iteration group of f(x) for each 
g^ e p(f) . By using Lemma 3*2.2 with q = 1 , we see that for any two 
functions g^ and g^ in 3(f) , F^(x, u) = F^Cx, u) for x e E 
and u e R <=> there is p < 0 such that ggft) = g^(pt) for 
t > 0 < > g^(x) = p ggXx) for X e E • From, the proof of Lemma 
3*2.1, we see that any two functions g^^^x) and gg^Cx) which are 
strictly increasing frcaa Iq onto Jq need not satisfy the relation 
gJjCx) = p g^(x) for X e unless g^(x) = g^^vx) on , where 
Ig, Jq are defined in the proof of Lemma 3*2.1. Therefore, we have 
shown that there are infinitely many iteration groups of f(x) e A . 
The other statements are olr/ious-
Remark 3*2.3 Let f e A^ . If g^ and gg are two functions 
in p(f) then g^ [p^ g^(x)] = gg [g^ ggfx)] for x e E and all 
integers k . This follows from the fact that f(x) = g^[p g^(x)] = 
ggCP £2(^)3 and for k > 0 , f^(x) is independent of the edge 
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functions and gg . And, f'(x) = g^ [b g^(x)] = g^ [b ggCx)] 
with b = l/p . For k > 1 , the iterate of fçCx) = f (x) is 
independent of the edge functions. But f^(x) = f ^ (x) • If f e ; 
we have that f^(x) is independent of the edge functions for k > 1 • 
In the rest of this chapter we shall consider the following three 
cases of the function f(x) in A : 
(i) f(x) e A such that lis = g for soze 0 < p < 1 
X i 0 X 
(ii) f(x) e A such that lim = 1 . 
X I 0 * 
(iii) f(x) e A such that lim = o • 
X I 0 ^ 
The case (i) is considered in Section C, the case (ii) in Section 
D and the case (iii) in Section E. 
C- The Case 0 < f'(0) <1 
In this section we assume that f (x) e a . Note that there is no 
X in E such that f(x) = x , i.e., f(x) does not have interior fixed 
points in E . So the boundary point zero of E is considered as the 
fixed point of f(x) , and is called the attractive fixed point of f(x) 
because lim f^(x) = 0 for x e E • When f'(x) = lim 
n > CO X -ir 0 
exists, it is true that 0 < f'(0) < 1 . It is convenient to write 
f'(0) = p , whenever 0 < f'(0) < 1 and f(x) e A . 
Recall that there is a set = f(E) such that f(x) is strictly-
increasing from Eq onto E^ . It is clear that the set Eq is equal 
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to E whenever f(x) e and that the E^'s may "be different 
for different f's in • 
Lftinma 3'3'1 Let f(x) e A he given. If there exists a 
g(t) e p(f) such that g(t) is R-V- (l), then we have 
(i) lim S [g (x)] _ ^ ^ (ii) f'(0) = g and (iii) for each 
xi 0 
u e R , lim S [9 g (x)] ^  ^ 
X V 0 * 
Proof (i) We observe that if g is a continuous and strictly 
increasing function which is the case when ffx) e A_ . then e Fc fx^l 
• [g (x)] = X for X s E and thus ^ = 1 for x e E . 
If f(x) s A- then g [g (x)] = x for x e Eq = f(E) and g [g*(y)] 
^ y if y e E - Eq . Thus, if E^ has an interval (O, Cq) as its 
subset with 0 < Cq < c^ then we have g [g (x)] = x for x e (O, Cq), 
which implies (i). Now, assume that there exists no Cq such that 
f  O  ^  1  ^  c *  O  ^ ^ ^  T *  T * T ^  ^  «î  \  « 3  T 4 »  • ?  # #  
\ ^ y  / —• w *—» w w»—' NO w ^0 " ** w ***** V w w w \ a» / , É ^ 
g [g*(x )] 
sufficient to show that lim 1 for each sequence 
n " >• œ ' n 
{x^} in E - Eq such that lim x = 0 . Suppose that {x } is 
n > CO 
in E - Eq and lim x^ = 0 . Then, for each n there is y ® Eq 
n > CO 
such that g (x^) = g (y^) . Let t^ = g (y^) , we get g(t^) = y^ and 
t^ is a discontinuity point of g . Thus, x^ e [g(t^-), g(t^+)] for 
each n • Let {e >0} be chosen such that lim e = 0 and let 
^ n —» 0 = 
t_(l + e^) be a continuity point of g for each n . Let {e^ > 0} 
be chosen such that lim e! = 0 and let t(l-e') be a 
n-e>co ^ n n 
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continuity point of g for each n • Then we have, for each n , 
g - e^)] < g(t^) < g(t^) < g(t^+) < g [t^(l + ®j^)] • Since 
is R. V. (l) and lim t = 0 , we get 
n ^ 05 
,, scyi-^i)] g [t.d + %)] , 
This implies that 
,. 2(ta- ) , B( V) 
and the differences = g(t^+) - g(t^-) , the jump size of g(t) at 
d 
t^ ; is of the order O(y^) ,, i.e., lim = 0 . Therefore, we 
have shown that 
" » n 
8 
"T X  "  v +(x- v )  
n —> CO n n —*• » " n n n 
, , (I - ° ' 
'n 
because x - y < d for each n . 
' n "^n ' — n 
For (ii) and (iii) we note that g is R-V- (l) with (i), we ge1 
that for each u e R 
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g [3^ g*(x)] 





Szekeres (1958) introduced the notion of a continuous regular 
iteration group of f(x) e • The result of Lemma 3*3leads to an 
extension of this notion to discontinuous iteration groups. 
Definition 3-3-1 (Szekeres [1958]-) An iteration group F(x, u) 
of f(x) e A is said to be regular (with respect to the fixed point 
zero) if for each u e R 
Theorem 3-3-1 There exists a regular iteration group of f(x) e A 
if and only if there is a g(t) in p(f) such that g is R.V. (l). 
Proof Suppose that there exists a regular iteration group of 
f(x) e A . Then there is a g(t) ® 3(f) such that F(x, u) = 
lim 
x 'J' 0 
F(x, u) ^ gU 
X (3-3-1) 
where F(x, u) = g g*(x)] for some member g e p(f) • 
g [8^ g (x)] satisfies the condition (3-3-1)- This implies that for 
u = 0 , 
g [g*(x)] 
lim 
X -jf 0 X 
1 . 
Thus, we get, for each u e R and z = > 0 , 
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lim * V = lim 
t i 0 X 4' 0 ^ g [g (x)] 
= 
= z 
Therefore, g(t) is R-Y. (l). Note that f'(0) = g is implied by 
the condition (3-3'l) 
The converse is contained in Lemma 3-3-1-
Lemma 3»3*2 Suppose that g e G is R-V- (p) , p e R*. Then 
g (x) is R-V. (l/p) and h(t) is R-V. (p) where h(t) is such 
that h(t) s G and g [h(t)] = t for t > 0 . 
Proof By Lemma 2.3'^, g (x) is R.V. (l/p) • If h(t) has 
the stated property, then h(t) = g(t) for all continuity points of 
g(t) and the jump size of g(t) at a discontinuity point t' is of 
magnitude O(t') as t' —> 0 . Thus the jump size of h(t) at t' 
is also O(t') as t* —>-0 . Therefore h(t) is R.V. (p) . 
The uniqueness of the continuous regular iteration group of f(x) 
e Aq (when it exists) was proved by H. Michel (1962). We will prove the 
uniaueness of the recular iteration srouB of fCx) e A = U A, by 
using the regular variation of g(t) at the fixed point zero. 
Theorem 3»3'2 If there exists a regular iteration group of 
f(x) s A = Aq U A^ , then it is unique. 
Proof By Theorem 3'3'1, there is a ggft) in p(f) such that 
gg is R.V. (1) . Suppose that there was another g^^ e p(f) and g^ 
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was R-V. (l) such that [3^ g^C^)] ^  gg [P^ ggCx)] for at least 
some X c E and/or some u e R . But, we know that f(x) = 
go [p ggCx)] = gg_ [p g^(x)] for X e E and thus that for each integer 
k > 1 ; f"(x) = gQ ggCx)] = gj g^Cx)] for X e E • Let 
Yq e Eq such that gj(yo) = 1 and let p = gjijQ) - Then, 0 < p < œ 
le Tr 
and gQ [P ] = §]_[? * P J for each k > 1 • Now, the regular variation 
of gg and implies that, for each x e E. , 
*. . .. So [9 So(x)] 
5 u; = -Lim r 
° k-^. gn [Pf] 
gl [e gn(x)] 
lim — i (3.3.2) 
k —> CO g^ [p p] 
1 
Thus, p gg^x) = s*(x) for x e E. . By Lemma 3.2-2, [P^ g^Cx)] 
= g^ [p^ g*(x)] for all X 2 E and all u e R . This is a contradic­
tion-
A consequence of Theorem 3-3-2 is the following. 
Corollary 3-3-1 If the regular iteration group of f(x) e A 
exists then, for every fixed Xq e E , the limit 
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exists for each x e E and g^(x) is R-V.(l) and strictly increas­
ing frcm Eq = f(E) onto r"*", and f(x) = g [P g^(x)] for x e E , 
where g is the inverse of g^ . 
Proof By Theorem there is a g^ft) e 3(f) such that g^ 
is R-V- (1), and thus g* is R-V. (l). Fixing an arbitrary x^ in 
E ; we get, for x e E , 
Ax) Go [e Sq(I:)] 
-*r\ = . — 
V CO f (Xq) k—><= gg [3' goCXg)] 
_ 0 
g^txo) 
= g (x) . 
It is clear that g°(x) is R.V. (l) . Let p = g^CxQ) which is a 
positive real. Then we have p g (x) = g^fx) for x e E . Since 
is a strictly increesinz function from a. onto H . so is 
g^(x) . Thus, the inverse function g(t) of g^(x) is well-defined 
and is in g(f) . Hence, f(x) = g [p g°(x)] for x ® E -
This leads to the following definition (see pages 1^3 and 200 of 
Kuczma [1968]). 
Definition 3»3-2 Let f(x) e A . If the limit 
g^(x) = lim (3-3.4) 
k > CO f^^Xg) 
exists for each x e E where Xq is some point in E , and g^(x) is 
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a non-decreasing function from E onto such that g^(x) is a 
strictly increasing function from Eq onto , then g^ is a 
principal function of f(x) • The inverse of will be denoted by g 
Lemma 3»3'3 Suppose that a principal function g^(x) of f(x) 
exists , then (i) g^(x) satisfies the Schroder equation of f(x) 
g^ [f(x)] = s g^(x) (3'3-5) 
for X e S with s = [f'xg)] , (ii) f(x) = g [s g^(x)] for x e E 
where g(t) is the inverse of g^(x) on Eq , (iii) g(t) is R.V.(l) 
and f'(0) = s . 
Proof (i) Here Xq is some fixed number in E . By (3'3'^), 
we have for each x e E 
gO [f(x)] = li. 
k ^ eo f^XXg) 
lim 
k 03 f\xQ) 
= g"(x) • g" [fCXg)] 
Of  \  s • g (x) 
where s = g° [fCx^)] • But S^{xq) = 1 and g° [f(x)] < g^(x) imply 
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that 0 < s < 1 . Since g^(x) is strictly increasing in Eq and for 
X e , f(x) < X , we must have 0 < x < 1 • (ii) f(x) = g [s g^(x)] 
is a direct consequence of the definition, (iii) To show that g(t) 
is R.V. (l) , we first note that, from (ii) and (3'3'^), we get 
0 8 [s* 
g (x) = lim 
k —». CO g [s^ S^Cxq)] 
lim 
g [s^ g°(x)] 
, - k-k —^ CD g [s ] 
which, by Theorem 2.3.1, implies that gCt) is R.V. (l) . By Lemma 
3-3.1, f'(0) = s . 
Lemma 3.3.^ Suppose that a principal function g^(x) of f(x) 
e A exists and g(t) e s(f) with s ^ g then (i) g(t) / p(f) and 
(ii) the function h(t) = g(t^^) for t > 0 is in p(f) where q 
is such that p = s^ , and h(t) is R.V. (1/4 ) • 
Proof (i) From Lemma 3*3*2, f(x) = g [s g^(x)] for x e E 
and, by the definition of g(f) and s ^ p , g(t) i 3(f) . (ii) By 
Lemma 3.2.2 we have f(x) = g [s g^(x)] = h [s^ h^(x)] = h [p h*(x)] 
Tor X K E , aiid thus li(t) S p(f) • Next, by lemma 2-3.6, h(t) is 
R.V. (l/q) . 
Definition 3»3»3 Let f(x) e A . If a principal function g^(x) 
of f(x) exists and g(t) e p(f) , then the iteration group F(X, U) = 
g g'^(x)j is called principal. 
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Theorem 3'3-3 Let f(x) e A . An iteration group of f(x) is 
principal if and only if it is regular. 
Proof Apply Corollary 3-3*l and Lemma 3'3'2. 
A special case of Theorem 3-3-3 when f(x) e Aq was contained in 
Kuczma (1968); the "if" part of the special case was proved by Szekeres 
(1958) and the "only if" part was proved by Lundberg (1963). 
Remark 3-3-2 Let f(x) s A and let f(x) be continuous and 
strictly increasing in a sub interval (O, c), 0 < c^ < c . Then, under 
the condition of Theorem 6-3, Theorem 6.7, or Theorem 6.8, Chapter VI of 
Kuczma (1968), a principal function g^(x) of f(x) exists and is 
R.V. (1). This fact is also stated in Seneta (197^)-
Definition 3»3'^ Let g e G- be given, g (x) is called an 
asymptotic inverse of g(t) with respect to zero if 
g [g*(x)] 
lim = 1 . (3.3.5) 
y.'ir 0 ^ 
Lemma 3.3.5 let g e G be given. Then the following two state­
ments hold: 
(i) lim = a if end only if lim ^ = i/a where 
t 0 X 4r 0  ^
(ii) Suppose that g (x) is an asymptotic inverse of g(t) • 
lim = a if and only if lim ^ = l/a where a = 0 or 
t ^  0 X J' 0 ^ 
00 . with the convention l/O = œ and l/œ = 0 . 
Proof Note that either of the conditions implies that both g(t) 
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and g (x) are regularly varying at zero of order 1 and thus the condi­
tion (3'3'5)- The validity of (i) and (ii) follows by checking 
c'ï'O ^ X ^  0 g [g (x)] ^ 
g [g*(x)] 
X 4^ 0 g [g (x)] 
g*(x) 
= l/a , 
if lim ~ ^  ' 0 < a < a , and checking Sl5l = 
t 4 0 
^ ^ llm 
t v 0 X V C s(x) 
[g*(x)] 
1 
X 4r 0 ^ K*(x) 
= a 
if lim G (x) = i/a , 0 < a < <= -
X i 0 ^ 
Remark 3-3-3 The content of Lemma h.3-6 of Winger (1972) is con­
tained in (i), i.e., the statement that if lim = a , 0 < a. < <x> , 
t 4r 0 
-Jk 
then lim & = l/a . The proof given here is a correction of the 
X j 0 ^ 
argument given by Winger. 
f r 
Theorem 3*3»^ let f(x) s A vith lim = P • If there 
X 4R 0 
exists a g(t) c 3(f) such that 
(i) g*(x) is an asymptotic inverse of g(t) with respect to 
g[ig*(x,)3 
(ii) lim — for i = 1, 2 , where x 
n —> CO 
satisfies l/n = g (x^) for n > 1 , and m^ and m^ are two posi­
tive integers such that log ^ /log ^  is irrational, then g is 
regularly varying at zero of order 1 • 
Proof This result is a consequence of Theorem 2.3*9^ due to 
DeHaan . 
D. The Case f*(0) = 1 
2h this section we assume that f(x) e A and f'(0) = 1, i.e., 
f(x) fulfills the condition 
lim = 1 . 
X 0 ^ 
Let p "be a fixed number in the following discussion such that 
0 < g < 1 . Recall that f(x) = g [3 g (x)] = X [X (x) + 1] if 
g(t) s P(f) and X(u) = g(p^) for u s R . Under the condition 
f'(0) = 1 , we have the following simple result. 
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Lemma. 3J+.I Let f(x) G A with f'(0) = 1 . Then (i) g(t) 
is slowly varying at zero for each g e p(f) j and (ii) lim = 1 
t-^o AAt; 
for each y e R , where X(u) = g(p^) for u e R • 
Proof Let g(t) be an arbitrary function in p(f) and X(u.) = 
g(p^) for u e R . Then, for a positive integer n , f^(x) = 
g g*(x)] = X [X*(x) + n] for x e E • The condition f'(0) = 1 
S g*(x)] 
implies that lim 1 for each positive integer n > 1 • 
xi 0 ^ 
g [g (x)] „ 
Next, we show that lim = 1 • Since g [g (xjj = x for 
^ Q X 
X e Eq = f(E) , it is sufficient to show that if there is a sequence 
[x. 1 in E - with lim x. = 0 then 
^ " k—>.0 ^ 
g [g*(xt)] 
lim ^ = 1 . 
k 03 
Let y. be such that e (x. ) - g (y, ) for each k and y,. s iL ^ K tC n. V. 
Thus g [g (y^)] = y.^ for each k , and 
g [g (x^)] g [g (x^)] g [P g (x^)] 
lim = lim • — 
k —> CO ^ k —> œ g [pg (x^)l ^ 
g [P s*(\n 
= xim — 
k —> <= g [3 g*(y|,)] ^k 
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Since {x.} is an arbitrary sequence in E - E. with lim x. = 0 , 
g ^ ° 
we get lim 1 . Therefore, ve have shown that for each 
0 ^ 
integer n > 0 , 
g g*(x)] 
lim ^ = 1 . 
X 4^ 0 g [g (x)] 
Now, for each integer n > -1 , ve have, by putting t = p ° g*(x) , 
g [P-* g*(x)] (t) 
lim ^ = lim = 1 
X 0 g [g  (x)] t  i  0 g(pj t )  
By Theorem 2.3*^, g(t) is slowly varying at zero. Thus, we have, for 
each u e R , 
- ^ t'TOD ' X V 0 X [X (x)] 
g [P* g*(x)] 
= lim 
X 4' 0 g [g*(x)] 
= 1 
where t'= X*(x) = q ^ , and g*(x)—>0 as x->0 iog p 
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Definition 3'^.1 (De Haan [1970]•) Let H "be the class of 
strictly increasing functions: R"*" —> R such that if s(t) e II 
then s(O-) = 0 and s(t) is slowly varying at zero and s(t) satis­
fies also the condition that for z, y > 0 (y ^  l) 
= m • 
Note that for a fixed y > 0 (y ^  l) , the condition (3-^-2) is 
equivalent to the condition 
,"^0 sit) = - (3A.3) 
where y^ = z or u = ^ . Note also that if (3*^-2) holds for all 
z > 0 and a fixed y^ > 0 (y^ ^  l) , then it holds for all z > 0 
and anj"" y > 0 (y l) - So far as the property (3'^-2) is concerned, 
the values of s(t) in n for all large t's are not important. We 
give an example to show that n is not empty. 
Example 3'^"1 Let s(t) = ^ for t s (Oj l/2) and the 
values of s(t) on [1/2, œ) can "be any increasing function. Note 
that s{0-*-) = 0 and s^t; is slowly varying at zero. It remains to 
shew that s(t) satisfies (3.4.2). For fixed z >0 and y >0 
(y ^  l) and sufficient smalH t >0 , we have s(tz) - s(t) = ^ 
- log tz 
and s(ty) - s(t) = . " :ï^ ' 
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— U.XIU 
n._ log z . log ty 
t 4. 0 log y log 
= los z 
log y 
lemma 3-^-2 Let f(x) e A with f (O) = 1 . If there exists 
g(t) e 3(f) such that g(t) e H then the following two conditions 
hold: 
(i) For each x e E , 
T.TV»Ô>U3 V. 4n K qnr*h T.V»PT. C { w I = 1 
(ii) ror x, y in 
_ji+l /• \ ^ / \ 
lim ' ^ = 1 . (3.k.5) 
- f"(y) 
Proof Since f^(x) = g g (x)] for each positive integer n 
"X" . V 
and Xq is so chosen that g (x^j = 1 , ve get from the equation 
(3*^-2) that for each x e E 
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f^(x) - f^CXg) g g*(x)] - g(P^) 
lim —-= = lim 
—œ (Xq) - n —>• CO g [3° • p] - g(p^) 
which is the eq.uation 
Next, we have 
,. f-'-tx) - f=(x) ,. l u n  — - = — ' — ^ =  l i m  — 7 =  
n —>• 00 (xg) - f°(xQ) n —> 00 (xg) - ^(*0^ 
loSg[f(x)] 1., 
log p log P 
log P • g*(x) - log R*(x) 
log 3 
where we use the fact that g [f(x)] = 3 • g (x) for x e E . Hence, 
the equation (3•^•5) follows. 
The formula (3«^-^) is due to P. Levy (1928). 
Definition 3-^-l Let f(x) e A and f'(0) = 1 . If the limit 
_ fG(x) - fS(Xo) 
X°(x) = 13a ^ -2— (3.11.6) 
n —* » - f°(xg) 
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exists for each x e E and is a strictly decreasing function from 
Eq = f(E) onto R where Xq is any fixed element in E and the 
equation (3-^-5) holds, then the function g^(x) = is called 
a principal function of f(x) . 
Lemma 3'^'3 let f(x) e A and f'(0) = 1 • If a principal 
function g^(x) of f(x) exists then the function g(t) which is 
the inverse of g^(x) conditioned on Eq is in H • 
Proof From the assumption we get that g^(x) is a strictly 
increasing function frcsi Eq onto h"*" and s^(x) = if and only 
if f(x) = f(y) . Hence g'^(x) is a continuous and non-decreasing 
function from E onto r"*" . Now, for each x e E 
X [f(x)] = lûa 
n >* oo 
f°'^^(x) - f^(xQ) 
f^'"^(x.) - f^(x_) 
[f'^'^^(x) - f^W] + [f^(x) - f^(xQ)] 
— lira 
n —^ œ 
= 1 + • 
Hence; we get 
«°fxl 
log 6 log 3 
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or 
[g(x)] = p g°(x) . 
Now, let g(t) be the inverse of g^(x) conditioned on Eg . We then 
have f(x) = g [p g^(x)] and g(t) e 3(f) . Thus, by Lemma 3'^"1, g 
is slowly varying at zero. Now, the convergence in is uniform 
in every closed subinterval of E , because the function G^(x) defined 
by 
-D. / \ -XL / \ 
I {XJ - I (XqJ 
is decreasing in x , and x'^(x) is a continuous and non-increasing in 
X • In order to prove that g(t) e II , we must show that 
~ r0^4-1 _ 
e> ^J 
lim = u (3'4.3j 
t4^ 0 g [3 t] - g(t) 
for each u e R , or, by putting t = g*(x) in (3'^-3), 
g LP S (x)j - g Lg 
-i-aou  ^  ^
x>t 0 g [3 g (x) ] - g [g (x)] 
(3.4.7) 
for each u e R • Since the convergence in (3-4*6) is uniform in every 
closed sub interval of S , we have 
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lij. _ f°(y) - Axp) 
n —» « - f°(Xg) n —f œ 
= 1 
uniformly on every closed subinterval of E • Consequently 
lim 
n  — C O  
f°(x) - f°(y) 
£""•^(7) - fB(y) 
= lim 
f°(x) - f°(xQ) f^'^^Xg) -f^(Xg) 
f^^^(xQ)- f^(xQ) f^'^-(y) - f°(y) 
f^(y) - f°(xQ) 
_  ^ (xq) - f^Cxg) 
- f^(xo) - Ay) _ 
X°(x) - \^(y) 
and the convergence is uniform in every rectangle x Ig = X 
[ag, bg] vnere [a^, c^j and [a^, b^] are closed sub intervals cf 2 -
Note that (3*^-7) is true for the sequence {x^] in E such that 
g*(x^) = for n = 1, 2, ..., that is, (3-^'T) holds for a geometric 
sequence. Now, fix u e R and an arbitrary sequence {y^} in Eq such 
that lim y-,. = 0 • Let e > 0 be given. Consider the rectangle 
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IlX Ig = [a^, X [a^, "b^] where (xg) , = f^Cx^) , 
ag = ftxg) and = x^ • Then there exists E depending on e , 
and the rectangle x ^ such that if n > If then 
< e 
for every pair (x, y) e x Ig • Define f^(x) = g g (x)] for 
X 0 E and u e R . Thus, f"^x) = X [X^(x) + u] for x e E or 
u e R , and X [f (x)] = X (x) + u for x e E and u e R • Without 
loss of generality, we assume that y^^ < a^ = ffx^) for k > 1 . Choose, 
for each k , t, e I» = [a_, b»] such that f (t, ) = y, • Since 
lim y = 0 , 
k —^ « k 
k 2 
lim ^k = = 
k' •'k 
Fix k such that if k > K then 
n^ > N . Since, for each k , t^ e [a^, b^^] , we have f^(t^) e 
[a^, b^l . Now, since 
lim 
S [P g ()'^)] - g [g"(y^)] 
g [P g^(y^) ] - g [gly^)] 
- g [g"(yv)] 
xim 




f ^(t^) - f (t,^) 
1+n, n, 
" f (\) - f (\) 
& 
lim 
A - A(t^) 
k -> = J . A (t^) 
we get 
A [f^(t^)] - f\\) 
l+3\ n,. 
f k^(tk) - f (t.) 
[x° [f'^Ctv)] - X®(t^)] < e 
if k >K . But, [f*(t,J] - = u implies 
r^ U, A, f [f"(t^)] - f (t^) 
- At,) 
u < e 
if k > K . Hence, (3-^'7} is true for an arbitrary sequence {y^} in 
such that lim y = 0 . If x e E - EL then we can replace 
k -> o ^ 
X by y in such that g*(x) = g (y^) • Thus, (3'^*7) is true 
for any sequence in E . Therefore (3*^-3) is valid and gvt; s n . 
Rpmark 3-^'l The method of proof was used in A. Smajdor (1966) 
to show that the caatinuous iteration group F(U, X) = g g (x)] is 
regular, that is, F(X, U) satisfies the condition 
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X ^  0 
Our finding is that the class ÎI of functions plays an important role 
in this so-called critical case f'(0) = 1 . 
Theorem 3*^.1 let f(x) e A and f'(0) = 1 . There exists 
g(t) e p(f) such that g(t) £ 11 if and only if a principal function 
g^(x) of f(x) exists. 
Proof This follows from Lemmas 3'k.2 and 
Definition 3-^-2 (Szekeres [1958] ) Let f(x) e A and f*(0) 
= 1 . An iteration group F(x, u) h g [p g*(?:)] of f(x) , with g(t) 
e p(f) ; is called regular if 
X 0 
for X e Eq = f(E) . 
Corollary 3'^'1 Let f(x) s A and f'(0) = 1 . A regular itera­
tion group of f(x) exists if and only if there is a g(t) e p(f) and 
g(t) e n • 
E. The Case f'(0) = 0 
In this section we consider f(x) e A satisfying the condition 
f'(0) = 0 ; that is. 
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lim = 0 . (3.5.1) 
X 0 
Note that if f(x) e A and satisfies (3.5*1)^ then there is no 
g(t) ® p(f) such that g(t) is R-V. (l) . 
Lemma 3.5.1 Suppose that f(x) e A and that there is a g(t) e 
g Fg^fx)"! 
p(f) such that g(t) is R-V- (+œ) and is bounded on 
X 
fix) 
some right neighborhood of zero. Then, lim —^^ = 0 . 
x4r 0 ^ 
Proof Since f(x) = g [3 g (x)] , ws get 
S [P g*(x)] g [g*(x)] 
lim = lim r • 
X J> 0  ^ X 4^ 0 g [g (x)1 ^ 
= 0 . 
We shall consider a special subclass of rapidly varying functions 
g(t) of the form. 
WXJ, O «wdlZC 
g(t) = exp[-^j^] (3.5.2) 
right neighborhood of zero inhere ¥(t) is R-V- (l) • This 
subclass of g(t) will be denoted by Z . 
Let p(x) be a continuous and strictly increasing function (O, c) 
onto (0, c) such that 
' (3-5-3) 
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on some right neighborhood of zero. 
Lemma 3'3'2 If f(x) = g [p g*(x)] with g(t) e Z , then 
h(x) = p [f(p~(x))] has a regular iteration groiç. 
Proof The validity of this lemma follows from the fact that 
P [g(t)] = w(t) on some right neighborhood of zero. 
Note that those f(x) , studied in § 3; Chapter IX of Kuczma 
(1968), are special cases of the functions treated in lemma 3*5-2. 
lemma 3 - 3 - 3  Suppose that f(x) = g [g g*(x)] with g{t) = 
exp [- \ ] on some right neighborhood of zero and ¥'(0) = 1 • 
Then, for x e (O, c) 
lim log ( —^ - (3.5.4) 
n —^ OS f^(x) g (x) 
Proof Since f^(x) = g g (x)] , we get 
° ' f°(x) ' ° ^  ' K g*(x)] ' 
on some neighborhood of zero. Hence, for x s (0, c) , 
lim ^ log ( — ) = lim ® 
f°(x) n CO ¥ g^x)] 
Lim £ 
» ¥ [gf g (x)] ¥(P°) 
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g*(x) 
The formula (3*5*^) is due to Szekeres (IQ58). Here, we give a 
different condition for (3*5-^) to hold-
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IV- THE CLASS OF PSEUD0-EEC3ULAKLY VAHriHP. FUNCTIONS 
A. Definitions and Examples 
Consider the following functional equation 
bc(py) = c(y) (4.1.1) 
which is the simplest form of Schroder equation, with f(y) = 3y • In 
view of the resialts of Chapter III, we have the following. 
Lemma 4.1.1 Suppose f(x) = gy for y > o and 3 is some fixed 
number in (0, l) . Then we have 
(i) If b > 0 and c(x) is required to belong to the family of 
-r 4* functions from R into R , then the complete set of solutions to the 
equation (k.l.l) is given by the set of functions c: r"*" —v r"*" such 
that for X e [g, 1] , 
where Cq(x) is any bounded positive function defined on [3, 1] satis­
fying b Cq (g) = Cq(1) , and for x >0 , c(x) satisfies b c (gx) = 
c(x) . 
(ii) If, in addition, c(x) is required to be monotone or con­
tinuous, then the arbitrary functions Cq in (U.1.2) with the addi­
tional property will also generate all the solutions. 
Proof The proof is easy. 
c(x) = Cq(x) (4.1.2) 
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Remark 4.1.1 If b = p = 1 then any function will satisfy 
c(y) = c(y) . If b > 0 ; bj^l, and g = 1 , there is no solutions 
to (k.l.l) among the class of functions c: —>• • If b > 0 , 
b ^ 1 and p = 1 , the only solution is c(x) = 0 . 
Remark 4.1.2 Under Lemma 4.1.1 we see that for any solution 
c(y) , we get b^c(g^y) = c(y) for y >0 j n = 1, 2, ... Hence 
c(g°y)/c(p^) = c(y)/c(l) for y > 0 . By the results of Chapter II, 
c(y) can not be regular varying uni ess c(y) = c(l) x'^ for a e R . 
But the function c(y) , not of the form c(l) , behaves quite 
'regularly* along some geometric rate at zero and/or at -h», if we de­
fine the operator 0^ on the class of functions f : R"*" —^ R^ by 
Op(y) = ) then any solutions to (4.1.1) with fixed p and any 
b > 0 is invariant up to some constant multiple under the opera­
tion 0 ^  for n = 1, 2, ... In the following we will consider only 
these c(y) •vrhich esre monotone. Thus the ease b - 1 and 0 < g < 1 
includes only those c(y) which are positive constant functions, e.g. 
slowly varying functions at zero and/or at +» . Hence b will be 
required to be positive with b ^ 1 . 
Remark 4.1.3 let R~ = the set of reals less than zero. The sets 
of solutions to (4.1.1) with c(y) required to be from R' into R , 
from R~ into R"*" or from R~ into R are similarly treated as in 
lemma 4.1.1. 
The following definition is a generalization of the notion of regu­
lar variation. 
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Definition 4.1.1 A function U: R"*" is called pseudo 
regularly varying at zero (P.R.V.) if there exists a monotone function 
c: R^ —> R' satisfying bc(px) = c(x) for x > 0 with 0 < p < 1 
and b > 0 , b ^ 1 such that, for some sequence > 0} with 
lim ^ = p , 
n > 00 n 
lim b° x) = c(x) (4.1.3) 
for all continuity points of c . The number p is called a rate of 
pseudo regular variation for U , and the number a defined by 
b = 3 is called an order of pseudo regular variation at zero of U 
at a rate p . Functions with a rate p and an order a. will be 
called pseudo regularly varying at zero of exponents (p, a) (P.R.V. 
(p ,  a)) .  
Observe that if b > 1 then a. defined by b = p is in r"*". 
and if 0 < b < 1 then o: is in R • 
Note that for a function U: R^ —>- R^ , U is P.R.V. (p, a) iff 
l/u is P.R.V. (p, -a) . Hence, in order to study the class of P.R.V. 
functions from r"*" into R^ it is sufficient to consider the subclass 
of P.R.V. (p, a) with a e R' • 
In Chapter II we gave an example in Remark 2.3*5 showing that U 
can be P.R.V. (l/2, l) , but not R.V. (l) . Any monotone solution to 
(4.1.2), which is not of the form ax" , is not regularly varying at zero. 
Many important functions satisfy Thomas' equation (4.1.1). 
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Example 4.1.1 Let U(x) be the Cantor's singular function on 
[0, 1] . It is well known that 2U( J ) = U(x) for x c [O, 1] . 
Define a function c: R' by c(x) = U(x) for x e [0, 1] and 
2c( ^  ) = c(x) for X > 0 . Then, we have 
lim 2^ U( — ) = c(x) for x > 0 
n —^ CO 3^ 
and U is P.R.V. (l/3, Q:) with a = log 2/log 3 • This also shows 
that the Cantor function is not R-V• 
+ _+ 
iiemma 4.1.2 A function U: R —R is P.R.V- (3, a) with 
a € R and p =3^ in (4.1.3) iff there exists a monotone function 
n 
h: R"*" —à» R^ such that the following two conditions hold: (i) there 
Uf 6^ ) 
exists a positive number c, with lim —^= 1 and 
'1 _ ^ 
U(S^x) 
n —^ CO c^ p 
(ii) lim —^^ = h(x) for all continuity points of h . 
k TTf' o~ •) 
\ I- / 
An analogous result holds for the case -a s R^ . 
Proof Suppose that U is P.R.V. (g, a) , a e R^ . Then there 
is a monotone function c: r"^ —r"*" with bc(px) = c(x) for x > 0 
such that 
lim b" U(g^ x) = c(x) 
n —> CO 
at all continuity points of c . Without loss of generality, we assume 
that c is continuous at x = 1 and let c^ = c(l) . Thus (i) and 
(ii) follow. 
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The converse is a direct computation. 
The case a e R~ is similarly treated. 
Remark 4.1.4 Note that by setting s(x) = frfi for x > 0 we 
have, under Lemma 4.1.2, lim s(3°x) = 1 for all continuity points 
n —^ CO 
of c . Also, we have h(p^) = for k = 1, 2, 
In most of applications of the pseudo regularly varying functions, 
the functions U and c are right continuous and monotone in r"*" . 
For right continuous functions c , two theorems will be proved 
in the next section. 
B. A Subclass of Monotone P.R.V. Functions 
In this section we study a subclass of P.R.V. functions which 
satisfy the condition (4.1.3) with c being right continuous in r"*" . 
The case of c being left continuous in r"*" can be similarly treated. 
+ ~ — J-
The analogous results for c : R —> R , or c : R —> R or 
c: R —>• R may be easily treated by suitable transformations. 
Applications of results in this section will be seen in the next 
chapter in the topic of domain of attraction for the iterated limit 
laws. 
A O ) i  O  T  T  T T  •  ^  T D  * 3  ^  4  
• I - t_ • \J v » «L.V —- XV Gkt U. \4 I \J • 
and let 0 < g < 1 , asR'. U is P.R.V. (g, a.) with a right 
continuous c iff there exists a sequence > 0} with 
9^ 
im U(p^ x) = c(x) (k.2.1) 
n • >• œ 
for X e I c e"*" and x is a continuity point of c where I is an 
open interval containing for some integer k and c is 
a right continuous from I into • 
Proof If U is P.R.V- (g; a) with a right continuous c then 
(if.2.1) follows. 
Suppose that (4^2.1) holds for U . We must show that (4^1.3) 
holds with b = 3 and bc(3x) = c(x) for x > 0 . 
Note that c(x) must be a non-decreasing function. (4.2.1) implies 
that if x^ —x^ and x^ is a continuity point of c with x^ e I , 
then 
lim U(3^ x^) = c(xq) ; (4.2.2) 
which follows from the Remarks 2.3-1 and 2.3-2. Now, (4.2.2) and 
P , 3 6 Xq 
lim — = p imply that, with x^ = — , 
n CO Pn+1 
lim U(p_ 3 Xq) = lim 3°= " G 
n ^ OS n 03 n+1 
call 
= P c(xq) = c(3 Xq) . (4-2-3) 
Since x^ e I is an arbitrary continuity point of c , we get (4.2.1) 
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holds for All continuity point x e 3 • I . In fact, c is continuous 
at Xq e I implies c is continuous at . Similarly, we can show 
that (^.2.1) holds for with the definition of c on p by 
a similar formula as (4.2.3)" Thus, repeating the aheve argument leads 
to (k.1.3) with c satisfying p °b(px) = c(x) at all continuity 
points of c . Since c is right ccntinuous in I we then deduce 
that bc(gx) = c(x) for x > 0 where h = 3 '^ > 1 • 
Remark 4.2.1 The corresponding result for a non-increasing U 
can he similarly stated. 
Theorem 4.2.2 Let U: r"*" —>• R^ he a non-decreasing function, 
and let 0 < p < 1 and a e R^ . If there exists a sequence > 0} 
with lim = 0 such that 
n >• 00 
lim U(p^ x) = c(x) (4.2.4) 
n ^ OS 
at all continuity points of c where c(x) satisfies p '^c(px) = c(x) 
for x > 0 and c(x) is a right continuous function from r"*" into 
R^ , then U is P.R.V. (p, a) with U being a right continuous 
function. 
The t 
Proof Suppose that (4.2.4) holds- To prove that U is P.R.V. 
^n+1 (S, a) , we must show that lim —— = p • From the assumption we 
n —• 03 n 
know that if c is continuous at x^ e R^ then c is continuous at 
pXg . Thus, we get 
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liia U(p^ g Xq) = c(3 Xq) • (k.2.5) 
Note that (4.2.2) also holds in this case. îîow, let be a continu­
ity point in I . 
Assume that lim ^ 3 • Then we can choose a subsequence 
nœ n 3 
[n. } of {n} such that lim —r = p- where e [0, 3) or 
n = ^n^ 
(3 ,  +co] . Since the arguments in either cases are similar, we may 
consider only the case 3^ s [0^ 3) • let t- be chosen such that 
3o < to < 3 ; and Xq and t^Xg are continuity points of c with 
c(tgXo) < c(3Xq) . Then by (4.2.2), we get, for all large k , 
U(ei^ Xo) = P e U Cg^ { — Xg )] 
— ^ TT r j_ 1 
P P ^ LP^ -^Qj 
passage to the limit, we get 
c(x-) < S ^  cftg Xg) < 3 ^  c(3Xg) 
This leads to a contradiction. 
The converse is trivial. 
RpTTiar-is. 4.2.2 Other related problems on the equation (4.1.1) and 
Definition 4.1.1 will not be studied further. For example, if 
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c: R"*" —> R"*" satisfies 
2c( ^  x) = c(x) for X > 0 
(4.2.5) 
3c( ^  x) = c(x) for X > 0 
xnen c satisiies 
I" c( I" x) = c(x) for X > 0 
is the converse true? If c is required to be continuous and strictly 
increasing in r"*", is it true that c satisfies (^.2.$) iff c satis­
fies (^.2.5)? Other interesting questions will be met in the next 
chapter. 
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V. OK CERTAIN STOCHASTIC ITERATION PROCESSES 
A- Introductory Remarks 
In this chapter we deal with certain generalizations of stochastic 
games studied in the papers of Thomas and David (1967) and Thomas (1967)-
By a stochastic iteration process (cp, F) we mean a sequence of real 
random variables ••• such that for each integer n > 1 the 
distribution function of X^ is [F(t)], -œ < t < <= , where 
F is a known distribution function on the real line, and cp is a non-
decreasing function from [0, 1] into [0, 1] and cp^ is the n"^^ 
iterate of cp • Since we always take a distribution function F to be 
right continuous in R , we also require cp to be right continuous 
with cp(0) = 0 and o(l) = 1 • When F is the uniform distribution 
function on [0, 1] , F^(x) = œ^(x) for 0 < x < 1 , F^(x) = 0 for 
X < 0 . and F Cx) =1 for x > 1 • This reduces to the case studied 
n • • — 
in Chapter III. In general, we assume that cp°'(x) converges to a 
degenerate distribution function, i.e., the corresponding sequence of 
random variables converges in probability to a constant a e [0, 1] . In 
stochastic games, the constant a is the unique fixed point of the 
maximln function cp(x) = [1 - (l-x)^]^ and 0 < a < 1 . In classical 
extreme value theory, the constant a can be zero or one (here, 
Fn(x) = 1 -(l-x)^ or F^(x) = x"^ could be defined as non-stationary 
iteration processes). It is interesting to know whether we can find 
some stabilizing constants {a^} and [b^ > 0] such that cp^(a^ + b^x) 
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converges in distribution to some non-degenerate distribution function 
as n becomes infinite. 
Therefore, the problem of choosing sequences of norming constants 
for a sequence of distribution functions is reviewed in Section B of 
this chapter. Some vell-knovm results are stated without proofs, be­
cause most of them can be found in the books cited in Section B. A 
result due to De Kaan is proved. 
In Section C we give a general discussion of iteration processes 
from a view of stabilization. Then, five subclasses of iteration 
processes are defined and studied to some extent in later sections. 
Three important subclasses are §q, and 5^ . 
The relation between cp and the uniform limit law under cp is 
studied in Section D. The results of this section can be easily derived 
from those results in Chapters II and III. The notions of regular varia­
tion and easily iterated form play important roles in the problem of 
stabilization. 
In Secticn E the class of all possible limit laws under a fixed cp 
is characterized by solving the Thomas-Schroder equations, and the 
domains of attraction of limit laws are treated by using the notion of 
pseudc regular variation as developed in Chapter TV. Since we assume 
in this section that cp is continuous and strictly increasing, the 
work of Thomas (1967) is applicable. Two open problems in Thomas (1967) 
are solved in this section-
In Section F we treat the case in which cp e $q and cp is also 
assumed to be continuous and strictly increasing. The class of all 
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possible limit laws under a fixed cp is treated to some extent, and the 
domains of attraction of limit laws are also treated. Analogous results 
for cp e can be simply stated without proofs- An application of 
this work to extreme value theory is obtained by considering the min 
function cp(x) = l-(l-x) for some fixed integer k > 2 , and the max 
function cp(x) = x^ for integer k > 2 . 
It seems to the author that the iteration approach to classical 
extreme value theory is much more informative in a sense that 'pseudo 
regular' extreme limit laws can be obtained under iteration. In particu­
lar, it indicates that the problem of stabilization along a subsequence 
of a sequence of distribution functions is of interest in its own light 
and may have some useful applications. 
B. The Problem of Stabilization for a Sequence 
of Distribution Functions 
Some well-known results on the problem of domains of attraction and 
choice of stabilizing constants for a sequence of distribution functions 
will be reviewed below. Most of them can be found in Gnedenko (19^3) ^ 
Gnedenko and Kolmogorov (195^)^ Feller (1966) and Ijoeve (196O). Recent 
results on this are contained in De Haan (1970). 
Let TF ^ be a seauence of one-dimensional distribution functions. 
^ n-' 
All distribution functions will be taken right continuous on R . 
Definition $.2.1 We say that {F^} converges weakly to a 
distribution function G , or F^^x) —G(x) , if 
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lim FgCx) = G(x) 
n .  — o o  
for all continuity points of G . 
Some typical situations are that lim F^(x) = 0 , lim F^(x) 
n —^ 00 n —^ to 
= 1 , or lim F (x) = 6(xq) where 6(xq) =1 if x > and 
n —^ 00 
ô(xq) =0 if X < Xq . To obtain, if possible, the asymptotic behavior 
of a sequence F^ , it is often necessary to perform a linear transforma­
tion of the argument, that is, to choose sequences of real numbers 
{a^} and {b^} with b^ >0 for n = 1, 2, — such that for a non-
degenerate distribution function G 
FgCb^x + a^) ^ > G(x) . 
Sometimes, this may not be possible as shown in later sections-
In this situation, one may look at a subscquencs {F } of {F } and 
try to choose sequences of real numbers and with > 0 
for k = 1, 2, ... such that for a non-degenerate distribution function 
G 
F (6.x + a.) —G(X) . 
We simply say in the above that if the asymptotic behavior of a whole 
sequence {F^] can not be studied, one of its subsequences may have 
some 'good* behavior. On the other hand, if a whole sequence can be 
stabilized, any infinite subsequence of it certainly can be stabilized. 
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Some examples along this view are illustrated in Sections D and E. 
Definition 3.2.2 {F^} is said to belong to the domain of attrac­
tion of a non-degenerate distribution function G(F^ e D(G)) if there 
exist two sequences of real numbers [b^ > 0} and {a^} for n = 1, 2, 
such that 
F.(b_% + a^) G(x) . (5-2.1) 
These numbers {a^} and [b^} are called stabilizing or norming con­
stants . 
Definition $.2.3 A subsequence {F } of {F } is said to belong 
n^ n 
to the domain of attraction of a non-degenerate distribution function 
G (F e D(G)) if there exist two sequences of real numbers {P, > 0} 
and [c^] for k = 1, 2, ... such that 
rJyr) . •P_ '.Pv^ ûi. ' u-vX/ 
^-k 
These numbers [cK^] and will be called sub-stabilizing constants 
when there are no norming constants for (5-2.1) to hold. 
Theorem 5-2.1 (Gnedenko and Kolmogorov [195 j^ P- ^O]) If 
the sequence {F^(x)} of distribution functions converges weakly to a 
non-degenerate distribution function G , then for any choice of real 
constants b^ > 0 and a^ ; n = 1, 2, ... , the sequence 
{F^(b_x T a^)} can converge to a non-degenerate distribution function 
H only if this is of the same type as G , i.e., H(x) = G(bx + a) 
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for some constants b > 0 and a . 
The content of Theorem 5*2-1 is contained in the 
Theorem 5*2.2 (Gnedenko [19^3] and Feller [I966] and Loeve [I960]) 
Suppose that (5-2.1) holds with a non-degenerate distribution function 
G • We have 
+ C^) —^ H(x) (5-2.3) 
for some non-degenerate distribution function H if and only if there 
exist real constants a- > 0 and b such that 
P a - a 
lim ^ = b and lim ^ ^—— = a (5 -2-k) 
n ^ CO n n —^ a> n 
and 
H(X) = G(bx + a) for all real x • 
Definition 5-2.4 (Gnedenko) Two distribution functions and 
Fg are said to be of the same type if there exist real constants b > 0 
and a such that F^(x) = FgCbx + a) for all real x • 
Note that this defines an equivalence relation on the set of all 
distribution functions on the real line, because the relation is 
symmetric, reflexive and transitive. So we can talk about equivalence 
classes of distribution functions. These classes are called types. A 
particular member of a equivalence class may be used to represent the 
!(*. 
whole class, and we often call the representative of a given equivalence 
class a type. 
The central limit theorem is an example in which stabilizing 
constants can be the means and standard deviations. 
The following results concerning stabilization by quantiles are 
due to De Haan (1970). 
For each a (O < a < l) and distribution function we define 
the a-quantile by 
= inf {x: Fjx) > a} . (5-2.5) 
Then we get 
- s) < G < (5-2-6) 
for each e > 0 . 
Theorem 5-2.3 (De Haan) Let the distribution function G be 
continuous in R and strictly increasing on I = {x: 0 < G(x) < 1} and 
suppose {F^} e D(G) . Let 0 < a < p < 1 . Define 
= SS ' 
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Then we have 
F (B X 4- a ) ° > G(T3X + a) . (5-2.8) 
n n n 
Remark 5.2.1 (De Haan) The and need only satisfy 
(5.2.6) in order to prove Theorem 5.2.3. Hence, with any definition of 
a-quantiles for which (5*2.6) holds. Theorem 5-2.3 remains true. 
Theorem 5-2.^ (De Haan) Under the conditions of Theorem 5-2.3, 
^5.2.8) holds with b and a defined by 
n n 
(5.2.9) 
b = 5% - a 
where a —>• a and S —>• 6 as n —• o . 
n n 
Theorem 5-2.5 (De Haan) Let a and p be real constants with 
0 < a < p < 1 • Suppose that for the distribution function G the 
following conditions are fulfilled: 
(i) (where = inf {x: G(x) > p} 
(ii) For all e > 0 we have G(§Q, + e) > ^(Çq;) sjid G(|g + e) > 
G(5p) • 
If {F^} S D(g) then (5.2.8) holds with a^, a, b^ and b defined 
by (5-2.7). 
A proof of Theorem 5-2-3 by De Haan is given below: By assumption 
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there exist two sequences > 0} and {a^} such that 
Fn(Vx + ap ^>- G(X) 
For the given condition (5.2.7), we have, for all n , 
- 0) < G(a) = a < F^(a^) , (5.2.10) 
and 
Fjan + b^ - 0) < G(a + b) = p < (5-2.11) 
Since G is continuous and strictly increasing at the points a 
and a + b , we have that for a given smal 1 e >0 there exists lî = K(e) 
such that for all n > N 
FnC'b^(a - e) +a^] < G(a) < + e) + (5-2.12) 
and 
F^[b^(a+b-e) + a^] <G(a+b) < F^[b^(a+b + e) + a^] . (5.2.13) 
From (5.2.10) and (5.2-12), and the definitions of b^ , we get 
b^(a - e) + < a„ < b^(a + e) + 
for all n > K . 
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Similarly, we get from (5*2-ll) and (5.2.13) that for aU n > N 
b'[a + 13-61+ a' < a + b < b'[a + b + e] + a' 
n n nn — n n 
Hence, 
lim = a , 
n > 03 n 
a + b_ - a' 
lim — = a + b 
n —>• CD n 
b 
From these we get lim gY = b • Now, by Theorem $.2.2 we have the 
n > 03 a 
statement of the theorem-
Since De Haan did not give proofs for Theorems 5-2-^ and 5=2=5 
(simply to avoid cumbersome details), we may give a simple proof of 
Theorem 5'2A below. 
A proof of Theorem 5*2.^: By assumption there exist two sequences 
fb' >0] and fa'} such that 
'• n "• n-^ 
^ » G(x) 
B: ly the result of Theorem 5*2>3, we have for each pair (o^, 5^) , 
k 0 < < 3^ < 1 , there exists b^, a^, b and a determined by 
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(5-2-7) such that 
F (b^x + a^) ^ > G(b\ + a^) . (5-2.14) 
n n n 
Since the convergence in (5.2.1U) is uniform on every compact subset of 
R and lim G(b^x + a^) = G(bx + a) , we have 
lim F^(b^x + a^) = G(bx + a) . (5.2.I5) 
n —>• 00 
In particular. 
lim F (b^x + a^) = G(bx + a) 
n  — 0 0  
vrhere and ere the numbers defined in ($.2.$). Kenee. Theorem 
^.2-h is proved. 
Observe that the statement (5.2.5) implies that for any subsequence 
fk 1 of [k] with lim k = œ we have 
n —T tx> 
k k 
b " a ~ - a ' 
lim = b and lim ^ = a • 
n —• 03 n n —^ œ n 
For completeness, we also give a proof of Theorem 5.2.5. 
A proof of Theorem 5-2.5: By assumption there exist two sequences 
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fb* >0} and fa'} such that 
<• n •' n 
F^(b^x + a^) —2->- G(X) 
From (5.2.7) and (5.2.6) we get (5.2-10) and (5.2.11). Also, we get 
G(a - s) < a < G(a) , 
and 
G-(a + b - e) < p < G(a + b) , for each e > 0 . 
Choose and with >0 , i = 1, 2 such that a -
and a + are continuity points of G . Then there exists an 
= N(e^, Gg) such that for n > 
U' r t f m \ JL  ^ /-V  ^ V r  ^  ^  ^ m 
^nL"n\^ "1" ' "o/ " " "nL~n"~ ' "2^ ' ^ n-* ' 
From the definition of a^ . we have 
for all n > N, . 
— X 
By a similar argument, ve get 
[a+b-e ]+a; < a^+b^ < b;[a+b + c^] + 
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for all n > Ng = , where and ej^ are arbitrary positive 
numbers. Therefore, we have 
and 
a - a 
n n lim — = a 
n —V 00 n 
a + b - a' 
lim — = a + b 
n —^ CO n 
From these we get lim gy = b . The proof is complete. 
n —^ 00 n 
For an application we prove an extended form of a result due to 
Gnedenko (19^3)-
Corollary $.2.1 Let F be a given distribution function. If a 
subseauence {F^} of {F^} is in the domain of attraction of G with 
G(X) = exp(-e for x e R . 
then for all a > 1 
F^(B^X + a^) — G ( X  log a) (5-2.16) 
with 
Ill 
r = inf {x)F(x) > 1 - ^  } 
= inf [xiF(x) >1-^1 
(5-2.17) 
for k = 1, 2, ... 
n. 
Proof Application of Theorem $.2.^ vith F, = F , a, = 
{l - and p, = (l — . The method of proof is due to \ K an^ 
De Haan (1970). 
Corollary $.2.2 (De Haan) Under the conditions of Theorem 5.2.3. 
Su-opose that for each n , u, = f x d F and = [ (x - (i )^ d F 
nJ n nJ n n 
exist. Then there exists a real constant b such that 
^ G(x + b) (5-2.18) 
iff for some a and p, 0 < cc < g < 1 
U 
.1:. = = '5.2.19) 
where c is some finite positive constant. 
Proof From Theorems 5-2.2 and 5-2-3 and the fact 
"•5 - & 
- (1 - a) < < cc . (5-2.20) 
n 
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an application of moment convergence theorem leads to the result. For 
the details, see De Haan (197O, pp. 58-59)* 
The condition (5*2.19) may "be used in iteration processes as 
indicated at the end of Section C. 
C. Stochastic Iteration Processes 
Definition 5*3-1 A sequence of real random variables, {X^: n = 
1, 2, is said to form a stochastic iteration process if there 
exists a right continuous and non-decreasing function cp: [0, 1] into 
[0, 1] such that the corresponding sequence {F^} of distribution 
functions is given by 
F^(y) = cp^ [F(y)] (5-3-1) 
for y e ?. -where ?(y) is a given distribution function, and cp^ is 
the n^^ iterate of cp • We call (cp, F) a stochastic iteration 
process. 
Example 5-3-1 If cp(x) = [1 - (l - x)^Q^ for 0 < x < 1 , where 
p and q are integers greater than 2, then (5-3-1) becomes a sequence 
of game value distributions studied by David and Thomas (i967)-
Example 5.3.2 If cp(x) = x'^ for 0 < x < 1 where k is an 
integer greater than 2, then (5-3-1) becomes a subsequence of F^^, e.g., 
k F . In this case, we may define X^ s max Y. , where the Y. 
l<i<k" " " 
are i.i.d. with distribution function F . 
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Example 5'3"3 If cp(x) = l-(l-x)^for 0 < x < 1 where k is an 
integer greater than 2, then (5'3*l) becomes F^(y) = 1 - [1 - F(y)] 
Many other examples can be found in Winger (1972)-
If we take cp(x) = x for 0 < x < 1 , then cp~[F(y)] = F(y) for 
all n > 1 • The domains of attraction of all possible limit laws are 
precisely the equivalence classes of limit laws. Hence, we assume that 
cp(x) i X for X s [0; 1] in Definition 5*3*1-
If cp has more than two interior fixed points in (O, l) and cp 
is continuous and monotone, then cp^[F(y)] has a non-degenerate limit 
law, for each continuous F . In view of Theorems 5-2.1 and $.2.2, we 
see that any continuous F belongs to the domain, of a finite discrete 
type distribution • For this reason, we will assume that cp has at 
most one interior fixed point in (O, l) . 
If cp has only one interior fixed point a e (O, l) and cp satis­
fies the condition that 
r 
a < cp(x) < X if X e (a, l) 
\ X < cp(x) < a if X € (O, a) (5°3'2) 
cp(a) = a 
V 
then, for F taken to be the uniform distribution over [0, 1] , the 
sequence cp^(x) converges in distribution to a non-degenerate two-step 
distribution function. Hence, by Theorem 5.2.1, if there exist two 
sequences {b^ > 0} and {a^} 9 cp"(a^ + b^x) —G(x) with G 
non-degenerate, then G must "be a two-step function. From our point 
of view, this case is of no interest. But, if we treat cp as a 
probability generating function, then cp°(x) becomes an important 
subject of branching processes with cp restricted to be of the form 
" k " 
cp(x) = 2 p, X with p, > 0 and S p, = 1 . Although the results 
k=0 k=l 
of Chapters II and III may have sane implications in the topic of 
branching processes, we will not study the 'possible implication' to 
branching processes in this research. 
Therefore, we are dealing with the kind of functions cp as desribed 
in Examples 1, 2 and 3 above- The previous discussion leads to the 
following assumption on cp to be studied in this chapter. 
Assumption 3-1 For a given stochastic iteration process (cp, F), 
we assume that co satisfies the condition that 
c ? ^ ( x }  — ô ( x _ )  ( 5 - 3 - 3 )  
where x^ is a point in [0, 1] and ô(x) =0 if x < x^ and 
6(x) =1 if Xq < X . 
The question is when the sequence cp^(x) (with F taken as the 
uniform distribution over [0, l]) can be stabilized to yield a non-
degenerate distribution function. 
Definition 3-3-2 Let (cp, F) be a stochastic iteration process 
satisfying Assumption 5-3-1- If, for some sequences [a^} and {b^>0}. 
115 
cp^(\y + a^) ° > \(y) (5-3-4) 
for some non-degenerate distribution function ]j^(y) in R , then L„ 
is called a uniform limit law under cp • A non-degenerate distribution 
function L is called a limit law under cp if there exists a distribu­
tion function F and two norming sequences and > 0} such 
that (see Thomas [1967]) 
cp" [F(p^y + Q^)] ^ > L(y) . (5-3-5) 
In this chapter we confine ourself to the following five classes 
of functions cp: 
(i) Class cp e if it satisfies 
(ia) cp is a right continuous and non-decreasing function 
from [0. Ij into [0. Ij with m(0) = 0 and 
cp(l) = 1) 
(ib) X < cp(x) <1 if X e (O, l), and 
(ic) cp'(0+) = b > 1 . 
(ii) Class cp e if it satisfies 
(iia) cp is a right continuous and non-decreasing function 
from [0, 1] into [0, 1] with cp(0) =0 and 
cp(l) = 1; 
(iib) 0 < cp(x) < X if x s (0, l), and 
(iic) cp'(l-) = b > 1 . 
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(iii) Class cp e , 0 < a < 1 , if it satisfies 
(iiia) cp is a right continuous and non-decreasing function 
from [0, 1] into [0, l] with çp(0) = 0 , 
cp(a) - a and cp(l) = 1 , 
(iiib) 0 < cp(x) < a for x e (O, a) , 
(iiic) X < cp(x) < 1 for x e (a, l) ^ and 
(iiid) cp'(a) = b > 1 -
(iv) Class §2^: cp e , 0 < a < 1 , if it satisfies 
(iva) 2 is a right continuous and non-decreasing function 
from [0, 1] into [0, 1] with ç(0) = 0 , 
cp(a-) = a , and cp(l) = 1 , 
(ivb) 0 < cp(x) < a for x s (0^ a) , 
(ivc) X < cp(x) < 1 for X e [a, l) , and 
(ivd) cp'(a-) = b > 1 . 
(vl Class 0 < a < 1 if it satisfies 
(va) cp is a right continuous and non-decreasing function 
from [0, 1] into [0, 1] with cp(0) = 0 , 
cp(a-) < cp(a) = a , and cp(l) = 1 ; 
(vb) 0 < cp(x) < X for X s (O, a] , 
(vc) X < cp(x) < 1 for X e (a, 1) , and 
(vd) cp'Ca-r) = b > 1 . 
In particular, we will treat the two classes and , because 
the other classes can be similarly studied- In effect. can be 
viewed as the combination of and , and is a sj'rimetric 
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case of • 
Note that if cp is a member of any one of the five classes defined 
above, then {5-3-3) holds with Xg = 0 , or Xq = 1 , or Xq = a depend­
ing on whether cp e , or cp e , or cp e U U respec­
tively. The next section extends to general cp , the analysis given in 
Thomas and David (I967) and Thomas (1967) for "maximin" cp • 
D. The Uniform Limit Law Under a Fixed cp 
The results of this section fcllcrv; from slight modifications of 
the proof of Theorem 
Consider first cp e such that cp satisfies the conditions: 
(i) cp(x) = L [h L*(x)] for x e (O, l) , where L is a right 
continuous and strictly increasing distribution function 
from (0, 09) into (O, l) with L(0+) = 0 and L (x) = 
the continuous non-decreasing left inverse of L. 
(ii) cp(0) = 0 and cp(l) = 1-
(iii) cp'(0+) = b >1 . 
Theorem ^A.l Assume that cp is a function satisfying the 
abcrve three conditions (i) - (iii). Then there exists a sequence 
cp°'( ^  L^(y) , (5'4'l) 
n 
where L^ is a strictly increasing distribution function from (O, ») 
onto Eq = cp [(0, 1)] , iff cp(x) = L^ [b L*(x)] for 0 < x < 1 , 
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where is R-V. (l) for x > 0 . 
Proof Suppose cp(x) = [b L^(x)] for 0 < x < 1 and is 
R.V. (l) for y > 0 . Choose a sequence > 0} such that 
lim b^ ^ ) = 1 . Thus, lira b^ = œ and 
n —^ CO n n —co 
lim b° ( ^  ) = y for y > 0 . 
n —> 05 n 
Hence, (5A.I) holds for all continuity points y of . In addition, 
we have from Lemma 2.3-2 that lim = b . 
n —^ œ n 
Suppose that (5.^.1) holds. Then we have 
( Î?- ) = L L ( cp )] —L (y) . 9 I ^ ^ LD ^ I b 
n n 
u 
It folloT'TS that 
^n.l ^ ^ CO [L,(y)] 
"^n 
because lim cp^"^"" ( ^  ) = 9 [L^(y)] on a dense subset of and 
n  — C O  n  
L^Cy) is in Eq . Since cp [L^(y)] is a non-degenerate distribution 
function, it follows from Theorem 5-2.2 that 
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and 
cp [L^(y)] = LyCbi y) 
Since cp(x) > x for 0 < x < 1 and is strictly increasing in r"*", 
we have >1 . Also, it follows that 
cp(x) = [b^ I'^(x)] for X e Eq 
which in turn gives <p(x) = [b^ for 0 < x < 1 • Next; we 
will show that L*(x) is R-V- (l) for x > 0 . From (5-^-l) we have 
u 
9^  ( b^  ) = 1* ( )] Ljy) 
n n 
and thus 
lim bj L* ( ^  ) = y 
n —> CO n 
on a dense subset of E"*". This shows that 1 ^x) is R.V. (l) . It 
remains to show that b^ = b • By Lemma 3-3*1 we have cp'(0+) = b^ . 
By assumption, cp' (0+) = b • Thus, b^ = b . 
If cp e 5g and gr(0+) = b > 1 , then cp(x) = L [b L (x)] for 
0 < X < 1 , where L is a continuous and strictly increasing function 
from onto (O, l) . Thus, we have the following: 
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Corollary ^.^.1 There exists a sequence [b^ > 0} with 
lim b =00 such that 
^ n 
n ' • •> CO 
lim 9^ ( ) = \(y) 
n > CO n 
for all y > 0 ; where is a continuous and strictly increasing 
function from onto (O, l) , iff cp(x) = [b L^(x)] for 
X e (O, l) ; where I,^(x) is R.V. (l) for x > 0 • 
Corollary 5.4.2 Assume the conditions (i), (ii) and (iii) on cp 
of Theorem $.4.1. Then ($.4.1) holds with lim — = d , 0<d<eo , 
n ^ œ n 
iff cp(x) = [b I,^(x)] for 0 < x < 1 , where L*(x) is R-V. (l) 
for X > 0 and L* (0+) = % . 
u d 
Proof Application of Theorems 5*4.1 and 2.3-10 leads to the 
result. 
Next; we consider the case cp e . For this case, we assume 
that cp'(l-) = b > 1 and CD(X) = L [b L*(x)J for x e (O, l) , 
where L(y) is a strictly increasing distribution function from R 
into (O, l) with L(O-) = L(0) = 1 . Thus, the corresponding random 
variables X.. converge in probability to 1 from the left. Analogously 
to Theorem 5-4.1, we may ask whether it is possible to find a norming 
seq.uence [b^ > 0} such that 
rr [b^ (x^ - 1) < y] \(y) 
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for some non-degenerate distribution function for y < 0 , 
which is equivalent to 
cp" [1 + ^ * 
n 
Theorem $.4.2 Suppose that cp e and cp(x) = L [b L (x)] for 
0 < X < 1 , where L. is a strictly increasing distribution function 
from R~ into (O, l) with L(O-) = L(0) = 1 . Then there exists a 
sequence [b^ > 0} with lim b = » such that 
n >' CO 
cp° ( 1 + ^ ^ > L^(y) , (5'4'2) 
n 
where l^(y) is a strictly increasing distribution function from R 
onto Eg = (p [(0, l)] with L(O-) = L(0) = 1 iff cp(x) = L^[b L*(x)] 
for 0 < x < 1 , where -L*(l-y) is R.V. (l) for y > 0 • 
Proof Suppose that -L*(l-y) is R.V. (l) for y > 0 and 
cp(x) = [b L^(x)] for 0 < x < 1 • Choose a sequence {b^ > 0} by 
b^ 1^(1 + ^  ) = -1 for n > 1 , we get 
n 
(1 + ) 
lim 2Î— = y for y > 0 . 




çp^(l + ^  ) = Ly (1 + )] —^ ' 
n n 
Vl in addition, we see frcm Lemma 2.3-2 that lim ^ = b • 
n —^ » n 
Suppose that (5.U.2) holds- For 0 < L (y) < 1 , we have 
u' 
^ i ) , [Ljy)] , 
n 
because the LHS converges on a dense subset of • By Theorem 5-2-2, 
we have 
lim -g^ = b^ >0 
D 1 
n > CO n 
and 
1 - - / % T  - r / ,  \  fOIJLrlV/l = il(0-V/ 
'•"U'"'~ U'i"' 
This implies that b^ >1 . For x e , we have L*(x) < 0 and 
CD(X) = L [B^ L*(x)] - LQ view of the "plateau" structure of L and 
u X U 
cp , these two relations in fact hold on all of (0, l) . Hence, we 
deduce that -L^(l-y) is R-V. (l) for y > 0 - The function 
U(y) = 1 - L^(-y) is R-V. (l) for y > 0 , because U (x) = 
inf {y: u(y) > x} = inf [y: 1 - L^(-y) > x} = inf [y: L^(-y) < 1 - x] = 
-L_(l-x) . Thus, Lemma 3-3-1 implies that b^ = b • 
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Corollary 5.^.3 Assume the conditions on cp given for Theorem 
5.Î4-.2. The condition (5-^-2) holds with lim y— = d , 0 < d < oo , 
n —^ ® n 
iff CD(X) = L [b L*(x)] for 0 < x < 1 , where -L (l-y) is R-V- (l) 
U u. u 
for y > 0 and L* (l-) = ^  • 
Proof Application of Theorems $.^.2 and 2.3-10 leads to the 
result. 
For the case cp e , the results follow immediately from Theorems 
5.^.1 and 5'4'2, because cp can be viewed as consisting of two parts, 
one covered by Thsorsm 5.^! .1, the other by Theorem 5.U.2. 
Consider 9 e with cp(x) = L [b L (x)] for x g (O, l) , 
cp(0) = 0 , cp(a) = a , cp(l) = 1 , and cp'(a) = b > 1 , where L is 
a distribution function and is strictly increasing in E with l(0) = a. 
Then we have the following: 
Theorem $.4.3 There exists a sequence [b^ > 0} with lim b^ 
œ . and a constant p > 0 such that 
n 
n —^ œ 
Ç L^(y) for y > 0 
c?°(a -Î- ^ { (5*^*3) 
n I ^-0 (py) for y < 0 
where 1^ is a strictly increasing distribution function from R onto 
Eq = cp [(0, 1)] , iff cp(x) = [b i*(x)] for x s (O, l) , where 
L*(a+x) is R.y. (1) for x > 0 , -li^(a-x) is R-Y- (l) for x > 0 , 
and the condition 
12h 
L*(a + ::) , 
lim —T = — 
xj, 0 - x) ^ 
noj.as. 
Proof Application of Theorems $.^.1 and $.^.2, and Lemma 2.3-5 
leads to the result. 
Corollary ^.k-.k Assume the conditions on cd for Theorem 5-^-3-
"b 
^n 
The condition (5-'+-3) holds with lim ^ = d, 0<d<cD, iff 
co(x) = L [b L (x)] for 0 < x < 1 , where L (a+x) is R.V. (l) for 
u. il U 
x > 0 , -L^(a-x) is R.V. (l) for x > 0 , L^(a4-) = ^  (a-) 
= ^ , and the condition 
L*(a + x) 
lim 




Proof This follows from Theorem 5-^-3 and Theorem 2.3-10-
Rpmark 5.4.1 Thus, the uniform limit law under the "maximin" 
function cp(x) = [1 - (l-x)^]^ has a derivative 1,^(0) = 1 (or, 
L~(a) = 1). The result of Theorem 5-^.3 indicates that in general 
may not have a derivative. 
Remark 5.4.2 A result related to Corollary $.4.4, in which d = 1 
and p = 1, was proved in Winger (1972, Theorem 4-3.1). 
Theorem $.4.4 Suppose that cp(x) = [b L^(x)j for x > a and 
cp(x) = Ig [b ^ ^(x)] for X < a . If L^(a+x) is R.V. (l) and 
-L*(a-x) is R.V. (l) for x > 0 with the condition 
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L (a + x) 
iim —I = 0 (or + .) , (5.4.5) 
X 4 0 -Igfa - x) 
then (i) for [b^ > 0} defined by b^ I^(a + ^  ) = 1 , n = 2, , 
n 
we have 
cp°(a V ^ 
r L, (y) for y > 0 , 
° ' 0 (or, a) for y < 0 , 
(ii) for (b^ > 0} defined by b^ L*(a + ) = 1, n = 1, 2, . 
n 
we have 
a (or, 1) for y > 0 , 
cP(a + A) 0 
' L^ (y) for y < 0 
The converses are also true-
Proof The result follows from arguments similar to ones previously 
given. Note that there are two cases in which the limiting function is 
not an honest distribution function. To get a proper limit law when the 
right hand side of (5-^.5) is zero, choose norming constants defined as 
in (i) or defined in any eq.uivalent way, and choose normisg constants 
according to (ii) when the limit in (5.^.5) is » • 
Theorem 5.^.5 Suppose that cp(x) = [b^ L^(x)] for a < x < 1 
and cp(x) = [^2 ^ ^  ^ 5 ^ ; with bg >b. > 1 . If 
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L*(a-x) and L*(a+x) are R-V- (l) on r"*" such that 
*/  \  Is (a + x) , 
= - > 0 ; ($.4.6) 
x4- 0 -L*(a - x) ^ 
then (i) for {V > 0} defined by b^ l^(a + ^  ) = 1 for n = 1, 2, 
n 
—, ve ha^ Ye 
Ç L^(y) for 7 > 0 , 
c?^(a + ^  ) I 
L. 0 for y < 0 , 
(ii) for {b" > 0} defined by b^ L*(a + rn ) = 1, n = 1, 2, 
"n " "2 "2^= b' 
n 
we get 
^ JL \ 3 - ! 
<ù \ <3. ' n /  ^ i 
^ a for y > 0 ; 
L^iy) for y < 0 . 
Proof As for Theorem $.4.^. 
Since we shall not use Theorem its converse and other 
possible limit functions are not derived here. Also, note that if cp 
does not have a derivative at the fixed point a , the corresponding 
can still have a non-degenerate distribution function above a or 
below a , depending on bp > b^ or b^ . 
So far we have given necessary and sufficient conditions for the 
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stabilization of the sequence cp^(x) with a^ = the fixed point a 
and b_ determined by the slope of cp^ at a for n = 1, 2, 
when cp is a given function in application of Theorem 5*2-5 
gives the following result. 
Theorem $.^.6 Assume the conditions on cp given for Theorem 
5.4.3. If the condition (5'^-3) holds, then 
L^(sy + r) for y > 0 
^ L^(psy + cr) for y < 0 
with r^, s^, s and r defined as follows ; 
r = inf {x: 9^(x) > a} 
5% = inf [x: cp^(x) > g] -
r = inf {x: I,^(x) > a} 
s = inf {x: > p] - r 
/ _ \ ( n.4. • f I 
where 0 < a < p < 1 . 
New, the norming constants and r^ in {^.k.7) satisfy the 
conditions 




lim b^(r^ - a) 
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In particular, if we take a = a and g = L^(l), then r^ = a 
for all n , and r = 0 and s = 1 • Thus 
lun b s = 1 . 
n n 
n > CO 
Therefore, the norming constants :— in (5*^-3) can be replaced by s^ 
n 
defined in with a = a and p = 1,^(1) • Since cp(x) = 
[b L*(x)] and 1^(1) = g , by letting L*(x ) = g and s^ = x - a , 
P' b 13
we get that çp(a + s^) = cp(Xp) = 3 • If is required to belong to 
Eq = cp [(0, l)] , then there is x^ e Eq such that cp(xp = x^ and 
thus cp^(x?) = p . Continuing in this fashion, we get a sequence 
P 
{Xpl such that cp^Cx^) = g for n > 1 with x^ = x^ = a + s^, 
Xp = a + Sg, etc. Therefore, the norming constants s^ can be itera­
tive ly defined. 
The above discussion also offers a vay to define a standard form 
of L bv reauirina L (l) = S , for some suitable fixed constant 
U ^ u 
a < « < 1 -
Remark 5.^.3 The condition (5.2.I9) is a necessary and sufficient 
condition for a stabilization by means and standard deviations of the 
(p°'. Hence, it requires cr^/s^ —>• g >0 for the case discussed above. 
Thus, one of the necessary conditions for norming by such means and 
standard deviations is that cr^ —> 0 geometrically as n >• co , 
because s^ —^ 0 geometrically as n —œ . 
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E. Domains of Attraction for Interior Fixed Points 
In this section"we assume that cp is a continuous and strictly 
increasing function from [0, 1] onto [0, Ij satisfying the follow­
ing conditions: 
(i) it has a unique fixed point a in (O, l) such that 
0 < cp(x) < X for 0 < X < a , o(a) = a , and 
a < cp(x) < 1 for a < X < 1-
(ii) cp' (a) = b > 1 . 
(iii) there exists a continuous and strictly increasing dis­
tribution function h on R such that 
Assume that cp is a continuous and strictly increasing function 
from [0, 1] onto [0, 1] satisfying (i) and (ii) aDove. we see from 
cp^(a + h(y) . 
b 
(5.5.1) 
Corollary p.4.4 that (iii) is equivalent to (iv) below: 
(iv) cp(x) = h [b h (x)j for 0 < x < 1 , where 
h (a-) = 1 ; and lim h^(a+x) _ ^ 
X ^  0 -h (a-x) 
(5.5.2) 
Therefore, h satisfies a Schroder equation of çp with b = çp'(a). 
h [cp(x)] = b h~(x) (5.5.3) 
for X e (0, 1) . We may write (5.5.3) in the form 
130 
cp [h( ^  )] = h(y) (5-5-^) 
for y e R . 
Although cp is quite general, it has all the essential properties 
of the maximin functions- Thus, the results of Thomas (I967) can be 
easily extended to our present case. 
Definition 5.5.I (Thomas, 19^7) A non-degenerate distribution 
function L is said to be a limit law under cp if there exists a 
distribution function F such that it is possible to choose two 
sequences and > 01 for which 
(p° [F(a^ + y)] L(y) . (5-5-5) 
£ will denote the class of all possible limit laws under cp • 
cp 
Definition 3-3-2 (Thomas, 1Q67) Let L e If. for a distri­
bution function F , (5-5-5) holds for some sequences and 
> 0] then F is said to belong to the domain of attraction of L , 
denoted by F e D(L) • 
Example 5.5.I h(y) is a limit law under cp • Hence, the uniform 
distribution function on [O, l] is in tne demain of attraction of h . 
h(y) will be called the uniform limit law under cp • 










y < 0 
0 < y < 1 
1 < V • 
(5-5-o) 
Then LQ S because cp° [l^fy)] = ^^(y) for each y and each 
integer n > 1 . 
Definition 5.5.3 By {Lq} we mean the equivalence class of dis­
tribution functions L for which L(y) = LqCq: + gy) for some constants 
a and g > 0 • 
Let Z be the class of limit laws in - [Lq] such that if 
L e £ then |^ = 0 , where 
= inf [y: L(y) > a} . (5-5-7) 
T 
The condition = 0 implies that 
L(-e)<a<L(e) (5-5-S) 
for all e > 0 . 
For an exact definition of a type L e £ , we need one more con­
dition on , where a^ e (O, l)• and a ^ a^ . The definition will 
not be given at this point to allow the simplest possible treatment of 
domains of attraction of L e £ • 
The following theorem is due to Thomas (1967, Theorem 2 and Lemma l) 
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for the case of maximin function cp • His proof also goes through for 
a general cp treated here. 
Theorem 5.5-1 (Thomas. I967) L e £ iff there exists a constant 
P , 0 < p < 1 , such that 
c? [ i(p y)] = liCy) (5-5-9) 
for y e R • 
Proof Suppose that L satisfies (5*5*9) with 0 < 3 < 1 . Then 
we have, for n = 1, 2, ... , 
cp° y)] = L(y) (5.5-10) 
for y e R . This shows that L e . But, Lq does not satisfy 
(5.5.10). Hence, L e £ . 
Suppose that L e £ . Theii there exists s. distribution function 
F s D(L) , i.e., there are sequences fa 3 and fs >01 such that 
'"II*' "'H' 
[F(c^ -  y)] L(y) • 
This implies that 
^n+1 y)- ° ^ 9" [I'(y)] , 
where cp [L(y)] is seen to be non-degenerate. By Theorem 5-2.2 we 
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have 
lia = P > 0 , (5-5-11) 
n > œ 
a - oc 
lim —- = a , (5.5.12) 
n —^ 00 n 
and 
cp [1(3 y + a)] = L(y) (5.5.13) 
for y e R • 
We now show that a = 0 and 0 < g < 1 . Let y = 0 in (5.5.13). 
We get from (5.5.8) that 
cp [1(0:)] = li(0) > a 
which implies L(Q:) > a and thus a > 0 . Similarly, we get, setting 
y = -a/p in (5.5-13), that 
CP [L(0)] = L(-A/FT) > A 
which implies -a/p > 0 and thus a < 0 . This shows that a = 0 . 
Hence, cp [L(p y)] = L(y) , -œ < y < œ , where g is a positive 
constant- Therefore, we get 
1^  
cp^ [L(3^ y)] = L(y) 
for y e R . Since we have assumed that L is not of type and L 
is a non-degenerate distribution function, we have p ^ 1 . Now, 
suppose that 3 > 1 . In order to get a contradiction we must consider 
two possible cases: 
(i) There exists a y < 0 such that 0 < L(y) < a • 
(ii) There exists a y > 0 such that a < L(y) < 1 • 
Case (i). p > 1 implies that L(gy) < L(y) < a sud thus 
9 [L(py)] = L(y) > L(py) > 0 , which is impossible-
Case (ii). g > 1 implies that a < L(y) < L(3y) < 1 and thus 
cp [L(3y)] = L(y) < L(py) < 1 , which is also impossible. Therefore, 
we have proved that 0 < p < 1 . The proof of Theorem 5*5*1 is 
completed. 
Corollary 5-5'^ Let 1 be in ^ . If (5.5-5) holds for some F , 
then the sequence > 0} in (5-5'5) satisfies 
lim = S (5-5-l^) 
n —^ 00 n 
for some constant 0 < p < 1 . 
Proof Follows from the proof of Theorem 5-5*l-
Definition 5-5-^ (Thomas, I967) Define 
oy 
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= [L e f : 0 < L(y) < a for < y < 0 , L(O-) = a = L(0), 
a < L(y) < 1 for 0 < y < =»] , 
= [L e £: 0 < L(y) < a for -co < y < 0 , L(O-) = a , 
1(0) = 1} , 
and 
^221 = {L e £: L(O-) = 0, L(0) = a, a < L(y) < 1 for 
0 < y < 00 j . 
Corollary 5-5.2 (Thomas, I967) £ = U U <£jjj • 
Proof Follows from the property of cp and Theorem 5-5-1-
Corollary 5.5.3 Let L he a continuous and strictly increasing 
distribution function. L e iff there is a s > 1 such that 
cp(x) = L [s L~(x)] for x e (O, l) and L(0) = a . Similar statements 
noid for xhe cases L e or Le • 
Proof A direct consequence of Theorem 5.5.1. 
Therefore, ve sse that each continuous and strictly increasing 
L in gives rise to a continuous iteration group of cp . A regular 
iteration group of cp is given by P(x, t) = h [b^ h (x)] for 
X e (0, 1) and t e R . 
Corollary 5* 5-^ Let 0 < p < 1 be fixed. If L^ e and L^ 
satisfies (5-5*9) with the constant g then L^ e and L^ e <£jjj , 
where 
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for y < 0 , 
(5.5.15) 
for y > 0 . 
and 
for y < 0 , 
(5.5.16) 
for y > 0 . 
Conversely, if e and e such that they satisfy (5.5.9) 
with the same constant g then e , where 
for y < 0 , 
for y > 0 . 
Proof Follows from Theorem $.$.1 and Corollary 5*5.2. 
Rpma.rk 5.5.1 It follows from Corollary 5.5.4 that £ is deter­
mined by S.J • 
poma-rV .Another consequence of Corollary 5.5.^ is that in 
order to solve the functional equation (5.5.9) for e £ and a 
fixed p , 0 <p < 1 , it is enough to solve the functional equations 
for Ijg G and for e ; with the same p , separately. 
¥e will give two ways to solve the functional équation, (5*5.9) 
with a constant g , û < p < 1 • A direct way of solving i-lquation 
Lgfy) 
\(y) 
, (y)  




(5-5-9) is given in Theorem 5-5-2 below. Another way of solving 
Equation (5-5-9) is contained in Theorem 5-5-^- It is useful, before 
proceeding to Theorem 5-5-2, to define, for g in (O, l) , 
= {L e cp [L(gy)] = L(y) for y e S] , 
"^1113 = e cp [L(3y)] = L(y) for y e R} . 
Theorem 5-5-2 Let 0 < p < 1 , 0 < < a , and -m < y^ < 0 . 
Yq 
For any right continuous and non-decreasing function g: [ , y^] —*• 
Yq 
PQ] with gfyg,) = PQ and g( — ) = COCPQ) , the function L , 
defined itérâtively by 
_ / \ t I.( -vr I = V 
C ^0 
J g(y) for y < y < Yq 
I  for y > 0 
ana 
9 [L(py)] = l(y) for y < 0 , 
is in <£-r-rQ - The converse is also true. lip 
An analogous result holds for L e Z q -
-1-Xj.p 
Proof This follows from the observation that L e Z-r-rr, (or, lip 
is completely determined by its values on a suitable sub interval 
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Yn Yi 
[ Y , Yq] (or, y ] with 0 < < ») . 
Remark 5.5.3 Thus we may construct a L e (or, 
by choosing an arbitrary right continuous and non-decreasing function 
from a suitable domain into a suitable range as described in Theorem 
5.5.2. For a construction of L e we need two arbitrary right 
continuous and non-decreasing functions from suitable domains to suit­
able ranges. 
Example 5.5.I A simple discrete in -jjg ziay be given by 
for y < y < -1 
for y > 0 
c? []L2(py)] = L^Cy) for y < 0 , 
where 
f cp(Po) < y < -1 
g(y) = ^ 
I Po for y = -1 
for some fixed p^ , 0 < Pq < a . If we define p_^ = cp ^(Pq) for 





, • ^-n ^ , lim = b . 
n —^ CO -(n+l) 
A characterization of Z given by Thomas (1967) is in terms of 
the uniform limit law h • 
Definition 5.5.5 (Thomas) For any distribution function L 
define the function c(y) as 
c(y) = h~ [li(y)] for -co < y < œ . (5-5-17) 
The function c(y) is well defined for all values of y for which 
0 < L(y) < 1 For values of y for which L(y) =0 or 1 define 
c(y) = -=> or +00, respectively. 
Note that c is right continuous and non-decreasing in R . 
(ThC2i2,£ (1967)) L £ £ iff there exists a 6 ; 
0 < p < 1 , for which 
bc(py) = c(y) (5.5.I8) 
for y e R . 
Proof Follows from Theorem 3 of Thomas (1967)-
The equation (5-5'l8) will be called Thomas* equation. A subclass 
of solutions to Thomas* equation found in Thomas (1967) contains functions 
of the form 
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for y > 0 
c(y) = < (5-5.19) 
-rly!" for y < 0 , 
or 
» for y > 0 , 
c(y) = ( (5.5.20) 
jyl*^ for y < 0 , 
or 
y*^ for y > 0 , 
c(y) = \ (5.5.21) 
-co for y < 0 , 
where t > 0 and 0: > 0 , depending on whether the corresponding L 
is in , or in , or in f ; respectively, where g and 
a are related by b = g . 
We have treated Thomas'equation (5«5-18) in lemma 4.1.1. Applica­
tion of Lemma 4.1.1 and Remark 4.1.3 gives the following. 
Theorem 5»5*4 The complete set of solutions to Thomas* equation 
(5.5.18) for c(y) satis^ing h [c(y)] e is given by the set of 
c : R —> R such that 
c(y) = < 
f Cgfy) for -1 < y < -3 , 
Cgfy) for g < y < 1 ; 
li+l 
where c^(y) (resp- c^Cy)) is any bounded negative (resp. positive) 
valued, non-decreasing and right continuous function on [-1, -p] 
(resp. [B, 1])satisfying bc^C-p) = c^(-l) (resp. bC2(p) = c,(l)), and 
bc(py) = c(y) 
where y e R and y ^  0 , and c(o) = 0 . 
Similar results for c(y) satisfying h [c(y)] in and 
are also true. 
Definition 5.5.6 Let L e . (i) L is said to be regular if 
its c(y) is of the form (5*5-19)- (ii) L is said to be left regular 
if its c(y) is - |y|°^ for y < 0 and c(y) is not of the form ry^ 
for y > 0 ; where A > 0 and T > 0. (iii) L is said to be right 
regular if its c(y) is y*^ for y < 0 and c(y) is not of the form 
-t jyl*^ for y < 0 , where a > 0 and t > 0 • (iv) L is said to 
be pseudo regular if its c(y) Is aot of the form T^y"^ for y > C and 
c(y) is not of the foz™, jy)'^ for y < 0 ; where a > 0 . T. > 0 , 
SJld. Tg ^ 0 • 
Definition 5-3'7 lat L e . (i) L is said to be regular 
if its c(y) is of the form (5.5.20). (ii) L is said to be pseudo 
regular if its c(y) is not of the form -t jyl*^ for y < 0 , where 
A > 0 and T > 0 . Similar definitions can be stated for L e 
XJLXp 
We have seen that all possible limit laws under cp can be 
constructed in two different ways, i.e., through the functions c or 
as in Theorem 5*5*2. It seems to the author that the method of solving 
Ih2 
Eq.uation (5ô*9) in terms of its equivalent Thomas equation is not 
well-known in the field of functional equations- In our treatment of 
domains of attraction of possible limit laws in Z , the c functions 
are more informative. 
The following basic lemma is due to Thomas (I967) for the case of 
maximin functions. We give here a different proof of it for a general 
function cp • 
Lemma. 5.5.I Suppose that L is in £ • A distribution function 
F e D(L) iff there exist sequences and >0] , n = 1, 2., . .., 
for which 
Proof Suppose that (5.5"22) holds for some F and some sequences 
{a^} and >0] , n = 1, 2, ... Then by Lemma 2.3.I we have 
b" [F(a^ + y) - a] c(y) (5-5.22) 
as n —>• CO at all continuity points of c(y) where c(y) = h [L(y)] • 
if y > 0 
if y < 0 
y iS requires to oe a continuity point of c^yj 
cp" [F(a^ + 3^ y)] —h [c(y)] = L(y) • (5-5-23) 
Suppose that £• e D(L) . Then there exist sequences [a^] and 
fs^ > 0} , n = 1, 2, ..., such that (5-5-23) holds. Hence we have 
11^3 
h" [F(a^ 3^ y] ^ c(y) 
at All continuity points of c(y) for which -œ < c(y) < œ . Thus, if 
-m < c(y) < œ and. c(y) ^  0 then we get 
h~ {a + [F(0L + y) - a]} 
lim - 1 , 
h" [a + -ZM. ] 
b" 
which, in view of Lemma 2.3-2, implies (5-5.22). If c(y) = Xq , where 
Xq = 0, or -03, or +eo , then we must also have 
lim [F(a^ + y) - a] = Xq 
n —>• œ 
For suppose not; then there is a subsequence {n^} of {n} such that 
tttt. b [F(a + Br y) - a] = g , 
where -o < g < œ with g - By Lemma 2.3*1 and h (a) = 1, we 
lim b^ h" [F(a + 6 y)] = g / x_ , 
k —> « ^ ^ ^ 
which is a contradiction. This completes the proof. 
The next lemma is also due to Thomas (I967, Lemma h). 
1^4-
Lemma 5.5.2 (Thomas (1967)) If F e D(L) for L c £ then there 
exists a unique x^ satisfying 
F(x^ - e) < a < F(x^ + e) (5*5*2^) 
for all e > 0 and there exists a positive sequence for which 
9° [F(Xa + Pn y)] L(y) • (5-5.25) 
Proof See Lemma ^4- of Thomas (1967) • 
For a consideration of the domain of attraction of L in 2 it is 
sufficient to restrict our attention to the following subclass J of 
distribution functions F , each of which satisfies the two conditions: 
(i) the set {x; F(X) = a} is finite, i.e., the a-quantile of 
F, defined by 
Xg^ = inf fx: F(X) > a} , (5.5.26) 
fulfills the condition (5*5*2^)-
(ii) at least one of F(x^+) and F(x^-) is equal to a • 
Theorem 5.5.5 Let F e ^  . F e D(L) , for L e £ , iff there 
exists a sequence > 0} such that 
b^ [F(Xg^ + y) - a] > c(y) (5-5-27) 
at all continuity points of c(y) , where c(y) = h [L(y)] , and 
1^5 
is the a-quantile of P defined in (5.5.26). 
Proof Follows from lemmas 5-5*l and 5'5*2> In addition, we have 
g 
from Corollary 5-5*1 that lim — = & > where 3 satisfies 
n —^ œ n 
b c(py) = c(y) for -00 < y < co . 
In the following the numbers g and cc are always related by 
b = , 0 < 3 < 1 . 
Rema-rk 5.5.^ The condition (5-5-27) in. Theorem 5*5-5 implies 
that the function U defined by 
U(y) = F(x^ + y) - a for y > 0 
ii P.R.V. (p, a) if c(y) in (5.5.27) is positive for y >0 • 
Similarly, it also implies that the function defined by 
U(y) = F(x^ + y) - a for y < 0 
is P.R.V. (g, a) if c(y) is negative for y < 0 ' 
Remark 5'5-5 In view of Theorem h.k.2, the condition (5-5*27) 
in Theorem 5'5*5 can be replaced by the conditions that 
lim b" U(g^ y) = c(y) (5.5.28) 
n —^ «0 
at all continuity points of c(y) in an open interval I containing 
[g, 1] (resp. [-1, -p]) if c(y) is finite for y >0 (resp. 
y < 0). For c(y) = œ on R' , (5.5.28) need hold only for J = ^  , 
1Î4-6 
k = 1, 2, ... For c(y) = -co on R , (5.5.28) need hold only for 
y = , k = 1, 2, ... 
The following lemma tells us how to determine an equivalent 
sequence {3^} for {3^} in (5-5-27) when L(y) has a continuity 
point y^ ^  0 satisfying 
L(y^ - e) < L Y^ j) < Lvy^ - e) (5-5-29) 
for all e > 0 . 
Lemma 5-5-3 Let F e j" and L e or •Cjjjg • ^If L has a 
continuity point y^ > 0 satisfying (5•5*29) and 
cp"" [F(x^ + 3^ y)] L(y) , (5-5-30) 
for some sequence [3 > 0} with lim 3^ = 0 , and as defined 
n —^ 00 
by (5.5.26), then 
cp" Cnx^ + 3^ y)j —^ L(y) , (5-5-31) 
where [32] is defined by 
3^ = inf {x: cp^ [F(x^ + xy^)] > L(y^)} (5-5-32) 
for n = 1, 2, ... Similar result holds for L e with y^ < 0 . 
Proof IQ view of Theorem 5*2.5, ve have 
1^7 
9^ [F(a^ + "b^ y)] ^ > L(yy^) 
with a and b , n = 1, 2, .... defined by 
n n 
a^ = inf {x: CP^ [F(X)] > al 
Eg = icf [x: o" [F(x)] > L(y^)) 
"n = ^ \ -
Note that inf [x: L(x) >a] = 0 , inf [x: L(x) > L(y^)} = y^ . 
Since a = x for n = 1, 2, ..., E = x +b for n = 1, 2, ... 
n a  ' '  ^ n a n  
Thus, n = 1, 2, ... Therefore (5'5'3l) holds and 
3' 
lira ~ = 1 . 
n —^ a n 
Theorem 5'5'S Let L be a regular limit law in 5^ , i.e., its 
c(y) is given Dy 
Ç for y > 0 
c(y) = / 
-T |y|°^ for y < 0 . 
Let F e J' . Then F e D(L) iff U(y) is R.V. (a) for y > 0 and 
- U ( - y )  i s  R . V .  ( a )  f o r  y  >  0  a n d  l i m  — \  =  —  .  
t * 0 T 
Proof Follows from Theorem 5-5*57 Lemma 5-5*3^ Theorem 2.3*2 
and Lemma 2.3'5* 
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Theorem 5.5.7 Let L be a regular limit law in -Cjjp and. let 
F e T . Then F e D(L) iff -U(-y) is R.V. (a) for y > 0 and 
lim b° U(p & ) = oD for each k > 1 , where [6 > 0} is any 
sequence such that lim -b^ U(-g^) = t > 0 . 
n —^ CO 
Proof By Theorems 5-5-5 and. 5-5*6. 
Theorem 5.5.8 Let L be a regular limit law in -Cjjjp and. let 
F e J . Then F e D(L) iff U(y) is R.V. (a) for y > 0 and 
lim b^ U(-3 3^) = -« for each k > 1 , where > 0} is any 
n  — 0 0  ^  
sequence such that lim b^ U(p ) = t > 0 . 
n —>• 03 
Proof By Theorems 5-5-5 and 5-5-6. 
By Definitions 5.5.6 and 5-5*7 there remain five cases to be 
considered for L • These are considered in the following theorem. 
Since the arguments for these five cases are basically the same as the 
above, proofs will not be given here. 
Theorem 5.5.8 Let F c J" ^ Consider the following five possi­
bilities for L in £ : 
(i) F e D(L^ for some left regular limit law L in £^0 ; 
-"-H 
iff -U(-y) is R.V. (a) for y > 0 , and along the sequence > 0} 
satisfying lim -b^ U(-p^) = 1 , U(y) is P.R.V. a) for 
y > 0 
(ii) F e D(L) for some right regular limit law L in , 
iff U(y) is R.V. (a) for y > 0 , and along the sequence > 0} 
satisf^'-ing lim b~ = 1 ; -U(-y) is P.R.V. {&, a) for 
n V 00 
y > 0 . 
Ik-S 
(iii) F e D(L) for some pseudo regular limit law L in ' 
iff there exists a sequence > 0] with lim ~ P such 
" n —> 00 "n 
that "b^ y) converges to a non-zero finite valued function c(y) , 
at pn continuity points of c(y) , on an open interval I containing 
the set [-P, -1] U [p, l] • 
(iv) F e D(L) for some pseudo regular limit law L in > 
iff there exists a sequence [3^ > 0} with lim "g^ ~ ^  such 
n —>• CO n 
that U(p^ y) converges to a non-zero finite valued function g(y), 
at flU continuity points of g(y) in some open interval I containing 
the set [-1, -p], and converges to œ for each fixed 
k . 
(v) F e D(L) for some pseudo regular limit law L in «Sjjjg , 
iff there exists a sequence [g > 0} with lim = P such 
° n —> œ ^n 
that L,^ U(s° y) converges to s. ncn-zsro finite valued function g(y); 
at all continuity points of g(y) ; on some open interval I containing 
the set [3, 1] , and U(-p 3, ) converges to -œ for each fixed 
k . 
Remark The condition (32) in Theorem k of Thomas (196%) 
states that 
for all continuity points y s E of c(y) . If y^ > 0 and 
0 < c(y) < <= for y > 0 . then, in view of Theorems 2.3-1 and 2.3-2, 
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U(y) is R.V. (a) for y > 0 with some a > 0 . Thus, this condition 
is useful only for domains of attraction of regular limit laws. 
F. Domains of Attraction for Exterior Fixed Points 
In this section we consider an arbitrary function cp satisfying 
the conditions: 
(i) cp is a continuous and strictly increasing function from 
[0. 1] onto [0,1] , 
(ii) cp(0) = 0; X < cp(x) < 1 for 0 < x < 1, and cp(l) = 1, 
(iii) cp'(O-) = b > 1 , 
(iv) there exists a continuous distribution function h such 
that 
cp^( ^  h(y) ; (5-6.1) 
b 
where h(0+) = 0 and h is strictly increasing in r"^. 
Assume that the conditions (i) - (iii) hold for cp • We see from 
Corollary ^•k.2 that (iv) is equivalent to 
(v) cp(x) = h [b h"(x)] for 0 < x < 1 , (5.6.2) 
where h'(0+) = 1 , h (0+) = 1 , h (O) = 0 and 
h (1) = OS . 
The distribution function h will be called the uniform limit 
law under cp with the fixed point zero. 
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Most of the results of this section can be obtained by the same 
approach used in Thomas (1967)-
Definition 5-6.1 (Thomas) A non-degenerate distribution func­
tion L is said to be a limit law under cp if there exists a distri­
bution function F such that it is possible to choose two sequences 
and {3^ > 0} for which 
[F(Q^ + P^y)] L(y) . (5-6.3) 
will denote the class of all possible limit laws under cp • 
Definition 6.2 (Thomas) Let L e • If, for a distribution 
function F , (5-6.3) holds for some sequences {o:^} and > 0} 
then F is said to belong to the domain of attraction of L , 
denoted by F e D(L) . 
For each distribution function F , define 
Xq = inf [x: F(x) > 0} • 
If Xq is finite then F(xq+) can be zero or F(xq-5-) > 0 . The case 
of F(x^+) >0 is of no interest, because there are no normiag 
constants and > 0} such that (5*6«3) holds for some non-
degenerate distribution function L(y) • Thus, we always assume in 
this section that, for each F being considered, Xq of (5.6.4) is 
such that 
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F(xq+) = 0 and F(xq + e) > 0 for all e > 0 
if Xq is finite, or. 
F(X) > 0 for X e R , 
if XQ = -œ . This leads to the following definition. 
Let 7 be the set of all distribution functions F with 
—CO 
XG = -CD and F(X) > 0 for x e R . 
Let J"Q be the set of all distribution functions F with 
some finite Xq and F(xq+) = 0 , F(xQ + e) > 0 for all g > 0 . 
LpTTima. 5.6.1 L e iff there exists [a, g > 0} such that 
cp [L(Q: + py)] = L(y) (5.6.5) 
for y e R . 
Proof Suppose that (5-6.5) holds for L . If we define p =6* 
and = a(l + P + + 3 ) for n = 1, 2, —, then 
[^(2% ^  = Ul') 
for y e R . By definition, L e and L e D(L) . 
Suppose L e • Then there exist sequences and > 0} 
such that 
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cp^ [F(Q^ + g^y)] ^ » L(y) . 
By the same argument used in Theorem 5*5*1^ we get (5-6-5) with 







and g = lim 
n CO 
IfmmA. 5.6.2 Suppose that (5-Ô-5) holds for y e R , where L is 
some non-degenerate distribution function, 0: s R and g > 0 . Then 
we have the following results: 
(i) if 6 = 1 then a < 0 and 0 < L(y) < 1 for y e R , 
(ii) if holds for some L(y) , for some p / 1 and a 
then there is a constant oy such that (5-6-5) holds for 
F(y) = L(y + a^) , for the same p and a - 0 , 
(iia) if P > 1 and a = 0 then L(0) = L(O-) = 1 and 
0 < L(y) < 1 for y < 0 , 
(iib) if p < 1 and a = 0 then l(0+) = 0 and 
0 < L(y) < 1 for y > 0 • 
Proof (i) If P = 1 then L satisfies 
for y e R . When a > 0 , L can not be a non-degenerate distribution 
function because cp(x) = x iff x = 0 or 1 . For, suppose that 
a > 0 . Then, o: + y > y for y e R , which implies 
9 [L(a + y)] = L(y) (5.6.0) 
I'(y) < L(c: + y) 
1^ 
and 
9 [L(a + y)] = L(y) > L(a + y) 
for y e R . Thus, L(y) can take values 0 or 1 and L can not 
be a non-degenerate distribution. Therefore, we must conclude that 
q: < 0 . Let y^ / 0 be such that 0 < ify^ ) < 1 • From 
cp^ [L(na + yg)] = LCy^) 
and 
myg)] = L(yQ - na) 
we see that 0 < L(y) < 1 for y e R . 
(ii) if 3^1 then we have from qj [L(q: + 3y)] = L(y) for 
y 6 R , 
cp" [L(a  ^+ 3"y)] = L(y) 
for y e R , where = a(l + 3 + ••• + , 
n = 1,. 2, ... Thus, 
[L [Qq + 3^(y - Og)]] = L(y) 
for y e R and n = 1, 2, ..., where • Put y = + x , 
we get 
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cp^ [L(ob + p^x)] = L(q^ + x) (5.6.7) 
for x e R . Setting F(x) = L(q^ + x) for -e= < x < = , ws get, 
for each n  = 1, 2 ,  
cp^ [F(p°x)] = F(x) 
for X 0 R . Therefore, for L satisfying cp [l(a: + Py)] = L(y) for 
for y e R , we get L(y) = 1 for y > 0 . For suppose not, then there 
L(yn) < 1 and L(3 y^) = LCYq) • Thus L(g° Yg) = LCyg) = 0 for 
n = 1, 2, ••• This is impossible. Next, we know that there exists 
y^ < 0 such that 0 < L(y^) < 1 . ($.6.8) then leads to 0 < L(y) < 1 
for y < 0 and L(O-) = 1 . 
(iib) If g < 1 and a = 0 then, from the condition 
-OD < y < 00 with p ^ 1 , we may assume that (3 = 0. 
(iia) If 3 > 1 and a = 0 then, from the condition 
cp [L(3 y)] = L(y) (5.6.8) 
exists V. > 0 such that < 1 - , _ » ... ™ ^ ^  M wL ttfb — XIl±3 JALIJ.XC£> ouau 
9 [L(P y)] = Lfy) (5.6.9) 
for y s R , we get L(y) = 0 for y < 0 • For suppose not, then there 
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exists y-Q < 0 such that LCYq) > 0 • This implies that cp [L(p y^)] = 
Yq 
LCYQ) = L(p YQ) and LCy^) = L( — ) = 1 for n = 1, 2, ... This 
3 
is impossible^ Now, we know that there exists y^ > 0 such that 
0 < L(y^) < 1 . (5'6-9) then leads to 0 < L(y) < 1 for y > 0 and 
L(O+) = 0 . 
For L e JC satisfying (5.6.7) with & / 1 , we assume in the 
cp 
sequel that the number in (5-6.7) is zero, leading to the 
definition of £ = {L e L satisfies (5-6.5) with 3 = 1 or L 
satisfies (5*6.5) with g ^ 1 and a = 0} and 
Theorem 5-6.1 L e £ iff L satisfies exactly one of the follow­
ing three functional equations : 
(i) cp [L(a + y)] = L(y) for y g R , where a is some constant 
less than 0 . 
(ii) cp [L(p y)] = L(y) for y e R , where g is some constant 
1 < 3 < 05 . 
(iii) cp [L(p y)] = L(y) for y e R ^ where g is some constant 
0 < g < 1 . 
Proof Follows from Lemmas 5-6*1 and 5-6.2. 
Define the three subclasses of Z as follows : 
S.J = [L e £ : 0 < L(y) < 1 for -co < y < œ] 
= {L s £ : 0 < L(y) <1 for -= < y < 0 
L(O-) = 1(0) = 1} 
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= {L e £; L(0+) =0 and 0 < L(y) < 1 
for 0 < y < ra] 
Corollary 3'6.1 X = U U £jjj • 
Proof By Lemma ^ '6-2 and Theorem $.6.1. 
Note that the three classes arise here in connection with the 
possible values of 3 , whereas three classes arose in Section 5 in 
directions of approach to the fixed point. 
Corollary 5-6.2 L e iff there exists a constant a < 0 such 
that 
Corollary 5-à-3 L g iff there exists a consranr y > 1 
Also, we have the follcrwirig three corollaries. 
cp [L(q: + y)] = L(y) (5.6.10) 
for y e R • 
Such that 
c? [l(Y y)] = I'(y) (5.6.11) 
for y e R • 
Corollary 5*6.4 L s there exists a constant 0 < g < 1 
such that 
cp [L(3 y)] = L(y) (5.6.12) 
for y G E . 
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We will not specify at this point the types of eq.uivalence classes 
of «"I "I possible limit laws under cp to allow the simplest possible 
description of £ in the subsequent argument-
Note that the functional equations (5-6.10) - (5-6.12) can be 
solved analougously to Section E. 
For each fixed a < 0 , define = {L e £j: L satisfies 
(5.6.10) with the constant a] • 
For each fixed y > 1 ; define = [^ e •Sjj* ^ satisfies 
(5.6.11) -with the constant y } • 
For each fixed 0 < g < 1 , define = {L e ^ satisfies 
(5.6.12) with the constant 3 ] • 
Theorem 5*6.2 Let a < 0 be fixed. ^ there exist 
a Pg e (0, 1) , and a right continuous and non-decreasing function 
g: [a, 0] —> [pg, cp(Pq)] with g(a) = Pg and g(0) = cp(Pq) for 
which the function L can be defined iteratively by 
Lfy) = g(y) a < y < 0 , 
and 
cp [L(a + y)] = L(y) - = < y < = . 
Proof Obvious. 
Theorem 5-6.3 Let y > 1 be fixed. L e <£tty there exist 
a Pq e (0, 1) and a right continuous and non-decreasing function 
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g: [-Y, -1] —> [Pq^ (p(Po)] with g{-y) = and g(-l) = cp(Pq) for 
which the function L can be defined iterativeJy by 
Proof Obvious-
In the remainder of this section the treatment of domains of 
attraction of all limit laws will be given in terms of the C functions 
defined below, as we have done for the case of the interior fixed point 
a in Section E-
For a distribution function L, with 0 < (y) < 1 , for 
-OS < y < 00 , define 
(y) for -Y < y < -1 
1 for y > 0 , 
and 
c? [lCy y)3 = LCy) for y < o . 
A similar results holds for L e , 0 < p < 1 • 
c^Cy) = h" [L^(y)] for -oo < y < CO . (5.0.13) 
For a distribution function with 0 < I^(y) < 1 for 
-00 < y < 0 and 1^(0-) = 1 , define 
for -00 < y < 0 
for y > 0 
(5.6.14) 
l6o 
For a distribution function with 1^(0+) = 0 and 
0 < L^Cy) < 1 for 0 < y < œ , define 
y < 0 
(5.6.15) 
y > 0 . 
Note that the functions c^(y) , i = 1, 2, 3 defined above 
are non-decreasing in R . It can be seen that c^^y) is finite, 
positive and right continuous in R with c^(-od) = 0 and c^(+eo) = «, 
Cgfyj is finite, positive and right continuous in R with 
Cg(-œ) = 0 and c^fO-) = <= , and c^Cy) is finite, positive and 
right continuous in R^ with 0^(0+) = 0 and c (+=») = œ . 
Theorem $.6.4 e £j iff there exists a constant a < 0 for 
which 
b c^(q: + y) = c^(y) (5.6.16) 
for -co < y < CO . 
Proof Suppose that (5.6.16) holds for some c^ function and 
some constant a < 0 . Then L^(:y) , defined by L^(y) - h [c^(y)] 
for y e R , satisfies 




= h [b c^(a 4 y)] 
l6l 
= h [c^(y)] 
= h {h" [L^(y)]} 
= for -co < j < <o . 
By Corollary 5.6.2, g • 
Suppose that e • Then, from Corollary 5*d*2, there exists 
a constant a < 0 such that 
cp [L^(a + y)] = L^(y) 
for y G B , i.e., h h~ [1^(0: + y)] = h [L^(y)] for y e R • This 
leads to (5*6.16). 
Theorem 5.6.5 e S,jj iff there exists a constant Y > 1 
for which 
b CgÎY y) = Cgly) (5.6.17) 
for -as < y < 05 . 
Proof Suppose that (5-6.17) holds for some c^ function and some 
constant y > 1 . Then ^^(y) , defined by = h [c^fy)] for 
y e R ; satisfies 
? [Lgfy y)] h [b h' [IgCy y)]} 
h [b Cgfy y)] 
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h [Cgfy)] 
LgCy) for -œ < y < 
By Corollary 5.6.3, Lg e £jj • 
Suppose that e £jj • Then, from Corollary 5.6.3, there exists 
a constant y > 1 such that 
9 y)] = 1-2(7) 
for -oD < y < œ . This implies that h h [L^fy y)] = h [LgCy)] and 
b CgXv y) = CgCy) for -= < y < = , where c^Cy) = h" [Lg(y)] . 
Theorem 5.6.6 e iff there exists a constant 0 < 3 < 1 
for which 
for -œ < y < œ . 
Proof Follows frcan Corollary 5.6.^ and the condition (5.6.2). 
Note this case is similar to Theorem 5-5*3* 
The method of solving functional equations (5-6.16) - (5.6.18) is 
the same as the one used in Theorem 5.5.4. Note that the equation 
(5-6.16) may be considered as a generalization of the exponential 
equation of Cauchy c^(x + y) = c^(x) c^(y) for all x , y e R - This 
implies that c^(x) = e*^ or for x e H and a constant d > 0 , 
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is a solution to Equation (5'6-l6). The set of all possible solutions 
to Equation ($.6.16) will be given below-
Theorem 3-6.7 Let a < 0 be given- e iff the function 
can be constructed iteratively by 
I'3_(y) = b [c^ (y)] for -= < y < 
c^ (y) = f(y) for a < y < 0 
b c^ (a + y) = c^ (y) for -= < y < = , 
where f is an arbitrary right continuous and non-decreasing function 
from [a, 0] into [p^ , b p^ ] with f(a) = p^  and f(0) = b p^  for 
some constant p^  $ -
Proof Obvious -
Theorem 5-6-8 Let y > 1 be given- Lg e iff the function 
Lg can be constructed iteratively by 
L^ (y) = b [Cgty)] for -» < y < co , 
f(y) for -Y < y < -1 , 
+00 for y > 0 
Co(y) =  ^
and 
Igi. 
b c^ Cv y) = Cgty) for -œ < y < 0 , 
where f(y) is an arbitrary right continuous and non-decreasing 
function from [-y, -l] into b p^ ] with f(-y) = Pq and 
f(-l) = b Pq for some constant Pg e « 
Proof Obvious• 
Theorem ^ «6.9 Let 0 < 3 < 1 be given. e -jjjg iff the 
function can be constructed iteratively by 
L^ Cy) = h [c^ Cy)] for -» < y < «= , 
for p < y < 1 
for y < 0 , 
and 
b c,(p y) = c^ (y) for 0 < y < <= , 
where f(y) is an arbitrary right continuous and non-decreasing 
function from [g, 1] into [p^ , b p^ ] with f(3) = p^  and f(l) = 
b Pq for some constant Pq e R' • 
Proof Obvious. 
Remark 3.6.1 note that h [c^ (y)] with c^ (y) = y^  for y > 0 
and c^ Cy) = 0 for y < 0 is in £xtt ; vhere X > 0 . Similarly 




is in , where X > 0 . 
Definition 5.6.3 Let a satisfy b = e e is said 
to be an exponential type in if its c^ (y) = e^  for y e R • 
e £jq, is said to be a pseudo exponential limit law in if its 
v 
c^ (y) is not of the form for y e R , d > 0 . 
Definition $.6.4 Let X and y be related by b y ^  = 1 . 
Lg e is said to be a regular type in if its Cg(y) = \j\~^  
for y < 0 and c^ iy) = +® for y > 0 . L^  e is said to be a 
pseudo regular limit law in Z t t ,^ if its c^ (y) is not of the form 
rjyl ^  for y < 0 and any constant T > 0 . 
Definition 5«6.5 Let X and p be related by b = 1 • 
L3 e •Sjjjp is said to be a regular type in Sjjjg if its c^ fy) = 
for y > 0 and c^ (y) = 0 for y < 0 • L^  e is said to be 
pseudo regular limit law in Sjjjg if its Cg(y) is not of the form 
ty^  for y > 0 and any constant t > 0 . 
Lemma 5-6.3 Let L e £ * A distribution function F s D(L) iff 
there exist sequences [0^ } and > 0] , n = 1, 2, ..., for which 
b F(a^  + y) > c(y) (5-0.19) 
as n —^  00 at all continuity points of c(y) , where c(y) = 
h" [L(y)] . 
Proof Same proof as that used for Lemma 5-5-1-
Lemma 5.6.U (De Haan, 1970) For sequences [a^ } and {6^  > 0} 
of real numbers ; n = 1, 2, ...; the following two implications hold. 
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(i) If lim = Y , 1 < y < CO and lim = 0 
n —> œ "n n —'> <= n 
then lim — = 0 . 
n —>• 00 n^ 
(ii) If lim = p , 0 < 3 < 1 and lim = 0 
n > OS n n >• <= n 
a - a 
then lin a = ct , -œ < o: < » , and lim — 0 . 
n > OS n  ^œ n 
Proof The proof given by De Haan (1970) is presented below. 
(i) Define 
Cl = Oi , 2% = On - «n-i % = 2, 3, 
p , 
d, = 1 , d^  = for n = 2, 3, 
1 n 3^  
; 
We have to prove 




n —^  w k=l n 
lim : 1- ^ A_ CO a.=j- a. 3_ 
= 0 (5-6.20) 
By assumption, we have 
we set 
lim — = 0 and 
k —> 00 k 
xim Thus 
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n n n 
lim sup E — = lim sup Z ( n d. ) = M<oo. 
k=l k=l j=k+l ^  
n —> œ 
Let e > 0 be given- Then there exists an N = E(e, M) such that if 
n > IÎ then 
n > , g 
—  ^TT • 
9% ' - % 
Let n > N • We get 
'Ji Ï ' -1H \i • '  Ï  '  •  f c  
. N-1 





lim sup 1 S ^ 
k=l k^ 
< 1 





Cl = Oi , = 0^  - «n-1 % = 2, 3, ..., 
3 
d.^  = 1 , = g for n = 2j 3; ••• 
n-X 
We first have to prove that for m > n , 
m c, 
a - a = E 3 •  ^ > 0 (5.6.21) 
 ^  ^ k=n+l 
as n,m —• By assumption, we have lim — = 0 and 
k -f- oD k^ 
lim d^  = P , 0 < 3 < 1. This gives 
Œ OS K 
lim sup — Z a = lim sup Z ( II d. ) < t» . 
, n^ k=n+l k=n+l j=n+l ^  
n —^  CO n —^  o3 
(5.6.22) 
Since 3^  —> 0 as n —œ , we must have 
m 
lim Z 3^  = 0 . (5-6.23) 
n .m —^  œ k=n+l 
Therefore, (5.6.21) is an easy consequence of (5.6.23) and 
k^ lim — = 0 . Next, we have to prove 
k —> = \ 
169 
a-a 1 c 
lim —-— = lim — Z p, * — = 0 . 
n —^  CO n n —^  =o k=n+l k 
Q 
This follows from (5-6.22) and lim  ^= 0 . 
k —> » k^ 
Rpma-rk 5'6»2 The following two lemmas indicate typical situations 
in which Lemma 5-6.4 is useful. Hote that Lemma 5•5-2 can be proved by 
using (ii) of Lemma $.6.4. 
Lemma 5-6.5 Let L^  g * F e 0(1^ ) iff F satisfies the 
following two conditions : 
(i) F(y) > 0 for all y > -». 
(ii) There exists a sequence > 0] , n = 1, 2, ... with 
lim = y > 1 for which 
n —^  CO n 
- T1 — / _ D Ml M 
n 
/r- /-»1. \ tp.u.cf; 
at all continuity points of c^ ij) , where Cgfy) = h" [L^ (y)] . 
Proof Suppose that F satisfies the two conditions as stated 
in this lemma- Then; by Temma 5.6.3; F ç D(L_) . 
Suppose that F e D(Lg) . Then, by definition, there exist 
sequences and > 0} such that 
cp^  [F(a^  + y)]  ^> I%(y) (5.6.25) 
170 
We first show that ($.6.2k) holds- But, (5-6.2^ ) is equivalent to 
 ^[F(p y)] ° > LpCy) • (5-6.26) 
As in the proof of Lemma $.6.1, we get from (5•6.25) that 
?" t^ V^l n^+1 , 
where y > 1 . Thus> by Theorem 5-2-2; we get 
lim  ^= Y > 1 
n —^  03 n 
and 
lim -5— = = 0 
. P n —> oD 
"n In view of (i) of Lemma 5.6.4, we get lim — = 0 - men, by 
n —^  OS n 
Theorem 5.2.2 again, ve get (5.6.26). Since as n —, 
it is easy to see that F(y) > 0 for all y > -= . Fer, if it trere 
not true, then I^ (y) in the right-hand side of (5.6.26) is not a 
non-degenerate distribution function. This completes the proof. 
Lemma 5.6.6 Let L^  e ' F e DfL^ ) iff F satisfies the 
following two conditions: 
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(i) There exists a point Xq e R such that F(xq+) = 0 and 
F(XQ + e) > 0 for all e > 0 . 
(ii) There exists a sequence > 0} , n = 1, 2, ... with 
lim = 3 , 0 < p < 1 , for which 
n —^  CO n 
lim F(XQ + y) = c^ (y) (5.6.27) 
n —> CO  ^
at all continuity points of c^ fy) ; where c^ fy) = h" [L^ vy)] • 
Proof Suppose that F satisfies the two conditions as stated 
in the lemma. Then, by Lemma 5.6.3, F e DfL^ ) . 
Suppose that F e DfL^ ) . Then, by definition, there exist 
sequences [a^ } and >0} such that 
rrT' I Vt rv -L A ir t  I 2—V Î .  l\r^ . l'"1.6. 58^' T L- \ */ / -J "2^  
We first show that (5.6.27) holds. But, (5.6.27) is equivalent to 
cp"" [F(XQ + y)] —^ LgCy) • (5.6.29) 
In an analogous way as Lemma 5*6.1, we get 
9* LF(Qh+i + &a+i y)] 3^(py) ; 
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where 0 < p < 1 • By Theorem 5-2.2, we get 
lim = .8 
n —^  CO n 
and 
lim V-°n 
n  — 0 0  
In view of (ii) of Lemma ^ .6.h, there exists a x^  e R such that 
lim a = x„ 
n u 
n —^  00 
and 
"(•) ~ "V. 
lim = 0 
V P n —> CO 
Then, by Theorem $.2.2 again, we get ($.6.29). Since  ^0 as 
n —> œ , it is necessary for (i) to hold. For if (i) were not true, 
then L^ Cy) could not be a non-degenerate distribution function. The 
proof is completed. 
Definition ^ .6.6 Let U: R —> . U is said to be pseudo 
regularly varying (P.R.V.) at -œ if there exists a sequence [6^  > 0], 
n^+1 
n = 1, 2, ..., with lim —r— = y > 1 ^ and a monotone function 
n —>• CO n^ 
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c: R~ —9- r"*" with b c(yy) = c(y) for y e R such that 
lim U(p^  y) = c(y) ($.6.30) 
n —^  00 
at all continuity points of c(y) , where b = for some X ^  0 in 
R . U is called P.R.V- {y, -\) at -= . Sometimes we call U a 
P.R.V. (y, -X) at -<= with respect to c(y) . 
Note that if a monotone function U: R —> r"*" is P.R.V. {y, 
at -co with respect to c(y) = xjyl ^  , then we know that U is 
regularly varying at -» of order . 
Lemma 5'6'7 let e  ^be such that b = y • 
Suppose that has a continuity point y^  < 0 satisfying 
LgCyi - e) < L(yj_) < L(y^  + e) 
for all s > 0 ' If F s ©(Lg) then 
cp" y)] i^ (y) (5.6.31) 
with 3^  , n = 1, 2, ..., defined by 
= inf {x: [F(x y^ )] > ' (5'G'32) 
Proof By Lemma $.6.5, there exists a sequence > 0] , 
17^ 
n = 1, 2, ... with = Y such that 
cf [F(p^ y)] i%(y) 
Since cp [I^ Cyy) ] - LgCy), is also continuous and strictly 
increasing at y^  = v • In view of Theorem 5.2.5, we have 
9^ [F(a^ + y)] —LgCa- + "by) 
with a^  and , n = 1, 2, ..., defined by 
a^ - = inf {x: cp^  [F(x)] > L2(y2)} 
= inf {x: cp° [F(X)1 > L^ Cy^ )] 
n^ = n^ - &n 
a = inf [x: L^ îx) > L^ Cy^ )} = yg < 0 
I = inf [x: L^ Cx) > LgCy^ )} = y^  
b = s - a = y^  - yg = y^ Ci - v) > 0 . 







n —^  03 n 
= b > 0 . 
Therefore, E = a. + b_ 
' =ti n n and 
E a b 
lim  ^= lim ( ^  + ^  ) = a + b = 
8 —: ' 6 6 
n —V CO "^ n n —^  œ n^ n 
Thus, we get 
lim  ^= 1 • 
n —> ea n^ 
This completes the proof. 
Lemma 5-6.8 Let L-, e Z-^ -r-r^  and X be such that b gr = l . j l±Xp 
Suppose that has a continuity point y^  > 0 satisfying 
1*3(71 - e) < L^ vy^ ) < 3^(^ 1 + e) 
for all e > 0 . If F e ^ (^ 3) then 
t?" [F(eà y)]  ^> i^ (y) (5-6.33) 
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with , n = 1, 2, defined by 
3^  = inf [x: cp^  [F(x y^ )] > Lg(y^ )} - (5.6 
Proof Follows from the argument used in Lemma 5*6.7• 
Note that if we write o: = L^ Cy^ ) , then (5.6.32) and (5.6.3^ ) 
can be rewritten as 
PZ = inf [x: F(x y^  ) > cp~^ (a)} . 
We may also write (5-6.32) as 
&K: F(x y^ ) > Lg(Y^  y^ )} , 
and (5'6.3^ ) as 
= inf {x: P(x y^ ) > L^ (p- y^ )} . 
Thus, Lemmas 5*ô-5 and 5*6.6 can be restated as follows. 
Theorem 5.6.10 Let L_ r Z and \ be such that b = . 
F e D(Lg) iff F e -T and F is P.R.V. (y, -X) at -= with 
respect to c^ fy) = h [L^ (y)] for y e R • If, in addition, L^  
regular in ' then ? g D(Lg) iff F g ^  ^ and F is regular 
varying at -00 of order . 
Proof Follows from Lemma 5*^ *5 and Theorem 2.3*2. 
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Theorem 5.6.11 let L-, e X-r-r-r^  and X be such that b = 1 . j iiip 
F e D(lq) iff F e for some Xq and F is P.R-V. (p, X) at 
zero with respect to c^ (y) = h [L^ Cy)] for y e R"'"- If, in addition, 
is regular in , then F e iff F e for some Xq 
and F(XQ + y) is R-V. (x) for y > 0 . 
Proof Follows from Lemma ^ -6-6 and Theorem 2.3-2. 
Lemma 3'0-9 Let L^  e and a be such that b = e ^  . 
Suppose that L^  is continuous and strictly increasing at y^  e R • 
If F e D(L. ) then 
cp^  [F(a^  + b^  y)] —L^ (a + by) (5-6.35) 
with a^ , b^ , a, and b defined by 
a^  = inf fx: çP [F(X)] > L^ (Q: + y^ )] 
= inf {x: cp° [F(X)] > L^ (y]^ )] 
b = Ç - a 
n n^ n 
for n = 1, 2, and 
a = inf {x: L^ (^x) > L^ (q: + y^ )} = a + y^  
I = inf {x: L^ (X) > L^ (y^ )} = y^  
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b = Ç-a, = - a > 0 « 
Proof Follows from Theorem 5-2.4. 
Since F e D(L^ J implies that there exist and {S^  > 0} 
such that 
cp"" [F(a^  + y)] Li(y) 
with 
ana 
lim = a 
n —^  ra n 
lim = 1 ; 
n —> OS n^ 
we see that for the sequences [a^ ], constants a and b as 
defined in (5*6.35) we have 
D a - a 
n , .^ n n lim — = b and Ixm = a 
n —^  00 n n —> » *^ n 
provided that is continuous and strictly increasing at y^  • Thus, 
if we define 





for a = 1, 2, —, then 
(p° [F(q:^  + 3^  y)] ° > ]^ (y) • (5.6.37) 
Hece^  ve have the following corollary. 
—ry 
Corollary 5.6.5 Let e and a be such that b = e 
Suppose that F e and is continuous and strictly increasing 
at y^  e R • If F e D(L-, ) then (5-6.37) holds with and , 
n = 1, 2, .defined by (5.6.36) and (5'6.35)- Furthermore, we have 
Proof The first part of the corollary is proved in the paragraph 
above Corollary 5'D-5* If remains to show (5.6*38). Since F e , 
we must have 
0 . (5.6.38) 
n 
lim a' + B' V 
n n^ CO 
for each continuity point y of . Thus 
i8o 
lim 0^  = -» 
n —^  00 
and 
lim 0/(1 + ^ 5— ) = 
n —^  CO n 





for a"i"i sufficiently large n . Thus, 
lim inf 
n —> œ 
^ ^ a; - y 
for each continuity poxnô y ^  0 ci • j-ners^ crs. . -tJA crei 
P' 
lim inf -^  > 
. n 
n —^  oj 
0 
Similarly, for each continuity point y < 0 of , we have 
l8l 
for all sufficiently large n • Thus, 
9A < -1 lim SUD —r < 
. - a" — V 
n —^ OS n 
for each continuity point y < 0 of • Therefore, we get 
P* 
lim sup -T < 0 
. a -
n —>• CD n 
Hence, we have proved (5.6.38). 
Theorem 5.6.12 Let L^  e and a be such that b = e . 
F e D(L^ ) with F s iff there exist sequences and {3^ >0} 
with lim = -« , lim — = a < 0 , lim "g^  ~ 
n —y CO n —^  CO n n —^  co n 
P 
lim — = 0 such that 
n —> œ 
lim b^ F(a^ + y) = c^(y) (5-6.39) 
n > eo 
at all continuity points y of c^ (y) , where c^ (y) = h [L^ (y)] . 
Proof Follows from Lemmas 5*6.1 and 5-6.3 and Corollary 5-6.5-
Note that if y„ is a continuity point of c^(y) , then (5-6.39) 
may be written as 
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^ •% 
at all continuity points y of c^ (y) - If can be taken to be 
zero, then ($.6.40) reduces to 
F(a + 6 y) c^ (y) 
at all continuity points y of c^ (y) , where lim = -m , 
n > CD 
p a , - a p , 
lim — = 0, lim —— — = a < 0 and lim — = 1 • 
n > OS n n > oo n n —» n 
Since b c^ (q: + y) = c^ (y) for y e R , the function c^ (y)/c^ (yQ) 
at the right-hand side of (5.6.^ 0) also has this property. 
Definition 5'6.7 A distribution function F s J" is said to be 
'  '  " 1 1  I  '  — C O  
an asvmutotic nseudo exponential distribution function at -=> if there 
exist sequences and > Ol . n = 1. 2 with 
fL Qn+l - 0% 
lim a = -00 , lim — = 0, lim = a < 0 and 
n a B 
n —> CO n > 03 n n —>• co n 
lim = 1 ; and a right continuous and non-decreasing function 
B 
n —> 00 "^ n 
c^ : R —> R^  with b c^ (o: + y) = c^ (y) for y g R, where b > 1 is a 
constant and b = e , such that 
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Ittti F(a^ ) = finite positive number ($.6.42) 
n > CO 
and 
F (a.. + P_ y) 
at all contimiity points of y of c^ (y) . j will be called an 
asymptotic pseudo exponential distribution function at -œ with respect 
to Ct (y) and constants b > 1 and a < 0 . If c^  (y) = e^  at the 
right-hand side of ($.6.43), F is called an asymptotic exponential 
distribution function at -=» . 
With this definition. Theorem $.6.12 may be restated as follows: 
Theorem ^ .6.13 let e and a be such that b = e 
F e D(L^ ) with F e 7iff F is an asymptotic pseudo exponential 
distribution function at -<= with respect to c^  (y) and constant 
b > 1 and a < 0 . In addition, F e D(L^ ) and F e , with 
being continuous and strictly increasing at y^ s R, iff F is an 
asymptotic pseudo exponential distribution function at with respect 
to c^ Cy) and constants b > 1 and a < 0 , and the norming constants 
Proof Follows from Definition $.6.7, Theorem $.6.12 and Corollary 
5.6.5. 
Next, we consider the case F e •5'^  . 
Corollary '^.6.6 Let e and a be such that b = e"*^  . 
Suppose that F e and L- is continuous and strictly increasing at 
1% 
e R • If F e D(L^ ) then (5.6.37) holds with and , 
n = 1, 2j defined by (5.6.36) and (5.6.35)» Furthermore, we have 
1im 6* = 0 
. n 
n > CO 
11'Tn a 
H  ^CO 
T _ 
n -
n = 0^ - ^  n 
= 0 
(5.6.44) 
Proof The first part of this corollary is proved in the para­
graph before Corollary 5-6.5- It regains to show (5.6.44). Since 
F e Jq  ^ there is some Xq e R such that F(xq+) = 0 and F(Xq + e) > 
0 for all e > 0 . Hence, the constants [a^] and in (5.6.37) 
iUL40 V OCbUa.OJL^ 
liiii a; + p; y = x^  
for each continuity point y of L, (y) . Thus- for such y 
OA + PA y > 3:0 
for all sufficiently large n . We first show that lim = 0 . 
n > CO 
Let x^  and x^  be two distinct continuity points of . Then we 
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have 
lim - Xg) = 0 
n — 
Since - Xg ^  0 , we have lim = 0 . Thus, we have also 
n  ^00 
lim = Xq . For a continuity point y < 0 of L^ (y) , we have 
n 
0 > PA y > =0 - Gh 
or 
> Î 
=0 - 3% y 
for a.l 1 sufficiently large n . Then, we have 
lim. inf 




Since y < 0 can be arbitz-azy large, we get 
tsf >: 0 -
• C3 0 n 
Similarly, if y > 0 is a continuity point of L^ (y) , then 
% ^ > =^0 - % ° 
186 
or 
% < i 
y 
for all sTifficiently large n . Then, we have 
% , 1 
^ y 
Since y > 0 can be arbitrary large, we get 
laia Step 
n ^ 00 
-
< 0 
This completes the proof of (5.6.44). 
Theorem 5'&.14 Let e and a be such that b = e"^ . 
F e D(L^) with F e ^ for some finite Xq , iff there exist 
3 
sequences [a } and [8 > 0} with lim o: = x. , lim 11 Xi 11 w " cx 
n ^ CO n >• CO 0 n 
a 1 - a 
= 0 , > Xq for all sufficiently large n , lim = 
n —»" œ ^n 
n^+1 
a < 0 , and lim —— = 1 , such that 
n —^  00 n^ 
Im b-F(a^+p„y) = c^ (y) (5.6.45) 
at all continuity points y of c^(y) , where c^(y) = h^ [L^(y)] . 
i8T 
Proof Follows Lesnmas 5» 6.1 and. 5.6.3 and Corollary 5.6.6. 
Note that [a^ } can not be replaced "by in (5.6.^ 5), 
=0 - 9n ___ 
because —>• -=» as n —=» . 
n^ 
Définition 5.6.8 A distribution function F e J'g is said to be 
an asymptotic pseudo exponential distribution function at if there 
exist sequences and > Ol , n = 1, 2, ..., with 
p 
lim Ct = X» , lim — = 0 , a > x^  for all sufficiently 
n m II ^ n—V=>^0"°n ^ ^ 
rv — Ci P 
large n . lim. — = a < 0 , and lim = 1 , and 
- p " a '  
n —^  m n n —>• => n^ 
a right continuous and non-decreasing function c^ ; R —>• satisfying 
b c^ (a + y) = Cj^ (y) for y g R , where b > 1 and b = e"^  , such that 
lim b^  F(a ) = finite positive number (5.6.46) 
n > 03 
FK P. y) 
 ^ F ("a r = c (y) (5.6.1+7) 
n —œ  ^ n' 
at all continuity points y of c^  (y) . F will be called an asynç)totic 
pseudo exponential distribution function at Xq with respect to c^ (y) 
and constants b > 1 and a < 0 . If c^  (y) = at the right-hand 
side of (5.6.47), F is called an asymptotic exponential distribution 
function at x^  . 
W?th this definition, Theorem 5-6.14 can be restated as follows. 
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Theorem 5.6.15 Let e S,j^  and a be such that b = e"^  . 
F e D(L^ ) with F e J'g for seme finite Xq , iff F is an asymptotic 
pseudo exponential distribution function at Xq with respect to c^ (y) 
and constants b > 1 and a < 0 . In addition, F e D(L^ ) with 
F e for some finite x^  and being continuous and strictly 
increasing at y^  e E , iff F is an asymptotic pseudo exponential 
distribution function at Xq with respect to c^ (y) and constants 
b > 1 and a < 0 , and the norming constants and > 0} can 
be chosen as stated in Corollary $.6.6. 
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