We analyze holomorphic Jacobi forms of weight one with level. One such form plays an important role in umbral moonshine, leading to simplifications of the statements of the umbral moonshine conjectures. We prove that non-zero holomorphic Jacobi forms of weight one do not exist for many combinations of index and level, and use this to establish a characterization of the McKay-Thompson series of umbral moonshine in terms of Rademacher sums.
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Introduction
Umbral moonshine [1, 2] attaches distinguished vector-valued mock modular forms to automorphisms of Niemeier lattices. To be specific, let X be the root system of a Niemeier lattice (i.e.
any self-dual even positive definite lattice of rank 24, other than the Leech lattice). Define G X := Aut(N X )/W X , where N X is the self-dual lattice associated to X by Niemeier's classification [3] (cf. also [4] ), and W X is the subgroup of Aut(N X ) generated by reflections in root vectors. Then [2] describes an assignment g → H X g of vector-valued holomorphic functionsthe umbral McKay-Thompson series-to elements g ∈ G X . (A very explicit description of this assignment appears in §B of [5] .)
The situation is analogous to monstrous moonshine [6] , where holomorphic functions T mthe monstrous McKay-Thompson series-are attached to monster elements m ∈ M. In this case the T m are distinguished in that they are the normalized principal moduli (i.e. normalized hauptmoduls) attached to genus zero groups Γ m < SL 2 (R). Thanks to work [7] of Borcherds, we know that they are also the graded trace functions arising from the action of M on the graded infinite-dimensional M-module V ♮ = n≥−1 V ♮ n constructed by Frenkel-Lepowsky-Meurman [8] [9] [10] .
Conjectures are formulated in §6 of [2] , in order to identify analogues for the H X g of these two properties of the monstrous McKay-Thompson series. For the analogue of the normalized principal modulus property (also known as the genus zero property of monstrous moonshine), the notion of optimal growth is formulated in [2] , following the work [11] of Dabholkar-MurthyZagier.
Recall from §6.3 of [2] that a vector-valued function H = (H r ) is called a mock modular form of optimal growth for Γ 0 (n) with multiplier ν, weight (iii) H r (τ ) = O(1) for all r as τ → α ∈ Q, whenever ∞ / ∈ Γ 0 (n)α.
(1.1)
In condition (i) of (1.1) we write | ν, for γ = a b c d . Note that e(x) := e 2πix . Roughly, the content of (i) of (1.1) is that H is a mock modular form for Γ 0 (n). The other two conditions strongly restrict the growth of the components of H near cusps.
Conjecture 6.5 of [2] predicts that H X g is the unique, up to scale, mock modular form of weight 1 2 for Γ 0 (n) with optimal growth, for suitably chosen n, multiplier system and shadow. This conjecture is known to be true in many cases. For example, it holds for all g ∈ G X , for
, as a consequence of the results of [12] . The validity of the conjecture for g = e, for all Niemeier root systems X, is proved in [2] . (See Corollary 4.2, Proposition 4.6 and Proposition
in [2].)
But we now appreciate that the conjecture is false in general, due to the existence of non-zero holomorphic Jacobi forms of weight one. To be precise, for positive integers m and N say that a holomorphic function ξ : H × C → C is a (holomorphic) Jacobi form of weight 1, index m and level N if it is invariant for the usual weight 1, index m action of Γ attached to the even lattice √ 2mZ, where q = e(τ ) and y = e(z). For later use we define θ ± m,r (τ, z) := θ m,−r (τ, z) ± θ m,r (τ, z), (1.6) and note that θ m,r (hτ, hz) = θ mh,rh (τ, z) for h a positive integer.
Write J 1,m (N ) for the space of holomorphic Jacobi forms of weight 1, index m and level N . Skoruppa has proved [13] that J 1,m (1) = {0} for all m. More recently, an argument of Schmidt [14] , demonstrates that there are no holomorphic Jacobi forms of weight 1, for any index and level. Thus it was a surprise to us when we discovered 1 some non-zero examples. 
2 z) appears in §1.6, Example 1.14, of [15] . (Note that θ − 2,1 (τ, 1 2 z) is −ϑ(τ, z) in loc. cit.) It is a Jacobi form of weight 1, index 1 2 and level 1, with a non-trivial multiplier system. Observe that if h is a positive integer and ξ(τ, z) is a Jacobi form of index m and level N with some multiplier system, then ξ(τ, hz) is a Jacobi form of index mh 2 with the same level, and ξ(hτ, hz) is a Jacobi form of index mh and level N h, and in both cases the weight is unchanged and the multiplier system transforms in a controlled way. From the explicit description of the multiplier system of η(τ )θ
, we deduce that
is a non-zero element of J 1,12 (36) . This proves Proposition 1.1. Indeed, it proves the a priori stronger statement, that weight one cusp forms exist, because it is easily checked that η(6τ )
vanishes at all cusps of Γ 0 (36) . In a similar way we obtain a non-zero, non-cuspidal element
z) which appears in Theorem 1.4 of [16] .
An infinite family of examples may be extracted from Corollary 4.9 of [17] . For a, b ∈ Z + define the theta quark
Then Q a,b (denoted θ a,b in [17] ) is a Jacobi form of weight 1, index m = a 2 + ab + b 2 and level N = 1, with multiplier system satisfying 10) for λ, µ ∈ Z. From (1.10) we deduce that Q a,b (3τ, 3z) is a non-zero element of J 1,3m (9) for m = a 2 + ab + b 2 , for any a, b ∈ Z + . The first of these theta-quarks, Q 1,1 , will play an important exist. 2 Theta quarks belong to a more general theory of theta blocks due to Gritsenko-Skoruppa-Zagier [18] .
role in the sequel. To set up for this we define
The first of these is Q 1,1 (3τ, 3z) and belongs to J 1,9 (9), the second belongs to J 1,9 (36).
Despite contradicting Proposition 1.1 it seems that the argument of [14] is correct, except that it depends upon a result from [19] which is stated more strongly than what is proven in that paper. It is apparently this overstatement that led to the false conclusion of [14] , that J 1,m (N ) vanishes for all m and N . In an erratum [20] to [19] , it is proven that J 1,m (N ) does vanish whenever m and N are coprime and N is square-free. In fact, the following more general result is obtained. 
The fact that J 1,m (N ) = {0} when N is square-free and (m, N ) = 1 is obtained by taking Theorem 1.2 together with Skoruppa's earlier result [13] that J 1,m (1) = {0} for all m.
In this article we revisit the conjectures of [2] , in light of the existence of holomorphic weight one Jacobi forms, and we establish the vanishing of J 1,m (N ) for many m and N . As we explain in §2.1, the particular Jacobi forms (1.8) and (1.11) play special roles in moonshine, the latter leading us to a simplification (Conjecture 2.1) of the umbral moonshine module conjecture. It is this simplified form of the umbral moonshine module conjecture which is described in the recent review [21] , and proven in [5] .
In §2.2 we formulate a characterization (Conjecture 2.2) of the umbral McKay-Thompson series in terms of Rademacher sums. This serves as a natural analogue of the genus zero property of monstrous moonshine, and a replacement for Conjecture 6.5 of [2] which is now known to be false in general. We point out a geometric interpretation of the theta quark Q 1,1 in §2.3, and also indicate a possible connection to physics.
The remainder of the paper is devoted to a proof of the Rademacher sum characterization, Conjecture 2.2. This follows (Corollary 3.2) from our main result, Theorem 3.1, which states that a certain family of holomorphic Jacobi forms of weight one vanishes identically. The proof of Theorem 3.1 is given in §3. 4 . We obtain it by applying a representation theoretic approach that has been developed by Skoruppa (cf. [22] 
where t (9) g = (t (9) g,r ) is the vector-valued theta series of weight Note that t (9) g is just the vector-valued modular form whose components are the theta coefficients of ξ There exists a naturally defined Z/2mZ × Q-graded super-module
for G X , such that the graded super-trace attached to an element g ∈ G X is recovered from the vector-valued mock modular form
of K X is purely even for d ≥ 0, and purely odd for d < 0. If −m < r < 0, then the homogeneous
is purely odd for d ≥ 0, and purely even for d < 0.
The existence of K X for X = A 1 was established by Gannon in [23] . More recently, the existence of all the G X -modules K X satisfying the specifications of Conjecture 2.1 has been established in [5] .
The formulation of Conjecture 2.1 that appears in [5] (cf. also §9.3 of [21] ) is slightly different from the above, avoiding the use of superspaces and supertraces. We now explain the equivalence.
Recall that H In terms of theȞ X g , Conjecture 2.1 may be rephrased as the statement that there exist naturally defined bi-graded G X -moduleš
such that the graded trace attached to an element g ∈ G X is recovered from the vector-valued mock modular formȞ
This is the form in which Conjecture 2.1 has been expressed in [5, 21] .
Conjecture 6.11 from [2] also concerns umbral moonshine modules. Now we may simplify it by removing the last sentence, concerning X = A Table 10 of [2] .
To conclude this section we note that the example (1.8) also plays a special role in moonshine, because it develops [24] that ξ 1, 8 (
is the only non-zero Jacobi form appearing in generalised Mathieu moonshine that is not related to one of the Mathieu moonshine forms by the action by SL 2 (Z). A few further holomorphic Jacobi forms appear in generalised umbral moonshine; they are described explicitly in Table 2 of [25] . Conjecturally [25] there are infinite-dimensional modules for certain deformations of the Drinfel'd doubles of the umbral groups G X that underly the functions of generalised umbral moonshine.
Umbral Mock Modular Forms
We require to modify the statement of Conjecture 6.5 of [2] , in light of the discussion in §1.
Since the notion of optimal growth is too weak to determine the umbral McKay-Thompson series in general, we recast our reformulation in terms of Rademacher sums, thus generalizing Conjecture 5.4 of [1] . TheȞ X g are well-adapted to this, as they each have a pole in exactly one component.
Write Γ ∞ for the group of upper-triangular matrices in SL 2 (Z). For α ∈ R and γ ∈ SL 2 (Z) define r
where e(x) := e 2πix and we use the principal branch to define z 1 2 for z ∈ C. Suppose that ν is a multiplier system for vector-valued modular forms of weight 1 2 on Γ = Γ 0 (n), for some n, and suppose that ν = (ν ij ) satisfies ν 11 (( 1 1 0 1 )) = e( 
aτ +b cτ +d e 1 (cτ + d)
See [26] for an introduction to Rademacher sums, and [27] for a general and detailed discussion of the vector-valued case.
We now use the construction (2.12) to formulate a replacement for Conjecture 6.5 of [2] . In preparation for the case that X = A g,r for 0 < r < 9 (cf. (2.2)).
Conjecture 2.2. Let X be a Niemeier root system and let
and g ∈ G X does not satisfy o(g) = 0 mod 3, then we havě
According to the discussion of §5. 8 is slight, for the coefficients of t (9) g are bounded, and almost always 3 zero.
Paramodular Forms
The content of §2.1 and §2.2 demonstrate the importance of the theta quark Q 1,1 (cf. (1.9)) to umbral moonshine. In this short section we point out a relation between Q 1,1 and the geometry of complex surfaces, and a possible connection to physics.
To prepare for this recall the (degree 2) Siegel upper half-space, defined by
The coefficients ofť
are supported on perfect square exponents, so asymptotically, 100% of them vanish.
which is acted on naturally by the symplectic group Sp 4 (R). For t a positive integer define the paramodular group Γ t < Sp 4 (Q) by setting
Then A t := Γ t \H 2 is a coarse moduli space for (1, t)-polarized abelian surfaces (cf. [28] , where
For k an integer the weight k action of Γ t on functions F : H 2 → C is defined by setting a lifting J k,1 → M k (Γ 1 ) which reverses this process, assigning a Siegel modular form F ∈
of the Maass lift in [32] (cf. also [15, 28] ), and a further generalization adapted to Jacobi forms with level and character appears as Theorem 2.2 in [16] .
Applying Theorem 2.2 of [16] to the theta quark Q 1,1 we obtain a paramodular form So the cube of X 1,9 defines a holomorphic differential on A 9 .
It was shown by O'Grady [33] (see also [34] ) that the Satake compactification of A 9 is rational, so there are no cusp forms of weight 3 for Γ 9 . So X 3 1,9 is an example of a paramodular form of odd weight that is not a cusp form. It is in some sense a first example of a non-cuspidal paramodular form with odd weight, because it can be shown 5 by restriction to the 1-dimensional cusps of Γ t that all forms in M k (Γ t ) are cuspidal when k is odd and t is neither divisible by 16, nor divisible by the square of any odd prime. So all odd weight paramodular forms for Γ t are cuspidal if t < 9.
We refer to [35] for a detailed analysis of the cusps of Γ t . Theorem 8.3 of [36] gives a more general construction of paramodular forms of weight 3, and we can recover X It is interesting to note that A t also appears as a moduli space describing massless degrees of freedom in certain compactifications of heterotic string theory, and associated paramodular forms have been shown [38] [39] [40] 
Weight One Jacobi Forms
In this section we prove our main result. To formulate it set φ X g := r H X g,r θ m,r for X a Niemeier root system and g ∈ G X . In general φ X g is a (weak) mock Jacobi form of weight 1 and index m, where m = m X is the Coxeter number of any simple component of X. We refer to [11] or [41] for background on mock Jacobi forms.
Theorem 3.1. Let X be a Niemeier root system and let g ∈ G X . If ξ is a holomorphic Jacobi form of weight 1 and index m X with the same level and multiplier system as φ A proof of the convergence of the Rademacher sums R X Γ0(ng ),ν X g is given in §3 of [5] , and closely related convergence results are given in [42] . The X = A 24 1 case of Conjecture 2.2 was proven first in [12] , via different methods.
Proof of Corollary 3.2. Let X be a Niemeier root system and let g ∈ G X . To the Rademacher
with components R r for r ∈ I X we associate a 2m-vector-valued function R = (R r ), with components indexed by Z/2mZ, as follows. For X / ∈ {E 4 6 , E 3 8 } we setR r := ±R r for ±r ∈ I X , andR r := 0 for ±r / ∈ I X . In case X = E We claim that the shadow of ξ must vanish, so that ξ is actually a holomorphic Jacobi form.
To see this let ξ = h r θ m,r be the theta-decomposition of ξ and let ḡ r θ m,r be the shadow of ξ. Then g = (g r ) is a 2m-vector-valued cusp form of weight So ξ is a holomorphic Jacobi form as claimed. Applying Theorem 3.1 to ξ we conclude that ξ vanishes identically unless X = A and {3, 6}, when restricted to Γ 0 (3). It follows from this, and the description of the multiplier systems for 3A and 6A in [2] , or the explicit descriptions of the H X g in [5] , that the corresponding Rademacher sums have vanishing r = 3 and r = 6 components. The prediction of Conjecture 2.2 follows, for X = A We prove Theorem 3.1 in §3.4. To prepare for this we review the metaplectic double cover of the modular group, and some results from [13] in §3.1, and we review some facts about characters of Weil representations following [22] in §3.3. In §3.2 we describe an approach that, although not powerful enough to prove our main theorem, can rule out non-zero holomorphic Jacobi forms of weight one for infinitely many indexes and levels. Our presentation (and in particular, notation) is similar to that which appears in §2 of [41] .
Weil Representations
Write SL 2 (Z) for the metaplectic double cover of SL 2 (Z). We may realize SL 2 (Z) as the set of pairs (γ, υ) where γ = a b c d ∈ SL 2 (Z) and υ : H → C is a holomorphic function satisfying
For generators we may take T := (T, 1) and S := (S, τ 
Exponents
In this short section we present a simple criterion (Lemma 3.4) which, although not powerful enough to handle all the cases of Theorem 3.1, can be used to prove the vanishing of J 1,m (N ) for many cases in which N is not square-free.
To prepare for the proof note that since Γ(4m) * acts trivially on the θ m,r , the theta- (γ, υ) remains bounded as ℑ(τ ) → ∞ for every (γ, υ) ∈ SL 2 (Z), where
Since Γ(4m) * is normal in SL 2 (Z) the space M 1 2 (Γ(4m)) is naturally an SL 2 (Z)-module. Also, 
The claimed result follows. 
has no solutions (r, s, t) with 0 < r < m and t a divisor of M then J 1,m (4M ) = {0}.
Proof. According to Proposition 3.3, if ξ = h r θ m,r is the theta decomposition of a Jacobi
. So in order for h r to be a non-zero linear combination of the θ M ′ ,s (τ, 0) with M ′ |M we require that (3.7)
hold, for some s. That is, if h r is a non-zero element of M ′ |M Θ M ′ |U 0 then we must have (3.7)
for some r and s, and some t|M . We have h r = −h −r since ξ has weight 1, so we may assume that 0 < r < m. This proves the claim. 
Prime Power Parts
The module Θ new,α m factors through SL 2 (Z/4mZ) so it is natural to consider its prime power parts. To explain what this means note that if m p denotes the largest power of p dividing m then the natural map
is an isomorphism. Thus any irreducible SL 2 (Z/4mZ)-module can we written as an external tensor product of irreducible modules for SL 2 (Z/4m 2 Z) and the SL 2 (Z/m p Z). At the level of characters, if χ is an irreducible character for SL 2 (Z/4mZ) then there are corresponding characters χ p of SL 2 (Z/4m 2 Z) and the SL 2 (Z/m p Z) such that ± for the submodule of CD m (a) spanned by the e a ± e −a for a ∈ Z/2mZ. For m odd write CL m (a) ± for the submodule of CL m (a) spanned by the e a ± e −a for a ∈ Z/mZ.
If m = p k for p an odd prime and k ≥ 2 then CL p k (a) ± admits a natural embedding by
Lemma 3.6 ([22]).
For p an odd prime, k a positive integer and a coprime to p k , the SL 2 (Z)-
p an odd prime. We will employ the following notation for the characters of the SL 2 (Z)-modules we have defined.
To describe the p-parts of the ν 
Proof of the Main Result
We present the proof of Theorem 3.1 in this section. Our main technical tool is Lemma 3.11, which we establish by applying a specialization (Proposition 3.8) of Theorem 8 in [22] . 
Set ζ := e ( 1 8 ). From the definition (3.1) we compute using identities for quadratic Gauss sums that The next result is a slight refinement of a specialization of Theorem 8 in [22] .
Proposition 3.8 ([22]).
Let m and N be positive integers, and let M be a positive integer such that m|M and N divides 4M . Then we have
where1 N is the character of SL 2 (Z) obtained via induction from the trivial character of Γ 0 (N ).
The hypothesis on M ensures that1 N in (3.14) factors through SL 2 (Z/4M Z). So we may regard the inner product · , · in (3.14) as the usual scalar product on class functions
Proof of Proposition 3.8. In the notation of [22] we take F to be the 1 × 1 matrix (m), we set Before presenting our main application of Proposition 3.8 we require some results about characters of SL 2 (Z/64Z), and SL 2 (Z/p 2 Z) for p an odd prime. The next lemma was obtained by working directly with the character table of SL 2 (Z/64Z), which we constructed on a computer using GAP [45] .
Lemma 3.9. Suppose that k, k ′ ∈ {1, 2, 4, 8, 16}, and σ and σ ′ are Galois automorphisms of
Lemma 3.10. If p is an odd prime then1 p 2 has four irreducible constituents. One of these is the trivial character, another has degree p, and the remaining two have degree an upper bound on the number of constituents of1 p 2 . We have dim
so the lemma has been proved.
The next result is our main application of Proposition 3.8, and our main technical tool for proving Theorem 3.1. We claim that such a summand (3.17) must vanish unless l and l ′ are both exactly divisible by p, or both exactly divisible by even powers of p.
Write l p for the highest power of p dividing l, and interpret l ′ p similarly. By our conditions on m and N the remaining possibilities are that (l p , l 1) or (1, p) . Also, in the former two cases N must be coprime to p. 3.11) ) for some Galois automorphisms σ, σ ′ of Q(e( 1 p 2 )), and the p-part
are irreducible of different degrees, so the trivial character cannot arise as a constituent of their product. The case that (l p , l 16 )) such that σ(i) = σ ′ (i). Lemmas 3.7 and 3.9 show that such products have no constituents in common with1 32 . Indeed, these same lemmas show that the σ(ϑ Note that ν + p 2 does occur as a constituent of1 N when p is an odd prime and p 2 |N . This is the main reason for our restriction on odd primes congruent to 3 mod 4 in the statement of Lemma 3.11. Lemma 3.9 explains our restrictions on powers of 2.
Lemma 3.11 can handle all but a few of the cases of Theorem 3.1. For the remainder we require to show the vanishing of J 1,m (N ) in some instances where mN is divisible by 27. We obtain this via three more specialized applications of Proposition 3.8, which we now present.
Our proofs will apply properties of the character tables of SL 2 (Z/9Z) and SL 2 (Z/25Z) which we verified using GAP [45] . by Lemmas 3.7 and 3.9, so we may assume that l ′ is divisible by 9. Then the 3-part of ν
) where the sign is such that α ′ (3) = ±1, and σ ′ (e( ) have no constituents in common with1 9 because S only has ±i for eigenvalues on corresponding representations. By direct computation we find that
),1 9 = 0 for all choices of σ ′ . We conclude that J 1,3 (144) vanishes, as required.
Lemma 3.13. The space J 1,6 (36) is zero-dimensional.
Proof. The proof is similar to that of Lemma 3.12, but a little more involved. We apply and has no non-trivial constituents with degree less than 2, but the 3-part of ν α 6 takes the form σ(λ ± 3 ) and is thus a non-trivial character of degree 1 or 2. So arguing as for Lemma 3.12 we restrict to the case that 3 divides l ′ . If l ′ is not divisible by 9 then the 2-part of ν
No such products have constituents in common with1 4 according to Lemmas 3.7 and 3.9, so we may assume that l ′ is either 9 or 18. But if l ′ = 9 then the 2-part of ν
where σ(i) = −i. Lemma 3.7 tells us that only σ(ϑ
can have a constituent in common with (1 36 ) 2 =1 4 , but it is irreducible of degree 6, and1 4 is degree 6 but not irreducible.
So we are left with the case that l ′ = 18. Now the 2-part of ν is not, so we may assume that that 5-part of ν α ′ l ′ is also not trivial. That is, we may assume that 5 divides l ′ . The 3-part of ν α 30 is a non-trivial character of degree 1 or 2 so we can restrict to the case that 3 divides l ′ just as we did for Lemma 3.13. Also as in that proof, consideration of 2-parts shows that l ′ must be divisible by 9, so l ′ is either 45 or 90, and further consideration of 2-parts rules out l ′ = 45.
So we may assume that l ′ = 90. Now the 5-part of ν
where σ(e( [g] 1A 2A
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