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Abstract
Essays on Robust Methods in Econometrics
Soonwoo Kwon
2021
This dissertation presents four essays on robust methods in econometrics.
The first chapter, “Optimal Shrinkage Estimation of Fixed Effects in Linear Panel Data
Models,” proposes a shrinkage estimator for the fixed effects in linear panel data models
whose risk properties are robust against violations of the distributional assumptions that
are commonly imposed. Shrinkage methods are frequently used to estimate fixed effects.
However, the risk properties of existing estimators are fragile to violations of the underlying
distributional assumptions. I develop an estimator for the fixed effects that obtains the best
possible mean squared error (MSE) within a class of shrinkage estimators. This class includes
conventional estimators, and the optimality does not require distributional assumptions.
Importantly, the fixed effects are allowed to vary with time and to be serially correlated,
and the shrinkage optimally incorporates the underlying correlation structure in this case.
In such a context, I also provide a method to forecast fixed effects one period ahead. A
simulation study shows that the proposed estimator substantially reduces the MSE relative
to conventional methods when the distributional assumptions of the conventional methods
are violated, and loses very little when the assumptions are met. Using administrative data
on the public schools of New York City, I estimate a teacher value-added model and show
that the proposed estimator makes an empirically relevant difference.
In the second chapter, “Inference in Moment Inequality Models That Is Robust to Spu-
rious Precision under Model Misspecification” (with Donald W.K. Andrews), we propose an
inference procedure for the moment inequality model that is robust to misspecification in a
specific sense. Standard tests and confidence sets in the moment inequality literature are not
robust to model misspecification in the sense that they exhibit spurious precision when the
identified set is empty. This paper introduces tests and confidence sets that provide correct
asymptotic inference for a pseudo-true parameter in such scenarios, and hence, do not suffer
from spurious precision. The pseudo-true parameter is defined as the parameter value that
satisfies the minimally relaxed moment inequalities.
The last two chapters are on the problem of constructing confidence intervals (CIs) un-
der nonparametric settings. The provided CIs are robust in the sense that they account
for (worst-case) finite sample bias and thus have uniform coverage over the underlying pa-
rameter space. In the third chapter, “Inference in Regression Discontinuity Designs under
Monotonicity" (with Koohyun Kwon), we provide an inference procedure for the sharp re-
gression discontinuity design (RDD) under monotonicity. Specifically, we consider the case
where the true regression function is monotone with respect to (all or some of) the running
variables and assumed to lie in a Lipschitz smoothness class. Such a monotonicity condition
is natural in many empirical contexts, and the Lipschitz constant has an intuitive interpre-
tation. We propose a minimax two-sided confidence interval (CI) and an adaptive one-sided
CI. For the two-sided CI, the researcher is required to choose a Lipschitz constant where she
believes the true regression function to lie in. This is the only tuning parameter, and the
resulting CI has uniform coverage and obtains the minimax optimal length. The one-sided
CI can be constructed to maintain coverage over all monotone functions, providing maxi-
mum credibility in terms of the choice of the Lipschitz constant. Moreover, the monotonicity
makes it possible for the (excess) length of the CI to adapt to the true Lipschitz constant of
the unknown regression function. Overall, the proposed procedures make it easy to see un-
der what conditions on the underlying regression function the given estimates are significant,
which can add more transparency to research using RDD methods.
In the fourth chapter, “Adaptive Inference in Multivariate Nonparametric Regression
Models Under Monotonicity” (with Koohyun Kwon), we consider the problem of adaptive
inference on a regression function at a point under a multivariate nonparametric regression
setting. The regression function belongs to a Hölder class and is assumed to be monotone
with respect to some or all of the arguments. We derive the minimax rate of convergence for
CIs that adapt to the underlying smoothness, and provide an adaptive inference procedure
that obtains this minimax rate. The procedure differs from that of Cai and Low (2004),
intended to yield shorter CIs under practically relevant specifications. The proposed method
applies to general linear functionals of the regression function, and is shown to have favorable
performance compared to existing inference procedures.
Essays on Robust Methods in Econometrics
A Dissertation
Presented to the Faculty of the Graduate School
of
Yale University




Dissertation Directors: Donald W.K. Andrews, Timothy B. Armstrong
June 2021
© 2021 by Soonwoo Kwon
All rights reserved.
Contents
List of Figures vii
List of Tables viii
Acknowledgments ix
1 Optimal Shrinkage Estimation of Fixed Effects in Linear Panel
Data Models 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Fixed effects and the normal means model . . . . . . . . . . . . . . . . . . . 8
1.3 URE estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Optimality of the URE estimators . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5 Summarizing the time trajectory . . . . . . . . . . . . . . . . . . . . . . . . 34
1.6 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.7 An application to teacher value-added . . . . . . . . . . . . . . . . . . . . . . 44
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Supplement to Chapter 1 57
1.A Proof of main theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
1.B Unbalanced panels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
1.C Weighted MSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
1.D Details for the empirical exercise . . . . . . . . . . . . . . . . . . . . . . . . . 102
iii
1.E Semiparametric shrinkage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
2 Inference in Moment Inequality Models That Is Robust to Spu-
rious Precision under Model Misspecification 107
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2.2 Moment Inequality Model and Identified Set Under Model Misspecification . 115
2.3 Spurious Precision of GMS CS’s . . . . . . . . . . . . . . . . . . . . . . . . . 120
2.4 SPUR Test Statistic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
2.5 Asymptotic Distribution of the SPUR Test Statistic . . . . . . . . . . . . . 125
2.6 EGMS Critical Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
2.7 Adaptive SPUR2 Tests and CS’s . . . . . . . . . . . . . . . . . . . . . . . . . 139
2.8 Asymptotic Level of the SPUR1 and SPUR2 Tests . . . . . . . . . . . . . . . 141
2.9 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
2.10 Uniform Consistency of Θ̂n . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
2.11 Appendix: Additional Assumptions . . . . . . . . . . . . . . . . . . . . . . . 152
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Supplement to Chapter 2 159
2.A Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
2.B Asymptotic Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
2.C Recentered Test Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
2.D Confidence Interval for rinfF . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
2.E Explicit Expressions for sd∗anj(θ) for a = 1, ...,6 . . . . . . . . . . . . . . . . 172
2.F Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
2.G Spurious Precision of GMS CS’s . . . . . . . . . . . . . . . . . . . . . . . . . 178
2.H Additional Simulation Results for the
Lower/Upper Bound Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
2.I Details for the Missing Data Model . . . . . . . . . . . . . . . . . . . . . . . 186
iv
2.J Lemma 2.J.1 and Proofs of Lemmas 2.5.1, 2.5.2, and 2.J.1 . . . . . . . . . . 192
2.K Proof of Theorem 2.5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
2.L Asymptotic Rejection Probabilities of SPUR1 Tests . . . . . . . . . . . . . . 208
2.M Proofs of Lemmas 2.L.1–2.L.4 . . . . . . . . . . . . . . . . . . . . . . . . . . 217
2.N Proof of Theorem 2.8.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
2.O Proof of Theorem 2.B.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
2.P Proof of Theorem 2.10.1 and Rate of Convergence of Θ̂n . . . . . . . . . . . 250
2.Q Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
3 Inference in Regression Discontinuity Designs under Monotonicity 259
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
3.2 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
3.3 Minimax Two-sided CI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
3.4 Adaptive One-sided CI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
3.5 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
3.6 Empirical Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
Supplement to Chapter 3 301
3.A Lemmas and Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
3.B Unbiased estimator for C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
3.C Examples of Multi-score RDD . . . . . . . . . . . . . . . . . . . . . . . . . . 317
3.D Auxiliary Figure for Section 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . 321
4 Adaptive Inference in Multivariate Nonparametric Regression
Models Under Monotonicity 323
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
4.2 Nonparametric Regression Under Monotonicity . . . . . . . . . . . . . . . . 327
v
4.3 Adaptive Confidence Intervals . . . . . . . . . . . . . . . . . . . . . . . . . . 328
4.4 Adaptive Inference for f(0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
4.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344
4.6 Empirical Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
Supplement to Chapter 4 355
4.A Proofs of Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
4.B Proof of Theorem 4.4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 370
4.C Heteroskedasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377
4.D Adaptation Under Only Monotonicity . . . . . . . . . . . . . . . . . . . . . . 377
4.E Definition of the optimal upper CI . . . . . . . . . . . . . . . . . . . . . . . 379
vi
List of Figures
1.1 Simulation results for the four main scenarios . . . . . . . . . . . . . . . . . 41
1.2 Simulation results from all scenarios . . . . . . . . . . . . . . . . . . . . . . 43
1.3 Shrinkage patterns of the value-added estimates . . . . . . . . . . . . . . . 47
1.4 Composition of the bottom 5% teachers under different estimators. . . . . . 49
2.1 Maximum asymptotic coverage probabilities for a standard GMS
test under model misspecification . . . . . . . . . . . . . . . . . . . . . . . 123
2.2 Rejection probabilities for misspecified cases for k = 2 . . . . . . . . . . . . 145
2.3 Rejection probabilities for correctly specified cases for k = 2 . . . . . . . . . 146
2.4 Rejection probabilities for misspecified cases for k = 4 . . . . . . . . . . . . 147
2.5 Rejection probabilities for correctly specified cases for k = 4 . . . . . . . . . 148
2.6 Rejection probabilities under misspecification for the missing data model . 149
2.7 Rejection probabilities under correct specification for the missing
data model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
2.G.1 Maximum coverage probabilities for a standard GMS test under
model misspecification with ρ = 0 . . . . . . . . . . . . . . . . . . . . . . . 178
2.G.2 Maximum coverage probabilities for a standard GMS test under
model misspecification with ρ = .75 . . . . . . . . . . . . . . . . . . . . . . 179
2.G.3 Maximum coverage probabilities for a standard GMS test under
model misspecification with |J∞| = 2 . . . . . . . . . . . . . . . . . . . . . 180
2.H.1 Rejection probabilities for (additional) misspecified cases for k = 4 . . . . . 187
vii
2.H.2 Rejection probabilities for (additional) correctly specified cases for
k = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
2.H.3 Rejection probabilities for misspecified cases for k = 8 . . . . . . . . . . . . 189
2.H.4 Rejection probabilities for correctly specified cases for k = 8 . . . . . . . . . 190
3.1 Comparison of the minimax lengths with and without monotonicity . . . . 275
3.2 Performance comparison of one-sided CIs . . . . . . . . . . . . . . . . . . . 290
3.3 Empirical results for the Lee (2008) example . . . . . . . . . . . . . . . . . 292
3.D.1 Regression function values for x ∈ [−1, 1]. . . . . . . . . . . . . . . . . . . . 321
List of Tables
1.D.1 Parameter estimates for the baseline value-added model (1.10). . . . . . . . 103
3.1 Simulation design specifications . . . . . . . . . . . . . . . . . . . . . . . . 287
3.2 Comparison between RBC and minimax; f ∈ {f1, f2} . . . . . . . . . . . . 289
3.3 Comparison between RBC and minimax; f ∈ {f3, f4} . . . . . . . . . . . . 289
4.1 Lengths of CIs when f = f1 with J = 2 . . . . . . . . . . . . . . . . . . . . 345
4.2 Lengths of CIs when f = f2 with J = 2 . . . . . . . . . . . . . . . . . . . . 345
4.3 Coverage probabilities of adaptive CIs (J = 2) . . . . . . . . . . . . . . . . 346
4.4 Lengths of CIs when f = f3 with J = 6 . . . . . . . . . . . . . . . . . . . . 348
4.5 Summary statistics: Chinese chemical industry dataset for year 2001 . . . . 349
4.6 95% confidence intervals for f(k0, `0) . . . . . . . . . . . . . . . . . . . . . 350
viii
Acknowledgments
I have many people to thank for making my experience as a graduate student truly wonderful.
I was beyond fortunate to have the support of such great people.
I am greatly indebted to my advisors, Donald W.K. Andrews and Timothy B. Armstrong,
for all the encouragement and guidance they have provided over the years. They patiently
helped me to take my first steps as a researcher when I was feeling lost after coming back
from my parental leave. Since then, I have learned everything about how to become a good
econometrician from them. With his great attention to detail, Don taught me the power of
detail and how to pay better attention to it. I learned from Tim that every idea is worth
pursuing, and how a seemingly small idea can evolve into bigger ones.
Xiaohong Chen was always more than willing to discuss my research. Her broad knowl-
edge across various topics in econometrics and statistics was a great inspiration, and her
encouragement throughout the years kept me confident.
The econometrics group at Yale provided me with invaluable feedback on my projects
at lunch seminars and during casual encounters. I am also grateful to the Department of
Economics for the warm support it has provided. The department was surely something
special, and I always felt at home at 28 Hillhouse.
I had incredibly inspiring and, more importantly, fun classmates. Without them, my life
as a graduate student could not have been as fulfilling. I am leaving graduate school not
with just another degree in hand, but with amazing people that I am sure to be lifelong
friends with. One usually does not come to graduate school expecting to make such great
ix
friends—I was extremely lucky.
As is the case for every achievement I have made, this dissertation would not have been
possible without my family. Words cannot express how grateful I am for the unconditional
love and support my parents have shown. I will try my best to give back the love and support
the rest of my life, but it seems that it is too big of a debt for me to fully repay. My brother
Soonkyu was always encouraging and was sure to make me laugh when I needed it. Thanks
to him, a good laugh was just a text away. My parents-in-law showed an enormous amount of
love over the years, and they came to a timely rescue when the little ones arrived; I definitely
would have spent a few more years in graduate school if it were not for them. My precious
little ones, Joonhee and Joonsoo, were truly my “bundles of joy”—their hugs and kisses after
a long day were my biggest source of energy. Finally, I wish to thank my most wonderful
wife, Youn Kyeong, who stood close by me throughout all those years with a cheerful smile.
I am yet to understand how one could be so loving, caring, and encouraging while handling
the overwhelming task of being a graduate student and a mother of two children at the same
time. Whatever the trick was, she magically transformed what could have been a depressing
experience into a truly delightful one.
x
Chapter 1
Optimal Shrinkage Estimation of Fixed
Effects in Linear Panel Data Models
Soonwoo Kwon∗
1.1 Introduction
Linear panel data models commonly include fixed effects to allow for unobserved hetero-
geneity. The fixed effects capture information about heterogeneity that is often empirically
relevant, and thus fixed effects themselves are a parameter of interest in a number of studies.
Following the work of Abowd et al. (1999), the literature on the analysis of wage differential
factors has focused on employer (and employee) fixed effects in a linear panel specification
with wages as the outcome. In the literature on teacher valued-added (Rockoff, 2004; Roth-
stein, 2010; Chetty et al., 2014a), student test scores are regressed on student characteristics
along with a teacher fixed effect, and this fixed effect is interpreted as a measure of teacher
∗Xiaohong Chen and Yuichi Kitamura provided valuable feedback that improved many parts of the paper.
I also thank Jason Abaluck, Joseph Altonji, Ian Ball, Barbara Biasi, John Eric Humphries, Koohyun Kwon,
Cormac O’Dea, Vitor Possebom, Jonathan Roth, Nicholas Snashall-Woodhams, Suk Joon Son, Edward
Vytlacil and Conor Walsh for helpful comments. The New York City Department of Education generously
provided the data used in the empirical section.
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quality. Other examples include the effects of neighborhoods on intergenerational mobility
(Chetty and Hendren, 2018), judges on sentence length (Kling, 2006), schools on student
achievement (Angrist et al., 2017), and hospitals on patient outcomes (Hull, 2020).1
Researchers typically estimate a large number of fixed effects, such as one for each firm
in a given economy or for each teacher in a school district. However, the effective sample size
available for the estimation of each fixed effect is relatively small: a single employer can hire
only so many employees, and a single teacher can teach only so many students. Formally,
in the asymptotic experiment, the number of fixed effects often grows to infinity, but the
sample size corresponding to each fixed effect remains finite. If the researcher uses the least
squares estimator—the coefficient on the dummy variables for the fixed effect units under
the corresponding OLS specification—one ends up with a large number of noisy estimates.
To resolve this problem, applied researchers have used estimators that shrink the least
squares estimator using an Empirical Bayes (EB) method. Such EB estimators are derived
under a hierarchical model. The model assumes that the true fixed effect is drawn from a
normal distribution with unknown moments. These moments are called hyperparameters.
The least squares estimator conditional on the true fixed effect is also assumed to follow
a normal distribution, centered at the true fixed effect with known variance.2 Under this
model, the mean of the true fixed effect conditional on the least squares estimator (i.e., the
posterior mean) provides a class of shrinkage estimators indexed by the hyperparameters.
The hyperparameters determine the degree of shrinkage, where the least squares estimators
with lower variances get shrunk by less. In the EB framework, the hyperparameters are
tuned by maximizing the marginal likelihood of the least squares estimator implied by the
hierarchical model.3 Since the hyperparameters are tuned using the distributional assump-
tions made in the hierarchical model, the risk properties of EB estimators are inherently
1Some of the examples do not strictly fall into a linear panel data setting, but the idea is similar.
2In practice, the variance is unknown and a consistent estimator can be plugged in.
3This is the EB maximum likelihood procedure. Another popular procedure is the EB method of moments,
where the method of moments is used under the same marginal distribution.
2
sensitive to these assumptions.
I provide an alternative shrinkage estimator with optimality properties that do not rely
on such distributional assumptions. Moreover, I allow the fixed effects to vary with time and
to be serially correlated within each unit. While it seems natural for the fixed effects to vary
with time, allowing such time drift in the fixed effects makes the least squares estimator
even noisier, which is possibly one reason such a specification has not been used often.4
The proposed shrinkage method takes into account the underlying correlation structure, and
pools the information across time in a way that minimizes the risk of the estimator. In
particular, the EB estimator used under the assumption of time-invariant fixed effects is
a special case of the proposed estimator. With the proposed procedure, the data decides
whether or not to use this estimator. In this context of time-varying fixed effects, I also
provide an optimal forecast method to predict the fixed effect one period ahead.
The derivation of the proposed estimator starts from the same hierarchical model that
the EB method employs. However, unlike in the EB approach, the model is used only
to restrict the class of estimators to those defined by the posterior mean. Once the class
of estimators is narrowed down, no further reference is made to any of the distributional
assumptions imposed by the hierarchical model. The hyperparameters are chosen so that
the corresponding estimator minimizes an estimate of the MSE, which is the risk criteria I
use throughout the paper. I refer to this estimate of the risk as the unbiased risk estimate
(URE). The URE estimator chooses the hyperparameters to minimize the URE.5
I show that the URE converges to the true loss in a suitable sense. This convergence
between the risk estimate and the true risk implies the (asymptotic) optimality of the URE
estimator within the class of estimators under consideration. This class includes, for example,
the conventional EB methods used in the literature. Also, while the least squares estimator
does not belong to the class of estimators I consider, a simple approximation argument shows
4The effective sample size available for estimation of a unit-time fixed effect is roughly 1/T of that for
estimation of a unit fixed effect, where T is the number of time periods.
5This terminology is adopted from Xie et al. (2012).
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that the URE estimator weakly dominates this estimator as well. Hence, the URE estimator
improves upon estimators used in the literature.
The optimality of the estimator holds under only mild regularity conditions, and thus
is robust to the distributional assumptions that EB methods rely on. In particular, the
normality assumptions on the true fixed effects and on the least squares estimator are not
required. The normality of the true fixed effect is usually difficult to justify. For the least
squares estimator, normality could be plausible if the sample size available for a given fixed
effect is large enough to make a central limit theorem argument. However, this is not typically
the case. For example, in datasets used in the teacher value-added literature, many teachers
are linked to fewer than fifteen students.
Another implicit assumption made by EB methods is that the mean (i.e., the true fixed
effect) and variance of the least squares estimator are independent. This rules out the
existence of factors that affect both the true fixed effect and the variance of the least squares
estimator, which can happen, for example, in the presence of conditional heteroskedasticity.
Also, in the teacher value-added model, the variance term of the least squares estimator
for the fixed effect of a teacher is inversely proportional to the number of the students the
teacher has taught. Hence, if there is any relationship between the number of students in a
teacher’s class and the teacher’s value-added, the EB assumption is violated.6 Likewise, this
assumption is violated in the employee-employer matched data setting if bigger firms pay
higher wages. The URE estimator is robust to such violations.
To show the optimality of the URE estimator, I derive new results in a multivariate normal
means setting. This setting has a natural connection with the least squares estimator. The
normal means problem is the problem of estimating the mean vectors {θj}Jj=1 upon observing
yj
indep∼ N(θj,Σj) with yj ∈ RT and j = 1, . . . , J . Under heteroskedasticity, in the sense that
Σj varies with j, no estimator has been shown to be risk optimal (in a frequentist sense)
6For example, EB assumptions are violated if better teachers are assigned more students and/or class
size affects teaching effectiveness.
4
unless T = 1, which has been dealt with by Xie et al. (2012). Allowing for T > 1 and general
forms of Σj, I derive an estimator that obtains the best possible MSE within a certain class of
estimators in this model. This result can be applied beyond the estimation of fixed effects. In
any context with a large number of parameters and an (approximately) unbiased estimator
of these parameters, my method can be used to reduce the MSE.
Simulation results demonstrate the effectiveness of the URE estimator. While all theoret-
ical results rely on asymptotic arguments, the URE estimator shows desirable risk properties
even for moderate sample sizes. Across all scenarios with sample sizes of at least 600, the
MSE of the URE estimator is within 10% of the best possible MSE. Moreover, the results
show that the risk reduction relative to the EB methods can be substantial when the dis-
tributional assumptions of the EB methods are not met. For some scenarios, this reduction
is as large as 80%. This reduction comes at a relatively small price; even when the EB
assumptions are met exactly, the risk of the URE estimator is at most 5% greater than that
of the EB estimator.
I use the proposed method to estimate a teacher value-added model using administrative
data on the public schools of New York City. This analysis indicates that the choice of
the estimator makes a significant difference in policy-related empirical results, and that it is
crucial to allow for the fixed effects to vary with time. I revisit the policy exercise of releasing
the bottom 5% of teachers according to the estimated fixed effects. I find that, relative to the
conventional methods, the composition of released teachers changes by 25% if the proposed
method is used and by 58% if the proposed forecast method is used. Moreover, an out-
of-sample exercise shows that the average value-added of the teachers released under the
forecast method is about 20% lower compared to the case where the conventional estimator
is used.
Related literature. There is an abundant literature on the normal means model start-
ing from the seminal papers by Stein (1956) and James and Stein (1961). However, the
(frequentist) risk properties of James–Stein type estimators in the heteroskedastic normal
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means model have been considered only recently by Xie et al. (2012). Xie et al. (2012)
consider the problem of estimating the univariate, heteroskedastic normal means model by
minizing a risk estimate. Subsequently, Xie et al. (2016), Kong et al. (2017), Kou and Yang
(2017), and Brown et al. (2018) use a similar approach in different settings, providing opti-
mal shrinkage estimation methods. My paper provides an optimal shrinkage procedure for
a normal means model that has not been considered in the literature, using similar URE
methods introduced in such papers. Unlike the previous papers that require tuning at most
two scalar hyperparameters, here the hyperparameter includes a T ×T positive semidefinite
matrix and possibly an additional vector of length T . When T = 1, the proposed method
reduces to the methods of Xie et al. (2012) and Kou and Yang (2017).
Recently, there has been increased interest in EB and shrinkage methods in econometrics.
While the present paper does not use an EB approach in its strict sense, the class of estimators
I consider is inspired by an EB setting. Also, the URE estimators fall into the category of
shrinkage estimators, though it seems that this specific form has not been considered in
the literature. Hansen (2016) provides a method to shrink maximum likelihood estimators
to subspaces defined by nonlinear constraints and derives risk properties of the resulting
estimator. In a related setting, Fessler and Kasy (2019) take an EB approach to effectively
incorporate information implied by economic theory. For regularized estimation problems,
Abadie and Kasy (2019) provide a method of choosing the tuning parameter that gives
desirable risk properties. Bonhomme and Weidner (2019) use EB methods to estimate
population averages conditional on the given sample, and Liu et al. (2020) use nonparametric
EB methods to provide forecasts for the outcome variable in a short panel setting. Armstrong
et al. (2020) give robust confidence intervals for EB estimators.
The literature on teacher value-added (Rockoff, 2004; Kane et al., 2008; Rothstein, 2010;
Chetty et al., 2014a; see Koedel et al., 2015 for a recent review on the topic) has fruitfully
employed EB shrinkage methods to estimate teacher fixed effects. My method can effec-
tively estimate teacher value-added without resorting to restrictive distributional assump-
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tions. Moreover, the value-added is allowed to vary with time. Chetty et al. (2014a) were
the first to allow the teacher value-added to change with time.7 The analysis by Bitler et al.
(2019) suggests that it is important to allow for such time-drifts, and my empirical analysis
adds evidence for this potential importance. Gilraine et al. (2020) proposes a nonparametric
EB approach to estimate value-added by using the methods of Koenker and Mizera (2014).
By taking this nonparametric EB approach, they relax the normality assumption on the true
fixed effect and consider a broader class of estimators. This approach complements the URE
methods introduced here, as I discuss in more detail later.
Outline. Section 1.2 describes the linear panel data model and shows how the estimation of
fixed effects is asymptotically equivalent to estimating the mean vector in a normal means
problem. Section 1.3 defines the URE and the URE estimators obtained by minimizing the
URE. Section 1.4 establishes the optimality of the URE estimators. Section 1.5 provides
two methods to summarize the time trajectory of fixed effects. Section 1.6 demonstrates the
efficacy of the URE estimators via a simulation study. In Section 1.7, I estimate a teacher
value-added model using the proposed estimator. Proof of the main theorems are given in
Appendix 1.A.
Notation. Let {Wijt} be a real (either random or nonrandom) sequence, where the indices
take values j = 1, . . . J , t = 1, . . . , T , and i = 1, . . . , njt for any (j, t)-pair. The following vec-
tors are defined by concatenating the sequence at different levels: Wjt = (W1jt, . . . ,Wnjtjt)′,
Wj = (W
′
j1, . . . ,W
′
jT )
′, and W = (W ′1, . . . ,W ′J)′. The (j, t)-level average is written W jt =
n−1jt
∑njt
i=1 Wijt and the demeaned version of the sequence is defined W̃ijt = Wijt −W jt.
Let ‖·‖ denote the Euclidean norm for both vectors and matrices (i.e., the Frobenius
norm in the latter case). For any matrix A, (A)ij denotes its (i, j) entry and σk(A) its kth
largest singular value. By definition, σ1(A) is the operator norm of the matrix A. Likewise,
λk(A) denotes the kth largest eigenvalue of a square matrix A, so that σk(A) = λk(A) for all
7The estimator used by Chetty et al. (2014a) can be considered as a special case of the predictors
introduced in Section 1.5.2, under the assumption of equal class sizes.
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k when A is positive semidefinite. Let κ(A) = σ1(A)/σk(A) be the condition number of any
k × k matrix A. For two real symmetric matrices A and B, I write A ≥ B to denote that
A−B is positive semidefinite, with strict inequality meaning that A−B is positive definite.
For any d ∈ Rk, let diag(d) denote the k× k diagonal matrix with diagonal elements d. The
set of positive semidefinite k × k matrices is denoted by S+k , and the k × k identity matrix
is denoted by Ik.
1.2 Fixed effects and the normal means model
1.2.1 The linear panel data model
I consider the following linear panel data model,
Yijt = X
′
ijtβ + αjt + εijt, (1.1)
where t = 1, . . . , T , j = 1, . . . J , and for each (j, t) i = 1, . . . , njt. Here, {(Yijt, X ′ijt)}
denotes the observed data, εijt the idiosyncratic shock, and αjt the time-varying fixed effect
which is the object of interest. Typically, i is some individual level, j group level, and
t a time dimension. The time-varying fixed effect for j, αj := (αj1, . . . αjT )′ is assumed
to be independent across j but is allowed to be serially correlated. For the idiosyncratic
error terms, assume εj = (εj1, . . . , εjT )′ is independent across j and with αj, and denote
its variance matrix by Σj. The variance matrix Σj is assumed known, and in practice
a consistent estimator is plugged in under suitable conditions, which does not affect the
asymptotic properties.
Remark 1.2.1 (T = 1). For a special case, consider T = 1 and omit the time subscripts.
Then, interpreting i as “time,” the model simplifies to
Yij = X
′
ijβ + αj + εij,
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which is the canonical panel data model indexed by individual and time. Hence, the setting
in consideration includes this canonical panel model as a special case.
Example 1.2.1 (Teacher value-added). In the teacher value-added model, j corresponds
to teacher, t to school year, and i to a student assigned to teacher j in school year t. The
outcome variable Yijt is a measure of student achievement (e.g., test score) and Xijt is a
vector of student characteristics. The fixed effect αjt is the value-added of teacher j in year
t, and is considered a measure of teacher quality. I use this model as a running example
throughout the paper. For this example, I further assume that εijt is i.i.d across all i, j,
and t with variance σ2ε so that Σj = σ2εdiag(1/nj1, . . . , 1/njT ). See Koedel et al. (2015) for a
recent review on the literature, including a discussion on specification issues.
There are numerous other examples that fall into this framework. In the widely used wage
determination model first introduced by Abowd et al. (1999), j corresponds to employer, t to
year, and i to employee. In this model, an employee fixed effect is typically included as well.
The outcome variable is log wages and the employer fixed effect captures the wage differential
due to the employer. In a different, but related setting used in the analysis of neighborhood
effects on future economic outcomes by Chetty and Hendren (2018), j corresponds to either
commuting zone or county. Here, the outcome variable is some measure of future economic
outcome, and the fixed effect captures the effect of the neighborhood one resides in during
her childhood to future economic outcome.
All asymptotic arguments are as J → ∞ with T and njt fixed. This captures the
common situation where the number of fixed effects to be estimated is large (J → ∞),
with observations for each fixed effect unit being relatively small (njt remains fixed). In
the teacher value-added model, this corresponds to the asymptotic experiment where the
number of teachers grows to infinity, with the year dimensions and students per teacher
fixed. I assume that a consistent estimator β̂ of β is readily available, which is easy to obtain
under standard assumptions such as strict exogeneity (see, for example, Wooldridge (2010)
for a textbook level discussion).
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1.2.2 Connection with the normal means model
Let α̂jt denote the least squares estimator for the fixed effects, which can be obtained by
taking the coefficients of the (j, t)-level dummy variable8 in the corresponding OLS specifi-
cation:




jt(β − β̂) + αjt + εjt = αjt + εjt +Op(J−1/2).
To see the connection between this estimator and the normal means model, note that α̂j →d
αj +εj for each j ≤ J . Further assuming that εj follows a normal distribution (with variance
matrix Σj), I have (αj + εj) |αj ∼ N(αj,Σj) so that
α̂j|αj ∼ N(αj,Σj), (1.2)
approximately. I note that under a mild boundedness condition onXijt that ensures supj‖Xj‖ =
Op(1), such convergence is in fact uniform over j. This is because, by Cauchy-Schwarz,
P
(




‖β̂ − β‖ supj‖Xj‖ > ε
)
.
This shows the natural connection between the estimation of fixed effects in a linear panel
data model and the estimation of the means in a (multivariate) normal means model. Note
that even if εijt is homoskedastic so that var(εijt) = σ2ε , the variance term of the aggregate
term is var(εjt) = σ2ε/njt so that heteroskedasticity is present due to the different cell sizes,
njt. Under such heteroskedasticity, it has been noted by Xie et al. (2012) that EB methods
do not enjoy the many risk properties that they do under a homoskedastic setting, where
the EB estimator is essentially the same as the James-Stein estimator.
Due to this connection, I now consider the problem of estimating the mean vectors under
a multivariate normal means model. The problem is to estimate θ = (θ′1, . . . , θ′J)′ after
8When JT is very large, running an OLS regression with dummy variables is computationally inefficient,
and thus standard statistics software that deal with large number of fixed effects do not estimate the fixed
effects this way. However, I use this explanation due to its intuitiveness.
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observing the data {yj}Jj=1 where this is generated according to
yj|θj
indep∼ N(θj,Σj), (1.3)
for j = 1, . . . , J with yj, θj ∈ RT . The variance matrix Σj ∈ S+T is assumed to be known.
This has the exact same structure as the asymptotic approximation of the least squares
estimator as seen in (1.2), with the data yj being the least squares estimator and θj the true
fixed effect.
1.3 URE estimators
1.3.1 Class of shrinkage estimators
The URE estimators will be shown to be optimal within a class of shrinkage estimators,
that nests commonly used estimators. The class of estimators corresponds to the Bayes
estimators under a hierarchical model. The hierarchical model postulates a Gaussian model
on the true mean vector (true fixed effect), which I refer to as a second level model, on top of
the Gaussian model on the data (least squares estimator). I emphasize that both normality
assumptions are used only to derive the class of estimators.
Consider the second level model
θj
i.i.d.∼ N(µ,Λ), (1.4)
where the location vector µ ∈ RT and the variance matrix Λ ∈ S+T are unknown hyperpa-
rameters to be tuned. The restriction one imposes on Λ incorporates the prior knowledge
on the underlying covariance structure. I denote by L ⊂ S+T the set that reflects this prior
knowledge. As a practical matter, this reduces the dimension of the optimization problem
that one must solve to obtain the URE estimators. For example, when θj is believed to be
covariance stationary, one can take L as the set of positive semidefinite Toeplitz matrices.
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This reduces the dimension of Λ to T from T (T + 1)/2 when Λ is left unrestricted.
The second level model (1.4), together with the normal means model (1.3), gives a hier-
archical Bayes model. By standard calculations, the Bayes estimator of θj under this model
is given as
θ̂j(µ,Λ) := E[θj|y] =µ+ Λ(Λ + Σj)−1(yj − µ)
=
(
IT − Λ(Λ + Σj)−1
)
µ+ Λ(Λ + Σj)
−1yj
Analogous to the univariate case, I refer to Λ(Λ + Σj)−1 as the shrinkage matrix. It can be
shown that the largest singular value of the shrinkage matrix is less than 1, justifying the
term “shrinkage.” As in the univariate case, noisier observations get more severely shrunken
in the sense that Σ̃j ≤ Σj implies σt(Λ(Λ + Σj)−1) ≤ σt(Λ(Λ + Σ̃j)−1) for all t = 1, . . . , T .
The shrinkage occurs towards the mean of the second level model, µ. In the literature, this
is frequently set to 0 after demeaning the least squares estimators, but this is not necessarily
the best choice for URE estimators despite the demeaning. I come back to this issue later.
Example 1.3.1 (Independent case). If Λ = λIT and Σj = diag(σ2j1, . . . , σ2jT ), then the tth









which is the form of shrinkage estimators9 used in the literature (Rockoff, 2004; Chetty and
Hendren, 2018; etc.), with a specific choice of λ and µ. Moreover, when µ = 0 and σ2jt does
not vary with j, an appropriate choice of λ in fact gives the James-Stein estimator.
Example 1.3.2 (T = 2). To gain some intuition on how the correlation terms of the second





9More precisely, the estimators used in the literature take this form without the time-varying component,







, and µ is set to 0. Write yj = (yj1, yj2)′ and θj = (θj1, θj2)′. The
















































The coefficient on yj1 is positive and decreases in |ρ|; one uses less of the information from yj1
as the information from yj2 increases. The absolute value of the coefficient on yj2 increases
with |ρ|, and thus using more of yj2 when there is more correlation. Both coefficients are
smaller than 1 in magnitude. Furthermore, the Euclidean norm of the coefficients (as a
vector in R2) is smaller than 1, showing that the estimator is indeed a shrinkage estimator.
Example 1.3.3 (Perfect correlation). Let 1 denote the T -vector with all elements equal
to 1. Consider the case where Λ = λ11′, which is essentially assuming θjt is equal across
t. Let Σj = σ2diag(1/nj1, . . . , 1/njT ), which corresponds to the linear panel data model
with idiosyncratic errors that are homoskedastic and uncorrelated across time. Denote the
teacher-level sample size by nj =
∑T
t=1 njt. In this context, the estimator θ̂(0,Λ) is given as




























t=1 njtyjt is a weighted mean of the least squares estimators of teacher j,
and thus is essentially the least squares estimator for the teacher level fixed effect without
time drift. This is exactly the estimator used in the majority of the teacher value-added
literature with an appropriate choice of λ.10 In the proposed method, whether to use this
estimator or not is determined in a data driven way, depending on whether this choice of Λ
indeed minimizes the risk.
To better understand the operation the shrinkage matrix performs to the data, let UDU ′
denote the spectral decomposition of Σ−1/2j ΛΣ
−1/2
j , the signal-to-noise ratio matrix, with
D = diag(d1, . . . , dT ). For simplicity, consider the case with µ = 0. It can be shown that







Here, the last Σ−1/2j term simply standardizes the data, yj, and the first Σ
1/2
j term brings
it data back to its original scale and direction. The UD(IT + D)−1U ′ term captures the
direction and degree of shrinkage. Specifically, U ′ rotates the standardized data Σ−1/2j yj in
the direction of the eigenvectors of the signal-to-noise ratio matrix, D(IT + D)−1 shrinks
this rotated data according to the eigenvalues of the eigenvalues of signal-to-noise ratio
matrix, and finally U rotates the data back to its original axes. Note that D(IT + D)−1
is indeed a shrinkage term because D(IT + D)−1 = diag(d1/(1 + d1), . . . , dT/(1 + dT )) and
dt/(1+dt) ∈ [0, 1) for all t ≤ T . Since both U and D(IT +D)−1 depend on Λ, the choice of Λ
determines the direction and magnitude of shrinkage. This is in contrast with the univariate
case, where tuning λ just determines the magnititude of shrinkage.
One class of shrinkage estimators I consider is θ̂(µ,Λ) := (θ1(µ,Λ)′, . . . , θ̂j(µ,Λ))′, in-
dexed by the hyperparameters (µ,Λ). This class of estimators includes the conventional
EB methods, where one proceeds by substituting an “estimator” (µ̂EB, Λ̂EB) for (µ,Λ). This
is done by using the marginal distribution of the data implied by the hierarchical model,
10Guarino et al. (2015) provides a review (and evaluation) of the shrinkage methods used in the literature.
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yj
indep∼ N(µ,Λ + Σj), either by maximum likelihood or the method of moments. I denote
the EB maximum likelihood estimator (EBMLE) by θ̂EBMLE = θ̂(µ̂EBMLE, Λ̂EBMLE) where
(µ̂EBMLE, Λ̃EBMLE) is tuned by maximizing this marginal likelihood. I also consider another
larger class of estimators where each yj is shrunk toward a different location for each j,
where this location depends on some auxiliary data. This extension is useful when one has
additional covariates that can explain yj. In the teacher value-added model, this is the case
when teacher level covariates are available.
The risk of an estimator θ̂ of θ is measured by the compound MSE,
R(θ, θ̂) = 1
J
Eθ(θ̂ − θ)′(θ̂ − θ),
where the term “compound” highlights the fact that risks across the independent experiments
are aggregated.11 While I consider only the unweighted case for expositional reasons, all
results go through under the weighted compound MSE as long as the weights satisfy a mild
boundedness condition, as shown in Appendix 1.C. In Section 1.5.1, I consider a special case
of such weights that has admit an intuitive interpretation. The expectation Eθ is evaluated
at θ, and the subscript θ is omitted unless ambiguous otherwise.
1.3.2 Risk estimate and URE estimators
Given the risk criterion, an optimal yet infeasible way to tune the hyperparameters is by
minimizing the risk. Of course, this is infeasible because the risk function depends on the
true mean vectors, which are unknown. I take an approach of estimating the risk, using
Stein’s unbiased risk estimate (SURE), and choosing the hyperparameters by minimizing
this risk estimate. The idea of minimizing SURE to choose tuning parameters has been
around since at least Li (1985). The approach has been taken recently in, for example, Xie
11This term originates from what Robbins (1951) referred to as the “compound statistical decision problem”
in the context of a simple normal means problem.
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et al. (2012, 2016), Kou and Yang (2017), Brown et al. (2018), and Abadie and Kasy (2019).
To obtain a risk estimate, consider the following unbiased risk estimate which is the








tr(Σj)− 2 tr((Λ + Σj)−1Σ2j) + (yj − µ)′[(Λ + Σj)−1Σ2j(Λ + Σj)−1](yj − µ)
)
,
where I define the summand as UREj(µ,Λ). It is easy to show that E URE(µ,Λ) =
R(θ̂(µ,Λ), θ), and thus URE(µ,Λ) is indeed an unbiased estimator of the true risk. While
SURE applies to any estimator that takes the form yj + g(yj) with g being weakly dif-
ferentiable, normality of yj is crucial for the unbiasedness to hold for all such estimators.
However, the function g corresponding to θ̂(µ,Λ) is in fact a simple affine function, so that
the unbiasedness can be established by a simple bias-variance expansion. Accordingly, the
unbiasedness of URE(µ,Λ) holds without any distributional assumptions on yj, apart from
the existence of second moments.
Clearly, unbiasedness itself will not guarantee that the estimator obtained by minimizing
the risk estimate has good risk properties. In the next section, I show that URE(µ,Λ) is
in fact uniformly close to the true risk, in the sense that minimizing this risk estimate is as
good as minimizing the true loss, asymptotically.
I propose three shrinkage estimators that are closely related but differ in the location to
which they shrink the data. The estimators are introduced in increasing degrees of freedom.
All three estimators are obtained by minimizing a corresponding URE, and thus I refer to
such estimators as URE estimators.
Grand mean. The first estimator, which is the simplest, takes µ = yJ := 1J
∑J
j=1 yj and
thus shrinks the data toward the grand mean. The grand mean is an intuitive location
to shrink to, and by fixing a value for µ this method effectively decreases the dimension
of the hyperparameters. In the context of fixed effects, if the least squares estimators are
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demeaned for each time period, it follows that yJ = 0. Hence, the estimator shrinks the
data toward the origin. Most shrinkage estimators used in the teacher value-added literature
shrink the least squares estimator toward the origin. Formally, this estimator is defined as
θ̂URE,m := θ̂(yJ , Λ̂
URE,m), where
Λ̂URE,m := arg min
Λ∈L
URE(yJ ,Λ).
General location. The second estimator leaves µ (almost) unrestricted and chooses the
location by minimizing the URE. For theoretical reasons, it is not possible to allow for any
µ ∈ RT as the centering location. The hyperparameter space for µ must be restricted so
that a certain boundedness property holds. Following a similar idea used by Brown et al.
(2018), I restrict µ to lie in
MJ := {µ ∈ R : |µt| ≤ q1−τ ({|yjt|}Jj=1) for t = 1, . . . , T},
where q1−τ ({|yjt|}Jj=1) denotes the 1− τ sample quantile of {|yjt|}Jj=1.12 I recommend choos-
ing a small τ , such as τ = .01. This restricts the centering term, component-wise, to be
somewhere smaller than the 99 percentile of the data in terms of magnitude. I argue that
this restriction is reasonable, because it seems rather hard to justify shrinking the data to-
ward a point where there are almost no observations. In fact, this constraint is never binding
in any of the simulation iterations reported in Section 1.6. This URE estimator that shrinks
towards a general location, θ̂URE,g, is defined as θ̂URE,g = θ̂(µ̂URE, Λ̂URE,g), where
(µ̂URE, Λ̂URE,g) := arg min
µ∈MJ ,Λ∈L
URE(µ,Λ).
Linear combination of covariates. The last estimator can be used in the presence of
additional data, Zjt ∈ Rk that is thought to explain θjt. In the linear panel data model,
12See, for example, Chapter 21 of van der Vaart (1998) for a formal definition.
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these are exactly the covariates that could not be included as explanatory variables because
of the (j, t)-level fixed effects. Write Zj = (Zj1, . . . , ZjT )′. I consider the estimator that
shrinks the data toward Zjγ,
θ̂covj (γ,Λ) :=
(
IT − Λ(Λ + Σj)−1
)
Zjγ + Λ(Λ + Σj)
−1yj,
where now γ and Λ are hyperparameters to be tuned.13 I denote by θ̂cov(γ,Λ) the JT vector
obtained by concatenating θ̂covj (γ,Λ) for j ≤ J . Define UREcovj (γ,Λ) = UREj(Zjγ,Λ) and





j (γ,Λ). Then, the estimator is
defined as θ̂URE,cov = θ̂cov(γ̂URE, Λ̂URE,cov), where
(γ̂URE, Λ̂URE,cov) := arg min
γ∈ΓJ ,Λ∈L
UREcov(γ,Λ).
Again, ΓJ is a hyperparemeter set that incorporates restrictions to ensure that URE approx-
imates the true loss well:
ΓJ := {γ ∈ Rk : ‖γ‖ ≤ B‖γ̂OLS‖},
where B is a large constant that does not depend on J , and γ̂OLS is the pooled OLS estimator








jyj. The idea is to
include the intuitive OLS, and potentially coefficients with much larger magnitude as well.
In simulations, I use B = 103 and this constraint never binds.
Example 1.3.4 (Teacher value-added). In teacher value-added, teacher (or teacher-year)
level covariates are frequently available. Such covariates cannot be used in the initial regres-
sion due to the inclusion of the teacher fixed effects. However, one can use such covariates
to improve the precision of the teacher fixed-effect estimates. Frequently available teacher
13This estimator is the Bayes estimator under a second level model where the θj is normally distributed
with mean Zjγ, i.e., θj |Zj ∼ N(Zjγ,Λ).
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level covariates include, for example, gender, tenure, and union status of a teacher. Asymp-
totically, the inclusion of such covariates are guaranteed to improve the MSE. Furthermore,
this improvement does not require that the true fixed effects are related with the covariates
in a linear fashion. These last two points are made more clear in the next section.
While I only consider the simple case of shrinking toward a linear combination of the
covariates where the linear combination is defined by the same coefficient γ for all time peri-
ods, the estimator can be extended in a straightforward manner to allow different coefficients
γt ∈ Rk for each time period t. In this case, yj is shrunk toward (Z ′j1γ1, . . . , Z ′jTγT )′. The
optimality property to be shown in Section 1.4 can also be extended to this case with only
minor modifications.
Another interesting extension of this estimator is to shrink toward a more general function
of the covariates.14 That is, for a function m : Rk → R, one can consider shrinking to
(m(Zj1), . . . ,m(ZjT ))
′. The linear case corresponds to the choice m(z) = z′γ. As long as the
hyperparameter space for m is totally bounded and satisfies certain regularity conditions,
the resulting URE estimator can be shown to optimal in this more flexible class of estimators
as well. In practice, one chooses the hyperparameter by minimizing the URE over a sieve
space that converges to the hyperparameter space as J →∞.
Remark 1.3.1 (Choice of the estimator). Under some conditions, the three classes corre-
sponding to θ̂URE,m, θ̂URE,g, and θ̂URE,cov are nested. While yJ does not necessarily lie in
MJ , mild regularity conditions on the data ensure that this happens with probability ap-
proaching 1. Also, for an appropriate choice of the constant that defines ΓJ and including
time dummies as covariates, the class of estimators that shrink toward a general location is
nested by those that shrink toward Zjγ. Hence, as J → ∞, θ̂URE,cov is guaranteed to have
the smallest risk among the three, according to the optimality result given in the following
section. However, this does not guarantee that this is the case in finite samples, and this
14Ignatiadis and Wager (2020) consider an estimator of the same form for the case where T = 1, but with
a different focus.
19
estimator requires additional data. As a rule of thumb, I recommend using θ̂URE,cov if co-
variates are available, θ̂URE,g if covariates are unavailable and one has at least a moderate
sample size (simulation results imply J > 200 is enough for T = 4), and θ̂URE,m otherwise.
1.3.3 Computation
The URE estimators involve solving a minimization problem over Λ ∈ L, along with possibly
an additional hyperparameter that governs the centering term. For concreteness, I consider
the estimator θ̂URE,g and take L = S+T .




For a fixed Λ, minimization with respect to µ is a quadratic programming program with
bound constraints, which is a well understood problem with a number of efficient algorithms
readily available. Hence, to utilize this quadratic structure with respect to µ, I profile out
µ by solving this quadratic programming problem. Writing µ∗(Λ) := infµ URE(µ,Λ), the




This is a nonconvex optimization problem with nonlinear constraints, where the nonlin-
earity of the constraints is due to the restriction that Λ is positive semidefinite. I trans-
form this to a unconstrained problem by using the Cholesky decomposition by defining
f(L) := URE(µ∗(LL′), LL′) and minimizing f over all lower triangle matrices L (i.e., over
RT (T+1)/2).15 Using Quasi-Newton methods such as the BFGS algorithm works well on this
transformed problem, finding the minimum within reasonable time without being sensitive
to the initial point.
15I note that this is not a common approach when optimizing over the positive definite cone, S+T , possibly
due to the fact that such transformation makes the problem “more nonlinear.” Nonetheless, this approach
works very well for the current problem.
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Each evaluation of the objective function involves calculating the inverse of (Λ + Σj)−1
for all j. That is, each evaluation involves inverting a T × T matrix J times, which is
unavoidable.16 Since even the state-of-the-art algorithms have computational complexity
around O(T 2.4) for inverting a T ×T matrix, the computation burden increases quickly with
T (and with J , of course, but to a much lesser extent). Nonetheless, the computation is
not an issue for moderately large T . In the empirical example with around J = 1, 200 and
T = 6, calculating θ̂URE,g takes around 100 seconds on a single core using the companion R
package.
1.4 Optimality of the URE estimators
I show that the URE estimators defined in Section 1.3.2 asymptotically achieve the smallest
possible asymptotic MSE among all estimators in the corresponding class. In particular,
this shows that the URE estimators dominate the EB methods, which has been widely
used in applied work. The main step in establishing such optimality is to show that the
corresponding UREs are uniformly close to the true risk. Since I use an unbiased estimate
of risk, this more or less boils down to a uniform law of large numbers (ULLN) argument.
I first establish a simple high-level result for a generic URE estimator, and verify that the
conditions for this high-level result holds for each of the estimators, under appropriate lower
level conditions.
1.4.1 A generic result
Let ψ ∈ Ψ denote a generic hyperparameter to be tuned, which can be Λ, (µ,Λ), or (γ,Λ)
depending on the choice of the estimator, and let θ̂(ψ), indexed by ψ, denote the shrinkage
estimators in consideration. The hyperparameter space Ψ is allowed to depend on the obser-
vations and to vary with J , as is the case for θ̂URE,g and θ̂URE,cov. A generic URE estimator is
16The companion R package, FEShR, efficiently implements all matrix inversions and loops in C++.
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defined as θ̂URE = θ̂(ψ̂URE), where ψ̂URE minimizes URE(ψ). As a performance benchmark,
consider the oracle loss “estimator,” θ̃OL = θ̂(ψ̃OL), where
ψ̃OL = arg min
ψ∈Ψ
`(θ, θ̂(ψ)).
Note that θ̃OL is not a feasible estimator because it depends on the true θ. However, it
serves as a useful benchmark because it minimizes true loss, for any realized θ, and thus no
estimator can have strictly smaller loss, and risk, than θ̃OL. Hence, I refer to R(θ, θ̂(ψ̃OL)) as
the oracle risk.
The following simple lemma shows that if URE(ψ) is uniformly close to the true loss in
L1, then the URE estimator has asymptotic risk as good as the oracle.








Proof. By definition of ψ̂URE, I have URE(ψ̂URE) ≤ URE(ψ̃OL). This gives












Taking expectations and then taking lim supJ→∞ on both sides, the result follows from the
L1 convergence condition.
Remark 1.4.1. It is worth noting that, under a slightly weaker convergence condition that









which is in fact implied by (1.5). This result shows that loss of the URE estimator converges
to the oracle loss, in probability.
Because the left-hand side of (1.5) cannot be strictly negative due to the definition of
the oracle, this in fact shows that the asymptotic risk of the URE estimator is the same
as the oracle under the given convergence assumption. Note that the optimality result is
conditional on a true mean vector sequence {θj}∞j=1 such that the uniform L1 convergence
holds. When establishing the L1 convergence for the specific estimators, I impose conditions
on the data {yj}∞j=1 that ensure such convergence indeed holds.
1.4.2 Establishing optimality
All three estimators, θ̂URE,m, θ̂URE,g and θ̂URE,cov, take the form of
θ̂j(µj,Λ) =
(
IT − Λ(Λ + Σj)−1
)
µj + Λ(Λ + Σj)
−1yj,
with different restrictions imposed on µj. Hence, the difference between the URE and the






















An application of the triangle inequality implies that it suffices to show the absolute values
of the first and second terms of the right-hand side converge to zero. Then, it follows from
Lemma 1.4.1 that the URE estimators obtain the oracle risk for each class. The first term,
which is the difference between the URE and the loss for the estimator that shrinks toward
zero, does not depend on µj and thus is common for all three estimators. I first show the
convergence of this term, and then establish the convergence of the second term for each
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estimator.
The following assumption states that yj’s are independent, the fourth moment of yj is
bounded (uniformly over j), and that the smallest eigenvalue of the variance of yj is bounded
away from zero. I write yj ∼ (θj,Σj) to mean that yj follows a distribution such that E yj = θj
and var(yj) = Σj. The supremum supj is taken over all j ≥ 1, and likewise for infj. Hence,
the assumption imposes conditions on the sequences {E‖yj‖}∞j=1 and {σT (Σj)}
∞
j=1.
Assumption 1.4.1 (Independent sampling and boundedness). (i) yj
indep∼ (θj,Σj), (ii) supj E‖yj‖4 <
∞ and (iii) 0 < infj σT (Σj).
This assumption is maintained throughout the paper. Note that normality is not required.
Accordingly, in the linear panel data model, the idiosyncratic terms are not required to follow
a normal distribution. The independence assumption can be relaxed further provided a law
of large number goes through for y′jyj. In the case where Σj is diagonal for all j, Assumption
1.4.1 (iii) boils down to assuming that var(yjt) is bounded away from zero over j and t. Also,
in the case where Σj = Σ for all j, the assumption trivially holds as long as Σ is invertible.
I note that (ii) implies supj ‖θj‖ < ∞ and supj tr(Σj) < ∞ and that (ii) and (iii) together
imply supj κ(Σj) <∞, which are implications repeatedly used in the proof.
Example 1.4.1 (Teacher value-added). In the teacher value-added model, Assumption 1.4.1
holds if, for example, (a) n ≤ njt ≤ n for all j, t, (b) the true fixed effects are uniformly
bounded in magnitude, and (c) the idiosyncratic error term has bounded fourth moment.
Since the class size of any teacher is clearly bounded, (a) is easily justified. Typically, the
unit of teacher value-added is in standard deviation of the test score, and the test scores are
bounded. Hence, as long as the standard deviation of the test scores for each year is strictly
positive, which is always the case, (b) is satisfied. The existence of the fourth moment of
the idiosyncratic error term, (c), is a mild regularity condition.
The following theorem shows that Assumption 1.4.1 is enough to ensure uniform conver-
gence of the first term of (1.6).
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∣∣∣URE(0,Λ)− `(θ, θ̂(0,Λ))∣∣∣ L1→ 0. (1.7)
This theorem establishes uniform convergence over the largest possible hyperparameter
space for Λ, S+T , and thus the convergence over any L ⊂ S
+
T follows. Also, as is clear from
the proof, Assumption 1.4.1 is stronger than necessary. However, I find this stronger set of
assumptions not very restrictive with the advantage of being easy to interpret.17 The proof
essentially boils down to establishing a ULLN argument, and then verifying uniform integra-
bility to strengthen the convergence mode from convergence in probability to convergence
in L1.18 In fact, Theorem 1.4.1 implies the asymptotic optimality of the URE method when
the centering parameter µ is taken to equal zero. With this result in hand, I now establish
the optimality of each of the three URE estimators by showing that the second term of (1.6)
converges to zero uniformly in L1.
Define the oracle estimators of each class as θ̃OL,m, θ̃OL,g and θ̃OL,cov, which are the esti-
mators obtained by plugging in the oracle hyperparameters. Specifically, define the optimal
hyperparameters as
Λ̃OL,m := arg min
Λ∈S+T
`(θ, θ̂(yJ ,Λ)),
(µOL, Λ̃OL,g) := arg min
(µ,Λ)∈MJ×S+T
`(θ, θ̂(µ,Λ)), and
(γ̃OL, Λ̃OL,cov) := arg min
(γ,Λ)∈ΓJ×S+T
`(θ, θ̂cov(γ,Λ)).
17For example, it suffices to assume that the average of E‖yj‖4 satisfies a boundedness condition rather
than the supremum over such quantities. Hence, the optimality results still hold if the data and the true
mean vectors are indeed drawn from a normal distribution.
18The proof technique used in related papers such as Xie et al. (2012, 2016) and Kou and Yang (2017), of
applying an equality due to Li (1986) followed by an application of Doob’s martingale inequality do not go
through here. The main reason is that the matrix hyperparameter Λ governs the direction of shrinkage as
well as the magnitude, whereas there is only a scalar hyperparameter λ that determines the magnitude of
shrinkage in such papers.
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The, the corresponding estimators are defined as
θ̃OL,m := θ̂(yJ , Λ̃
OL,m), θ̃OL,g := θ̂(µ̃OL, Λ̃OL,g), and θ̃URE,cov := θ̂cov(γ̃OL, Λ̃OL,cov).
Grand mean. This estimator shrinks the data toward yJ , which corresponds to taking
µj = yJ in the last term of (1.6). Hence, the convergence result to be established is
sup
Λ∈S+T
∣∣∣∣ 1J ∑Jj=1 y′J(Λ + Σj)−1Σj(yj − θj)
∣∣∣∣ L1→ 0.
Two applications of the Cauchy-Schwarz inequality show that the expectation of the left-hand





∥∥∥ 1J ∑Jj=1(Λ + Σj)−1Σj(yj − θj)∥∥∥2 )1/2.
The limit supremum, as J →∞, of the first term is bounded by Assumption 1.4.1 (ii). For
the second term, again a ULLN argument can be used to show that this converges to zero
under Assumption 1.4.1.19







and thus the URE estimator obtains the best possible risk within the class. In particular,
this class includes the EB methods that shrink to zero after demeaning the fixed effects, and
thus establishes that this URE estimator dominates widely used estimators.
Furthermore, the URE estimator also can be shown to dominate the unbiased estimator,
y, which corresponds to using the least squares estimators without any shrinkage in the con-
text of fixed effects. This is the maximum likelihood estimator (MLE) when the distribution
19I show this in the proof of Theorem 1.4.2 because the same term appears there as well.
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of y is assumed normal. With some abuse of terminology, I refer to this as the MLE even
though I am not assuming normality. Because there is no Λ ∈ S+T such that θ̂(yJ ,Λ) = y, the
MLE y is not included in the class of estimators I consider. However, a simple approximation
argument can be used to establish the dominance.
Suppose there is some sequence Λ̃MLEJ such that θ̃MLE = θ̂(yJ , Λ̃MLEJ ) satisfies
lim
J→∞
∣∣∣R(θ, θ̃MLE)−R(θ, y)∣∣∣ = 0. (1.8)

















where the last inequality follows due to the optimality of θ̂URE and the assumption on θ̃MLE.
Hence, finding Λ̃MLEJ that satisfies (1.8) is key to establishing that θ̂URE,m weakly dominates
y. Define D(λ) := diag(λ, . . . , λ), and note that for any fixed J ,
lim
λ→∞
R(θ, θ̂(yJ , D(λ))) = R(θ, y).
Hence, there exists λJ such that
∣∣∣R(θ, θ̂(yJ , D(λJ)))−R(θ, y)∣∣∣ ≤ 1J , and thus taking θ̃MLE =
θ̂(yJ , D(λJ)) satisfies (1.8). This shows that shrinking the least squares estimator using the
URE method cannot do worse than using the least squares estimator, which is a property
that EB methods do not have.
General location. This estimator shrinks the data toward a general data-driven location
µ, with the restriction that µ ∈MJ . The convergence result to be established is
sup
(µ,Λ)∈MJ×S+T
∣∣∣∣ 1J ∑Jj=1 µ′(Λ + Σj)−1Σj(yj − θj)
∣∣∣∣ L1→ 0.
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As in the shrinkage to the grand mean case, it follows from Cauchy-Schwarz inequality that






∥∥∥ 1J ∑Jj=1(Λ + Σj)−1Σj(yj − θj)∥∥∥2 )1/2.
As mentioned earlier, it can be shown that the second term converges to zero by a ULLN
argument under Assumption 1.4.1, which I show in the proof of Theorem 1.4.2.
To show that the term E supµ∈Mj‖µ‖




t=1 E q1−τ ({y2jt}Jj=1)
by the definition ofMJ . Hence, it suffices to show E q1−τ ({y2jt}Jj=1) = O(1) for each t ≤ T .
To control the sample quantile behavior of {y2jt}Jj=1, I impose an additional condition. Write
εjt := yjt − θjt so that E εjt = 0 and E ε2jt = σ2jt, where σ2jt denotes the tth diagonal entry of
Σj. Note that σ2t := supj σ2jt < ∞ by Assumption 1.4.1. I assume that the distribution of
εjt belongs to a scale family with finite fourth moments.
Assumption 1.4.2 (Scale family). For each t, εjt/σjt
i.i.d.∼ Ft for j = 1, . . . , J , where Ft is
a distribution function with finite fourth moments.
Note that the assumption is notably weaker than requiring that the noise vectors εj for
j = 1, . . . , J belong to a multivariate scale family, which restricts the joint distribution across
t in a much more stringent way. Here, I instead require that the error terms belong to a
scale family only for each period. It can be shown that, by Assumption 1.4.1, the problem
of bounding E q1−τ ({y2jt}Jj=1) boils down to the problem of bounding E q1−τ ({(εjt/σjt)2}Jj=1).
Then, by Assumption 1.4.2, this simplifies to bounding the mean of the sample quantile of
an i.i.d. sample. I use a result given by Okolewski and Rychlik (2001) to derive a bound on
this quantity without having to further impose conditions on the distribution Ft.
Example 1.4.2 (Teacher value-added). In the teacher value-added example, Assumption
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1.4.2 is satisfied as long as the idiosyncratic error terms are i.i.d across j and have finite
fourth moment. Hence, this assumption is almost always satisfied in teacher value-added
models, or in linear panel data models in general.
The following theorem shows that URE(µ,Λ) is close to the true loss uniformly over
(µ,Λ) ∈MJ × S+T under this additional assumption.




∣∣∣URE(µ,Λ)− `(θ, θ̂(µ,Λ))∣∣∣ L1→ 0.
Again, by Lemma 1.4.1, this ensures that θ̂URE,g asymptotically obtains the oracle risk,
as stated in the following corollary.




R(θ, θ̂(µ̂URE, Λ̂URE,g))−R(θ, θ̃OL,g)
)
≤ 0.
Under homoskedasticity (i.e., Σj = Σ for all j ≤ J), the optimal location parame-
ter for both the URE estimator and the EBMLE estimator is the grand mean, so that
µ̂URE = µ̂EBMLE = yJ . This is possibly one reason why the grand mean has been frequently
used as the centering location in applied work despite the heteroskedasticity.20 However, un-
der heteroskedasticity, which is frequently the case in the context of fixed effects, weighing
the different observations according to the different variance matrices Σj (and the hyper-
parameter Λ) gives better risk properties. Hence, it is recommended that one uses θ̂URE,g
rather than θ̂URE,m unless the sample size is relatively small, in which case the additional
hyperparameters can result in overfitting.
20Another plausible explanation is that yJ is an EB method of moments estimator for µ, though one can
obtain an alternative method of moments estimator with smaller variance by weighting appropriately.
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Linear combination of covariates. This estimator shrinks each observation to a different
location, Zjγ, which depends on the covariate. By a similar calculation given in the case of






∥∥∥ 1J ∑Jj=1 Z ′j(Λ + Σj)−1Σj(yj − θj)∥∥∥2 )1/2 → 0.
Again, the strategy is to show that the first term is bounded and the second term converges to
zero. Due to the presence of covariates, the second term is different from that of the previous
estimators. Define εj = yj − θj. I make the following assumptions on the covariates.
Assumption 1.4.3 (Covariates).





(iii) E[εj|Zj] = 0 and var(εj|Zj) = Σj,
(iv) µZ,2 := EZ
′
jZj is nonsingular, and
(v) supj E [‖yj‖4|Zj] <∞ a.s.
Again, the supremums are taken over all j ≥ 1. The independent sampling assumption of
(i) is standard. A sufficient condition for (ii) is that there exists some constant CZ ∈ R such
that supj,t‖Zjt‖ < CZ <∞ almost surely, which amounts to assuming that the covariates are
uniformly bounded. The first and second part of (iii) are exogeneity conditions for the first
and second moments of the noise term, with respect to the covariates. The full rank condition
given in (iv) is standard. The boundedness condition for the conditional expectation given
in (v) is a conditional version of Assumption 1.4.1 (ii). Again, the boundedness conditions in
(ii) and (v) can be relaxed to a boundedness condition on the averages of the given quantities.
Note that there is no assumption that states any linear relationship between the covariate
matrix Zj and the true mean θj and/or yj. Hence, there is no such thing as “misspecification”
as long as the exogeneity condition (ii) is met. Some specifications yield better risk properties
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than others, but as long as time dummies are included in the covariates with B being
sufficiently large, any specification (choice of covariates) is guaranteed to improve upon
θ̂URE,g asymptotically.
Example 1.4.3 (Teacher value-added). In the teacher value-added model, Zjt corresponds
to teacher-year level covariates. The results here show that, while such covariates could not
have been included in the regression formula, such covariates can be used to obtain more
accurate estimators of the fixed effects. The exogeneity condition, Assumption 1.4.3 (ii), is
satisfied as long as the covariates are strictly exogenous with respect to the idiosyncratic
error terms. This was in some sense already assumed because independence between the
fixed effects and the idiosyncratic error terms was assumed.
Now, with some abuse of notation, I condition on a realization {Zj}∞j=1 and treat the co-





µZ,2, and supj E [‖yj‖4|Zj] < ∞ which holds for almost all realizations due to Assumption
1.4.3(ii), (iv), and (v), and the strong law of large numbers. I directly impose these con-
ditions on the fixed covariates in the following theorem, with the understanding that such
conditions follow from Assumption 1.4.3. The following theorem shows that the URE is uni-
formly close to the true loss function over (γ,Λ) ∈ ΓJ × S+T under this implied assumption
on the covariates, along with the maintained Assumption 1.4.1.







jZj = µZ,2, and Assumption 1.4.1 holds. Then,
sup
γ∈ΓJ ,Λ∈S+T
∣∣∣UREcov(γ,Λ)− `(θ, θ̂cov(γ,Λ))∣∣∣ L1→ 0.
Again, invoking Lemma 1.4.1 gives the following corollary, which states the URE estima-
tor obtains the oracle risk in this context as well.




jZj = µZ,2, and Assump-
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R(θ, θ̂cov(γ̂URE, Λ̂URE,cov))−R(θ, θ̃OL,cov)
)
≤ 0.
1.4.3 Discussion on the optimality results
The optimality of the URE estimators requires only mild conditions on the moments of the
data, which is in contrast with the EB estimators that require stringent distributional as-
sumptions to obtain optimality properties. Recall that yj and θj correspond to the least
squares estimator and the true fixed effect, respectively, in the context of fixed effects. The
EB estimators are optimal in the sense of Robbins (1964)21 when 1) the normality assump-
tions for both the least squares estimator and the true fixed effect hold and 2) the true fixed
effect and variance of the least squares estimator are independent.22
The normality assumption on the true fixed effect is typically difficult to justify. Some
evidence on the violation of such assumption in the context of teacher value-added is provided
in Gilraine et al. (2020). The optimality results here are conditional on a sequence of true
mean vectors that is only required to satisfy a mild boundedness condition, and does not
rely on such specific distributional assumptions on the true mean vector. The normality
assumption on the least squares estimator can be less concerning because one can resort to
a central limit theorem argument if the class size njt is somewhat large. However, this is not
necessarily the case in many empirical contexts. For example, there are numerous classes
with less than ten students in the data used in Section 1.7. The optimality result for the
URE estimators imposes conditions on the moments of the least squares estimator, leaving
the distribution unrestricted.
The independence assumption between the true fixed effect and the variance of the least
21That is, the estimator obtains the Bayes risk under the unknown moments of true fixed effects.
22The second assumption regarding the dependence between the mean and variance of the least squares
estimator is more implicit, but can be seen from the fact that the model for the true fixed effect does not
depend on the variance of the least squares estimator.
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squares estimator can be easily violated in empirical settings as well. Since the variance of
the least squares estimator is inversely proportional to the cell size njt, the assumption is
violated if the fixed effect is related with the cell size in some manner. For example, if teachers
with higher value-added teach more students, or if the size of the class is related to teaching
effectiveness, then such independence is unlikely to hold. Also, if the idiosyncratic error terms
are conditionally heteroskedastic with respect to some observed covariates that are correlated
with the fixed effects, such independence assumption is again violated. No assumption on the
relationship between the mean θj and variance Σj is imposed in establishing the optimality
of the URE estimators, and thus optimality is guaranteed whether or not the true fixed effect
and the variance of the least squares estimators are independent.
It is worth mentioning that the nonparametric EB literature (Jiang and Zhang, 2009;
Brown and Greenshtein, 2009; Koenker and Mizera, 2014) provides an alternative method
to relax the normality assumption of the true mean, which has been adopted by Gilraine
et al. (2020) to the teacher value-added setting. In the nonparametric EB setting, the
distribution of the true fixed effect is remained unspecified except for certain regularity
conditions. This allows for a significantly wider class of estimators than the class I consider. I
view this approach as complementary to the URE approach for two main reasons. First, with
time-varying fixed effects the nonparametric EB approach involves solving an optimization
problem where the argument is a function of T variables, which makes computation very
difficult for even moderate values of T . Moreover, the risk properties of the currently available
nonparametric EB methods still rely on an independence assumption between the true fixed
effect and the variance of the least square estimator and a normality assumption on the least
squares estimators.
Remark 1.4.2 (Unbalanced panel). While it has been assumed that the given panel data
is balanced at the (j, t)-level, this is rarely the case in empirical applications. For example,
in teacher value-added, only some of the teachers are observed for the entire time span of
the data and others appear only in some of the school years. The URE estimators and their
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optimality can be naturally extended to incorporate this unbalanced case. See Appendix
1.B for details.
1.5 Summarizing the time trajectory
While the time-varying fixed effects gives more flexibility and contains more information,
in some empirical contexts it is still desirable to have a scalar quantity for each j that
summarizes the fixed effect for unit j. For example, in teacher value-added, a scalar that
summarizes the value-added for each teacher is necessary to rank the teachers. To this
end, I provide two methods that give a summary of the time trajectory of the fixed effects:
estimating a weighted mean over time and forecasting the one-period-ahead fixed effects.
Again, in the context of teacher value-added, the former provides a summary of a teacher’s
past performance, and the latter provides a prediction on how well a teacher is expected to
do in the following year.
The estimators are derived using a similar idea as in the problem of estimating the full
vectors: restrict the class of parameters using an appropriate model and tune the hyperpa-
rameters by minimizing a risk estimate. The hyperparmeters are tuned in a way that the
MSE of the estimator for the weighted mean/or one-period-ahead fixed effects are optimal,
rather then aiming for the MSE optimality for the problem of estimating the entire vector.
1.5.1 Estimating weighted means
The first, more simple way to summarize the time-varying fixed effects as a scalar is reporting
a weighted mean of θj rather than the full vector. Let w = (w1, . . . , wT )′ ∈ RT denote a
weight vector such that wt ≥ 0 and
∑T
t=1 wt = 1 which represents the weight that is of
interest. That is, the parameter of interest is now (w′θ1, . . . , w′θJ)′. Again, the class of
estimators is restricted by postulating θj
i.i.d.∼ N(µ,Λ) on top of a normality assumption on
yj. The posterior mean of w′θj under this model is given as E[w′θj|y] = w′θ̂j(µ,Λ), which is
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which is simply weighted versions of the loss function used for the estimation of full vectors
with weight matrix W := ww′. For example, when the interest is in the simple average over
time, one can take w = 1T .
Appendix 1.C provides a URE, UREW (µ,Λ), for this weighted loss function (and for
more general weighted loss functions) and some details on how the URE estimator derived
by minimizing this URE obtains the oracle risk under the class of estimators. I note that
the tuning parameter that is optimal for the full vector estimation is not necessarily optimal
for the estimation of weighted means.
1.5.2 Forecasting θT+1
Another succinct summary of the time trajectory is the forecast for the fixed effects of period
T + 1. This forecasting problem is of independent interest as well. The problem is to predict
θT+1 = (θ1,T+1, . . . θJ,T+1)
′ with only the T period data in hand. The approach is similar
to the URE approach taken for estimation problem. I derive a class of predictors using a
hierarchical model, and tune the hyperparameters by minimizing a unbiased prediction error
estimate (UPE). For this reason, the resulting forecasts are referred to as UPE forecasts.
Consider the second level model θj ∼ N(0,Λ) centered at zero. Here, I consider the case
where the fixed effects are demeaned so that the fixed effects are assumed be drawn from a
distribution centered at zero. Write the block matrices of the tuning parameter Λ and the
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where Λ−T , Σj,−T and Σj,−1 are (T − 1) × (T − 1) matrices. From the property of positive
semidefinite matrices, Λ is positive semidefinite if only if ΛT is positive semidifinite and
Λ−T ≥ 1λT ΛT,−TΛ
′
T,−T .
Here, the hyperparameter space is restricted to some bounded set L ⊂ S+T . A recom-
mended choice of L is to take
L :=
{





























a sense of the scale of Λ. By multiplying by a large number K, the bound is made less
restrictive. In the empirical application, I use K = 100 and this constraint does not bind.
The aim is to tune the hyperparameter in a way that it minimizes prediction error
of predicting θT+1 := (θ1,T+1, . . . , θJ,T+1)′. However, the difficulty here is that an unbiased
estimator of this prediction error is unavailable because we do not observe anything for period
T + 1. Hence, the strategy is to tune the hyperparameters by considering the problem of
predicting θT = (θ1T , . . . , θJT )′ using only the first T − 1 periods of data. Then, under a
suitable stationarity assumption, I extrapolate and use this hyperparameter to predict θT+1.
First, consider the problem of forecasting θT with only the data from the first T − 1
periods. Define yj,−t = (yj1, . . . , yj,t−1, yj,t+1, . . . yj,T )′ and y−t = (y′1,−T , . . . , y′J,−T )′ to be the
vectors yj and y, respectively, with the observations corresponding to period t removed. The
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class of estimators I consider is again the posterior mean implied by the hierarchical model,
E[θjT |y−T ] = Λ′T,−T (Λ−T + Σj,−T )−1yj,−T .
Define B(Λ,Σ−T ) = (Λ−T + Σ−T )−1ΛT,−T . The performance criterion is the mean pre-
diction error, E PE(Λ;T ), where




′yj,−T − θjT )2.
Ideally one would choose Λ to minimize PE(Λ;T ). However, this prediction error depends
on the true parameters, and thus this strategy is infeasible. Again, I derive an estimator
of the prediction error and choose Λ by minimizing this. Some algebra shows (see the first
couple paragraphs of Appendix 1.A.4)
E[(B(Λ,Σj,−T )
′yj,−T − θjT )2]
= E[(B(Λ,Σj,−T )
′yj,−T − yjT )2]− ΣjT + 2B(Λ,Σj,−T )′Σj,T,−T .








′yj,−T − yjT )2 − ΣjT + 2B(Λ,Σj,−T )′Σj,T,−T
)
.
Define Λ̂UPE as the Λ that minimizes URE(Λ). The proposed estimator for θj,T+1 isB(Λ̂UPE,Σj,−T )′yj,−1.
Remark 1.5.1 (Estimator of Chetty et al., 2014a). Here, I have been considering predicting
θT with the first the observations from the first T − 1 periods. However, more generally,
one can also consider predicting θt with all observations except for the period t observation.
If Σj = Σ with Σ being diagonal, it can be shown that the Λ minimizes UPE(Λ) gives
B(Λ,Σ−t) = β̂
OLS,t, which is the OLS estimator of regressing yjt on yj,−t. Hence, one
estimates θjt with y′j,−tβ̂OLS,t, which is exactly the estimator used in Chetty et al. (2014a).
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Recall that the goal is to forecast θT+1, not θT . Hence, the goal is to show that UPE(Λ)
is a good estimator of the prediction error for the problem of predicting θT+1,







By essentially the same argument made by Lemma 1.4.1, if
sup
Λ∈L
|UPE(Λ)− PE(Λ;T + 1)| L
1
→ 0, (1.9)
the mean prediction error of the estimator obtained by minimizing UPE(Λ) obtains the oracle
mean prediction error, which is the mean prediction error of the estimator that minimizes
PE(Λ;T + 1).







is a random sample drawn from the density f(θ′,θT+1)′,Σ. First,
since I now treat the mean vector and variance matrices as random, I impose the following
assumption to ensure that the distribution of the mean and variance parameters is consistent
with Assumption 1.4.1. Let fΣ denote the marginal density of Σj and supp(fΣ) the support
of fΣ.
Assumption 1.5.1 (Assumption 1.4.1 with random parameters).
(i) yj|θj,Σj
indep∼ (θj,Σj),
(ii) supj E[‖yj‖4|θj,Σj] <∞, and
(iii) supp(fΣ) ⊂ {Σ ∈ S+T : σT (Σ) > σΣ} for some σΣ > 0.
To state the stationarity assumption, let fθ,Σ−T and f(θ′−1,θT+1)′,Σ−1 denote the marginal
densities that correspond to (θj,Σj,−T ) and ((θ′j,−1, θj,T+1)′,Σj,−1), respectively. The following
assumption states that the distributions of (θj,Σj,−T ) and ((θ′j,−1, θj,T+1)′,Σj,−1) are the same.
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Assumption 1.5.2 (Stationarity). fθ,Σ−T = f(θ′−1,θT+1)′,Σ−1.
I emphasize that this assumption does not imply that the observations are mean stationary
or variance stationary. Moreoever, this stationarity assumption on the joint distribution of
the mean and variance does not impose any restriction on the dependence structure between
the two, and thus the corresponding optimality result does not require independence of the
mean and variance of yj.
The following theorem shows that these two assumptions are enough to ensure that (1.9)








Theorem 1.5.1. Under Assumptions 1.5.1 and 1.5.2,
sup
Λ∈L





I carry out a simulation study to assess the finite sample performance of the URE estimators.
I focus on experimenting the performance of the “shrinking to a general location” estimator
θ̂URE,g with T = 4 and τ = .05. The simulation study implies four main takeaways.
First, the MSE of the URE estimator gets close to the oracle risk with moderately large
sample sizes. Across all data generating processes (DGPs) I have considered, the MSE of
the URE estimator was less than 10% greater than the oracle risk as long as the sample size
J is greater than 600. This shows that while all optimality results are only asymptotic, the
sample size required to reach the oracle is not very large.
Second, there are numerous scenarios were the URE estimator shows significantly better
performance than the EBMLE. This is largely expected, but still the magnitude is somewhat
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surprising, because there are cases where the URE estimator reduces the MSE of the EBMLE
by more than 80%. Such improvements are most largest when there is a dependence structure
between θj and Σj.
Third, the URE estimators perform almost as well as the EBMLE when the DGP satisfies
or is close to satisfying the EB assumption. Even for such DGPs the risk of the URE is less
than 5% greater even for small sample sizes such as J = 100. This is reassuring, because
a concern about robust methods such as the URE estimator is that they may sacrifice
performance too much under more typical assumptions for the sake of guarding against
violations of such typical assumptions (the EB distributional assumptions in this case). The
numerical results show that this is not the case.
Lastly, the URE estimator dominates the MLE, y, across all scenarios by a significant
margin. The MLE is a useful benchmark, because regardless of the DGP, it is still an
unbiased estimator of θ and a very natural one as well. However, simulation results show
that it is almost always a good idea to use the URE estimator over the MLE, when the aim
is to minimize MSE.
Figure 1.1 shows the simulation results for the four main scenarios.In the first Normal-
Normal scenario, the true mean vectors are drawn from a normal distribution, θj
i.i.d.∼












indep∼ N(θj,Σj). This is a scenario where the distributional assumptions for EB are
exactly met. As expected, EBMLE performs well, getting within 10% of the oracle with
sample size as small as J = 100. The URE estimator shows good performance as well, with
the difference in MSE with EBMLE being within 2% across all sample sizes.
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Figure 1.1: Simulation results for the four main scenarios. Each plot has a black line and
red lines, which correspond to the MSE of the URE and EBMLE, respectively, as a fraction
of the oracle MSE. The x-axis is the sample size from J = 100 to 1000. The dotted line is a
horizontal line at 1.1 plotted to see when the MSE of the URE gets within 10% of the oracle.
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The DGP of the Uniform-Normal scenario is the same as the Normal-Normal scenario
except that θjt∼Unif[0, .5t], drawn independently across both j and t. This DGP slightly
violates the EB assumptions because the mean parameters are drawn from a uniform distri-
bution rather than a normal distribution, but otherwise satisfies the distributional assump-
tions imposed by EB. The result is similar to the Uniform-Normal case, with the EBMLE
performing very well, and the URE estimator showing a very slightly higher MSE than the
EBMLE.
The third DGP is similar to the Normal-Normal scenario except that there is a group
structure and the mean vectors are serially correlated. Specifically, half of the sample is drawn
from the same DGP as in the Normal-Normal scenario, and the remaining half is drawn from
a similar Normal-Normal scenario but with higher variance and greater mean. Here, we can
think of the DGP as giving a small dependence structure on the mean and variance through
the different groups, and thus the EB assumption is violated. Here, the URE estimator still
performs well, getting within 10% of the oracle as soon as J = 400. However, the EBMLE
shows MSE significantly higher then the URE, and has about twice the MSE when J = 103.
The blue line corresponds to the oracle risk when the correlation structure is ignored and
thus restricts the hyperprameter space to L = {diag(λ1, . . . , λ4) : λt ≥ 0}.23 Ignoring the
possible correlation inflates the MSE by around 50%, showing the importance of taking such
information into account.
In the last DGP, there are covariates Xjt ∈ R2 drawn from a uniform distribution that
affects both θj and Σj. Hence, here the mean and variance are dependent through the
covariates, which again violates the EB assumption. The mean and variance are set as
θjt = X
′
jtβ + Ujt and Σj = DjΣ0Dj with Ujt
i.i.d.∼ Unif[0, .3] and Dj = diag(X ′j1γ, . . . , X ′jTγ).
Here, the URE estimator still performs fairly well, with MSE not exceeding the oracle by
more than 60% for even smaller sample sizes and getting within 10% of the oracle when
23The mean vectors in the other scenarios are independent across time, and thus this blue line is not
included in the corresponding plots.
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(a) URE vs EBMLE















(b) URE vs Oracle
Figure 1.2: Simulation results from all scenarios. The two plots aggregate the simulation
results from all DGPs considered. The left figure is a scatter plot of the MSE of the URE
estimator against that of the EBMLE. The color of the dots show the sample size, from
J = 100 to J = 103 in increments of 100, with lighter indicating smaller sample size. The
right figure is a scatter plot of the MSE of the URE estimator against the oracle MSE.
J = 600. However, the EBMLE shows poor performance. It shows MSE twice as large as the
MSE of the URE estimator for J = 100, and is three times larger for larger J . Moreover, if
the estimator θ̂URE,cov is used to incorporate the covariates, the risk can be reduced by more
than 60% compared to θ̂URE,g.
Finally, I show two more plots that gather the results from all DGPs I have considered.
Figure 1.2a is a scatter plot of the MSE of the URE estimator against the MSE of the
EBMLE. The plot shows that while there are some cases where the URE estimator shows
slightly higher MSE when the sample size is smaller, the difference vanishes as the sample
size gets larger. The majority of the dots lie on top of the 45-degree line, implying that the
MSE of the URE estimator is smaller across most scenarios. Figure 1.2b is a similar scatter
plot but now the y-axis is the oracle risk rather then the EBMLE risk. By definition of the
oracle risk, there can be no dots on top of the 45-degree line. While the lighter blue dots are
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sometimes a little bit away from the 45-degree line, as the sample size grows larger (i.e., the
dots get darker) they get close to the 45-degree line. In particular, all dots that correspond
to J = 103 are positioned fairly close to the 45-degree line, showing that the MSE of the
URE gets close to the oracle across all scenarios.
1.7 An application to teacher value-added
In this section, I use the proposed methods to estimate the teacher effects on student achieve-
ment (i.e., teacher value-added) in the public schools of New York City (NYC). The literature
on teacher value-added have used shrinkage methods extensively due to the nature of the
data in this setting–presence of many teachers but only a moderate number of students per
teacher–that leads to noisy measures of teacher fixed effects. For a thorough review on the
topic, readers are referred to Koedel et al. (2015). I show that allowing value-added to vary
with time and using the URE estimators (and forecasts) give significantly different empirical
results compared to the conventional approach.
1.7.1 Baseline model and data
I use a standard teacher value-added model specified as the following simple linear panel
data model introduced in (1.1):
yijt = X
′
ijtβ + αjt + εijt, (1.10)
where yijt is the (standardized) test score in either english language arts (ELA) or math and
Xijt ∈ R10 is a vector of student characteristics that includes: previous year’s test score,
gender, ethnicity, special education status (SWD), english language learner status (ELL),
and eligibility for free or reduced price lunch (FL). The results are not sensitive to which
covariates are added and/or interacted with other covariates as long as previous year’s test
scores are included. The only main difference from the standard models in the literature
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is the additional t subscript on the teacher fixed effect αjt, which allows the teacher fixed
effects to vary with time. The idiosyncratic error term εijt is i.i.d. across i, j, and t with
variance σ2, and is independent with all other times on the right-hand side of (1.10).
To estimate the value-added model, I use administrative data on all public schools of NYC
between academic years 2012/2013 and 2018/2019. The data for the 2012/2013 academic
year is used only to extract the information on the students’ test score for the previous
year, and thus I have T = 6. Importantly, the data includes information on, among others,
student-teacher linkage. As in Bitler et al. (2019), attention is restricted to 4th and 5th
grade students because they are required to take the ELA (and math) test, and it is easy to
link a single teacher to each student for elementary school students. I carry out the analysis
using ELA test scores, but using the math scores gives similar results. Finally, I restrict the
sample to those students whose ELA teachers were present in all six years of the data. The
final data includes J = 1, 185 teachers and 174, 239 student-year observations.
Following standard practice in the literature, the coefficient vector is estimated using a
fixed effects estimator, with the only difference being the level at which the fixed effects
are specified. The signs and magnitudes of each component of the estimate are in line with
the results found in the literature (e.g., Koedel et al., 2015 and Bitler et al., 2019). The
estimation results are reported in Table 1.D.1 of Appendix 1.D.1.
1.7.2 Some observations from the least squares estimator
The least squares estimator for the fixed effect, α̂jt, is the mean of the residuals corresponding
to teacher j and year t. I estimate the variance of the least squares estimator by σ̂2/njt where
σ̂2 is the usual estimator for the variance term obtained by dividing the sum of squared
residuals by the appropriate degrees of freedom, with a precise definition given in Appendix
1.D.1. In the vast majority of the literature, teacher value-added is assumed to be time-







24 I make two preliminary observations regarding the least squares
estimators that illustrate 1) there is significant time variation in the fixed effects and that
2) EB methods are unlikely to be optimal in the present setting.
The variation of the least squares estimators within teacher is large, hinting that value-
added may vary significantly with time. To see this, I decompose the total variation of the
























(α̂j. − α̂)2 (1.11)
where α̂j. := 1T
∑T






t=1 α̂jt is the average of the least squares
estimator at the teacher level and across all teachers, respectively. The first term on the
left-hand side can be interpreted as the average variation across time and the second term
as the variation across teachers. Calculations show that the average variation across time
accounts for about 51% of the total variation. This implies there may be significant time
variation in the fixed effects, and thus allowing for the value-added to vary with time can be
a more reasonable specification.25
The average number of students per teacher in a single year is around 24.5, with standard
deviation approximately as large as 11.7. This large variation in the number of students per
teacher translates to a large degree of heteroskedasticity of the least squares estimators, which
is one of the reasons that EB methods can be suboptimal (in frequentist sense). Moreover,
an OLS regression of the least squares estimator (α̂jt) on the corresponding cell size (njt)
show that there is a significant positive relation between the two variables. This implies that
the there may be a dependence structure between the variance of the least squares estimator
24Strictly speaking, α̂j is not the least squares estimator the literature has been using, because β here is
estimated with fixed effects specified at the teacher-year level, not at the usual teacher level. The results
presented in this section is not sensitive to this difference with the added advantage of less notation.
25To my knowledge, the paper by Chetty et al. (2014a) is the only one to allow for time-varying teacher


























(a) Density plots for shrinkage estimates


































(b) Shrinkage patterns for sample “teachers”
Figure 1.3: Shrinkage patterns of the value-added estimates. The plot on the left shows
the density of the four different estimators discussed. The one on the right shows the time
trajectory of the average of value-added estimates for a group of teachers.
and the true fixed effect, which is another potential violation of the EB assumptions.
1.7.3 Estimation results and policy exercise
Figure 1.3a shows the distribution of teacher value-added estimates using four different
estimators: the conventional estimator (EBMLE that assumes that value-added does not
vary with time; green), the EBMLE (red) and URE (black) estimators under time-varying
value-added, and the optimal UPE forecast (blue) based on the UPE.26 For the URE and
EBMLE estimators under time-varying fixed effects, the average over time within a teacher
is used as a summary of the teacher’s value-added, and the density plot is for this average
rather than the estimate for each time period. Compared to the least squares estimator
(black dashed line), the density of the three estimators excluding the UPE forecast are all
more concentrated at the mode, due to the shrinkage. The density plots show that there is a
26The definition of each estimator is given in Appendix 1.D.2.
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notable difference between the conventional method and the estimators that allow for time
drifts. Not allowing for time-varying makes the estimates even more concentrated, and thus
the conventional method gives a distribution more concentrated at the mode.
Moreover, the forecasts generated by minimizing the UPE are considerably more disperse
than any other estimators. This is expected because unlike the other estimators, there is no
averaging step in for the forecasts. Note that under the assumption of the time-invariant
fixed effects, the distribution for the forecasts is necessarily the same as the distribution of
fixed effect estimates, because there is no difference between a teacher’s current or future
fixed effect. However, the significant difference between the blue line and the other lines
show that predicting a teacher’s future value-added by only considering past value-added
can be misleading.
Figure 1.3b shows how the URE estimator shrinks the least squares estimator.27 While I
use the estimator that shrinks toward a general location, the optimal general location turns
out to be close to zero, and thus the URE estimator can be thought to shrink the least
squares toward an imaginary horizontal line at zero. As is clear from the plots, the URE
estimator does not necessarily shrink each component to zero, but shrinks a smoothed version
of the trajectory toward zero.28 The optimal tuning parameter Λ̂URE has positive off-diagonal
terms, which is in line with positive serial correlation of the true fixed effects. Hence, the
estimates for those years with more extreme values gets shrink towards the common trend
making the entire trajectory smoother. For example, the least squares estimate for 2016
in the upper plot gets decreased to while that for 2014 gets increased. In contrast, if one
does not take into consideration the possible serial correlation, then the URE estimator
shrinks the least squares estimator toward zero for each time period, resulting in potential
over-shrinkage. This demonstrates the importance of allowing for serial correlation.
27Due to data confidentiality issues, both the least squares estimator and the URE estimator are averages
across a number of teachers. However, the shrinkage pattern is the same for individual teachers.
28Nonetheless, the URE estimator is still a shrinkage estimator in the sense that the Euclidean norm of
the estimator is smaller than the least squares estimator.
48
Figure 1.4: Composition of the bottom 5% teachers under different estimators.
A common policy exercise in the literature (Hanushek, 2011; Chetty et al., 2014b; Gilraine
et al., 2020) is to replace the teachers in the bottom 5% in the value-added distribution with
an average teacher. I revisit this policy exercise with a focus on how the composition of the
bottom 5% teachers changes depending on the choice of the estimator. Figure 1.4 shows
the Venn diagram of the sets of the 60 teachers released under three different choices of
estimators: the conventional time-invariant EBMLE, URE, and UPE forecasts. By using
the URE estimator instead of the conventional estimator, the composition of the released
teachers change by around 24% (14 teachers). Hence, allowing teacher value-added to vary
with time significantly changes the composition of the group of teachers to be released. In
contrast, Gilraine et al. (2020) find that using a flexible nonparametric EB method (under
the assumption of time-invariant value-added) have little effect in the composition of the
released teachers. Hence, allowing time drifts indeed seem to be the driving factor of such
change.
In policy settings where future performance of the teachers is more relevant than the past
performance, it is natural to base the decision on forecasts. For example, if the interest is
in maximizing student outcome in the following year, forecasts for the next period teacher
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value-added is more informative than a summary of past performance. When the value-added
is allowed to vary with time, one can use the optimal UPE forecasts in such context. On the
other hand, if one specifies value-added to be time-invariant, past and future value-added are
the same by definition, and thus will release the bottom 5% according to the conventional
estimator. The Venn diagram shows that whether the fixed effects are allowed to vary with
time or not changes the composition of the bottom 5% teachers dramatically, with only 25
teachers (approximately 42%) belonging to this group under both estimators.
Under this context, I also consider an out-of-sample exercise that releases the teachers
according to different estimators based on the first five years of the data. Then, I calculate
the average value-added of the released teachers by taking the least squares estimator cor-
responding to the sixth year to be the true value-added. Again, the set of teachers released
under the two estimators (the conventional one and the forecast) are significantly different,
with only a 60% overlap. Importantly, this change in composition is in the right direction:
the average value-added of the released teachers is 20% lower when the forecast is used
compared to when the conventional estimator is used.
1.8 Conclusion
I develop new shrinkage estimators for the fixed effects in linear panel data models–the URE
estimators. The fixed effects are allowed to vary with time and to be serially correlated. The
estimators are obtained by shrinking the least squares estimators, where the direction and
magnitude of shrinkage is determined by minimizing an estimate of the risk. They are shown
to (asymptotically) dominate conventional estimators under mild regularity conditions, and
does not rely on strong distributional assumptions as conventional methods do.
While I focus on estimating the fixed effects in a linear panel setting, I emphasize that
the URE method can be applied to any setting where the empirical researcher has an ap-
proximately unbiased estimator for individual/group-level effects. Such examples include
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Angrist et al. (2017) and Hull (2020). While the models considered therein are not strictly
linear panel models, the researchers derive an unbiased estimator for the group (school or
hospital) effects. Such group effects can be shrunk by the methods introduced here rather
then using EB methods to guard against stronger distributional assumptions.
A natural direction for future work is to make the class of estimators wider without
losing tractability in terms of both theory and computation. In Appendix 1.E, I show how
one can extend the semiparametric shrinkage idea of Xie et al. (2012) to this setting. While
the theory is straightforward for this extension, computation is extremely difficult and thus
additional restrictions are necessary. Another possible method is to consider the class of
estimators implied by the nonparametric EB setting, and taking an URE approach to tune
the unknown (nonparametric) distribution of the true fixed effect. This an open problem
that is yet to be solved even in the case where T = 1. Such extensions will make the
optimality result to hold over a significantly wider class of estimators, further improving the
risk property of the URE estimators.
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Supplement to Chapter 1
Appendix 1.A Proof of main theorems
1.A.1 Proof of Theorem 1.4.1








UREj(µ,Λ)− (θ̂j(µ,Λ)− θj)′(θ̂j(µ,Λ)− θj)
)
.
Expanding the summand of the second line gives
UREj(µ,Λ)− (θ̂j(µ,Λ)− θj)′(θ̂j(µ,Λ)− θj)
= tr(Σj)− 2 tr((Λ + Σj)−1Σ2j)
+ (yj − µ)′[(Λ + Σj)−1Σ2j(Λ + Σj)−1](yj − µ)
− (yj − θj − Σj(Λ + Σj)−1(yj − µ))′(yj − θj − Σj(Λ + Σj)−1(yj − µ))
= tr(Σj)− 2 tr((Λ + Σj)−1Σ2j)− (yj − θj)′(yj − θj)
+ 2(yj − µ)′(Λ + Σj)−1Σj(yj − θj)
=y′jyj − θ′jθj − tr(Σj)− 2 tr(Λ(Λ + Σj)−1(yjy′j − yjθ′j − Σj))
− 2µ′(Λ + Σj)−1Σj(yj − θj).
(1.12)
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Taking µ = 0, I obtain
UREj(Λ)− (θ̂j(Λ)− θj)′(θ̂j(Λ)− θj)
=y′jyj − θ′jθj − tr(Σj)− 2 tr(Λ(Λ + Σj)−1(yjy′j − yjθ′j − Σj)),
where, for simplicity, I write UREj(Λ) as a shorthand for UREj(0,Λ), and likewise for
URE(Λ) and θ̂(Λ). It follows that
sup
Λ
∣∣∣URE(Λ)− `(θ, θ̂(Λ))∣∣∣ = sup
Λ
∣∣∣∣ 1J ∑Jj=1(UREj(Λ)− `j(θj, θ̂j(Λ)))
∣∣∣∣
≤




∣∣∣∣ 1J ∑Jj=1 tr(Λ(Λ + Σj)−1(yjy′j − yjθ′j − Σj))
∣∣∣∣ ,
where the inequality follows from the triangle inequality. I show that each of the two terms
in the last expression converges to zero in L1.



























jyj) = 0, then this term converges to zero in L2 and thus in
L1. Assumption 1.4.1(ii) ensures that this is the case.
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j − yjθ′j − Σj))
∣∣∣∣∣
=: (I)J + (II)J .
To show that (I)J
L1→ 0, I again show L2 convergence. Because E(y′jyj − θ′jyj) = tr(Σj)

























jyj − θ′jyj) = 0. The summand is
bounded by
var(y′jyj − θ′jyj) ≤ 2 var(y′jyj) + 2θ′jΣjθj ≤ 2 var(y′jyj) + 2 tr(Σj)‖θj‖2∞.




jyj) + tr(Σj)‖θj‖2∞) < ∞ it follows that (I)J
L2→ 0. A
sufficient condition for this to hold is that supj var(y′jyj), supj tr(Σj), and supj‖θj‖2∞ are all
finite, which is true by Assumption 1.4.1 (ii).
To show that (II)J









j − yjθ′j − Σj))
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so that the aim is to show supΛ|GJ(Λ)|
L1→ 0. I use the fact that convergence in probability and
a uniform integrability condition imply convergence in L1. That is, I show supΛ|GJ(Λ)|
p→ 0
and that {supΛ|GJ(Λ)|}J≥1 is uniformly integrable.
I show supΛ|GJ(Λ)|
p→ 0 by using the results given by Andrews (1992).The results therein
require a totally bounded parameter space. However, the parameter space in considera-
tion, S+T , does not satisfy this requirement. This can be dealt with by an appropriate
reparametrization. Let σΣ = infj σT (Σj) denote the infimum of the smallest eigenvalues of
Σj’s for j ≥ 1, which is bounded away from zero by assumption. Consider the transfor-
mation defined by h(Λ) = (σΣIT + Λ)−1, and write the image of such transformation as
L̃ := {h(Λ) : Λ ∈ S+T }. Note that h : S
+
T → L̃ is one-to-one and onto, with its inverse given











p→ 0 is equivalent to supΛ̃∈L̃|G̃J(Λ̃)|
p→ 0. Let ST denote the
set of all real positive T ×T matrices. While the choice of metric is irrelevant, equip ST with
the metric d induced by the Frobenius norm for concreteness. Note that L̃ ⊂ ST . I show that
the (reparametrized) parameter space L̃ is indeed totally bounded. For any Λ̃ ∈ L̃, I have
0 ≤ Λ̃ ≤ σ−1Σ IT so that σ1(Λ̃) ≤ σ
−1
Σ . Moreover, since the largest singular value equals the
operator norm and all norms on ST are equivalent, this shows that L̃ is bounded, and thus
totally bounded because L̃ can be seen as a subset of the Euclidean space with dimension
T 2.
It remains to show that a) |G̃J(Λ̃)|
p→ 0 for all Λ̃ ∈ L̃ and b) G̃J(Λ̃) is stochastically
equicontinuous. For a), I can show |GJ(Λ)|
p→ 0 for all Λ ∈ S+T instead because for any
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Λ̃ ∈ L̃, there exists Λ ∈ S+T such that GJ(Λ) = G̃J(Λ̃). Now, note that
E tr(Σj(Λ + Σj)
−1(yjy
′
j − yjθ′j − Σj))
= tr(Σj(Λ + Σj)
−1 E(yjy
′
j − yjθ′j − Σj)) = 0,







E tr(Σj(Λ + Σj)
−1(yjy
′
j − yjθ′j − Σj))2
I give a bound on |tr(Σj(Λ + Σj)−1(yjy′j − yjθ′j − Σj))|. Let UDU ′ denote the spectral de-
composition of Σ−1/2j ΛΣ
−1/2


































j − yjθ′j − Σj)Σ
1/2
j , and observe that





















where the last inequality holds because 0 ≤ 1/(1 + dt) ≤ 1. Let Ut denote the tth column of
the orthogonal matrix U . I have
|(U ′HjU)tt| = |U ′tHjUt| ≤ ‖HjUt‖ ≤ sup
U∈RT ,‖U‖=1
‖HjU‖ = σ1(Hj),
where the first inequality follows from Cauchy-Schwarz, and the last equality from the fact
that the operator norm of a matrix is equal to its largest singular value.














j − yjθ′j − Σj)Σ
1/2
j )
≤σ1(Σ−1/2j )σ1(yjy′j − yjθ′j − Σj)σ1(Σ
1/2
j )
≤κ(Σj)1/2σ1(yjy′j − yjθ′j − Σj).
Since the largest singular value of a matrix is bounded by its Frobenius norm, it follows that
σ1(yjy
′
j − yjθ′j − Σj)2














2 − 2 E y′jyjy′jθj − 2 E y′jΣjyj + 2θ′jΣj E yj







2 − 2θ′j E(yjy′jyj)− 2θ′jΣjθj − 2σ4 tr(Σj)2 + 2θ′jΣjθj
= var(y′jyj) + 2(θ
′
jθj)
2 + 3θ′jθj tr(Σj)− 2θ′j E(yjy′jyj)
≤ var(y′jyj) + 2‖θj‖4 + 3‖θj‖2 tr(Σj) + 2‖θj‖E‖yj‖3.









var(y′jyj) + 2‖θj‖4 + 3‖θj‖2 tr(Σj) + 2‖θj‖E(‖yj‖3)
)
<∞, (1.15)
then |GJ(Λ)| → 0 in L2, and thus in probability. Hence, if supj σ1(Σj)/σT (Σj), supj var(y′jyj),
supj|θj|, and supj tr(Σj) are bounded, the result holds. Note that this true by Assumption
1.4.1.
It remains to show that G̃J(Λ̃) is stochastically equicontinuous. I do this by showing that
G̃J(Λ̃) satisfies a Lipschitz condition as in Assumption SE-1 of Andrews (1992). Specifically,
I show that |G̃J(Λ̃) − G̃J(Λ̃†)| ≤ BJ‖Λ̃ − Λ̃†‖ for all Λ̃, Λ̃† ∈ L̃ with BJ = Op(1). Let
Λ̃, Λ̃† ∈ L̃ be arbitrarily taken. First, I show that L̃ is convex. Take any α ∈ [0, 1]. Note
that αΛ̃ + (1 − α)Λ̃† is nonsingular because Λ̃ and Λ̃† are positive definite and the space
of positive definite matrices is convex. Then, for Λα = (αΛ̃ + (1 − α)Λ̃†)−1 − σΣIT , I have
h(Λα) = αΛ̃ + (1 − α)Λ̃†, which shows that αΛ̃ + (1 − α)Λ̃† ∈ L̃. The mean value theorem
gives
G̃J(Λ̃)− G̃J(Λ̃†) = ∇G̃J(Λ̃α) · vec(Λ̃− Λ̃†),
where ∇G̃J(Λ̃) := ∂∂vec(Λ̃)G̃J(Λ̃), and Λ̃
α := αΛ̃ + (1−α)Λ̃† for some α ∈ [0, 1]. This implies,
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by Cauchy-Schwarz,
|G̃J(Λ̃)− G̃J(Λ̃†)| ≤ ‖∇G̃J(Λ̃α)‖‖Λ̃− Λ̃†‖, (1.16)
where I use the fact that the Frobenius norm of a matrix and the Euclidean norm of the
vectorized version of it are the same. Note that ‖∇G̃J(Λ̃)‖ = ‖ ∂∂Λ̃G̃J(Λ̃)‖ by definition of
the Frobenius norm.
By the formula for the derivative of a matrix inverse and the derivative of a trace, and









Λ̃−1(Λ̃−1 − σΣIT + Σj)−1Σj(yjy′j − yjθ′j − Σj)(Λ̃−1 − σΣIT + Σj)−1Λ̃−1.
Write the summand in the second line as gj(Λ̃). I first derive a bound on σ1(gj(Λ̃)), and use
this to bound ‖ ∂
∂Λ̃













Since the operator norm is submultiplicative, it follows that
σ1(gj(Λ̃)) ≤ σ1(Λ̃−1(Λ̃−1 − σΣIT + Σj)−1)2σ1(Σj(yjy′j − yjθ′j − Σj)).
I proceed by bounding the two singular values that appear on the right hand side. For the
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first term, note that
σ1(Λ̃
−1(Λ̃−1 − σΣIT + Σj)−1)2
=σ1(Λ̃
−1(Λ̃−1 − σΣIT + Σj)−2Λ̃−1)
=σ1((I + Λ̃
1/2(Σj − σΣIT )Λ̃1/2)−2)
≤1,
(1.17)
where the first equality uses the fact that σ1(A)2 = σ1(AA′) = σ1(A′A) for any matrix
A. The last inequality follows because Λ̃1/2(Σj − σΣIT )Λ̃1/2 is positive semidefinite so that
0 ≤ (I + Λ̃1/2(Σj − σΣIT )Λ̃1/2)−2 ≤ IT , and A ≤ B implies σ1(A) ≤ σ1(B) for any two
positive semidefinite matrices A and B. A bound on σ1(Σj(yjy′j − yjθ′j − Σj)) is given by
σ1(Σj(yjy
′
j − yjθ′j − Σj)) ≤ σ1(Σj)(y′jyj + (y′jyj)1/2(θ′jθj)1/2 + σ1(Σj)).



























E(y′jyj + ‖yj‖‖θj‖) + σ1(Σj)
)
.
The term in the second line is op(1) because
supj var(σ1(Σj)(y
′
jyj + ‖yj‖‖θj‖)) ≤ 2 supj σ21(Σj)(E‖yj‖4 + ‖θj‖2 E‖yj‖2) <∞.
The term in the last line is bounded as J →∞ because the summand is bounded uniformly
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over j. This shows that BJ := supΛ̃∈L̃‖
∂
∂Λ̃
GJ(Λ̃)‖ = Op(1). Combining this with (1.16) gives
|G̃J(Λ̃)− G̃J(Λ̃†)| ≤ BJ‖Λ̃− Λ̃†‖,
for all Λ, Λ̃ ∈ L̃ and BJ = Op(1), which establishes the desired Lipschitz condition. This
completes the proof for supΛ∈S+T |GJ(Λ)|
p→ 0.
Now, to strengthen the convergence in probability to convergence in L1, I show that
























jyj + ‖θj‖‖yj‖+ σ1(Σj))
where the last inequality follows from (1.13) and (1.14). Let GJ denote the expression in
the last line, and suppose that lim supJ→∞EG
2
J < ∞, which I verify below. Then, I have
supJ E(supΛ|GJ(Λ)|)
2
< ∞, from which the uniform integrability follows. It remains only
to show that lim supJ→∞EG
2












jyj + ‖θj‖‖yj‖+ σ1(Σj))
)2
,
and the term in the summand is uniformly bounded over j ≥ 1. This establishes lim supJ→∞E G
2
J <
∞, and thus that {supΛ|GJ(Λ)|}J≤1 is uniformly integrable. This concludes the proof.
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1.A.2 Proof of Theorem 1.4.2
All supremums over µ are understood to be taken over MJ , though for simplicity I write














Since Theorem 1.4.1 shows that the first term on the right-hand side converges to zero in








∣∣∣∣∣ L1→ 0. (1.18)














































from which then (1.18) will follow.
Write HJ(Λ) := ‖ 1J
∑J
j=1(Λ + Σj)
−1Σj(yj − θj)‖. As in the proof for Theorem 1.4.1, I
show (a) supΛHJ(Λ)
p→ 0 and (b) supJ E (supΛHJ(Λ))2+δ <∞ for some δ > 0. Since (b) is
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a sufficient condition for {supΛHJ(Λ)2}J≥1 being uniformly integrable, (a) and (b) together
imply supΛHJ(Λ)
L2→ 0.
I show supΛ HJ(Λ)
p→ 0 by again using a ULLN argument as in Andrews (1992). First,
to show HJ(Λ)












































where the last inequality follows from von Neumann’s trace inequality and the fact that
σ1(Σj(Λ+Σj)
−2Σj) ≤ 1.Moreover, by Assumption 1.4.1, I have supj tr(Σj) ≤ T supj σ1(Σj) <
∞, which implies 1
J2
∑J
j=1 tr(Σj)→ 0. This establishes that HJ(Λ) converges to zero in L2,
and thus in probability.
To show that this convergence is uniform over Λ ∈ S+T , by a similar argument as in the
proof of Theorem 1.4.1, it suffices to show that H̃J := HJ ◦h−1 satisfies a Lipschitz condition,
i.e.,
|H̃J(Λ̃)− H̃J(Λ̃†)| ≤ BH,J‖Λ̃− Λ̃†‖ (1.20)




Λ̃ replaced with Λ̃†. Observe that
























j )‖Σj(yj − θj)‖,
(1.21)
where the first inequality follows from the reverse triangle inequality and the second by the






















≤(supΛ̃∈L̃ σ1((Λ̃−1 + (Σj − σΣIT ))−1Λ̃−1)2)σ1(Λ̃− Λ̃†),
(1.23)
where the first inequality follows from (1.22) and the fact that the operator norm is submul-
tiplicative and the second inequality from the fact that σ1(C) = σ1(C ′) for any matrix C.
Furthermore, I have shown in (1.17) that σ1((Λ̃−1 + (Σj − σΣIT ))−1Λ̃−1)2 is bounded above





j ) ≤ σ1(Λ̃− Λ̃†) ≤ ‖Λ̃− Λ̃†‖,
where the last inequality follows from the fact that the operator norm of a matrix is less
than or equal to its Frobenius norm.
69










Therefore, it remains to show 1
J
∑J

















Since supj var(‖Σj(yj − θj)‖) ≤ supj E‖Σj(yj − θj)‖2 = supj tr(Σj)3 < ∞ the first term
converges to zero in probability by an application of Chebyshev’s inequality. Also, because
supj E‖Σj(yj − θj)|≤ supj σ1(Σj)(E‖yj‖+ ‖θj‖) <∞ by Assumption 1.4.1, the second term
is O(1). This establishes 1
J
∑J
j=1‖Σj(yj − θj)‖ = Op(1), and thus supΛHJ(Λ)
p→ 0.
Now, to show that supΛHJ(Λ) converges to zero in L2, it is enough to show that
{supΛHJ(Λ)2}J≤1 is uniformly integrable. A sufficient condition for this to hold is
supJ E supΛHJ(Λ)
2+δ <∞,



















where the first inequality follows from the triangle inequality and the definition of the oper-
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ator norm, and the second inequality follows because
σ1((Λ + Σj)
−1Σj)
2 = σ1(Σj(Λ + Σj)




























where the second inequality follows from Jensen’s inequality, and the last inequality follows
from the triangle inequality and the fact that (a + b)p ≤ 2p−1(ap + bp) for any a, b ≥ 0 and
p ≥ 1. Taking expectations shows that, for any δ ∈ [0, 2],
lim supJ E supΛHJ(Λ)
2+δ <∞,
and thus supJ E supΛHJ(Λ)2+δ <∞. This concludes the proof for supΛHJ(Λ)
L2→ 0.











and thus it suffices to show that lim supJ→∞Eq2Jt <∞ for t = 1, . . . , T . Observe that
q21−τ ({|yjt|}Jj=1) = q1−τ ({y2jt}Jj=1) ≤ q1−τ ({2θ2jt + 2ε2jt}Jj=1)
≤ 2q1−τ/2({θ2jt}Jj=1) + 2q1−τ/2({ε2jt}Jj=1),
where the last inequality follows from a property of a quantile that the 1 − τ quantile of
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the sum of two random variables are bounded by the sum of the 1− τ/2 quantiles of those
two random variables. It follows that q1−τ/2({θ2jt}Jj=1) < supj θ2jt <∞, and thus it suffices to
show that lim supJ→∞Eq1−τ/2({ε2jt}Jj=1) <∞. I have
q1−τ/2({ε2jt}Jj=1) = q1−τ/2({σ2jtη2jt}Jj=1) ≤ q1−τ/2({σ2tη2jt}Jj=1) = σ2t q1−τ/2({η2jt}Jj=1),
where the first equality holds by Assumption 1.4.2 and the inequality holds because replacing
σ2jt by σ2t makes all the sample points larger, and thus the sample quantile larger. Define
τ = 2(1−dJ(1− τ/2)e/J), which is the largest τ ≤ τ such that J(1− τ/2) is an integer. By









+ F−1t (1− τ/2) <∞,
and q1−τ/2({η2jt}Jj=1) ≤ q1−τ/2({η2jt}Jj=1) because τ ≤ τ . This establishes that E supµ‖µ‖2 <
∞, which concludes the proof.
1.A.3 Proof of Theorem 1.4.3






























































































where the last equality follows because the “cross terms” are zero due to the conditional mean
independence assumption. I show that the first and second term of the last line is O(1) and








































−2)→ σ1((EZ ′jZj)−2) and lim supJ→∞ 1J
∑J
j=1 σ1(Zj)‖θj‖ <∞. This



























































































































































jΣjZj))→ 0, which concludes the proof for
(1.25).





−1Σj(yj − θj)‖2 = 0, I follow the lines of
argument given in the proof of Theorem 1.4.2 carefully. The main difference is that now the





−1Σj(yj − θj)‖. First, I
show EHZ,J(Λ)2 → 0, which implies HZ,J(Λ)
p→ 0. Write σZ := supj σ1(Zj), and note that
supj σ1(ZjZ
′




Z . I have
EHZ,J(Λ)















































where the second inequality follows from von Neumann’s trace inequality and the last equal-
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ity from the fact that the operator norm is submultiplicative and the bound σ1(Σj(Λ +
Σj)





0. This establishes that HZ,J(Λ) converges to zero in L2, and thus in probability.
To show that this convergence is uniform over Λ ∈ S+T , by a similar argument as in
the proof of Theorem 1.4.1, it suffices to show that H̃Z,J := HZ,J ◦ h−1 satisfies a Lipschitz
condition, i.e.,
|H̃Z,J(Λ̃)− H̃Z,J(Λ̃†)| ≤ BZH,J‖Λ̃− Λ̃†‖ (1.26)
for all Λ̃, Λ̃† ∈ L̃, where BZH,J = Op(1). Define Ãj = Λ̃−1 + (Σj − σΣIT ) and Ã
†
j likewise with





































j ) ‖Σj(yj − θj)‖ ,
(1.27)
where the first inequality follows from the reverse triangle inequality and the second by the
triangle inequality and the definition of the operator norm.





j ) ≤ ‖Λ̃− Λ̃†‖.
Plugging this bound into (1.27), I obtain
|H̃Z,J(Λ̃)− H̃Z,J(Λ̃†)| ≤ ( 1J
∑J









and I have already shown 1
J
∑J
j=1‖Σj(yj − θj)‖ = Op(1) in the proof of Theorem 1.4.2. This
establishes (1.26), and thus supΛHZ,J(Λ)
p→ 0.
Now, to show that supΛHZ,J(Λ) converges to zero in L2, it is enough to show that
{supΛHZ,J(Λ)2}J≤1 is uniformly integrable. A sufficient condition for this is
supJ E supΛHZ,J(Λ)
2+δ <∞,




















where the first inequality follows from the triangle inequality and the definition of the op-
erator norm, and the second inequality follows because σ1((Λ + Σj)−1Σj) ≤ 1. Therefore,










Taking expectations, I obtain
lim supJ E supΛHJ(Λ)
2+δ <∞,
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for any δ ∈ [0, 2], and thus supJ E supΛHZ,J(Λ)2+δ < ∞. This concludes the proof for
supΛHZ,J(Λ)
L2→ 0.
1.A.4 Proof of Theorem 1.5.1
I first give details on the derivation of the UPE. Note that
E(B(Λ,Σj,−T )
′yj,−T − θjT )2
= E(B(Λ,Σj,−T )
′yj,−T − yjT )2 + E(yjT − θjT )2
− 2 E[(yjT −B(Λ,Σj,−T )′yj,−T )(yjT − θjT )].
The cross term can be written as
E[(yjT −B(Λ,Σj,−T )′yj,−T )(yjT − θjT )]
= E[(yjT − θjT −B(Λ,Σj,−T )′(yj,−T − θj,−T ) + θjT −B(Λ,Σj,−T )′θj,−T )(yjT − θjT )]
=Σj,T −B(Λ,Σj,−T )′Σj,T,−T .
Hence, it follows that
E(B(Λ,Σj,−T )
′yj,−T − θjT )2
= E(B(Λ,Σj,−T )
′yj,−T − yjT )2 − ΣjT + 2B(Λ,Σj,−T )′Σj,T,−T ,
which shows the UPE is indeed unbiased.
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(yj,T −B(Λ,Σj,−T )′yj,−T )(yjT − θj,T ).





























(θjT −B(Λ,Σj,−T )′θj,−T )(yjT − θjT ).
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′θj,−T (yjT − θjT )
∣∣∣∣∣
:=(I)J + (II)J + (III)J + (IV)J .
The aim is to show that each of the four terms in the last line converges to 0 in L1,
uniformly over Λ ∈ L. In fact, I show uniformity over (ΛT,−T ,Λ−T ) ∈ L := LT,−T × L−T ,
where
LT,−T = {ΛT,−T ∈ RT−1 : ‖ΛT,−T‖ ≤ KT,−T}, and
L−T = {Λ−T ∈ S+T−1 : ‖Λ−T‖ ≤ K−T}.
Here, KT,−T and K−T are positive numbers large enough so that {ΛT,−T : Λ ∈ L} ⊂ LT,−T
and {Λ−T : Λ ∈ L} ⊂ L−T , which exist due to the fact that L is bounded. Note that Λ ∈ L




‖B(Λ,Σj,−T )‖ ≤ sup
(ΛT,−T ,ΛT )∈L




where the last line follows because the relationship between eigenvalues of a matrix and
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the eigenvalues of its principal submatrices (see, for example, Theorem 4.3.15 of Horn
and Johnson (1990)). In some of the derivations later on, it is useful to make clear that
B(Λ,Σj,−T ) depends on Λ only through (ΛT,−T ,Λ−T ). When this fact has be highlighted,
I write B(ΛT,−T ,Λ−T ,Σj,−T ) := B(Λ,Σj,−T ). Now, I condition all random quantities on a
sequence {((θ′j, θj,T+1)′,Σj)}∞j=1. Note that by Assumption 1.5.1, now I can assume that
Assumption 1.4.1 holds.
To show that (I)J converges to zero in L













8(E y4jT + θ
4
jT ).
The summand in the last line is uniformly bounded over j, which establishes the convergence.
Similarly, (III)J













and the summand of the right-hand side is bounded uniformly over j.
To show that supL (II)J
L1→ 0 and supL (IV)J
L1→ 0, I again use a result by Andrews
(1992), which will establish convergence in probability, and then show a uniform integrability
condition to show that convergence holds in L1 as well. Here, I write supL as a shorthand
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T (Σj) tr(var((yj,−T − θj,−T )(yjT − θjT ))),
where the second inequality follows from von Neumann’s trace inequality and the fact that
σ1(xx
′) = σ1(x
′x) = ‖x‖2 for any x ∈ RT−1, and the last inequality from (1.29). Moreover,
I have








(E(yjt − θjt)4(yjT − θjT )4)1/2,
where the second inequality is by Cauchy-Schwarz. Note that the term in the last line is
bounded uniformly over j, which establishes (II)J
L2→ 0. It remains to establish a Lipschitz
condition. Define






′((yj,−T − θj,−T )(yjT − θjT )− Σj,T,−T ).
I show that GJ(ΛT,−T ,Λ−T ) is Lipschitz in ΛT,−T and Λ−T , respectively, with Lipschitz
constants bounded in probability that do not depend on the other parameter held fixed,
which will establish that GJ(ΛT,−T ,Λ−T ) is Lipschitz with respect to (ΛT,−T ,Λ−T ). Note
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that, for any ΛT,−T , Λ̃T,−T ∈ LT,−T ,
‖B(ΛT,−T ,Λ−T ,Σj,−T )−B(Λ̃T,−T ,Λ−T ,Σj,−T )‖
≤‖(ΛT,−T − Λ̃T,−T )′(Σj,−T + Λ−T )−1‖
≤‖ΛT,−T − Λ̃T,−T‖σ1((Σj,−T + Λ−T )−1)
≤σ−1Σ ‖ΛT,−T − Λ̃T,−T‖.
(1.30)
Also, for any Λ−T , Λ̃−T ∈ L−T , O have
‖B(ΛT,−T ,Λ−T ,Σj,−T )−B(ΛT,−T , Λ̃−T ,Σj,−T )‖
≤‖Λ′T,−T ((Σj,−T + Λ−T )−1 − (Σj,−T + Λ̃−T )−1)‖
≤KT,−Tσ1((Σj,−T + Λ−T )−1 − (Σj,−T + Λ̃−T )−1)
To derive a bound for σ1((Σj,−T + Λ−T )−1 − (Σj,−T + Λ̃−T )−1), note that
(Σj,−T + Λ−T )
−1 − (Σj,−T + Λ̃−T )−1
≤(Σj,−T + Λ̃−T )−1((Σj,−T + Λ̃−T )− (Σj,−T + Λ−T ))(Σj,−T + Λ−T )−1
=(Σj,−T + Λ̃−T )
−1(Λ̃−T − Λ−T )(Σj,−T + Λ−T )−1.
This implies σ1((Σj,−T +Λ−T )−1−(Σj,−T +Λ̃−T )−1) ≤ σ−2Σ ‖Λ−T−Λ̃−T‖, which in turn implies
the following Lipschitz condition,
‖B(ΛT,−T ,Λ−T ,Σj,−T )−B(ΛT,−T , Λ̃−T ,Σj,−T )‖ ≤ σ−2Σ ‖Λ−T − Λ̃−T‖. (1.31)
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Now, combining (1.30) and (1.31), we have for any (ΛT,−T ,Λ−T ), (Λ̃T,−T , Λ̃−T ) ∈ L,
‖B(ΛT,−T ,Λ−T ,Σj,−T )−B(Λ̃T,−T , Λ̃−T ,Σj,−T )‖
≤‖B(ΛT,−T ,Λ−T ,Σj,−T )−B(Λ̃T,−T ,Λ−T ,Σj,−T )‖
+ ‖B(Λ̃T,−T ,Λ−T ,Σj,−T )−B(Λ̃T,−T , Λ̃−T ,Σj,−T )‖
≤σ−1Σ ‖ΛT,−T − Λ̃T,−T‖+ σ
−2
Σ ‖Λ−T − Λ̃−T‖
≤(σ−1Σ ∨ σ
−2
Σ )(‖ΛT,−T − Λ̃T,−T‖+ ‖Λ−T − Λ̃−T‖).
(1.32)
Because ‖(ΛT,−T ,Λ−T )‖ := ‖ΛT,−T‖ + ‖Λ−T‖ defines a norm on the product space L, this
shows that B(·, ·,Σj,−T ) is Lipshitz on L.
It follows that


















‖(yj,−T − θj,−T )(yjT − θjT )− Σj,T,−T‖)‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖.





‖(yj,−T − θj,−T )(yjT − θjT )− Σj,T,−T‖ = Op(1). (1.33)
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(E‖(yj,−T − θj,−T )(yjT − θjT )‖+ ‖Σj,T,−T‖)
=(A)J + (B)J .
I show that (A)J = op(1) and (B)J = O(1), from which (1.33) will follow.
To show (A)J
p→ 0, it suffices to show that the variance of the summand is bounded over
j, since then it converges to zero in L2. Observe that
var(‖(yj,−T − θj,−T )(yjT − θjT )‖)








((E|yjT |4 E|yj,t|4)1/2 + |θjT |2 E|yj,t|2 + |θj,t|2 E|yjT |2 + |θjT |2|θj,t|2),
(1.34)
where the last inequality follows by Cauchy-Schwarz. The expression in the last line is
bounded uniformly over j, and thus the variance term is as well. Because E‖(yj,−T −
θj,−T )(yjT − θjT )‖ ≤ (E‖(yj,−T − θj,−T )(yjT − θjT )‖2)1/2 by Jensen’s inequality, this also
establishes lim supJ→∞ (B)J <∞. This concludes the proof for supL|GJ(ΛT,−T ,Λ−T )|
p→ 0.
Now, I show that the convergence is in fact in L1 by establishing uniform integrability of
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‖(yj,−T − θj,−T )(yjT − θjT )− Σj,T,−T )‖,
where the first inequality follows from the triangle inequality and Cauchy-Schwarz and the























(E‖(yj,−T − θj,−T )(yjT − θjT )‖2 + ‖Σj,T,−T‖2),
where the second inequality follows from Cauchy-Schwarz. Since I have shown that the
summand in the last line is bounded over j in (1.34), we have (1.35). We conclude that
supL|GJ(ΛT,−T ,Λ−T )|
L1→ 0.
I follow these same steps for (IV)J . I define






′θj,−T (yjT − θjT ).
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For pointwise convergence, note that
var(B(Λ,Σj,−T )






where the first inequality follows by Cauchy-Schwarz and the second inequality by (1.29).
The expression in the last line is bounded over j, and thus HJ(ΛT,−T ,Λ−T ,Σj,−T ) converges
to zero in L2.
Now, I show that HJ(ΛT,−T ,Λ−T ,Σj,−T ) satisfies a Lipschitz condition. I have


















‖θj,−T‖|yjT − θjT |,
where the second inequality is by Cauchy-Schwarz and the third inequality follows from
(1.32). The fact that 2
J
∑J
j=1‖θj,−T‖|yjT − θjT | = Op(1) follows from similar, but simpler,
steps we have taken to show (1.33). This implies supL|HJ(ΛT,−T ,Λ−T )|
p→ 0. Again, follow-
ing the same arguments we have used to show (1.35), we can easily show that supL|HJ(ΛT,−T ,Λ−T )|
is uniformly integrable, from which it follows that supL|HJ(ΛT,−T ,Λ−T )|
L1→ 0. This concludes
the proof for the first term of the right-hand side of (1.28) converging to zero in L1.
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For the second term of the right-hand side of (1.28), note that
(B(Λ,Σj,−T )
′yj,−T − θj,T )2
=(B(Λ,Σj,−T )
′yj,−T −B(Λ,Σj,−T )′θj,−T +B(Λ,Σj,−T )′θj,−T − θj,T )2
=(B(Λ,Σj,−T )
′yj,−T −B(Λ,Σj,−T )′θj,−T )2 + (B(Λ,Σj,−T )′θj,−T − θj,T )2
+ 2(B(Λ,Σj,−T )
′yj,−T −B(Λ,Σj,−T )′θj,−T )(B(Λ,Σj,−T )′θj,−T − θj,T ).
Furthermore, I have
E(B(Λ,Σj,−T )





Hence, it follows that
∣∣∣ 1J ∑Jj=1(B(Λ,Σj,−T )′yj,−T − θj,T )2 − 1J ∑Jj=1(B(Λ,Σj,−1)′yj,−1 − θj,T+1)2∣∣∣
≤
∣∣∣ 1J ∑Jj=1 ((B(Λ,Σj,−T )′(yj,−T − θj,−T ))2 −B(Λ,Σj,−T )′Σj,−TB(Λ,Σj,−T ))∣∣∣
+ 2
∣∣∣ 1J ∑Jj=1(B(Λ,Σj,−T )′(yj,−T − θj,−T ))(B(Λ,Σj,−T )′θj,−T − θj,T )∣∣∣
+
∣∣∣ 1J ∑Jj=1 ((B(Λ,Σj,−1)′(yj,−1 − θj,−1))2 −B(Λ,Σj,−1)′Σj,−1B(Λ,Σj,−1))∣∣∣
+ 2
∣∣∣ 1J ∑Jj=1(B(Λ,Σj,−1)′(yj,−1 − θj,−1))(B(Λ,Σj,−1)′θj,−1 − θj,−1)∣∣∣
+
∣∣∣ 1J ∑Jj=1 (B(Λ,Σj,−T )′Σj,−TB(Λ,Σj,−T )−B(Λ,Σj,−1)′Σj,−1B(Λ,Σj,−1))∣∣∣
+
∣∣∣ 1J ∑Jj=1 ((B(Λ,Σj,−T )′θj,−T − θj,T )2 − (B(Λ,Σj,−1)′θj,−1 − θj,T+1)2)∣∣∣
=(I)J + (II)J + (III)J + (IV)J + (V)J + (VI)J .
I show that each of the six terms converges to zero uniformly over L in the L1 sense. The
proof for the first four terms are extremely similar. Hence, I provide a proof for only (I)J,
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and a sketch for the other three terms. Note that the terms (V)J and (VI)J are nonrandom.
Note that the summand in (I)J can be written as
tr(B(Λ,Σj,−T )B(Λ,Σj,−T )
′((yj,−T − θj,−T )(yj,−T − θj,−T )′ − Σj,−T )),
which has mean zero. Hence, if the expectation of the square of this term is bounded over
j, then (I)J
L2→ 0. We have
|tr(B(Λ,Σj,−T )B(Λ,Σj,−T )′((yj,−T − θj,−T )(yj,−T − θj,−T )′ − Σj,−T ))|
≤|tr(B(Λ,Σj,−T )B(Λ,Σj,−T )′(yj,−T − θj,−T )(yj,−T − θj,−T )′)|
+ |tr(B(Λ,Σj,−T )B(Λ,Σj,−T )′Σj,−T )|
≤‖B(Λ,Σj,−T )‖2(‖yj,−T − θj,−T‖2 + tr(Σj,−T )),
where the last inequality follows from von Neumann’s trace inequality and the equivalence
between the largest singular value of the outer product of a vector and its squared L2 norm.
It follows that
E tr(B(Λ,Σj,−T )B(Λ,Σj,−T )
′((yj,−T − θj,−T )(yj,−T − θj,−T )′ − Σj,−T ))2
≤E ‖B(Λ,Σj,−T )‖4(‖yj,−T − θj,−T‖2 + tr(Σj,−T ))2
≤E K4T,−Tσ−4Σ (8‖yj,−T‖
4 + 8‖θj,−T‖4 + tr(Σj,−T )2 + 4(‖yj,−T‖2 + ‖θj,−T‖2) tr(Σj,−T )),
where the term in the last line is bounded over j. This shows that (I)J
L2→ 0.








′((yj,−T − θj,−T )(yj,−T − θj,−T )′ − Σj,−T )).
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For any two x, x̃ ∈ RT−1, we have
‖xx′ − x̃x̃′‖ ≤ ‖x− x̃‖(‖x‖+ ‖x̃‖),
where the inequality holds by adding and subtracting xx̃′, applying the triangle inequality,
and then Cauchy-Schwarz. This, combined with (1.29) and (1.32), gives
‖B(Λ,Σj,−T )B(Λ,Σj,−T )′ −B(Λ̃,Σj,−T )B(Λ̃,Σj,−T )′‖





Σ )KT,−T‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖,
(1.36)
which shows that B(Λ,Σj,−T )B(Λ,Σj,−T ) is Lipschitz. This will translate into a Lipschitz
condition on GI,J(ΛT,−T ,Λ−T ). For simplicity, I write
B2(Λ,Σj,−T ) = B(Λ,Σj,−T )B(Λ,Σj,−T )
′.
Observe that

























2(Λ,Σj,−T )−B2(Λ̃,Σj,−T )) tr(Σj,−T ),
where the second inequality follows from the triangle inequality, von Neumann’s trace in-
equality, and the fact that the sum of the eigenvalues of asymmetric matrix equals its trace.
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Now, using the fact that the operator norm is bounded by the Frobenius norm, we obtain





Σ )KT,−TBJ‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖,
where BJ = 1J
∑J
j=1 tr((yj,−T − θj,−T )(yj,−T − θj,−T )′ + Σj,−T ), which is Op(1) by the law
of large numbers. This establishes that supL|GI,J(ΛT,−T ,Λ−T )|
p→ 0. Again, the mode of
convergence can be strengthened to L1 by verifying a uniform integrability conditions. To
this end, note that the summand in the definition of GI,J(ΛT,−T ,Λ−T ) can be bounded by
|tr(B(Λ,Σj,−T )B(Λ,Σj,−T )′((yj,−T − θj,−T )(yj,−T − θj,−T )′ − Σj,−T ))|
≤K2T,−Tσ−2Σ tr((yj,−T − θj,−T )(yj,−T − θj,−T )
′ + Σj,−T )),
which follows by the same steps used when showing the Lipschitz condition. Since the
expectation of the square of the right-hand side is bounded uniformly over j, it follows that
supj E supL|GI,J(ΛT,−T ,Λ−T )|2 <∞. This concludes the proof for (I)J , and the exact same
steps with “−T replaced with −1” also shows that (III)J converges to zero uniformly over L
in L1.


















′(yj,−T − θj,−T )
∣∣∣∣∣ .
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Note that the summand of the first term on the right-hand side can be written as
tr(B(Λ,Σj,−T )B(Λ,Σj,−T )
′(yj,−T − θj,−T )θ′j,−T ),
which is very similar to the summand of (I)J . The same steps used there go through without
any added difficulty. The second term is even simpler, and extremely similar to (IV)J above
in the decomposition of the first term on the right-hand side of (1.28). The same lines of
argument used to establish convergence of such term can be used here to show the desired
convergence result. Note that none of the convergence results depend on the choice of
sequence {((θ′j, θj,T+1)′,Σj)}∞j=1 under Assumption 1.5.1.
Now, it remains to show that (V)J and (VI)J converges to zero uniformly over L, for al-
most all sequences {((θ′j, θj,T+1)′,Σj)}∞j=1. Here, it is convenient to treat {((θ′j, θj,T+1)′,Σj)}∞j=1.
I denote by Ef the expectation with respect to the random sequence {((θ′j, θj,T+1)′,Σj)}∞j=1.
All almost sure assertions in the remainder of the proof is with respect to the randomness





















where in the inequality I use Assumption 1.5.2 and use the fact that the expectations are
equal. I show that the first term on the right-hand side converges to 0 almost surely, uni-










′Σj,−TB(Λ,Σj,−T )− Ef B(Λ,Σj,−T )′Σj,−TB(Λ,Σj,−T )) .
Note that since Ef σ1(Σj) exists, we have
Ef B(Λ,Σj,−T )
′Σj,−TB(Λ,Σj,−T ) ≤ K−2T,−Tσ
−2
Σ Ef σ1(Σj) <∞.
Hence, by the strong law of large numbers, we have GV,J(ΛT,−T ,Λ−T ) → 0 almost surely.
For uniformity over L, again I verify a Lipschitz condition for GV,J(ΛT,−T ,Λ−T ). We have
















Σ )KT,−TBJ‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
where the first inequality follows from multiple applications of the triangle inequality, and the
second inequality follows with BJ = 1J
∑J
j=1(tr(Σj,−T ) + E tr(Σj,−T )) from von Neumann’s
trace inequality and (1.36). Let a.s.→ denote almost sure convergence with respect to the
density f(θ′,θT+1)′,M . By the strong law of large numbers, it follows that BJ
a.s.→ 2 Ef tr(Σj,−t).
Hence, by Lemma 1 of Andrews (1992), I conclude that supL|GV,J(ΛT,−T ,Λ−T )|
a.s.→ 0.
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′θj,−1 − θj,T+1)2 − Ef (B(Λ,Σj,−1)′θj,−1 − θj,T+1)2
)∣∣∣∣∣ .
Again, I show that the desired convergence result only for the first term since the result for









′θj,−T − θj,T )2 − Ef (B(Λ,Σj,−T )′θj,−T − θj,T )2
)
.
To show GVI,J(ΛT,−T ,Λ−T )
a.s.→ 0, note that
Ef (B(Λ,Σj,−T )
′θj,−T − θj,T )2





jt + Ef θ
2
jT <∞,
where the second inequality follows because
tr(B2(Λ,Σj,−T )θj,−T θ
′
j,−T ) ≤ σ1(B2(Λ,Σj,−T )) tr(θj,−T θ′j,−T )
due to von Neumann’s trace inequality. Hence, by the strong law of large numbers, we have
GVI,J(ΛT,−T ,Λ−T )
a.s.→ 0.
Once again, I verify a Lipschitz condition to show that this convergence is in fact uniform
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over L. Note that
(B(Λ,Σj,−T )
′θj,−T − θj,T )2 − (B(Λ̃,Σj,−T )′θj,−T − θj,T )2
= tr((B2(Λ,Σj,−T )−B2(Λ̃,Σj,−T ))θj,−T θ′j,−T )
− 2(B(Λ,Σj,−T )−B(Λ,Σj,−T ))′θj,−T θjT ,
and thus, by (1.32) and (1.36),
|(B(Λ,Σj,−T )′θj,−T − θj,T )2 − (B(Λ̃,Σj,−T )′θj,−T − θj,T )2|
=|tr((B2(Λ,Σj,−T )−B2(Λ̃,Σj,−T ))θj,−T θ′j,−T )|





Σ )KT,−T‖θj,−T‖2‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
+ 2(σ−1Σ ∨ σ
−2
Σ )‖θj,−T θjT‖‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
:=Bj‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
Likewise, we have





Σ )KT,−T Ef‖θj,−T‖2‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
+ 2(σ−1Σ ∨ σ
−2
Σ )‖Ef θj,−T θjT‖‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
:=BEf‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖.
Combining the two inequalities, we have









‖(ΛT,−T ,Λ−T )− (Λ̃T,−T , Λ̃−T )‖
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a.s.→ E‖θj,−T θjT‖ ≤ (E θ2j,T E‖θj,−T‖2)
1
2 <∞,
which establishes that 1
J
∑J
j=1Bj indeed converges almost surely to a finite value, which
concludes the proof.
Appendix 1.B Unbalanced panels
In practice, it is rarely the case that the empirical researcher has a balanced panel. This
corresponds to the case where for each j, one observes only a subvector of yj. Note that the
full vector, yj, is now in some sense hypothetical, but it is convenient to consider that one
observes a subvector of this full vector. I show that the URE approach remains valid in the
case of unbalanced panels, with minor adjustments.
Let tj1 < · · · < tjoj denote the time periods t for which observations for j exist, where
1 ≤ oj ≤ T . Let Oj denote the oj × T matrix that picks out only the observed periods,
Oj = (etj1
, . . . , etjoj
)′ with e` ∈ RT denoting the `th standard basis vector. I define the
subvector or submatrix corresponding to the observed periods of yj, θj, Σj, µ and Λ as
yoj = Ojyj, θoj = Ojθj, Σoj = OjΣjO′J , Λoj = OjΛO′j and µoj = Ojµ. Again, consider the
second level model θj
i.i.d.∼ N(µ,Λ).
The aim is to estimate θo := (θo1′, . . . , θoJ ′)′, and thus a natural class of estimators I
consider is given by the posterior mean
θ̂oj (µ,Λ) = E[θ
o
j |yoj ] = Σoj(Λoj + Σoj)−1µoj + Λoj(Λoj + Σoj)−1yoj .
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where I write the summand as `oj(θ̂oj (µ,Λ), θoj ). Note that in the balanced case of oj = T for
all j = 1, . . . , J , this coincides with the loss function we have been using but scaled by 1/T .
The scaling by 1/oj ensures that each (j, t) component is weighted equally across all j and
t.













tr(Σoj)− 2 tr((Λoj + Σoj)−1Σoj2) + (yoj − µoj)′[(Λoj + Σoj)−1Σoj2(Λoj + Σoj)−1](yoj − µo)
)
.




|UREo(µ,Λ)− `o(θ̂o(µ,Λ), θo)| L
1
→ 0. (1.37)
As a consequence, under the same assumptions we required for the balanced the case,
the URE estimator obtains the oracle risk in the unbalanced case as well.
96







































j − θoj )
∣∣∣∣∣
=(I)J + (II)J + (III)J ,
which follows from the same steps as in (1.12) and the triangle inequality. Hence it suffices to
show that each of the three terms converges to zero in L1, uniformly over (µ,Λ) ∈MJ ×S+T .
The proof is a minor modification of the proofs for Theorems 1.4.1 and 1.4.3, and thus I
only point out the modifications that must be made. The convergence of the first term can












′yoj − θoj ′θoj + tr(Σoj)
)2
,
and the right-hand side is bounded uniformly over j for the same reason that this term
without the o superscripts is bounded.









′ − θojyoj ′ − Σoj))
with respect to Λ̃ = (σΣIT+Λ)−1 is bounded uniformly over j. Under such reparametrization,
we have Λoj = OjΛ̃O′j − σΣIoj . Define Λ̃oj = OjL̃O′j. From similar calculations in the proof of
97











′ − θojyoj ′ − Σoj))
=O′jΛ̃
o−1(Λ̃o−1 − σΣIoj + Σoj)−1Σoj(yojyoj ′ − yojθoj ′ − Σoj)(Λ̃o−1 − σΣIoj + Σoj)−1Λ̃o−1Oj.
Observe that the norm of the last expression is the same with the norm of the same expression
with the O′j term at the beginning and the Oj at the end removed. Hence, the norm of this
term can be bounded using the exact same arguments given in the paragraph containing
(1.17).


























j − θoj )
∥∥∥∥∥ ,
by Cauchy-Schwarz. Taking the expectation of the supremum of the right-hand side over
(µ,Λ) ∈MJ × S+T , and then applying the Cauchy-Scwharz inequality again, it follows that








∥∥∥∥ 1J ∑Jj=1 2ojO′j(Λoj + Σoj)−1Σoj(yoj − θoj )
∥∥∥∥2 → 0.
The first line has already been established in the proof of Theorem 1.4.2. The second line
can be shown by a similar derivative calculation to that used in establishing the convergence
of (II)J and, again, the same lines of argument used in the proof of Theorem 1.4.2.
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Appendix 1.C Weighted MSE
Here, I consider the case where the loss function is weighted in the sense
R(θ, θ̂) = 1
J
Eθ(θ̂ − θ)′W (θ̂ − θ),
where W is a positive semidefinite T × T matrix. While I assume that the weight is the
same for each j, all results in this section go though if one allows a different weight Wj for
each j as long as supj σ1(Wj) <∞.
The corresponding risk estimate is given as
UREWj (µ,Λ)
= tr(WΣj)− 2 tr((Λ + Σj)−1ΣjWΣj)
+ (yj − µ)′[(Λ + Σj)−1ΣjWΣj(Λ + Σj)−1](yj − µ).
It is straightforward to see that analogous versions of Theorems 1.4.1, 1.4.2, and 1.4.3 go
through for any positive semidefinite weight matrix W , which implies that minimizing the
risk estimate obtains the oracle under weighted losses as well. To see this, note that the
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difference between the risk estimate and the loss is given as
UREWj (µ,Λ)− (θ̂j(µ,Λ)− θj)′W (θ̂j(µ,Λ)− θj)
= tr(WΣj)− 2 tr((Λ + Σj)−1ΣjWΣj)
+ (yj − µ)′[(Λ + Σj)−1ΣjWΣj(Λ + Σj)−1](yj − µ)
− (yj − θj − Σj(Λ + Σj)−1(yj − µ))′W (yj − θj − Σj(Λ + Σj)−1(yj − µ))
= tr(WΣj)− 2 tr((Λ + Σj)−1ΣjWΣj)− (yj − θj)′W (yj − θj)
+ 2(yj − µ)′(Λ + Σj)−1ΣjW (yj − θj)
=y′jWyj − θ′jWθj − tr(WΣj)− 2 tr(WΛ(Λ + Σj)−1(yjy′j − yjθ′j − Σj))
− 2µ′(Λ + Σj)−1ΣjW (yj − θj).
(1.38)
SinceW does not vary with j, the exact same proofs given for the theorems underW = IT all
go through without any additional assumptions. Since the proof is essentially just a repetition
of the provided proofs with additional σ1(W ) terms appearing in numerous places, I omit
the proof for the weighted case.
To see why considering weighted loss functions can be interesting, let Q denote any R×T
matrix, and suppose that the interest is in estimating the linear combinations {Qθj}Jj=1 rather
than the original vector of the true means. Under the second level model of θj
i.i.d.∼ N(µ,Λ),













which is the original loss function with weight matrix W = Q′Q. Hence, the weighted loss
function arises naturally whenever a linear function of the parameter is of interest.
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Weighted loss in the unbalanced case. Suppose the empirical researcher is interested in
a linear combination of the true mean vector under the unbalanced case. In such a scenario,
the weights should be adjusted so that it reflects the missing cells. To see this, consider the
case where Q = 1
T
1′T so that the interest is in the time average of the mean for each unit
j. Consider the extreme case where there is only one observation available, at period 1, for
j. Then, if one does not wish to distinguish between different teachers, it seems reasonable
that the parameter of interest in this case should be θj1 rather than 1T θj1. However, if the
researcher mechanically takes QO′j, then she will end up with this latter term. When Q is a
row vector with only nonnegative entries, a natural way to resolve this is to rescale QOj so










= T/oj when Q = 1T 1
′
T , which gives the desired weighting.
In the general case where Q is a R × T matrix with positive entries, the same can be
achieved by scaling QO′j so that the sum of all the entries are equal the sum of entries





QO′j and the corresponding
weight matrix W oj = Qoj ′Qoj . In this case, the risk estimate to be minimized is given as










j)− 2 tr((Λoj + Σoj)−1ΣojW oj Σoj)
+ (yoj − µoj)′[(Λoj + Σoj)−1ΣojW oj Σoj(Λoj + Σoj)−1](yoj − µo).





(θ̂oj (µ,Λ)− θoj )′W oj (θ̂oj (µ,Λ)− θoj ).
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Appendix 1.D Details for the empirical exercise
1.D.1 Estimation of β and σ2
The coefficient vector on the observables, β, is estimated by OLS on the following demeaned



















i=1 X̃ijtỹijt). The coefficient esti-
mates are reported in Table 1.D.1. The variance of the idiosyncratic term σ is estimated by












(ỹijt − X̃ ′ijtβ̂)2
1.D.2 Definition of the estimators for fixed effects







ỹijt − X̃ ′ijtβ̂
)
,
and for the time-invariant case, α̂j0 = 1nj
∑T
t=1 njtα̂jt with nj =
∑T
t=1 njt.







α̂j0, where (µ̂EBMLE, λ̂EBMLE) is obtained by








To describe the estimators for the time variant case, write Σ̂j = diag(σ̂/nj1, . . . , σ̂/njT ).
The EBMLE and URE estimators for αj in this case is given by
Σj(Λ̂ + Σj)
−1µ̂+ Λ̂(Λ̂ + Σj)
−1α̂j
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Table 1.D.1: Parameter estimates for the baseline value-added model (1.10).
Dependent variable:
ELA score Math score





















Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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where (µ̂, Λ̂) is chosen by maximizing the likelihood implied by α̂j
indep∼ N(µ,Λ + Σj) for
EBMLE, and by minimizing URE(µ,Λ) for the URE estimator with α̂j playing the role of
yj in the definition of URE(µ,Λ).
Appendix 1.E Semiparametric shrinkage
Here, I illustrate how the semiparametric shrinkage idea by Xie et al. (2012) can be extended
to this setting. I consider the simple shrinkage estimator that shrinks to the origin. For the






Hence, the estimator is obtained by multiplying a shrinkage factor to the observation. This
shinkage factor lies in [0, 1] and shrinks the decreases in Σj. Motivated by such observation,
Xie et al. (2012) consider a class of semiparametric shrinkage estimators,
θ̂b(0,Λ) = b(Σj)yj,
where b(·) is a weakly decreasing function taking values in [0, 1].




















2 ) where B : S+T → S
+
T is
decreasing (with respect to the partial ordering ≤) and σ1(B(·)) ≤ 1 is a direct extension of
the univariate case.
However, here I assume an additional Lipschitz condition, with known finite Lipschitz
constant, on the function B(·) because 1) the partial ordering may end up imposing no
restriction at all resulting in severe overfitting and 2) to invoke a uniform convergence result,
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it is convenient to have a totally bounded parameter space, which can be obtained by giving
a bound on the Lipschitz constant of B(·). Under this bound and Assumption 1.4.1, the
URE method (and the corresponding optimality) can be extended to this wider class of





2 )−1, is Lipschitz as well, so the parametric estimator considered in the
main text is indeed nested in this semiparametric class. However, computation is extremely
difficult; the optimization problem that must be solved is with respect to a T (T+1)/2 matrix




Inference in Moment Inequality Models
That Is Robust to Spurious Precision
under Model Misspecification
Donald W.K. Andrews, Soonwoo Kwon∗
2.1 Introduction
In the moment inequality literature, the identified set consists of all parameters that satisfy
the population moment inequalities. If a model is correctly specified, the identified set is not
empty. If the identified set is empty, the model is misspecified. Tests and confidence sets
(CS’s) in the literature are designed to have correct asymptotic level under the assumption
of correct model specification. However, these methods typically lead to spurious precision
under model misspecification when the identified set is empty. By spurious precision of a CS,
∗The first author gratefully acknowledges the research support of the National Science Foundation via
grant numbers SES-1355504 and SES-1656313. For helpful comments, the authors thank Francesca Molinari,
Arie Beresteanu, Federico Bugni, Denis Chetverikov, Azeem Shaikh, seminar participants at Duke University
and the University of Pittsburgh, and conference participants at the 2018 Penn State Cornell Conference on
Econometrics and Industrial Organization.
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we mean that its coverage probability is less than its nominal level 1 − α for all parameter
values, including the true value (if a true value is well defined) and any potential pseudo-true
value. Practitioners who observe a relatively short confidence interval (CI) or small CS can
be mislead by spurious precision. Under the assumption that the model is correct, a small
CS provides considerable information. But, a small CS is misleading if it is just a by-product
of model misspecification.
In this paper, we develop inference methods that are robust to model misspecification
in the sense that they have correct asymptotic level under correct model specification and
also have correct asymptotic level for a pseudo-true parameter under model misspecification.
This property eliminates the problem of spurious precision under model misspecification. No
procedures currently in the literature have been shown to have this property.
Misspecification is ubiquitous in empirical work because models are approximations of
reality. Hence, it is desirable to use methods that are robust to model misspecification.
It is well-known that standard econometric methods, such as maximum likelihood, least
squares, and generalized method of moments (GMM), are robust, in a certain sense, to model
misspecification. The maximum likelihood, least squares, and GMM estimators converge in
probability to pseudo-true values, and tests and CS’s based on these estimators have correct
asymptotic level, defined with respect to the pseudo-true parameters, provided standard
errors are computed appropriately.1
The performance of standard inference methods under misspecification is subject to the
criticism that the pseudo-true parameter for a given estimation method may not be the
most interesting pseudo-true parameter from a substantive empirical perspective. Never-
theless, the standard maximum likelihood, least squares, and GMM methods, appropriately
1The pseudo-true value for maximum likelihood minimizes the Kullback-Leibler quasi-distance between
the true distribution of the data and the distributions in the specified model. The pseudo-true value for
least squares provides the best linear approximation of the true conditional mean function in terms of mean
square. The pseudo-true value for GMM minimizes a population quadratic form that depends on the weight
matrix employed by the GMM estimator. References include White (1982), Gallant and White (1988), Hall
and Inoue (2003), and Hansen and Lee (2019), among others.
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defined, are not subject to spurious precision under model misspecification. That is, these
tests and CS’s deliver correct asymptotic level for some pseudo-true parameter under model
misspecification. To the extent that most, or almost all, models exhibit some amount of
misspecification, these robustness properties are relied on in most, or almost all, empirical
applications that employ these methods.
Standard inference methods in the literature for moment inequalities do not share the
robustness property of standard maximum likelihood, least squares, and GMM methods
discussed above. Yet, there are reasons to worry about misspecification in moment inequality
models. For example, in the hospital-HMO contract example in Pakes (2010, p. 1812),
no parameter value satisfies the sample moment inequalities. The same is true in certain
scenarios of the ATM cost example in Pakes, Porter, Ho, and Ishii (2015, Table I, rows 3
and 4) and in the hospital referrals study in Ho and Pakes (2014, p. 3871). As these authors
discuss, this could be due to small sample effects or to misspecification of the moment
inequalities. Another example is the trade participation study of Dickstein and Morales
(2018, Table V) in which some specifications of the information set lead to rejection of the
moment inequalities, while others do not.
The misspecification of moment inequality models can arise from many sources. For
example, it can be due to (i) functional form and distributional assumptions, e.g., Kawai
and Watanabe (2013) specify a beta error distribution and linear functional forms (which
they recognize could effect their empirical results); (ii) misspecified optimizing conditions,
e.g., as seems to occur in some specifications in Dickstein and Morales (2018); (iii) some
degree of non-optimal behavior when the moment inequalities are based on optimal behavior;
(iv) incorrect exogeneity assumptions; (v) left-out variables; (vi) mismeasured variables;
(vi) invalidity of selection-on-observables assumptions; (vii) invalidity of unconditional or
conditional missing-at-random assumptions; and/or (vii) unmodelled heterogeneity.
The approach taken in this paper to moment inequality models is to define the identified
set under model misspecification to be the set of parameter values that solve the minimally-
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relaxed moment inequalities. That is, one relaxes each moment inequality (normalized by
its standard deviation) by the smallest amount rinfF ≥ 0 such that the relaxed moment
inequalities hold for some parameter θI in the parameter space Θ, where F denotes the
distribution of the data. The collection of such values θI , which may be a singleton, is
defined to be the identified set ΘI under model misspecification. We develop tests and CS’s
that are spurious-precision robust (SPUR) in that they have correct asymptotic level with
respect to some θI ∈ ΘI under model misspecification, just as they do under correct model
specification. That is, we consider inference for the true value, as in Imbens and Manski
(2004), or pseudo-true value, as opposed to inference for the identified set. The approach we
take has the attribute that different choices of the test statistic employed do not affect the
definition of the identified set ΘI under model misspecification.
There are (at least) five drawbacks of the SPUR procedures that have the properties
described in the previous paragraph. First, SPUR tests typically sacrifice power compared
to tests that are not SPUR when the model is correctly specified and the identified set does
not contain slack points θ for which the slackness of the inequalities is of order greater than
n−1/2. On the other hand, some of the tests we develop, referred to below as SPUR2 tests,
are shown to sacrifice very little power asymptotically under correct specification provided
the identified set does contain such slack points.
Second, the SPUR procedures provide valid inference for a pseudo-true parameter, but
this pseudo-true parameter may not be the parameter value that is of greatest interest from
a substantive perspective. This is the same criticism that arises with standard maximum
likelihood, least squares, and GMM methods.
Third, different definitions of the pseudo-true parameter could be considered. For ex-
ample, one could consider a different weighting across moment conditions than uniform
weighting of the standard-deviation-normalized moments. However, uniform weighting is
often natural. In addition, the extension to other weights is covered by results in the Sup-
plemental Material.
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Fourth, the SPUR procedures in this paper eliminate spurious precision that arises to
due “identifiable” model misspecification, which leads to an empty identified set (when no
relaxation is employed). But, model misspecification can be present even when this set is
non-empty. In such scenarios, model specification tests have trivial power and both SPUR
and non-SPUR procedures provide correct asymptotic inference for a pseudo-true value,
but not necessarily for the true parameter (which may or may not be well defined under
misspecification).
Fifth, the SPUR procedures are computationally more intensive than standard non-SPUR
procedures. However, for a CS, the increase in computational cost is a one-time increase.
That is, once one computes a single SPUR test, the computational burden of constructing a
CS by test inversion is the same as for a standard non-SPUR CS.
There is a fairly extensive literature on inference methods for moment inequality models,
see the review papers of Canay and Shaikh (2016) and Molinari (2019) for references. In par-
ticular, see Molinari (2019, Section 5) for a discussion of misspecification in moment inequal-
ity models. Several papers provide tests of model misspecification, including Guggenberger,
Hahn, and Kim (2008), Romano and Shaikh (2008), Andrews and Guggenberger (2009),
Galichon and Henry (2009), Andrews and Soares (2010), Santos (2012), and Bugni, Canay,
and Shi (2015) (BCS). Bugni, Canay, and Guggenberger (2012) analyze the behavior of stan-
dard tests for moment inequality models under local model misspecification. Ponomareva
and Tamer (2011) and Kaido and White (2013) consider estimation of misspecified moment
inequality models. They provide consistency results, but do not consider inference. Both
employ nonparametric estimation methods. Ponomareva and Tamer (2011) focus on the
linear regression model with an interval-valued outcome. Kaido and White (2013) assume
that some nonparametric moment inequalities are correctly specified and misspecification
is due to a parametric functional form, as opposed to, say, missing variables, mismeasured
variables, or unanticipated endogeneity. A companion paper to this one, Andrews and Kwon
(2019), provides a confidence interval for a measure of identifiable model misspecification in
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moment inequality models. Allen and Rehbeck (2018) consider a very similar measure of
model misspecification to Andrews and Kwon (2019) and provide a CI for it in their study
of demand based on quasilinear utility. In their setting, there is no unknown parameter θ,
which simplifies the problem considerably.
We now summarize the contents of this paper. Section 2.2 describes the moment inequal-
ity model and defines the identified set under model misspecification, as described briefly
above. In the bulk of the paper, the observations are assumed to be independent and iden-
tically distributed (i.i.d.).
For motivational purposes, Section 2.3 illustrates the spurious precision of some standard
moment inequality CS’s, namely, the generalized moment selection (GMS) CS’s in Andrews
and Soares (2010), under model misspecification. We determine the best-case asymptotic
coverage probabilities of the CS’s under sequences of distributions {Fn}n≥1 that exhibit model
misspecification of magnitude r/n1/2 or greater for an index r ≥ 0. We graph the decline in
coverage probabilities as a function of r to illustrate the effect of spurious precision. The
results indicate that fairly substantial under-coverage is possible with modest values of r.
The asymptotics are a variant of those in Bugni, Canay, and Guggenberger (2012).
Section 2.4 introduces the SPUR test statistics that are considered in the paper. The
SPUR test statistics are constructed as follows. First, one estimates the nonnegative re-
laxation parameter, rinfF , that is required to yield a non-empty identified set. Then, one
constructs a test statistic in the same way as in Andrews and Soares (2010), but using the
sample moments adjusted by this estimator, r̂infn , of rinfF . In Andrews and Soares (2010), dif-
ferent S functions yield different test statistics. Any of these S functions can be employed,
which yields a family of possible SPUR test statistics.
Section 2.5 determines the asymptotic distribution of a SPUR test statistic under drifting
sequences of distributions and parameter values that may be in the null or alternative hy-
pothesis for models that may be correctly specified or misspecified. The most closely related
asymptotics in the literature are those of BCS for their model specification test statistic
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and Bugni, Canay, and Shi (2017) for their subvector test statistic. Also related are the
asymptotics of Chernozhukov, Hong, and Tamer (2007) for the infimum over the parameter
space of a moment inequality objective function. The most distinctive feature of our results
compared to these three sets of results is that we allow for model misspecification. In addi-
tion, our results differ from those of Chernozhukov, Hong, and Tamer (2007) by considering
drifting sequences of true distributions, rather than a fixed true distribution, in order to
obtain uniform size results.
The asymptotics are obtained using a similar method to that in BCS, but the asymptotic
distribution is more complicated due to possible model misspecification. Let k denote the
number of moment inequalities. The asymptotic distributions depend on two Rk-valued
nuisance parameter functions that are not consistently estimable. This complicates the
construction of critical values.
Section 2.6 introduces extended GMS (EGMS) bootstrap critical values for the SPUR
test statistic. “SPUR1” tests and CS’s use the EGMS critical values. The EGMS critical
values are complicated because they use the data extensively to deal with the unknown
nuisance parameter functions that arise in the asymptotic null distributions.
Section 2.7 introduces “adaptive” SPUR2 tests and CS’s that have the desirable feature
that if the model is correctly specified and the identified set contains slack points for which
the slackness of the inequalities is of order greater than n−1/2, then they perform “almost”
the same as standard tests (that are not robust to spurious-precision) with probability that
goes to one as n → ∞ (wp→1). And, if the model is misspecified, they perform “almost”
the same as the robust SPUR1 test wp→1.
The SPUR2 tests and CS’s employ an upper bound CI for the measure rinfF of model
misspecification that is developed in the companion paper Andrews and Kwon (2019). Let
α = α1 +α2, where α1, α2 > 0, such as α1 = .005 and α2 = .045. The CI for rinfF is employed
to construct a Bonferroni level α SPUR2 test that equals a level α2 standard non-SPUR
GMS test when the CI only includes the value rinfF = 0 and equals a level α2 SPUR1 test
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otherwise. The “almost” modifier in the previous paragraph means that the level α SPUR2
test is the same as the level α2 (< α) standard non-SPUR test wp→1 under the conditions
stated above, is the same as the level α2 SPUR1 test wp→1 under the other conditions stated
above, and is a mixture of the two otherwise.
Section 2.8 shows that the SPUR1 and SPUR2 tests and CS’s have correct asymptotic
level (in a uniform sense) under correct model specification and misspecification under fairly
simple and primitive conditions.
Section 2.9 provides simulation results for the size and power of the SPUR1 and SPUR2
tests in misspecified and correctly-specified versions of two models. In the correctly-specified
versions, their power is compared to that of a standard non-SPUR GMS test from Andrews
and Soares (2010). In the first model, the moment inequalities place lower and upper bounds
on the value of a parameter. The second model is a version of the missing-data model con-
sidered in BCS. The simulation results reflect the discussion above. Under model misspecifi-
cation, the SPUR1 and SPUR2 tests are found to have correct level, with under-rejection of
the null in some scenarios, and very similar power. Under correct model specification, they
have lower power than the standard non-SPUR test when the identified set is small. Under
correct specification, the SPUR2 test has almost the same power as the non-SPUR test when
the identified set is larger. Under correct specification, the SPUR2 test has almost equal or
higher power than the SPUR1 test, with higher power occurring with larger identified sets.
Based on the asymptotic and finite-sample results, our recommended test is the SPUR2
test.
Section 2.10 establishes the uniform consistency under correct model specification and
misspecification of a set estimator of the misspecification-robust identified set. Rate of con-
vergence results for this set estimator are given in the Supplemental Material using arguments
similar to those in Chernozhukov, Hong, and Tamer (2007).
The methods introduced in the paper cover moment equalities by writing each equality
as two inequalities. The methods are robust to weak identification. The methods apply to
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full vector inference. Projection can be used to obtain inference for subvectors, see Kaido,
Molinari, and Stoye (2019) for an algorithm for doing so. Alternative subvector methods are
the focus of ongoing research.
An Appendix contains several assumptions that are not included in the body of the paper
for ease of reading. The Supplemental Material provides asymptotic n−1/2-local-alternative
power results and consistency results under fixed and non-n−1/2-local alternatives; shows
that the “max” version of the SPUR test statistic is equivalent to a recentered test statistic;
defines and provides properties of the CI for rinfF that is employed by the SPUR2 test and CS;
discusses extensions of the results of the paper to tests with weighted moment inequalities, to
tests without the standard-deviation normalization, and to non-i.i.d. observations; provides
additional simulation results and some details of the simulation models; and contains proofs
of all of the results given in the paper.
All limits are as the sample size n→∞. Let R[±∞] := R ∪ {±∞}, R[+∞] := R ∪ {+∞},
and R+,∞ := [0,∞]. Let || · || denote the Euclidean norm for vectors and the Frobenious
norm for matrices. Let [x]− := max{−x, 0} (≥ 0) and [x]+ := max{x, 0} (≥ 0) for x ∈ R.
2.2 Moment Inequality Model and Identified Set Under
Model Misspecification
2.2.1 Model and Identified Set
We consider the moment inequality model
EFm(Wi, θ) ≥ 0k, (2.1)
where 0k = (0, ..., 0)′ ∈ Rk, the inequality holds when the model is correctly specified and
θ ∈ Θ ⊂ Rdθ is the true value, {Wi ∈ RdW : i = 1, ..., n} are independent and identically
distributed (i.i.d.) observations with distribution F, m(·, ·) is a known function fromW×Θ ⊂
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RdW+dθ to Rk, and EF denotes expectation under F. The distribution F lies in a set of
distributions P . For notational simplicity, we let W denote a random vector with the same
distribution as Wi for any i ≤ n.
The population variances of the moment inequality functions are
σ2Fj(θ) := V arF (mj(W, θ)) > 0 for j ≤ k. (2.2)





m̃j(Wi, θ), where m̃j(Wi, θ) :=
mj(Wi, θ)
σFj(θ)
∀j ≤ k, and
m̃n(θ) := (m̃n1(θ), ..., m̃nk(θ))
′. (2.3)
The moment inequality model in (2.1) can be written equivalently as EF m̃(W, θ) ≥ 0k,
where m̃(W, θ) := (m̃1(W, θ), ..., m̃k(W, θ))′. Note that m̃(W, θ) depends on F, and hence, is
not observed, but the dependence is suppressed for notational convenience.
Under correct (C) specification, i.e., when (2.1) holds, the identified set under F is defined
by
ΘCI (F ) := {θ ∈ Θ : EF m̃(W, θ) ≥ 0k}. (2.4)
Under model misspecification, i.e., when (2.1) fails to hold, this set can be empty. This can
lead to inference under misspecification that is spuriously precise (i.e., a confidence set that
is sufficiently small or empty that it does not cover any parameter value with the desired
coverage probability).
Now we define a minimally-relaxed identified set that is non-empty under correct speci-
fication and misspecification. Let





where 1k = (1, ..., 1)′ ∈ Rk. As defined, rF (θ) is the minimal relaxation of the moment
inequalities such that θ satisfies the relaxed inequalities, and rinfF is the minimal relaxation
of the moment inequalities such that some θ ∈ Θ satisfies the relaxed inequalities. We define
the misspecification-robust identified set to be
ΘI(F ) := {θ ∈ Θ : rF (θ) = rinfF }
= {θ ∈ Θ : EF m̃(W, θ) ≥ −rinfF 1k}. (2.6)
The population quantity rF (θ) − rinfF is nonnegative and its zeros give the values in the
identified set. Under mild conditions (given in Assumption A.0 below), this identified set is
non-empty even under model misspecification.
For a given (known) θ0 ∈ Θ, we are interested in tests of the hypotheses:
H0 : θ0 ∈ ΘI(F ) versus H1 : θ0 /∈ ΘI(F ) (2.7)
for F ∈ P , where P is a family of distributions that may be correctly specified or misspecified.
We are also interested in CS’s for parameter values θ in ΘI(F ). The CS that is obtained by
inverting the test φn(θ0) is
CSn := {θ ∈ Θ : φn(θ) = 0}. (2.8)
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2.2.2 Sample Statistics















∀j ≤ k, and m̂n(θ) = (m̂n1(θ), ..., m̂nk(θ))′, (2.9)
where mj(Wi, θ) denotes the jth element of m(Wi, θ). The sample variance and correlation















m(Wi, θ) and D̂n(θ) := Diag{σ̂2n1(θ), ..., σ̂2nk(θ)}. (2.10)
The standard-deviation-normalized sample moment and sample second-central-moment
empirical processes are






















where the superscripts m and σ denote mean and variance, respectively, and by convention,
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the dependence of νmn (θ) and νσn(θ) on F is suppressed for notational simplicity. Let νmnj(θ)
and νσnj(θ) denote the jth elements of νmn (θ) and νσn(θ), respectively, for j = 1, ..., k.
2.2.3 Conditions for the I.I.D. Case
For the case of i.i.d. observations under F, we employ the following conditions. We define
the covariance kernel ΩF (θ, θ′) of νn(θ) as follows: for θ, θ′ ∈ Θ,
ΩF (θ, θ
′) := EF
 m̃(W, θ)− EF m̃(W, θ)
m̃σ(W, θ)






m̃σ(W, θ) := ([(m̃1(W, θ)− EF m̃1(W, θ))2 − 1], ..., [(m̃k(W, θ)− EF m̃k(W, θ))2 − 1])′ (2.12)
and EF m̃σ(Wi, θ) = 0k by the definition of m̃j(Wi, θ) in (2.2) and (2.3).
We employ the following assumptions on the parameter space P of distributions F.
Assumption A.0. (i) Θ is compact and non-empty and (ii) EF m̃j(W, θ) is upper semi-
continuous on Θ ∀j ≤ k, ∀F ∈ P .
Assumption A.1. The observations W1, ...,Wn are i.i.d. under F and {m̃j(·, θ) :W → R}
and {m̃2j(·, θ) : W → R} are measurable classes of functions indexed by θ ∈ Θ ∀j ≤ k,
∀F ∈ P .
Assumption A.2. The empirical process νn(·) is asymptotically ρF -equicontinuous on Θ
uniformly in F ∈ P .2
Assumption A.3. For some a > 0, supF∈P EF supθ∈Θ ||m̃(W, θ)||4+a <∞.
Assumption A.4. The covariance kernel ΩF (θ, θ′) satisfies: for all F ∈ P ,
limδ→0 sup||(θ1,θ′1)−(θ2,θ′2)||<δ ||ΩF (θ1, θ
′
1)− ΩF (θ2, θ′2)|| = 0.
Assumption A.0 guarantees that the identified set ΘI(F ) in (2.6) is non-empty. Assump-
tions A.0(i) and A.0(ii) are the same as, and closely related to, Assumptions M.2 and M.3
2That is, limδ→0 lim supn→∞ supF∈P P ∗F (supρF (θ,θ′)<δ ||νn(θ) − νn(θ
′)||) = 0, where P ∗F denotes outer
probability and ρF (θ, θ′) := ||V arF (νn(θ)− νn(θ′))|| (which does not depend on n with i.i.d. observations).
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of BCS, respectively. Assumptions A.1–A.4 are similar to, but somewhat stronger than,
Assumptions A.1–A.4 in BCS. The former concern m̃j(·, θ), m̃2j(·, θ), and νn(·) and require
4 + a finite moments, whereas the latter only concern m̃j(·, θ) and νmn (·) and only require
2 + a finite moments. The differences arise because we need to consider (νmn (·)′, νσn(·))′ here,
rather than just νmn (·).
2.3 Spurious Precision of GMS CS’s
In this section, we illustrate the spurious precision of some standard moment inequality CS’s
under model misspecification. Specifically, we provide some quantitative calculations of the
best-case performance under misspecification of the GMS CS’s in Andrews and Soares (2010).
The asymptotic results are a variant of those given in Bugni, Canay, and Guggenberger
(2012).
Although we focus on GMS CS’s here, other moment inequality methods also can be
shown to exhibit spurious precision under misspecification. This includes the methods in
Romano and Shaikh (2008), Rosen (2008), Andrews and Guggenberger (2009), Chiburis
(2009), Galichon and Henry (2009), Bugni (2010), Canay (2010), Romano and Shaikh (2010,
Ex. 2.3), Andrews and Barwick (2012), Romano, Shaikh, andWolf (2014), Bugni, Canay, and
Shi (2017), Cox and Shi (2019), and Kaido, Molinari, and Stoye (2019). Methods designed
for conditional moment inequalities also exhibit spurious precision under misspecification.
For brevity, we do not provide references.
The method in Pakes, Porter, Ho, and Ishii (2011) is designed for correct specification
when the identified set has a non-empty interior. Given the nature of this method, it would be
complicated to analyze its behavior under model misspecification, but it seems quite unlikely
that it would be robust. The subsampling method of Chernozhukov, Hong, and Tamer
(2007) based on a recentered test statistic (which has its infimum over θ ∈ Θ subtracted off)
is probably the method in the literature that exhibits the least amount of spurious precision
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under misspecification. Whether it exhibits no spurious precision is an open question. It
may be possible to answer this question for the “max” statistic using the asymptotic results
of this paper, see Section 2.C in the Supplemental Material, combined with the subsampling
results in Andrews and Guggenberger (2010).3
Now, we illustrate the spurious precision of GMS CS’s under misspecification. The stan-






where S(m,Ω) is a test function defined as in Andrews and Soares (2010) with m ∈ Rk and
Ω ∈ Ψ, and Ψ is a specified closed set of k × k correlation matrices. We assume S(m,Ω)
satisfies Assumptions S.1–S.4, which for brevity are stated in the Appendix. Examples of






−, S2(m,Ω) := inf
t∈Rk+,∞




and S2A(m,Ω) defined in Andrews and Barwick (2012), provided infΩ∈Ψ det(Ω) > 0 for S2(·).
Let ĉn(θ, 1 − α) denote the GMS critical value defined in Andrews and Soares (2010)
using a constant κn, such as κn = (lnn)1/2, where κn →∞ and κn/n1/2 → 0.4
We consider a set Pn of distributions F for which one or more moment inequalities is
3It has been shown that subsampling provides correct asymptotic size of tests and CS’s for the true
parameter based on a class of non-recentered test statistics for correctly-specified moment inequality models,
see Romano and Shaikh (2008) and Andrews and Guggenberger (2009). However, research on subsampling
done subsequently to the publication of Chernozhukov, Hong, and Tamer (2007) shows that in many non-
regular circumstances subsampling fails to deliver correct asymptotic size, see Andrews and Guggenberger
(2010). Given the form of recentered test statistics, the potential pitfalls of subsampling are a definite
concern. For recentered test statistics, it is an open question whether subsampling provides correct (uniform)
asymptotic size under misspecification or even under correct specification. The answer may depend on the
specific form of the moment functions. It also may depend on whether inference is for the “true” parameter
or for the identified set.
4We assume that the GMS function ϕ(ξ,Ω) satisfies Assumption A.4 of Bugni, Canay, and Guggenberger
(2012) with ξ = 0 replaced with ξ ≤ 0 in part (b).
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violated by at least r/n1/2 and the other moment inequalities are slack by at least dn/n1/2
for all θ ∈ Θ, where dnκ−1n → ∞. Let ΩF (θ) := V arF (m̃(Wi, θ)) ∈ Rk×k denote the vari-
ance/correlation matrix of m̃(Wi, θ) under F. Let J := {1, . . . , k}. Define
Pn := {F : ∀θ ∈ Θ,∃J(θ) ⊂ J with J(θ) 6= ∅ such that
EF m̃j(Wi, θ) ≤ −r/n1/2 if j ∈ J(θ) and
EF m̃j(Wi, θ) ≥ dn/n1/2 if j ∈ J \ J(θ), and ΩF (θ) ∈ Ψ}, and
LΨ := {(`,Ω) ∈ Rk[±∞] ×Ψ : for some subsequence {an}n≥1 of {n} with
(θan , Fan) ∈ Θ× Pan , a1/2n EFanm̃j(W, θan)→ ` and ΩFan (θan)→ Ω}. (2.15)
By the definition of Pn, for (`,Ω) ∈ LΨ, `j ≤ −r or `j =∞ ∀j ≤ k, where ` = (`1, ..., `k)′.
For ` ∈ Rk[±∞], let c`(Ω, 1 − α) denote the 1 − α quantile of S(Ω1/2Z∗ + `,Ω), where
Z∗ ∼ N(0k, Ik). For ` ∈ Rk[±∞], define π(`) := (π1(`), . . . , πk(`))′ by πj(`) :=∞1(`j =∞) for
j ≤ k, where ∞ · 0 := 0.
An upper bound on the maximum asymptotic coverage probability for any θ ∈ Θ for GMS
CS’s under {Pn}n≥1 misspecification is given in the following lemma, which is proved using
results in Bugni, Canay, and Guggenberger (2012). For example, if the upper bound for a
nominal .95 CS is .70, then the asymptotic coverage probability for any potential pseudo-true
value is at most .70, which indicates spurious precision of the CS.
Lemma 2.3.1. Suppose the observations {Wi}i≤n are i.i.d under each F ∈ Pn and 0 < α <









S(Ω1/2Z∗ + `,Ω) ≤ cπ(`)(Ω, 1− α)
)
.
Comments. (i). For the test functions S(·) = S1(·) and S4(·), we show in Section 2.G.2 in



































(b) ρ = .75
Figure 2.1: Maximum Asymptotic Coverage Probabilities for any θ ∈ Θ for a Standard GMS
Test under Model Misspecification Indexed by r: Test Function S1(·), |J∞| = 1, 2, · · · , 15,
and (a) ρ = 0 and (b) ρ = .75
for all r > 0.5 Hence, these GMS CS’s exhibit spurious precision under misspecification.
(ii). Under a mild condition, the inequality in Lemma 2.3.1 holds as an equality. Let
(`∞,Ω∞) ∈ LΨ be a point that achieves the supremum on the right-hand side in Lemma
2.3.1. (Such a point always exists.) Let J∞ ⊂ J , denote the set of indices j for which
`∞j < ∞, where `∞ = (`∞1, ..., `∞k)′. Let `(J∞,−r) denote the vector in Rk[±∞] with jth
element equal to −r for j ∈ J∞ and all other elements equal to infinity. The inequality in
Lemma 2.3.1 holds as an equality if `(J∞,−r) ∈ L∞ := {` ∈ Rk[±∞] : (`,Ω∞) ∈ LΨ}.
The right-hand side in Lemma 2.3.1 equals MaxCPM(r; Ω∞, J∞) = P (S(Ω
1/2
∞ Z∗ +
`(J∞,−r),Ω∞) ≤ c`(J∞,0)(Ω∞, 1−α)) for `(J∞,−r) defined in Comment (ii), whereMaxCPM
abbreviates “maximum coverage probability under misspecification”.
For CS’s with asymptotic level 1 − α under correct specification, Figure 2.1 graphs
MaxCPM(r; Ω∞, J∞) as a function of r. Two correlation matrices Ω∞ are considered in
5For any test function S(·) satisfying the conditions, the upper bound in Lemma 2.3.1 is less than or
equal to 1− α.
123
which all correlations are equal to ρ for ρ = .00 and .75 in the two cases. For these cor-
relation matrices, MaxCPM(r; Ω∞, J∞) depends on J∞, which indexes which moment in-
equalities are violated, only through the number of elements |J∞| in J∞. Figure 2.1 considers
|J∞| = 1, 2, 3, 5, 10, 15. Note that for F in Pn the magnitude of misspecification for the vi-
olated moment functions is EF m̃j(Wi, θ) ≤ −r/n1/2, which decreases in absolute value at a
1/n1/2 rate. Hence, for a given fixed (independent of n) magnitude of misspecification, say
c < 0, the value of r in Figure 2.1 that is relevant depends on n and equals |n1/2c|. This
implies that the effect of spurious precision due to misspecification increases significantly
with the sample size.
Figure 2.1 shows substantial under-coverage of any parameter value due to model mis-
specification unless r is very close to zero. For example, for r = 1, the maximum coverage
probability is .75 or less across the different scenarios considered.
For ρ = .00, the maximum coverage probability decreases noticeably with increases in
the number |J∞| of moment conditions that are violated. For ρ = .75, the decrease is much
less (because there is less incremental information from a additional moment condition that
is highly correlated with other moment functions than when it is independent.
2.4 SPUR Test Statistic
In this section, we define the SPUR test statistic Sn(θ0) that is used to test the hypothesis
H0 in (2.7). Simple calculations show that
rF (θ) = max
j≤k
rFj(θ), where rFj(θ) := [EF m̃j(W, θ)]−. (2.16)
Estimators of rFj(θ), rF (θ), and rinfF are
r̂nj(θ) := [m̂nj(θ)]− , r̂n(θ) := maxj≤k




Let S(m,Ω) denote a test function as in (2.14). We base a test of H0 : θ0 ∈ ΘI(F ) on












An alternative to the SPUR test statistic considered above is a recentered test statis-
tic, such as considered in Chernozhukov, Hong, and Tamer (2007). It is defined to be
Sn,Recen(θ) := Sn,Std(θ) − infθ∈Θ Sn,Std(θ), where Sn,Std(θ) is a “standard” test statistic, e.g.,
as in (2.13). When the function S employed by the SPUR test statistic Sn(θ) defined in
(2.18) is the “max” S4 statistic, see (2.14), the recentered statistic S4n,Recen(θ) is identical to
the S4n(θ) SPUR statistic, see Lemma 2.C.1 in the Supplemental Material.
2.5 Asymptotic Distribution of the SPUR Test Statistic
In order to construct a critical value for the statistic Sn(θ0), we determine the asymptotic
distribution of Sn(θ0) under drifting sequences of null distributions {Fn}n≥1 for which θ0 ∈
ΘI(Fn) for n ≥ 1. For power properties, we determine its asymptotic distribution under local
and global alternatives as well.
One obtains a CS for θ ∈ ΘI(F ) by inverting tests based on Sn(θ0), as in (2.8). To
obtain uniform asymptotic coverage probability results, we need the asymptotic distribution
of Sn(θn) under drifting sequences of null values {θn}n≥1 and distributions {Fn}n≥1. For this
reason, in the results below, we consider the statistic
Sn := Sn(θn) for testing H0 : θn ∈ ΘI(Fn). (2.19)
The results cover models that may be correctly specified or misspecified. Note that the
form of the asymptotic null distribution is important in order to understand the rather
complicated definition of the EGMS critical value given in Section 2.6 below.
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The proofs of the asymptotic size results for SPUR tests and CS’s show that it suffices to
determine the asymptotic null rejection probabilities of tests under sequences or subsequences
of distributions Fn that satisfy certain conditions. These conditions are Assumptions C.1–
C.4, C.7, and C.8 introduced below, which depend only on deterministic quantities and can
be made to hold for certain subsequences using the fact that any sequence in a compact metric
set has a convergent subsequence. For this reason, we do not provide sufficient conditions
for these conditions and these conditions do not appear in the statements of the asymptotic
size results. For the asymptotic power results under drifting sequences of distributions given
in the Supplemental Material, we employ Assumptions C.1–C.4, C.7, and C.8 as stated.























and Tn(θ) = (Tn1(θ), ..., Tnk(θ))′. The components Tn(θ) and Ainfn of Sn(θ) are recentered and
rescaled such that they have asymptotic distributions. We obtain the asymptotic distribution
of Ainfn using a similar approach to that in BCS. The results are also closely related to the
asymptotic distribution results for the supremum of a moment inequality objective function
in Chernozhukov, Hong, and Tamer (2007, Theorems 4.2 and 5.2). The results given below
differ from these results in that they allow for model misspecification.




2)1/2, where Φ : R[±∞] → [0, 1], Φ(y) is the standard normal distribution function
at y for y ∈ R, Φ(−∞) := 0, and Φ(∞) := 1. The space (Ra∗
[±∞]
, d) is a compact metric
space. Convergence in (Ra∗
[±∞]
, d) to a point in Ra∗ implies convergence under the Euclidean
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norm. Let S(Θ×R2k[±∞]) denote the space of non-empty compact subsets of the metric space
(Θ × R2k[±∞], d), where d is defined with a∗ = dθ + 2k. Let ⇒ denote weak convergence of a
sequence of stochastic processes in the sense of van der Vaart and Wellner (1996). Let →H
denote convergence in Hausdorff distance (under d) for elements of S(Θ × R2k[±∞]). For any
b, `,m ∈ Rk, including bn, b∗, b̃, `n which arise below, let bj, `j,mj denote the jth elements of
b, `,m, respectively.
To obtain the asymptotic distribution of Ainfn , we use the following sets:
Λn,F :=
{
(θ, b, `) ∈ Θ×R2k : bj = n1/2([EF m̃j(W, θ)]− − rinfF ), `j = n1/2EF m̃j(W, θ) ∀j ≤ k.
}
(2.21)
for n ≥ 1. For (θ, b, `) ∈ Λn,F , bj is the difference between the magnitude of violation of the
jth moment at θ, [EF m̃j(W, θ)]−, and the minimal relaxation, rinfF , scaled by n1/2, and `j is
the jth moment at θ scaled by n1/2. The quantities bj and `j can be positive, negative, or
zero.
For η > 0, define
ΘηI(F ) := {θ ∈ Θ : max
j≤k
[EF m̃j(W, θ) + r
inf
F ]− ≤ η/n1/2}. (2.22)
The set ΘηI(F ) is an η/n
1/2-expansion of the identified set ΘI(F ). It depends on n, but this
is suppressed for simplicity. One can also write ΘηI(F ) as {θ ∈ Θ : maxj≤k[EF m̃j(W, θ)]− −
rinfF ≤ η/n1/2}.6
For η > 0, define Ληn,Fn as in (2.21) with Θ
η




We employ the following “convergence” assumptions that apply to a drifting sequence of
null values {θn}n≥1, as in (2.19), and distributions {Fn}n≥1.
Assumption C.1. θn → θ∞ for some θ∞ ∈ Θ.
6This holds because for b, c ≥ 0, [a+ b]− ≤ c if and only if [a]− − b ≤ c, see (2.225) in the Supplemental
Material. The set ΘηI (F ) in (2.22) equals the set Θ
η
I (F ) in BCS—which depends on a function S(m,Ω)—only
when the model is correctly specified (i.e., rinfF = 0) and when BCS’s function S(m,Ω) equals maxj≤k[mj ]−.
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Assumption C.2. n1/2EFnm̃j(W, θn)→ `j∞ for some `j∞ ∈ R[±∞] ∀j ≤ k.
Assumption C.3. n1/2(EFnm̃j(W, θn) + rinfFn)→ hj∞ for some hj∞ ∈ R[±∞] ∀j ≤ k.
Assumption C.4. supθ∈Θ ||EFnm̃(W, θ) − m̃(θ)|| → 0 for some nonrandom bounded con-
tinuous Rk-valued function m̃(·) on Θ.
Assumption C.5. νn(·) := (νmn (·)′, νσn(·)′)′ ⇒ G(·) := (Gm(·)′, Gσ(·)′)′ as n → ∞, where
{G(θ) : θ ∈ Θ} is a mean zero R2k-valued Gaussian process with bounded continuous sample
paths a.s. and Gm(θ), Gσ(θ) ∈ Rk.
Assumption C.6. Ω̂n(θn)→p Ω∞ for some Ω∞ ∈ Ψ.
Assumption C.7. Λn,Fn →H Λ for some non-empty set Λ ∈ S(Θ×R2k[±∞]).
Assumption C.8. Ληnn,Fn →H ΛI for some non-empty set ΛI ∈ S(Θ×R
2k
[±∞]), where {ηn}n≥1
is a sequence of positive constants for which ηn →∞.
All of the limit quantities above, θ∞, {`j∞}j≤k, etc., depend on {θn}n≥1 and {Fn}n≥1.
Lemma 2.N.1 in the Supplemental Material shows that Assumptions A.1–A.4, C.1, and
uniform convergence of the covariance kernel ΩFn(·, ·) to a continuous limit function Ω∞(·, ·)
are sufficient conditions for Assumptions C.5 and C.6 for the case of i.i.d. observations.
Assumption C.7 is a generalization of assumption (iii) in Theorem 3.1 of BCS to allow for




m̃j∞ = m̃j(θ∞) for j ≤ k and m̃(θ) = (m̃1(θ), ..., m̃k(θ))′. (2.23)
The limit values `j∞, hj∞, and m̃j∞ in Assumptions C.2 and C.3 and (2.23) have the
following properties.
7BCS use a sequence {ηn}n≥1 as in Assumption C.8 and a sequence {κn}n≥1 that enters their GMS
procedure. Their results hold for ηn = lnκn, where κn → ∞ and κn/n1/2 → 0. In contrast, in our results,
{ηn}n≥1 in Assumption C.8 and the sequence {κn}n≥1 that enters our EGMS procedure are unrelated.
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Lemma 2.5.1. (a) Under Assumption C.3, if θn ∈ ΘI(Fn) for all n large, then hj∞ ≥ 0
∀j ≤ k, (b) under Assumptions C.2 and C.3, `j∞ ≤ hj∞ ∀j ≤ k, (c) under Assumptions
C.1, C.2, and C.4, |m̃j∞| ≤ |`j∞| and if |`j∞| < ∞, then m̃j∞ = 0 ∀j ≤ k, and (d) under
Assumptions C.1–C.4, if θn ∈ ΘI(Fn) for all n large and the model is correctly specified, then
hj∞ = `j∞ and hj∞, `j∞, m̃j∞ ≥ 0 ∀j ≤ k.
Comment. By Lemma 2.5.1(a), under the null hypothesis H0 in (2.7), hj∞ ≥ 0 ∀j ≤ k.
The elements (θ, b, `) of Λ in Assumption C.7 have the following properties.
Lemma 2.5.2. Under {Fn}n≥1, (a) maxj≤k bnj(θ) ≥ 0 ∀θ ∈ Θ, ∀n ≥ 1, where bnj(θ) :=
n1/2([EFnm̃j(W, θ)]−−rinfFn), (b) ∀(θ, b, `) ∈ Λ, maxj≤k bj ≥ 0 provided Assumption C.7 holds,
(c) ∃θ̃n ∈ Θ with maxj≤k bnj(θ̃n) = 0 ∀n ≥ 1 provided Assumption A.0 holds, (d) ∃(θ̃, b̃, ˜̀) ∈ Λ
with maxj≤k b̃j = 0 provided Assumptions A.0 and C.7 hold, and (e) ∀(θ, b, `) ∈ Λ, |`j| <∞
implies m̃j(θ) = 0 ∀j ≤ k provided Assumptions C.4 and C.7 hold.
Comment. Lemma 2.5.2(a)–(d) is used to show that the asymptotic distribution of Ainfn is
in R a.s. Lemma 2.5.2(a) and (b) are key properties that are utilized when constructing a
stochastic lower bound on the asymptotic distribution of Ainfn . Lemma 2.5.2(c) implies that
the identified set is non-empty under Assumption A.0 for all n ≥ 1. Lemma 2.5.2(e) is used
to show that the asymptotic distribution of Ainfn simplifies somewhat in some scenarios.
Next, we state assumptions that specify whether {θn}n≥1 is a sequence of parameter
values (i) in the identified set or n−1/2-local to the identified set, i.e., a null or n−1/2-local
alternative (NLA) sequence, or (ii) non-n−1/2-local to the identified set, which yields a con-
sistent alternative (CA) sequence.
Assumption NLA. minj≤k hj∞ > −∞.
Assumption CA. minj≤k hj∞ = −∞.
Assumption N. θn ∈ ΘI(Fn) ∀n ≥ 1.
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Assumption N implies Assumption NLA. Assumption NLA also covers n−1/2-local alter-
natives, see Assumption LA in the Appendix. A sufficient condition for Assumption CA is
that (θn, Fn) = (θ∗, F∗) does not depend on n and EF∗m̃j(W, θ∗) + rinfF∗ < 0 for some j ≤ k,
which is Assumption FA in the Appendix. See Lemma 2.J.1 in the Supplemental Material
for these results.
2.5.2 Asymptotic Distribution of Sn
For notational simplicity, we use the following conventions: for any scalars ν ∈ R and
c = ±∞, where ν may be deterministic or random and c is deterministic, we let
ν+c = c, [ν+c]−−[c]− = 0 when c = +∞, and [ν+c]−−[c]− = −ν when c = −∞.8 (2.24)
Let Gmj (θ), Gσj (θ), νmnj(θ), and νσnj(θ) denote the jth elements of Gm(θ), Gσ(θ), νmn (θ),

































for j ≤ k and θ∞ as in Assumption C.1. Define
Tj∞ := G
mσ
j∞ + hj∞ for j ≤ k and T∞ := (T1∞, ..., Tk∞)
′, (2.26)
where we employ the notational convention in (2.24). Thus, we have: Tj∞ =∞ if `j∞ =∞
(because hj∞ ≥ `j∞ = ∞ by Lemma 2.5.1(c)), Tj∞ = Gmj∞ + hj∞ if |`j∞| < ∞ (because
8This notation is motivated by the fact that for finite deterministic scalar constants ν and c, for ν fixed,
limc→±∞(ν + c) = limc→±∞ c, limc→+∞([ν + c]− − [c]−]) = 0, and limc→−∞([ν + c]− − [c]−) = −ν, and
analogous convergence in probability results hold when ν is random.
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|`j∞| <∞ implies that m̃j∞ = 0 by Lemma 2.5.1(c)), and Tj∞ is finite and as in (2.26) with
m̃j∞ 6= 0 if `j∞ = −∞ and |hj∞| <∞. As noted above, under H0, hj∞ ≥ 0 for j ≤ k.
If the model is correctly specified and θn ∈ ΘI(Fn) for n large, then Tj∞ simplifies to
Tj∞ = G
m
j∞ + `j∞ (2.27)
because, in this case, hj∞ = `j∞ (by Lemma 2.5.1(d)), `j∞ ∈ [−∞, 0) cannot occur (because
`j∞ ≥ 0 by Lemma 2.5.1(d)), |`j∞| < ∞ implies that m̃j∞ = 0 (by Lemma 2.5.1(c)), and
`j∞ (= hj∞) = ∞ implies Gmj∞ − (m̃j∞/2)G
σ
j∞ + hj∞ = ∞ = G
m
j∞ + `j∞ (by the notational
convention in (2.24)).
The following quantities arise with the asymptotic distribution of Ainfn :





[νmσnj (θ) + `j]− − [`j]− + bj
)
and





[Gmσj (θ) + `j]− − [`j]− + bj
)
. (2.28)
We show that Ainfn = Ainfn (Λn,Fn) + op(1) →d Ainf∞ (Λ) as n → ∞ in Lemma 2.K.1 in the
Supplemental Material and Theorem 2.5.1 below. The term in parentheses in the definition
of Ainf∞ (Λ) equals bj when `j = +∞ (because [ν + c]− − [c]− = 0 for ν ∈ R and c = +∞ by
definition in (2.24)); equals [Gmj (θ)+`j]−−[`j]−+bj when |`j| <∞ (because |`j| <∞ implies
m̃j(θ) = 0 for (θ, b, `) ∈ Λ by Lemma 2.5.2(e)); and equals −Gmσj (θ) + bj when `j = −∞
(because [ν + c]− − [c]− = −ν for ν ∈ R and c = −∞ by definition in (2.24)).
The asymptotic distribution of the SPUR statistic Sn under the null hypothesis and
n−1/2-local alternatives is the distribution of
S∞ := S(T∞ + A
inf




Theorem 2.5.1. (a) Under {Fn}n≥1 and Assumptions C.1–C.5, Tn(θn)→d T∞ ,
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(b) under {Fn}n≥1 and Assumptions A.0, C.4, C.5, and C.7, Ainfn →d Ainf∞ (Λ),
(c) under Assumptions A.0 and C.7, Ainf∞ (Λ) ∈ R a.s.,
(d) under Assumptions C.1–C.5 and NLA, T
j∞ > −∞ a.s. ∀j ≤ k,
(e) under {Fn}n≥1 and Assumptions A.0, C.1–C.7, NLA, and S.1(iii), Sn →d S∞,
(f) under Assumptions A.0, C.1, and C.3–C.8, Ainf∞ (Λ) = A
inf
∞ (ΛI) a.s. and S∞ = SI∞
a.s.,
(g) under Assumptions C.1–C.5, and CA, T
j∞ = −∞ a.s. for some j ≤ k,
(h) under {Fn}n≥1 and Assumptions A.0, C.1–C.7, CA, S.1(iii), S.2, and S.3, Sn →p ∞,
and
(i) the convergence results in parts (a)–(e) hold jointly.
Comments. (i). Under correct model specification, rinfF = 0, Ainfn = n1/2r̂infn (see (2.20)),
n1/2r̂infn is the same as the model specification test statistic in BCS when their function
S(m,Ω) equals maxj≤k[mj]−, and the asymptotic distribution of Ainfn given in Theorem
2.5.1(b) can be shown to reduce to the same distribution as the asymptotic null distribution
of the specification test statistic given in Theorem 3.1 of BCS. In addition, in the correctly
specified case, Ainfn = n1/2r̂infn equals Chernozhukov, Hong, and Tamer’s (2007) statistic
infθ∈Θ anQn(θ) for moment inequality models when Qn(θ) is the “max” sample objective
function defined by maxj≤k[m̂nj(θ)]− (and an = n1/2) and Chernozhukov, Hong, and Tamer
(2007) provide the asymptotic distribution of infθ∈Θ anQn(θ) under correct specification and
for a fixed true distribution (rather than a drifting sequence of distributions as in Theorem
2.5.1(b)).9 Theorem 2.5.1(b) extends these results to allow for model misspecification.
(ii). The asymptotic distributions in Theorem 2.5.1 depend on the localization param-
9The asymptotic distribution of Chernozhukov, Hong, and Tamer’s (2007) statistic infθ∈Θ anQn(θ) is given
in their Theorems 4.2(2) and 5.2(2) by the difference between C in their (4.8) and (4.7) or the difference
between C(θ) in their (5.6) and (5.5). Their definition of the identified set on p. 1265 assumes correct
model specification, as do their equation (4.5) and Assumption M.2. The function ξ(θ) in their Theorem 4.2
only takes values of −∞ or 0 due to their asymptotics being for a fixed true distribution, as opposed to a
drifting sequence of distributions. Because Chernozhukov, Hong, and Tamer (2007) consider “≤” inequalities,
whereas the present paper considers “≥” inequalities, the sample moments enter the statistics with different
signs in the two papers.
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eters hj∞ and `j∞, which are not consistently estimable, and m̃j∞, which is consistently
estimable. Under the null hypothesis H0 in (2.7), hj∞ ≥ 0 for all j ≤ k. The asymptotic
distribution also depends on the (bj, `j) values, which appear in the limit sets Λ and ΛI , and
are not consistently estimable.
(iii). Theorem 2.5.1(c) is important because it implies that adding Ainf∞ (Λ) to Tj∞ cannot
result in adding +∞ to −∞ or −∞ to +∞.
(iv). Theorem 2.5.1(f) is important because it implies that parameters (θ, b, `) ∈ Λ\ΛI
do not contribute to the infimum in Ainf∞ (Λ). This means that when constructing a critical
value for a test based on Sn one only needs to find a lower bound on Ainf∞ (ΛI).
(v). The stochastic process Gσj (·) enters S∞ (through Gmσj (·)). Thus, the asymptotic
distribution of Sn depends on the randomness due to the estimation of the standard deviation
of the jth sample moment by σ̂nj(θ) for j ≤ k. Under correct model specification, this is not
the case.
(vi). For any subsequence {qn}n≥1 of {n}n≥1, Theorem 2.5.1 and its proof hold with qn
in place of n throughout, including the assumptions.
(vii). To prove Theorem 2.5.1(b), we use a similar proof to the proof of Theorem
3.1 of BCS with S(m,Ω) = maxj≤k[mj]− in their proof. The statistic Ainfn (Λn,Fn) depends




whereas the statistic in BCS depends on `nj(θ) and νmnj(θ).
(viii). The proof of Theorem 2.5.1(b) uses the fact that the function χ(ν, c) := [ν+c]−−
[c]− for ν, c ∈ R satisfies |χ(ν, c)| ≤ |ν| (see (2.124) in the Supplemental Material), which
implies that supθ∈Θ sup`j∈R
∣∣[νmσnj (θ) + `j]− − [`j]−∣∣ = Op(1).
(ix). For the purposes of inference (i.e., obtaining a critical value), one needs a stochastic
lower bound on the distribution of the vector sum T∞ + Ainf∞ 1k for the case when hj∞ ≥ 0
for all j ≤ k.
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2.6 EGMS Critical Values
Next, we specify an EGMS bootstrap critical value to be used with the SPUR test statistic
Sn. It is based on a stochastic upper bound on the asymptotic null distribution of Sn, S∞,
given in Theorem 2.5.1(e) and (2.29) under Assumption N. It uses the data extensively in
GMS-type ways to yield a test that is closer to being asymptotically similar than if the test
was based on a least favorable critical value. This increases the test’s power in many parts of
the parameter space. We call the test based on Sn and the EGMS critical value the SPUR1
test.
The following bootstrap quantities underlie the EGMS bootstrap critical value. Let















i , θ)−m∗nj(θ))2 ∀j ≤ k,
ν̂nj(θ) := n








∀j ≤ k. (2.30)
Note that ν̂nj(θ) differs from νmnj(θ) because it is based on m̂nj(θ) := mnj(θ)/σ̂nj(θ), rather
than m̃nj(θ) := mnj(θ)/σFn(θ). As defined, ν̂∗nj(θ) is the bootstrap analogue of ν̂nj(θ).
By Theorem 2.5.1 and the definition of Λn,F in (2.21), the asymptotic distribution of the
test statistic Sn depends on the limits of the following quantities that cannot be consistently
estimated:
hnj := n








for θ ∈ ΘηnI (Fn), where θn is the null value. GMS methods in the literature are concerned
with the behavior of `nj(θn). But here, we need methods that apply to hnj, bnj(θ), and `nj(θ)
for θ ∈ ΘηnI (Fn).
In addition, the set ΘηnI (Fn), which is an expansion of the misspecification-robust identi-
fied set, is unknown. This set enters the asymptotic distribution of Sn because its Hausdorff
limit, ΘΛI := {θ : (θ, b, `) ∈ ΛI for some b, ` ∈ Rk}, is part of ΛI , which arises in Theorem
2.5.1(f). We estimate ΘηnI (Fn) using a set estimator Θ̂n (⊂ Θ) that is designed to contain
ΘηnI (Fn) wp→1 under drifting sequences of distributions {Fn}n≥1.
Now, we specify a GMS bootstrap version of the Tnj(θn) component of Sn for j ≤ k,




−1n1/2 (m̂nj(θ) + r̂n(θ)) ∀j ≤ k and ξn(θ) = (ξn1(θ), ..., ξnk(θ))′,
(2.32)
where sd∗1nj(θ) = max{V ar∗(n1/2(m̂nj(θ) + r̂n(θ)))1/2, 1} for j ≤ k and V ar∗(·) denotes the
bootstrap variance based on the nonparametric i.i.d. bootstrap in (2.30). (Here, sd stands
for standard deviation.) For example, Andrews and Soares (2010) and BCS employ the BIC
choice κn = (lnn)1/2. We scale κn by sd∗1nj(θ) because the asymptotic variance of n1/2m̂nj(θ)
is one under correct specification, so no scaling is typically done with GMS critical values,
but here the asymptotic variance of n1/2(m̂nj(θ) + r̂n(θ)) can be larger, especially under
model misspecification. Analogous scaling of certain quantities by sd∗anj(θ) for a = 2, ...4 is
employed below. Explicit expressions for these bootstrap quantities are given in Section 2.E
in the Supplemental Material.
The quantity ξnj(θn) multiplied by sd∗1nj(θn)κn equals n1/2(m̂nj(θn) + r̂n(θn)), which is
an estimator of n1/2(EFnmj(W, θn) + rinfFn), whose limit hj∞ (see Assumption C.3) appears
in the asymptotic null distribution of Sn (see Theorem 2.5.1(e), (2.26), and (2.29)) and is
nonnegative under H0. Thus, ξnj(θn) is an estimator of n1/2(EFnmj(W, θn) + rinfFn) that is
shrunk towards 0 by (sd∗1nj(θn)κn)−1.
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We use the following asymptotic lower bound on the unknown population quantity hnj:
ϕ(ξn(θn), Ω̂n(θn)) = (ϕ1(ξn(θn), Ω̂n(θn)), ..., ϕk(ξn(θn), Ω̂n(θn)))
′, (2.33)
where ϕ(ξ,Ω) is a specified GMS function that satisfies Assumption A.5, which is stated in
the Appendix for brevity. A leading choice for ϕ that satisfies Assumption A.5 is ϕj(ξ,Ω) =
∞1(ξj > 1) for j ≤ k, where ∞ · 0 := 0 by definition.
We define the EGMS bootstrap statistic T ∗nj,EGMS(θ) by
T ∗nj,EGMS(θ) := ν̂
∗
nj(θ) + ϕj(ξn(θ), Ω̂n(θ)) ∀j ≤ k (2.34)
and T ∗n,EGMS(θ) := (T ∗n1,EGMS(θ), ..., T ∗nk,EGMS(θ))′.
Next, we define an EGMS bootstrap version of the Ainfn component of Sn. We employ the
following estimator of the expansion ΘηnI (Fn) of the misspecification-robust identified set:




n ]− ≤ τn/n1/2}, (2.35)
where {τn}n≥1 is a sequence of positive constants that satisfies τn → ∞. As with {κn}n≥1,
one can employ the BIC choice τn = (lnn)1/2. For the asymptotic size results, we require
τn →∞ and κn →∞, which is Assumption A.6 in the Appendix.
The asymptotic distribution of Ainfn depends on the asymptotic behavior of [ν̂nj(θ) +
`nj(θ)]−− [`nj(θ)]−. The EGMS bootstrap lower bound version of this quantity, χ̂∗nj,EGMS(θ),
is defined as follows. For ν ∈ R and c1, c2, c ∈ R[±∞], let
χ(ν, c1, c2) :=
 χ(ν, c1) if ν ≥ 0χ(ν, c2) if ν < 0, where χ(ν, c) := [ν + c]− − [c]− (2.36)
and χ(ν, c) is defined for c = ±∞ as in (2.24). Note that χ(ν, c1, c2) is continuous on
R × R2[±∞] under d because χ(ν, c) is continuous on R × R[±∞] under d and χ(0, c) = 0 for
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1/2m̂nj(θ)− sd∗2nj(θ)κn, n1/2m̂nj(θ) + sd∗2nj(θ)κn
)
, (2.37)
where {κn}n≥1 are as in (2.32) and sd∗2nj(θ) := max{V ar∗(n1/2m̂nj(θ))1/2, 1} for j ≤ k.
Roughly speaking, χ̂∗nj,EGMS(θ) yields a lower bound on [ν̂nj(θ)+`nj(θ)]−−[`nj(θ)]− uniformly
over θ ∈ Θ wp→1 because the function χ(ν, c) := [ν + c]− − [c]− is nondecreasing in c for
ν ≥ 0, is zero for all c for ν = 0, and is nonincreasing in c for ν < 0, and the distribution of
ν̂∗nj(θ) approximates that of ν̂nj(θ), which converges in distribution to Gmσj (θ).10
The EGMS bootstrap version of Ainfn also requires asymptotic lower bounds on the bnj(θ)
quantities in (2.31). We replace bnj(θ) by its sample analogue and shift it towards −∞ by a







where sd∗3nj(θ) := max{V ar∗(n1/2([m̂nj(θ)]−− r̂infn ))1/2, 1} for j ≤ k and Θ is replaced by Θ̂n
in the V ar∗(·) bootstrap version of r̂infn .
Note, however, that the lower bound b̂nj,EGMS(θ) does not exploit the key information
that maxj≤k bnj(θ) ≥ 0 by Lemma 2.5.2(a). So, the lower bound b̂nj,EGMS(θ) by itself is not









∀j ≤ k and ξbn(θ) = (ξbn1(θ), ..., ξbnk(θ))′,
(2.39)
where κn and sd∗3nj(θ) are as above. If j1 is an index for which bnj1(θ) ≥ 0, of which there
is at least one, then we use ϕj1(ξbn(θ), Ω̂n(θ)) as the lower bound on bnj1(θ) (for the same
10The function χ(ν, c) satisfies these monotonicity properties because, (i) for ν > 0, χ(ν, c) := −ν (< 0)
for c < −ν, χ(ν, c) := c (< 0) for c ∈ [−ν, 0), and χ(ν, c) := 0 for c ≥ 0, and (ii) for ν < 0, χ(ν, c) := −ν
(> 0) for c < 0, χ(ν, c) := −ν − c (> 0) for c ∈ [0, ν), and χ(ν, c) := 0 for c ≥ −ν.
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GMS-type reasons that motivate the use of ϕj(ξn(θn), Ω̂n(θn)) above.)
The constraint maxj≤k bnj(θ) ≥ 0 given in Lemma 2.5.2(a) implies that for some j1 ≤ k,
bnj1(θ) ≥ 0 (where j1 typically depends on θ). The index j1 is unknown and cannot be
consistently estimated. However, the following sets Ĵn(θ) can be shown to contain the
value(s) j1 that maximize bnj(θ) (for all θ ∈ Θ) wp→1:
Ĵn(θ) := {j ∈ {1, ..., k} : r̂nj(θ) ≥ r̂n(θ)− sd∗4nj(θ)n−1/2κn}, (2.40)
where r̂nj(θ) and r̂n(θ) are defined in (2.17) and sd∗4nj(θ) := max{V ar∗(n1/2(r̂nj(θ)−r̂n(θ)))1/2, 1}.
We define the EGMS bootstrap version, A∗ infn,EGMS, of Ainfn to be











The idea behind the definition of A∗ infn,EGMS is as follows. The constraint maxj≤k bnj(θ) ≥ 0
implies that for some j1 ∈ Ĵn(θ), bnj1(θ) ≥ 0 (wp→1). Since Ĵn(θ) is not necessarily a
singleton, we allow j1 to be any of the values in Ĵn(θ) and take a minimum over j1 ∈ Ĵn(θ)
to get a lower bound. Under the presumption that j1 is a value for which bnj1(θ) ≥ 0, we use
a lower bound on bnj(θ) that equals ϕj(ξbn(θ), Ω̂n(θ)) for j = j1 and equals the (typically)
smaller value b̂nj,EGMS(θ) for j 6= j1. This definition then incorporates the constraint that
maxj≤k bnj(θ) ≥ 0.
The EGMS bootstrap test statistic is
S∗n,EGMS(θ) := S
(





Let ĉn,EGMS(θ, 1−α) denote the 1−α conditional quantile of S∗n,EGMS(θ) given {Wi}i≤n for
α ∈ (0, 1). This quantile can be computed by simulation.
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For testing H0 : θn ∈ ΘI(Fn), the nominal level α SPUR1 test φn,SPUR1(θn) rejects H0 if
φn,SPUR1(θn) = 1, where φn,SPUR1(θ) := 1(Sn(θ) > ĉn,EGMS(θ, 1− α)). (2.43)
For testing H0 : θ0 ∈ ΘI(F ), as in (2.7), one replaces θn by θ0.
The nominal confidence level 1− α SPUR1 CS for θ is
CSn,SPUR1 := {θ ∈ Θ : φn,SPUR1(θ) = 0}. (2.44)
2.7 Adaptive SPUR2 Tests and CS’s
Now, we introduce an adaptive test (and corresponding CS) that combines a standard GMS
test that assumes correct model specification with the SPUR1 test just defined. We call
it the SPUR2 test. These two tests are combined using a CI for rinfF that is introduced in
Andrews and Kwon (2019). The test is adaptive in the sense that if the CI for rinfF contains
only the single point 0, so the data indicate that the model is correctly specified, then the test
is identical to the standard GMS test, but if the CI for rinfF contains positive values, then the
test is the SPUR1 test. This test is robust to spurious precision caused by misspecification.
The correct asymptotic size of this test relies on a Bonferroni argument. Simulations show
that this test has good power properties relative to the SPUR1 test, see Section 2.9 below.
The SPUR2 test also has computational advantages relative to the SPUR1 test in scenarios
where the CI for rinfF contains only the point 0 because it only requires the computation of
the GMS test in those scenarios.
Let α = α1 + α2 ∈ (0, 1) for α1, α2 > 0, such as α1 = .005 and α2 = .045. The nominal
1− α1 one-sided upper-bound CI for rinfF is
CIn,r,UP (α) := [0, r̂n,UP (α)]. (2.45)
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This CI equals {0} wp→1 when the model is correctly specified and the sequence of identified




n) = ∞ for some {θIn ∈ ΘI(Fn)}n≥1. For example, for a fixed
distribution F, if ΘI(F ) contains a slack point, i.e., a point θI with minj≤k EFmj(W, θI) >
0, then CIn,r,UP (α) = {0} wp→1. On the other hand, when the model exhibits “large-
local” or “global” model misspecification, i.e., when {Fn}n≥1 is such that n1/2rinfFn →∞, then
r̂n,UP (α) > 0 wp→1. See Section 2.D in the Supplemental Material for the definition of
CIn,r,UP (α) and these results.
Note that r̂n,UP (α) is not based on r̂infn . Rather, it is based on a statistic ∆̂infn that is
negative when the sample moments are all slack at some value θ ∈ Θ and equals r̂infn when
r̂infn > 0. This is key for the properties of CIn,r,UP (α) described above.
Let φn,GMS(θ0, α2) denote a nominal level α2 GMS test that assumes correct model spec-
ification. It is based on the test statistic Sn,Std(θ) defined in (2.13) and a GMS critical value
ĉn,GMS(θ, 1 − α2), which is the 1 − α2 conditional quantile of S∗n,GMS(θ) given {Wi}i≤n. By
definition, S∗n,GMS(θ) := S(T ∗n,GMS(θ), Ω̂n(θ)), where T ∗n,GMS(θ) is defined as T ∗n,EGMS(θ) is
defined as in (2.34) with ξnj(θ) defined in (2.32), but with sd∗1nj(θ) and r̂n(θ) replaced by 1
and 0, respectively.
The nominal level α SPUR2 test of H0 : θ0 ∈ ΘI(F ) versus H1 : θ0 /∈ ΘI(F ) is
φn,SPUR2(θ0) := 1(r̂n,UP (α1) = 0)φn,GMS(θ0, α2)
+1(r̂n,UP (α1) > 0) min{φn,SPUR1(θ0, α2), φn,GMS(θ0, α2)}, (2.46)
where φn,SPUR1(θ0, α2) denotes the SPUR1 test of H0 : θ ∈ ΘI(F ) defined in (2.43), but with
α2 in place of α.11
11Typically, the min{·, ·} term in (2.46) equals φn,SPUR2(θ0, α2) with probability close to one.
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The nominal level 1− α SPUR2 CI for θ ∈ ΘI(F ) is
CSn,SPUR2 := {θ ∈ Θ : φn,SPUR2(θ) = 0}. (2.47)
By the properties of CIn,r,UP (α1) described above, the level α SPUR2 test has the same
power properties as a level α2 standard GMS test that is designed for correct model spec-
ification when the model is correctly specified and the identified set contains slack points
θ for which the slackness of the inequalities is of order greater than n−1/2. And, it has the
same power properties as the level α2 SPUR1 test under “large-local” or “global” model
misspecification. Finite-sample simulations corroborate these asymptotic results.
We note that the SPUR2 test and CS also can be constructed using any test that has
correct asymptotic size under correct model specification, such as the test in Romano, Shaikh,
and Wolf (2014), not just the GMS test.
2.8 Asymptotic Level of the SPUR1 and SPUR2 Tests
Here we show that the SPUR1 and SPUR2 tests and CS’s have correct asymptotic level
under a set of relatively primitive conditions with i.i.d. observations.
The following theorem uses two assumptions, Assumptions A.7 and A.8, which are stated
in the Appendix, for brevity. Assumption A.7 is a continuity condition on the asymptotic
distribution S∞ and is closely related to Assumption A.7 in BCS. Assumption A.8 requires
EF m̃(W, θ) to be equicontinuous on Θ over F ∈ P , which is not restrictive.
Theorem 2.8.1. Under Assumptions A.0–A.8 and S.1, for α ∈ (0, 1),





PF (φn,SPUR(θ0) = 1) ≤ α for SPUR = SPUR1, SPUR2, and
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PF (θ ∈ CSn,SPUR) ≥ 1− α for SPUR = SPUR1, SPUR2.
Comment. Theorem 2.8.1 does not require Assumption A.6 of BCS, which is imposed in
their main result Theorem 4.1, or its sufficient condition Assumption A.8 of BCS. BCS’s As-
sumption A.8 imposes a minorant condition on the population criterion function that is used
to construct their test statistic and convexity of Θ, which could be restrictive. Assumption
A.6 (or A.8) of BCS is not needed in Theorem 2.8.1 because the testing problem here differs
from that in BCS.
Asymptotic power results for the SPUR1 and SPUR2 tests are given in Section 2.B in
the Supplemental Material. These include power for n−1/2-local alternatives and consistency
for non-n−1/2-local alternatives, including fixed alternatives.
2.9 Simulation Results
In this section, we provide Monte Carlo simulation results that illustrate the performance of
the SPUR1 and SPUR2 tests. When the model under consideration is correctly specified,
we compare these tests to the standard GMS test. We consider two simple models under
various levels of misspecification (i.e., different values of rinfFn). All simulation results are
based on 1,000 simulation repetitions, 500 bootstrap replications, a sample size of n = 250,
κn = τn = (lnn)
1/2, and S(·) = S1(·). The GMS function ϕ(·) = (ϕ1(·), . . . , ϕk(·))′ employed
is ϕj(ξ,Ω) =∞1(ξj > 1) for j ≤ k. The significance level is fixed at α = .05 with α1 = .005
and α2 = .045 for the SPUR2 test.
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2.9.1 Lower/Upper Bound Model
First, we consider a simple model where the mean of the data imposes lower and upper bounds
on a scalar parameter. The data {Wi}i≤n are i.i.d. with Wi = (Wi1, . . . ,Wik)′ ∼ N(µ, Ik),
where µ = (µ1, . . . , µk)′ ∈ Rk and Ik denotes the k × k identity matrix. We consider k = 2
and 4. The parameter space Θ is taken to be [−20, 20].
For k = 2, the population moment inequalities are
EFWi1 ≤ θ and θ ≤ EFWi2. (2.48)
The model is misspecified if and only if µ1 > µ2; and rinfF = [µ1 − µ2]+/2. For k = 4, the
moment inequalities are
EFWi1 ≤ θ, EFWi2 ≤ θ, θ ≤ EFWi3, and θ ≤ EFWi4. (2.49)
Misspecification arises if and only if max{µ1, µ2} > min{µ3, µ4}; and rinfF = [max{µ1, µ2} −
min{µ3, µ4}]+/2.
We consider various configurations of µ. Note that when rinfF > 0, the identified set is
always a singleton in this model, but it may have different lengths when rinfF = 0. Accordingly,
when rinfF = 0 we consider configurations that correspond to different lengths of the identified
set. For k = 2, we take µ = (r,−r)′ for each r ∈ {.5, 1, 2, 5} as the misspecified cases. We
have rinfF = r and ΘI(F ) = {0} in these cases. Figure 2.2 gives the simulated rejection
probabilities, i.e., power, of the SPUR1 and SPUR2 tests for a range of null values θ0 ≥ 0
based on these mean vectors.12 For the correctly-specified cases, we take µ = (−`, 0)′ for
each ` ∈ {0, .5, 1, 2}. Here the identified set is ΘI(F ) = [−`, 0], which has length `. For each
value of `, Figure 2.3 provides the simulated rejection probabilities of the SPUR1, SPUR2,
12That is, Figure 2.2 reports power for the true θ being 0, which is in ΘI(F ) = {0}, and the null being
θ0 > 0 for a range of θ0 values. This differs from, but is no less informative than, a conventional power
function that considers a fixed null value and a range of true alternative values.
143
and standard GMS tests in these correctly-specified models for fixed ΘI(F ) = [−`, 0] and a
range of null hypothesis values θ0 ≥ 0.
For k = 4, many different configurations of µ are possible for a given value of rinfF > 0 or
a given length of the identified set when rinfF = 0. Accordingly, we consider several scenarios
for k = 4. For the misspecified cases, we consider five different scenarios: “binding,” “almost
binding,” “somewhat slack,” “very slack,” and “slack/almost binding.”13 In each scenario, we
consider rinfF = .5 and 1. Regardless of the scenario and the value of rinfF , the identified set is
ΘI(F ) = {0}. Figure 2.4 gives the simulation results under the “binding,” “almost binding,”
and “somewhat slack” scenarios. The results for the “very slack” and “slack/almost binding”
cases are given in Section 2.H of the Supplemental Material.
For the correctly-specified cases and k = 4, we consider the same five scenarios as for the
misspecified cases. However, the definitions are slightly different in the correctly-specified
cases.14 The identified set takes the form ΘI(F ) = [−`, 0] for each ` ∈ {0, .5, 1}. The
simulation results for these cases are given in Figure 2.5.
Figures 2.2 and 2.4 show that the performance of the two tests, SPUR1 and SPUR2,
is quite similar under misspecification (i.e., rinfF > 0), which is what we expect given the
discussion in Section 2.7. Looking at the rejection probability at θ0 = 0, we see that both
tests have correct size, but under-reject with the null rejection probabilities being close to
0. The rejection probabilities increase to 1 fairly quickly as the distance between the null
value and the identified set increases. The tests perform better when rinfF is smaller, but
they perform reasonably well even when rinfF is as large as 5, which is five times the standard
deviation of the moment functions. Additionally, for the cases with k = 4, we see that the
13For given r > 0, the mean vectors µ in the five misspecified scenarios are (i) “binding”: µ = (r, r,−r,−r)′,
(ii) “almost binding”: µ = (r, r − .1,−r + .1,−r)′, (iii) “somewhat slack”: µ = (r, r − .5,−r + .5,−r)′, (iv)
“very slack”: µ = (r, r − 1,−r + 1,−r)′, and (v) “slack/almost binding”: µ = (r, r − .1,−r + 1,−r)′. In each
scenario, rinfF = r and the identified set is ΘI(F ) = {0}.
14For given ` > 0, the mean vectors µ in the five correctly-specified scenarios are (i) “binding”: µ =
(−`,−`, 0, 0)′, (ii) “almost binding”: µ = (−`− .1,−`, 0, .1)′, (iii) “somewhat slack”: µ = (−`− .5,−`, 0, .5)′,
(iv) “very slack”: µ = (−` − 1,−`, 0, 1)′, and (v) “slack/almost binding”: µ = (−` − 1,−`, 0, .1)′. In all
scenarios, ΘI(F ) = [−`, 0] and the identified set has length `.
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Figure 2.2: Rejection probabilities for misspecified cases for k = 2. Each plot shows, for
different values of rinfF , the rejection probabilities of the SPUR1 and SPUR2 tests for the null
hypothesis H0 : θ = θ0 for a range of θ0 values and fixed identified set ΘI(F ) = {0}.
performance of the tests does not differ much across the different scenarios.
For the correctly-specified cases, we focus on the comparison of the SPUR1 and SPUR2
tests with the standard GMS test, which is known to perform well in such cases. From the
discussion in Section 2.7, we expect the SPUR2 and standard GMS tests to exhibit similar
performance when the length of the identified set is large enough. Indeed, in Figure 2.3,
we see that when the length of the identified set is .5 the rejection probabilities of the two
tests are very close to each other, and when the length is greater than .5 all three tests are
essentially indistinguishable. We can also see that the SPUR2 test catches up to the standard
GMS test under shorter identified sets than the SPUR1 test does, which shows its adaptive
nature. However, when the identified set is a singleton, the SPUR1 and SPUR2 tests are
more conservative than the standard GMS test under the null and have lower power over a
wide range of positive θ0 values. Essentially the same occurs when k = 4. That is, for each
of the scenarios, the SPUR1 and SPUR2 tests are more conservative when the identified set
has length 0, the SPUR2 test performs similarly to the standard GMS test when the length
is .5, and all three tests are indistinguishable when the length is greater than .5. Again, this
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Figure 2.3: Rejection probabilities for correctly specified cases for k = 2. Each plot shows,
for different lengths ` of the identified set, the rejection probabilities of the SPUR1, SPUR2,
and standard GMS tests for the null hypothesis H0 : θ = θ0 for a range of θ0 values and
identified set ΘI(F ) = [−`, 0].
exhibits the adaptive nature of the SPUR2 test. When k = 4, the discrepancy between the
standard GMS test and the SPUR1 and SPUR2 tests is largest in the “binding” scenario.
Section 2.H in the Supplemental Material provides analogous results to those given above,
but for k = 8. The same qualitative results are found to hold for k = 8 as for k = 4.
2.9.2 Missing Data Model
In this subsection, we revisit the missing data model that BCS use in their simulations.
The specification of the model closely follows BCS, but we consider a somewhat different
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Figure 2.4: Rejection probabilities for misspecified cases for k = 4. Each plot shows, under
different scenarios, the rejection probabilities of the SPUR1 and SPUR2 tests for the null
hypothesis H0 : θ = θ0 for a range of θ0 values, identified set ΘI(F ) = {0}, and two different
values of rinfF .
data generating process.15 Example 2.1 of BCS provides motivation for the model. Let
{Wi = (YiZi, Zi, Xi)}i≤n be the i.i.d data. Here, Zi ∼ Bernoulli(pz) is the indicator of
whether the outcome variable Yi is missing. It is independent of (Yi, Xi)′. The conditional
distribution of Yi given Xi is
Yi|Xi = x1 ∼ N(0, 1), Yi|Xi = x2 ∼ N((1 + r̃)/pz, 1), and Yi|Xi = x3 ∼ N(0, 1), (2.50)
15A different data generating process is employed to ensure that the random variable Y Z is nonnegative,
which is an implication of the structure of the missing data model.
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Figure 2.5: Rejection probabilities for correctly specified cases for k = 4. Each plot shows,
under different scenarios, the rejection probabilities of the SPUR1, SPUR2, and standard
GMS tests for the null hypothesis H0 : θ = θ0 for a range of θ0 values and different lengths
` of the identified set ΘI(F ) = [−`, 0].
with P (Xi = x1) = P (Xi = x2) = P (Xi = x3) = 1/3. The parameter space is Θ =
[−20, 20]× [−20, 20]. The moment functions are
m1(Wi, θ) = (θ1 − Y Z)1{X = x1},
m2(Wi, θ) = (1− θ1 − Y Z)1{X = x2}, and
m3(Wi, θ) = (θ2 − Y Z)1{X = x3} for θ = (θ1, θ2)′. (2.51)
The value of r̃ determines whether the model is misspecified. When r̃ ≤ 0, the model is
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Figure 2.6: Rejection probabilities under misspecification for the missing data model. The
figure shows the rejection probabilities of the SPUR1 and SPUR2 tests for the null hypothesis
H0 : θ = θ0 for a range of θ01 values and a fixed identified set, for four different r̃ values.
correctly specified, which implies that rinfF = 0, and the identified set is ΘI(F ) = [0,−r̃] ×


















z + ((1 + r̃)2(1/pz − 1) + pz)1/2
. (2.53)
See Section 2.I in the Supplemental Material for the derivations of (2.52) and (2.53).
We take pz = .8 throughout. We consider values of r̃ that cover both misspecified
and correctly-specified cases. As above, we simulate rejection probabilities for a fixed data
generating process and a range of null hypothesis values θ0 = (θ01, θ02)′, where H0 : θ = θ0.
For the null values, we consider θ02 fixed at θI1(r̃) when r̃ > 0 and at 0 when r̃ ≤ 0, and we
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consider a range of θ01 values. Accordingly, the x–axes in Figures 2.6 and 2.7 correspond to
the first element of the null vector.
Figure 2.6 reports the simulated rejection probabilities for the misspecified cases with
r̃ = .1, .2, .5, and 1.16 Here, the identified set is {0} × [0,∞). As in the lower/upper
bound model, the SPUR1 and SPUR2 tests perform quite similarly, as expected. Also, the
rejection probabilities increase to 1 fairly quickly as the distance between the null value
and the identified set increases, and the performance is better for smaller values of r̃ (or,
equivalently, smaller values of rinfF ).
Figure 2.7 provides the results under correct specification. Here, we see that when r̃ = 0,
which implies that the identified set contains no slack points, the standard GMS test performs
better than the SPUR1 and SPUR2 tests, which is expected. In this case, the SPUR1 and
SPUR2 tests have almost identical rejection probabilities. Also, the difference between the
standard GMS test and the SPUR2 test decreases quickly as the identified set gets larger
(i.e., as r̃ become more negative) and, hence, contains more slack points. The SPUR2 test is
essentially on par with the standard GMS test when r̃ is −1. The difference in power between
the standard GMS test and the SPUR1 test also decreases to some extent as the identified
set get larger. But, the SPUR1 test has lower power (similar to the r̃ = −1 case) even for r̃
values in the range of [−2,−5] (based on results not reported in Figure 2.7). Overall, the four
plots show how the SPUR2 test adapts, and eventually behaves very much like the standard
GMS test as the identified set gets larger.
2.10 Uniform Consistency of Θ̂n
The following result shows that Θ̂n defined in (2.35) is uniformly consistent for ΘI(F ) over
F ∈ P with respect to the Hausdorff metric dH . The result is similar to results in Theorem
3.1 of Chernozhukov, Hong, and Tamer (2007) except that it applies under both correct
16By (2.52), these r̃ values correspond (approximately) to rinfF = .03, .07, .14, and .24, respectively.
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Figure 2.7: Rejection probabilities under correct specification for the missing data model.
Each plot shows the rejection probabilities of the SPUR1, SPUR2, and standard GMS tests
for the null hypothesis H0 : θ = θ0 and a range of θ01 values, for one of the four r̃ values
considered. The shaded region in each plot delineates the identified set.
model specification and misspecification, and it establishes uniform, rather than pointwise,
consistency.
For θ ∈ Θ and A ⊂ Θ, define the distance between θ and A as d(θ, A) := infθ′∈A ||θ− θ′||.
For any ε > 0 and F ∈ P , define ΘI,ε(F ) := {θ ∈ Θ : d(θ,ΘI(F )) ≤ ε}. The set ΘI,ε(F ) is
an ε-expansion of the identified set ΘI(F ).
For any F ∈ P , infθ∈Θ\ΘI,ε(F ) maxj≤k [EF m̃j(Wi, θ)]− − rinfF > 0 for all ε > 0 under
Assumption A.0 by the definitions of rinfF and ΘI,ε(F ). The following Assumption A.9 requires
that this positive quantity is bounded away from zero over F ∈ P .
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Assumption A.9. For all ε > 0, infF∈P infθ∈Θ\ΘI,ε(F ) maxj≤k [EF m̃j(Wi, θ)]− − rinfF > 0.
Uniform consistency of Θ̂n for ΘI(F ) is established in the following theorem.
Theorem 2.10.1. Suppose Assumptions A.0–A.4, A.8, and A.9 hold and the positive con-






PF (dH(Θ̂n,ΘI(F )) > ε) = 0.
Comments. (i). If Assumption A.9 fails to hold, the result of Theorem 2.10.1 holds with
PU in place of P for any PU ⊂ P for which Assumption A.9 holds with PU in place of P . In
particular, for a fixed distribution F ∈ P , the result of Theorem 2.10.1 holds with PU = {F}
in place of P because Assumption A.9 automatically holds in this case.
(ii) Lemma 2.P.1(b) in the Supplemental Material provides rate of convergence results
for the set estimator Θ̂n.
2.11 Appendix: Additional Assumptions
The following four assumptions concern the test function S(m,Ω) introduced in Section 2.3.
Assumption S.1. (i) S(m,Ω) is nonincreasing in m ∈ Rk[+∞] ∀Ω ∈ Ψ.
(ii) S(m,Ω) ≥ 0 ∀m ∈ Rk, ∀Ω ∈ Ψ.
(iii) S(m,Ω) is continuous at all m ∈ Rk[+∞] and Ω ∈ Ψ.
Assumption S.2. S(m,Ω) > 0 iff mj < 0 for some j ≤ k, ∀Ω ∈ Ψ.
Assumption S.3. For some χ > 0, S(am,Ω) = aχS(m,Ω) ∀a > 0, ∀m ∈ Rk, ∀Ω ∈ Ψ.
Assumption S.4. For all h ∈ (−∞,∞]k, all Ω ∈ Ψ, and Z ∼ N(0k,Ω), the distribution
function of S(Z + h,Ω) at x ∈ R is (i) continuous for x > 0, (ii) strictly increasing for x > 0
unless h = (∞, . . . ,∞)′ ∈ Rk[±∞], and (iii) less than 1/2 for x = 0 if hj = 0 for some j ≤ k.17
17Assumption S.1(i), (ii), and (iii), S.2, and S.3 correspond to Assumptions 1(a), (c), and (d), 3, and 6 in
Andrews and Guggenberger (2009) and Andrews and Soares (2010) and M.4(a), (c), and (d), M.7, and M.8
in BCS, respectively. Assumption S.4 is a variation of Assumption 2 in Andrews and Soares (2010).
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The following assumptions define n−1/2-local alternatives and fixed alternatives.
Assumption LA. The null values {θn}n≥1 and distributions {Fn}n≥1 satisfy: (i) ||θn−θIn|| =
O(n−1/2) for some sequence {θIn ∈ ΘI(Fn)}n≥1, (ii) n1/2(EFnm̃j(W, θIn) + rinfFn) → hIj∞ for
some hIj∞ ∈ R[±∞] ∀j ≤ k, and (iii) EF m̃(W, θ) is Lipschitz on Θ uniformly over P , i.e., there
exists a constant K <∞ such that ||EF m̃(W, θ1)−EF m̃(W, θ2)|| ≤ K||θ1− θ2|| ∀θ1, θ2 ∈ Θ,
∀F ∈ P .
Assumption FA. (i) (θn, Fn) = (θ∗, F∗) ∈ Θ × P does not depend on n ≥ 1 and (ii)
EF∗m̃j(W, θ∗) + r
inf
F∗ < 0 for some j ≤ k.
The following assumption concerns the GMS function ϕ, see (2.33).
Assumption A.5. Given the function ϕ : Rk[+∞]×Ψ→ Rk[+∞] in (2.33), there is a function
ϕ∗ : Rk[+∞] → Rk[+∞] that takes the form ϕ∗(ξ) = (ϕ∗1(ξ1), ..., ϕ∗k(ξk))′ and ∀j ≤ k, (i) ϕ∗j(ξj) ≥
ϕj(ξ,Ω) ≥ 0 ∀(ξ,Ω) ∈ Rk[+∞] ×Ψ, (ii) ϕ∗j is nondecreasing and continuous under the metric
d, and (iii) ϕ∗j(ξj) = 0 ∀ξj ≤ 0 and ϕ∗j(∞) =∞.
The function ϕj(ξ,Ω) =∞1(ξj > 1) for j ≤ k, where∞· 0 := 0 satisfies Assumption A.5
with ϕ∗j(ξj) =∞1(ξj ≥ 1) + (ξj/(1− ξj))1(0 ≤ ξj < 1). For other choices of ϕ, including one
that depends on Ω, see Andrews and Soares (2010).
The following are the conditions on κn and τn, which appear in (2.32) (and elsewhere)
and (2.35), respectively.
Assumption A.6. (i) κn →∞. (ii) τn →∞.18
The asymptotic size of a nominal level 1−α CS based on a test φn(·) is lim infn→∞ infF∈P
infθ∈ΘI(F ) PF (φn(θ) = 0). It is determined using subsequence arguments as follows. There
always exist sequences {Fn}n≥1 and {θn ∈ ΘI(Fn)}n≥1 and a subsequence {qn}n≥1 of {n}n≥1
18Assumption A.6, as well as Assumptions A.8 defined below, are unrelated to Assumptions A.6 and A.8









PF (φn(θ) = 0) = lim inf
n→∞
PFn(φn(θn) = 0) = limPFqn (φqn(θqn) = 0).
(2.54)
Hence, to establish correct asymptotic level, it suffices to show that the right-hand side of
(2.54) is 1 − α or greater. For the subsequences {Fqn}n≥1 and {θqn ∈ ΘI(Fqn)}n≥1, the test
statistic Sqn has asymptotic distribution S∞ defined in (2.29). Let c∞(1 − α) denote the
1− α quantile of S∞. Note that c∞(1− α) ≥ 0. We impose the following assumption on the
distribution function of S∞ at c∞(1− α). This assumption is only employed in conjunction
with Assumption N, i.e., when S∞ is an asymptotic null distribution of Sn.
Assumption A.7. Under {Fqn}n≥1 and {θqn}n≥1, (i) if c∞(1 − α) > 0, then P (S∞ =
c∞(1− α)) = 0, and (ii) if c∞(1− α) = 0, then lim supn→∞ PFqn (Sqn > 0) ≤ α.
When testing H0 : θ0 ∈ ΘI(F ), {θqn}n≥1 in Assumption A.7 is replaced by {θ0}n≥1. Assump-
tion A.7 is closely related to Assumption A.7 in BCS.
In the asymptotic results in Theorem 2.8.1, Assumption A.7(ii) can be eliminated if one
defines the critical value to be max{ĉn,EGMS(θ, 1− α), ζ} for θ = θn or θ = θ0 for some very
small constant ζ > 0, such as 10−6. In the vast majority of scenarios, this has no effect on
the test or CS in finite samples or asymptotically (because ĉn,EGMS(θ, 1−α) determines the
maximum).
Assumption A.8. EF m̃(W, θ) is equicontinuous on Θ over F ∈ P . That is, limδ↓0 supF∈P
sup||θ−θ′||<δ ||EF m̃(W, θ)− EF m̃(W, θ′)|| = 0.
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Supplement to Chapter 2
Appendix 2.A Outline
References to sections with section numbers less than 2.A refer to sections of the main paper.
Similarly, all theorems and lemmas with section numbers less than 2.A refer to results in
the main paper. BCS abbreviates Bugni, Canay, and Shi (2015). For ease of reference, the
assumptions used in the paper and this Supplemental Material are listed in the last section
of this Supplemental Material, Section 2.Q.
Section 2.B of this Supplemental Material gives lower and upper bounds on the asymp-
totic power of SPUR1 tests for n−1/2-local alternatives and consistency results for these tests.
These results have implications for the asymptotic power of SPUR2 tests as well.
Section 2.C shows that when the “max” S function is employed, the SPUR test statistic
is equivalent to a recentered test statistic, as has been considered in Chernozhukov, Hong,
and Tamer (2007) for use with a correctly-specified model.
Section 2.D defines the one-sided upper-bound CI CIn,r,UP (α) for rinfF introduced in An-
drews and Kwon (2019) that is employed by SPUR2 tests and CS’s. It also provides some
properties of this CI.
Section 2.E provides explicit expressions for the bootstrap quantities sd∗anj(θ) for a =
1, ..., 4 that are employed by the EGMS critical values and arise in (2.32) and (2.37)–(2.40).
Section 2.F discusses extensions of the results of the paper to tests with weighted mo-
ment inequalities, to tests without the standard-deviation normalization, and to non-i.i.d.
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observations.
Section 2.G provides additional numerical results concerning the spurious precision of
the GMS CS’s in Andrews and Soares (2010), as well as the proof of Lemma 2.3.1, which
concerns the spurious precision of these CS’s.
Section 2.H provides some additional simulation results for the lower/upper bound model
considered in Section 2.9.
Section 2.I provides derivations for (2.52) and (2.53), which concern the missing data
model.
Section 2.J states Lemma 2.J.1, which gives sufficient conditions for Assumptions NLA
and CA, and proves Lemmas 2.5.1, 2.5.2, and 2.J.1.
Sections 2.K–2.P prove the main results of the paper. Section 2.K proves Theorem 2.5.1,
which gives the asymptotic distribution of the SPUR test statistic.
Section 2.L states Theorem 2.L.1, which is the key ingredient to the proofs of Theorems
2.8.1 and 2.B.1, which provide asymptotic size and power results for SPUR1 and SPUR2
tests and CS’s. Theorem 2.L.1 provides asymptotic null rejection probability (NRP) results,
asymptotic n−1/2-local power bounds, and consistency results for the nominal level α SPUR1
test φn,SPUR1(θn), defined in (2.43), under drifting subsequences of distributions and param-
eter values. Section 2.M proves Lemmas 2.L.1–2.L.4, which are used in the proof of Theorem
2.L.1.
Section 2.N proves Theorem 2.8.1, which shows that the SPUR1 and SPUR2 tests and
CS’s have correct asymptotic size, using Theorem 2.L.1. Section 2.O proves Theorem 2.B.1
using Theorem 2.L.1.
Section 2.P proves Theorem 2.10.1 and establishes rate of convergence results for the set
estimator Θ̂n of the identified set under correct model specification and misspecification.
Let oΘp (1) and OΘp (1) denote quantities that are op(1) and Op(1), respectively, uniformly
over θ ∈ Θ.
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Appendix 2.B Asymptotic Power
In this section, we give upper and lower bounds on the asymptotic power of SPUR1 tests for
n−1/2-local alternatives. Bounds on asymptotic local power, rather than precise asymptotic
local power, are given due to the complexity of the data-dependent EGMS critical values.
Even the bounds involve fairly complicated expressions. We also provide consistency results
for these tests under fixed and non-n−1/2-local alternatives. The results allow for drifting
null hypothesis values, which yield asymptotic false coverage probabilities for SPUR1 CS’s.
As discussed below, the results have implications for the asymptotic power of SPUR2 tests.
For θ ∈ Θ, define
jn(θ) := arg max
j≤k
bnj(θ), where bnj(θ) := n1/2([EFnm̃j(W, θ)]− − rinfFn).
19 (2.55)
By Lemma 2.5.2(a),
bnjn(θ)(θ) ≥ 0 ∀θ ∈ Θ. (2.56)
We employ the following bootstrap convergence (BC) assumptions, which apply to a
drifting sequence of null values {θn}n≥1 and distributions {Fn}n≥1.
Assumption BC.1. supθ∈Θ |sd∗anj(θ) − sdaj∞(θ)| →p 0 as n → ∞ for some nonrandom




(θ, b, b∗, `, j∗) ∈ ΘηnI (Fn)×R
3k × {1, ..., k} : bj = n1/2([EFnm̃j(W, θ)]− − rinfFn),
b∗j = (sd3j∞(θ)κn)
−1bj, `j = n
1/2EFnm̃j(W, θ) ∀j ≤ k, j∗ := jn(θ)
}
, (2.57)
where {ηn}n≥1 is as in Assumption C.8 and {κn}n≥1 is as in (2.32), (2.37), (2.38), and
(2.39). Let S(Θ×R3k[±∞]×{1, ..., k}) denote the space of compact subsets of the metric space
19If the arg max is not unique, jn(θ) is defined to be the smallest arg max .
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(Θ×R3k+1[±∞], d), where d is defined following (2.20) with a∗ = dθ + 3k + 1.
Define Λ∗ηUnUn,Fn analogously to Λ
∗ηn
n,Fn
, but without the element j∗ and with ηUn in place
of ηn. Thus, Λ∗ηUnUn,Fn contains points (θ, b, b
∗, `) ∈ ΘηUnI (Fn) × R3k. Let sd1j∞ := sd1j∞(θ∞),
where θ∞ is as in Assumption C.1.
Assumption BC.2. (sd1j∞κn)−1n1/2(EFnm̃j(W, θn) + rinfFn) → h
∗
j∞ for some h∗j∞ ∈ R[±∞]
∀j ≤ k.
Assumption BC.3. Λ∗ηnn,Fn →H Λ
∗
I for some non-empty set Λ∗I ∈ S(Θ× R3k[±∞] × {1, ..., k})
for some constants {ηn}n≥1 that satisfy ηn →∞ and ηn/τn → 0 for {τn}n≥1 as in Assumption
A.6(ii).
Assumption BC.4. Λ∗ηUnUn,Fn →H Λ
∗
U,I for some non-empty set Λ∗U,I ∈ S(Θ × R3k[±∞]) for
constants {ηUn}n≥1 that satisfy ηUn → ∞ and τn/ηUn → 0 for {τn}n≥1 as in Assumption
A.6(ii).
We employ the following assumption on the GMS function ϕ, which appears in (2.33),
(2.34), and (2.41).
Assumption A.10. Given the function ϕ : Rk[+∞]×Ψ→ Rk[+∞] in (2.33), there is a function
ϕ∗∗ : Rk[+∞] → Rk[+∞] that takes the form ϕ∗∗(ξ) = (ϕ∗∗1 (ξ1), ..., ϕ∗∗k (ξk))′ and ∀j ≤ k, (i)
ϕ∗∗j (ξj) ≤ ϕj(ξ,Ω) ∀(ξ,Ω) ∈ Rk[+∞] × Ψ, (ii) ϕ∗∗j is continuous, and (iii) ϕ∗∗j (ξj) = 0 ∀ξj ≤ 0
and ϕ∗∗j (∞) =∞.
For example, in the leading case where ϕj(ξ,Ω) = ∞1(ξj > 1) for j ≤ k, Assumption
A.10 holds with ϕ∗∗j (ξj) =∞1(ξj ≥ 1 + ε) + ((ξj − 1)/(1 + ε− ξj))1(1 ≤ ξj < 1 + ε) for any
ε > 0.
For θ ∈ Θ, define a lower bound (wp→1) random variable, S∗Ln,EGMS(θ), on the EGMS
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bootstrap statistic S∗n,EGMS(θ) to be
S∗Ln,EGMS(θ) := S
(









j(ξnj(θ)) ∀j ≤ k,




















for χ(ν, c) := [ν + c]− − [c]−.
The asymptotic distribution of the lower bound random variable S∗Ln,EGMS(θn) is
S∗L∞,EGMS := S
(











j∞) ∀j ≤ k, T ∗L∞,EGMS = (T ∗L1∞,EGMS, ..., T ∗Lk∞,EGMS)′, and





χ(Gmσj (θ), `j) + 1(j 6= j∗)bj + 1(j = j∗)ϕ∗j∗(b∗j∗)
)
(2.59)
for Λ∗I as in Assumption BC.3.
For θ ∈ Θ, define an upper bound (wp→1) random variable, S∗Un,EGMS(θ), on the EGMS
bootstrap statistic S∗n,EGMS(θ) to be
S∗Un,EGMS(θ) := S
(









j (ξnj(θ)) ∀j ≤ k,











−[ν̂∗nj(θ)]+ + ϕ∗∗j (ξbnj(θ))
)
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for ϕ∗∗j as in Assumption A.10. The asymptotic distribution of S∗Un,EGMS(θn) is
S∗U∞,EGMS := S
(











j∞) ∀j ≤ k, T ∗U∞,EGMS = (T ∗U1∞,EGMS, ..., T ∗Uk∞,EGMS)′,





−[Gmσj (θ)]+ + ϕ∗∗j (b∗j)
)
(2.61)
for Λ∗U,I as in Assumption BC.4.
Let cL∞,EGMS(1− α) and cU∞,EGMS(1− α) denote the 1− α quantiles of S∗L∞,EGMS and
S∗U∞,EGMS, respectively. For some results, we assume that S∗U∞,EGMS satisfies the following
continuity condition.
Assumption BC.5. The distribution of S∗U∞,EGMS is continuous at cU∞,EGMS(1− α).
Theorem 2.B.1. For sequences {Fn}n≥1 and {θn}n≥1 that satisfy Assumptions A.0–A.4,
A.6, BC.1, BC.2, C.1–C.4, C.7–C.9, and S.1 and for α ∈ (0, 1), the nominal level α SPUR1
test φn,SPUR1(θn) for testing H0 : θn ∈ ΘI(Fn) satisfies
(a) lim supn→∞ PFn(φn,SPUR1(θn) = 1) ≤ P (S∞ > cL∞,EGMS(1 − α)) provided Assump-
tions A.5, BC.3, and NLA hold,
(b) lim infn→∞ PFn(φn,SPUR1(θn) = 1) ≥ P (S∞ > cU∞,EGMS(1−α)) provided Assumptions
A.10, BC.4, BC.5, and NLA hold, and
(c) lim infn→∞ PFn(φn,SPUR1(θn) = 1) = 1 provided Assumptions A.10, BC.4, CA, S.2,
and S.3 hold.20
Comments. (i). Theorem 2.B.1(a) and (b) provide upper and lower bounds on the asymp-
totic power of the SPUR1 test under n−1/2-local alternatives.
(ii) In Theorem 2.B.1(a) and (b), the distribution of S∞, defined in (2.29), and the
magnitude of the asymptotic power of the SPUR1 test under n−1/2-local alternatives depends
20In Theorem 2.B.1(a), the constants {ηn}n≥1 in Assumptions BC.2 and C.9 are assumed to be the same.
For example, one can take ηn := τ
1/2
n ∀n ≥ 1 given τn in the definition of Θ̂n in (2.35) and in Assumption
A.6(iii). In Theorem 2.B.1(b) and (c), one can take ηUn := τ2n ∀n ≥ 1 to be the constants {ηUn}n≥1 in
Assumption BC.3.
164
on the “noncentrality parameters” hj∞ := limn1/2(EFnm̃j(W, θn) + rinfFn) ∈ R[±∞] ∀j ≤ k that
appear in Assumption C.3. Increasingly negative values of hj∞ lead to greater asymptotic
power.
(iii). Theorem 2.B.1(c) shows that the SPUR1 test is consistent against all alternatives
that satisfy Assumption CA.
The results of Theorem 2.B.1 give the power properties of the SPUR2 test when the
model exhibits “large-local” or “global” model misspecification, i.e., when {Fn}n≥1 is such
that n1/2rinfFn →∞ (which is Assumption MM in Section 2.D below). In this case, the upper
bound r̂n,UP (α) of the CI for rinfFn is positive wp→1 by Proposition 2.D.2(b) below, the level
α SPUR2 test equals the level α2 SPUR1 test wp→1, and the SPUR2 test has the same
asymptotic power properties as the level α2 SPUR1 test.
On the other hand, the asymptotic power of the SPUR2 test is the same as that of the
level α2 GMS test, see Andrews and Soares (2010), when {Fn}n≥1 is such that there exists a
sequence {θIn ∈ ΘI(Fn)}n≥1 for which n1/2EFnm̃j(W, θIn)→∞ ∀j ≤ k (which is Assumption
IS in Section 2.D below). This occurs when the model is correctly specified and the identified
set contains slack points for which the slackness of the inequalities is of order greater than
n−1/2. In this case, the upper bound r̂n,UP (α) equals zero wp→1 by Proposition 2.D.2(a)
below and the level α SPUR2 test equals the level α2 GMS test wp→1.
The SPUR2 test is consistent against all alternatives that satisfy Assumption CA, because
both of the GMS and SPUR1 tests are.
Appendix 2.C Recentered Test Statistics
An alternative to the SPUR test statistic defined in Section 2.4 is a recentered test statistic,
such as considered in Chernozhukov, Hong, and Tamer (2007), which is defined to be




where Sn,Std(θ) := S(n1/2m̂n(θ), Ω̂n(θ)) is a “standard” test statistic, such as one considered
in Andrews and Soares (2010), see (2.13). The misspecification-robust identified set cor-
responding to the recentered statistic is the set of θ values that minimize the population
version of the recentered statistic.21 It depends on the choice of test statistic.
Chernozhukov, Hong, and Tamer (2007) consider recentered test statistics, but they do
not analyze their asymptotic properties under misspecification or under correct specification
with drifting sequences of distributions {Fn}n≥1. In consequence, it is not clear whether
the application of subsampling to recentered test statistics provides critical values that are
uniformly asymptotically valid under misspecification or correct specification.22
When Sn,Std(θ) is a test statistic from Andrews and Soares (2010) with the function S
equal to S4, see (2.14), we denote the recentered test statistic by S4n,Recen(θ). It is easy to
show that the identified set under misspecification corresponding to S4n,Recen(θ) is the same
as the identified set in Section 2.2. On the other hand, if one employs a different S function
in SRecen,n(θ), the identified set under misspecification is different.
When the function S employed by the SPUR test statistic Sn(θ) defined in (2.18) is S4,
we denote the SPUR statistic by S4n(θ). The following lemma shows that the recentered
statistic S4n,Recen(θ) is identical to the S4n(θ) SPUR statistic. That is, for the S4 function,
the recentered statistic is not an alternative to the SPUR statistic—it is the same.
Lemma 2.C.1. For any θ ∈ Θ, S4n,Recen(θ) = S4n(θ).
Proof of Lemma 2.C.1. By (2.17), r̂infn := infθ∈Θ maxj≤k[m̂nj(θ)]−. Hence, for S = S4,
21The population version of the recentered statistic is S(EF m̃(W, θ),ΩF (θ))−infθ∈Θ S(EF m̃(W, θ),ΩF (θ)),
where ΩF (θ) := V arF (m̃(Wi, θ)).
22The reason is that, even under correct specification, the recentering term infθ∈Θ Sn,Std(θ) has a compli-
cated asymptotic distribution under drifting sequences of distributions (given by Ainf∞ (Λ) in Theorem 2.5.1(b)
when the recentered test is based on S5 in (2.14)). In consequence, the argument for the correct asymp-
totic size of the subsampling test based on a test statistic without recentering that is given in Andrews and
Guggenberger (2009) does not extend to the case of the subsampling recentered test.
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infθ∈Θ Sn,Std(θ) = n















We claim: S4n,Recen(θ) > 0 iff S4n(θ) > 0. This clearly holds if r̂infn = 0, so suppose r̂infn > 0. In
this case, S4n,Recen(θ) > 0 iff −n1/2m̂nj(θ)−n1/2r̂infn > 0 for some j ≤ k iff S4n(θ) > 0, which
proves the claim. In addition, S4n(θ) ≥ 0 because [x]− ≥ 0 for all x, and S4n,Recen(θ) ≥ 0
because r̂infn is the infθ∈Θ of maxj≤k[m̂nj(θ)]−, which completes the proof. 
For recentered tests based on S not equal to S4, one can determine the asymptotic distri-
bution of Sn,Recen(θn) under suitable drifting sequences {θn}n≥1 and {Fn}n≥1 by altering the
proof of Theorem 2.5.1(b). However, the resulting asymptotic distribution seems problem-
atic because it is not apparent how one can construct a critical value in an EGMS fashion
that exploits the analogue of the condition maxj≤k bj ≥ 0, which appears when S = S4.
Appendix 2.D Confidence Interval for rinfF
In this section, we define the one-sided upper-bound CI CIn,r,UP (α) for rinfF that is introduced
in Andrews and Kwon (2019) and employed by the SPUR2 test and CI in Section 2.7. Define
∆Fj(θ) := −EF m̃j(W, θ) for j ≤ k, ∆F (θ) := max
j≤k
∆Fj(θ), and ∆infF := inf
θ∈Θ
∆F (θ). (2.64)
The parameter ∆infF is the minimum over Θ of the maximum inequality violation over the
k moments, where a slack moment inequality yields a negative violation value. We refer to
∆infF as the minimax violation parameter.
If the model is correctly specified, ∆infF ≤ 0 because there exists some θ ∈ Θ for which all
of the moment inequalities are satisfied, i.e., maxj≤k ∆infFj(θ) ≤ 0. If the model is misspecified,
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∆infF > 0 because for all θ ∈ Θ some moment inequality is violated, i.e., ∆Fj(θ) > 0.23 When
∆infF ≥ 0, rinfF = ∆infF . When ∆infF < 0, rinfF = 0. Thus,
rinfF = max{∆infF , 0} (2.65)
and ∆infF provides more information than rinfF . For this reason, the CI for rinfF is obtained from
a CI for ∆infF . This yields a CI for rinfF that has the feature that it equals {0} wp→1 when
the model is correctly specified and the identified set contains slack points θ for which the
slackness of the inequalities is of order greater than n−1/2. In turn, this yields the highly de-
sirable feature of the SPUR2 test that under these circumstances it has the same asymptotic
properties as a standard test that assumes correct model specification.
We estimate ∆Fj(θ), ∆F (θ), and ∆infF by
∆̂nj(θ) := −m̂nj(θ), ∆̂n(θ) := max
j≤k
∆̂nj(θ), and ∆̂infn := inf
θ∈Θ
∆̂n(θ) (2.66)
for j ≤ k, respectively. The nominal level 1− α one-sided upper-bound CI for ∆infF is




and ĉn,∆,UP (α) is a data-dependent EGMS critical value defined below. The nominal 1− α
one-sided upper-bound CI for rinfF is
CIn,r,UP (α) := [0, r̂n,UP (α)], where r̂n,UP (α) := max{∆̂infn,∆,UP (α), 0}. (2.68)
As defined, CIn,r,UP (α) = {0} whenever the CI for ∆infF indicates the model is correctly
specified, i.e., whenever ∆̂infn,∆,UP (α) ≤ 0.
We have ∆infFn ∈ CIn,∆,UP (α) iff n
1/2(∆̂infn −∆infFn) < ĉn,∆,UP (α). Hence, the critical value
23This statement relies on continuity of ∆Fj(θ) and compactness of Θ by Assumption A.0.
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where sd∗5nj(θ) := max{V ar∗(n1/2(∆̂nj(θ) − ∆̂infn ))1/2, 1} for j ≤ k, V ar∗(·) denotes the








∀j ≤ k and ξen(θ) = (ξen1(θ), ..., ξenk(θ))′,
(2.71)
where κn and sd∗5nj(θ) are as above. Define
Ĵne(θ) := {j ∈ {1, ..., k} : ∆̂nj(θ) ≥ ∆̂n(θ)− sd∗6nj(θ)n−1/2κn}, (2.72)
where ∆̂nj(θ) and ∆̂n(θ) are defined in (2.66) and sd∗6nj(θ) := max{V ar∗(n1/2(∆̂nj(θ) −
∆̂n(θ)))
1/2, 1} for j ≤ k. Explicit expressions for sd∗5nj(θ) and sd∗6nj(θ) are given in Section
2.E below.
The asymptotic distribution of Ainfn,∆ depends on the set of minimizers of ∆F (θ) over Θ,
which is defined by Θmin(F ) := {θ ∈ Θ : ∆F (θ) = ∆infF }. Under Assumption A.0, Θmin(F ) is
non-empty. The critical value ĉn,∆,UP (α) employs the following estimator of Θmin(F ):
Θ̂min,n := {θ ∈ Θ : ∆̂n(θ) ≤ ∆̂infn + τn/n1/2}, (2.73)
where {τn}n≥1 is a sequence of positive constants that satisfies τn → ∞ (and typically
169
τn/n
1/2 → 0), such as the BIC choice τn = (lnn)1/2.24
The upper-bound EGMS bootstrap statistic, A∗ infn,∆,UP , is defined to be











The upper-bound critical value ĉn,∆,UP (α) is the α conditional quantile of A∗ infn,∆,UP given
{Wi}i≤n for α ∈ (0, 1). This quantile can be computed by simulation. The form of A∗ infn,∆,UP
is similar to that of A∗ infn,EGMS, but it is not the same. See Andrews and Kwon (2019) for the
details behind its specific form.
Proposition 2.D.1 below shows that CIn,r,UP (α) has correct asymptotic level in a uniform
sense with i.i.d. observations under a set of relatively primitive conditions. This result relies
on the asymptotic distribution of Ainfn,∆ for a certain subsequence {an}n≥1 of {n}n≥1.

















qn,∆ ≥ ĉqn,∆,UP (α)), (2.75)
where the first and second equalities use (2.67) and (2.69), respectively. For the subsequence
{qn}n≥1 in (2.75), let {an}n≥1 be a subsequence of {qn}n≥1 for which Λan,∆,Fan →H Λ∆ as
n→∞ for some Λ∆ ∈ S(Θ×Rk[±∞]). Such a subsequence always exists. The corresponding













j (θ) + ej
)
. (2.76)
Let c∞,∆(α) denote the α quantile of Ainf∞,∆(Λ∆).We impose the following continuity condition
on the distribution function of Ainf∞,∆(Λ∆) at c∞,∆(α).
24More precisely, Θ̂min,n is (and needs to be) an estimator of an asymptotically small expansion of the
minimizer set Θmin(F ), see Andrews and Kwon (2019) for details.
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Assumption A.7∆. P (Ainf∞,∆(Λ∆) = c∞,∆(α)) = 0.
Assumption A.7∆ can be avoided by defining ĉn,∆,UP (α) to be the α conditional quantile of
A∗ infn,∆,UP given {Wi}i≤n minus a very small constant ζ, such as ζ = 10−6.
Proposition 2.D.1. Under Assumptions A.0–A.6, A.7∆, and A.8, for α ∈ (0, 1), the nom-







Fn ∈ CIn,r,UP (α)) ≥ 1− α.
Comment. Proposition 2.D.1 follows from Theorem 6.1(a) in Andrews and Kwon (2019),
which concerns CIn,∆,UP (α), using the definition of CIn,r,UP (α) in (2.68) because ∆infFn ∈
CIn,∆,UP (α) implies that rinfFn ∈ CIn,r,UP (α).
Next, we show that when the model is correctly specified and the sequence of identified
sets {ΘI(Fn)}n≥1 contains slack points with slackness of order greater than n−1/2, defined
precisely in Assumption IS below, then CIn,r,UP (α) = {0} wp→1. This demonstrates that it
is possible to provide evidence that the model is not identifiably misspecified, which is the
reverse of evidence provided by a model misspecification test.
We employ the following assumption concerning the identified set (IS).
Assumption IS. The sequence {Fn}n≥1 is such that there exists a sequence {θIn ∈ ΘI(Fn)}n≥1
for which n1/2EFnm̃j(W, θIn)→∞ ∀j ≤ k.
We also show that if the model exhibits “large-local” or “global” model misspecification
(MM), then r̂n,UP (α) > 0 wp→1.
Assumption MM. The sequence {Fn}n≥1 is such that n1/2rinfFn →∞.
Proposition 2.D.2. Suppose Assumptions A.0–A.6 and A.8 hold.
(a) For sequences {Fn}n≥1 that satisfy Assumption IS, lim infn→∞ PFn(r̂n,UP (α) = 0) = 1.
(b) For sequences {Fn}n≥1 that satisfy Assumption MM, lim infn→∞ PFn(r̂n,UP (α) > 0) =
1.
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Comments. (i). Proposition 2.D.2(a) is a consequence of Theorem 7.1 in Andrews and
Kwon (2019) and r̂n,UP (α) := max{∆̂infn,∆,UP (α), 0}. Proposition 2.D.2(b) is a consequence of
Theorem 16.1 in the Supplemental Material to Andrews and Kwon (2019) and r̂n,UP (α) :=
max{∆̂infn,∆,UP (α), 0}.
(ii). Proposition 2.D.2(a) implies that the level α misspecification-robust adaptive
SPUR2 test has the same power properties as a level α2 standard GMS test that is de-
signed for correct model specification when the model is correctly specified and Assumption
IS holds, where α = α1 + α2 and α1, α2 > 0, such as α = .05 and α2 = .045.
(iii). Proposition 2.D.2(b) implies that the level α adaptive SPUR2 test has the same
power properties as the level α2 SPUR1 test when the model is misspecified and Assumption
MM holds.
Appendix 2.E Explicit Expressions for sd∗anj(θ) for a = 1, ...,6
Here we provide explicit expressions for the bootstrap quantities sd∗anj(θ) for a = 1, ..., 6 that
arise in (2.32), (2.37)–(2.40), (2.70), and (2.72), based on b = 1, ..., B bootstrap samples,
which we denote by sd∗anjB(θ) for a = 1, ..., 6. We also provide expressions for the bootstrap
statistics {S∗nb,EGMS(θ) : b = 1, ..., B}.
Given the definitions of sd∗anj(θ) for a = 1, ..., 6, it suffices to provide explicit expressions
for
V̂ ∗1nj(θ) := V ar
∗(n1/2(m̂nj(θ) + r̂n(θ))), V̂
∗
2nj(θ) := V ar
∗(n1/2m̂nj(θ)),
V̂ ∗3nj(θ) := V ar
∗(n1/2([m̂nj(θ)]− − r̂infn )), V̂ ∗4nj(θ) := V ar∗(n1/2(r̂nj(θ)− r̂n(θ))),
V̂ ∗5nj(θ) := V ar
∗(n1/2(∆̂nj(θ)− ∆̂infn )) and V̂ ∗6nj(θ) := V ar∗(n1/2(∆̂nj(θ)− ∆̂n(θ))).(2.77)
Based on the nonparametric i.i.d. bootstrap in (2.30), let {W ∗ib}i≤n denote the b-th bootstrap
sample for b = 1, ..., B. Then, V̂ ∗1nj(θn) and V̂ ∗2nj(θn) are simulated using B bootstrap samples
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via the formulae:





























































The quantity V̂ ∗3nj(θ) is simulated using B bootstrap samples via the formula:
































The quantity V̂ ∗4nj(θ) is simulated using B bootstrap samples via the formula:

































The quantities V̂ ∗5nj(θ) and V̂ ∗6nj(θ) are simulated using B bootstrap samples via the
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formulae:




















































By definition, sd∗anjB(θ) := (V̂ ∗anjB(θ))1/2 for a = 1, ..., 6.
The bootstrap statistic S∗nb,EGMS(θ) is simulated for b = 1, ..., B by
S∗nb,EGMS(θ) := S
(





T ∗njb,EGMS(θ) := ν̂
∗






















ξnB(θ) is defined in (2.32) with sd∗1njB(θ) in place of sd∗1nj(θ), ĴnB(θ) is defined in (2.40) with
sd∗4njB(θ) in place of sd∗4nj(θ), χ̂∗njb,EGMS(θ) is defined in (2.37) with ν̂∗njb(θ) and sd∗2njB(θ) in
place of ν̂∗nj(θ) and sd∗2nj(θ), respectively, b̂njB,EGMS(θ) is defined in (2.38) with sd∗3njB(θ) in
place of sd∗3nj(θ), and ξbnB(θ) is defined in (2.39) with sd∗3njB(θ) in place of sd∗3nj(θ).




The weights used in the definition of the identified set ΘI(F ) in (2.6) are uniform weights.
This follows from the 1k vector that appears in (2.5) and (2.6). Non-uniform weights
ω := (ω1, ..., ωk)
′, where ωj ∈ [0,∞) for j ≤ k, can be introduced by replacing 1k by
ω = (1/ω1, ..., 1/ωk)
′ in these equations, where 1/0 := ∞. Equivalently, one can define
rFj(θ) := [ωjEF m̃j(W, θ)]− and rF (θ) = maxj≤k rFj(θ) (analogously to (2.16)). The larger is
ωj, the more weight is placed on inequality j and the less inequality j is relaxed in the iden-
tified set under model misspecification. For example, if one believes that some key moment
inequalities are correctly specified and one does not want these inequalities to be relaxed
under misspecification, then one can set the weights ωj corresponding to these inequalities
to be very large relative to the other weights, such as 1000 versus 1. If ωj = 0, the jth
moment inequality is ignored.
The SPUR1 and SPUR2 tests can be constructed with weights ω. In the definition of
r̂nj(θ) in (2.17), m̂nj(θ) is replaced by ωjm̂nj(θ), i.e., r̂nj(θ) := [ωjm̂nj(θ)]−. In the definition
of the SPUR statistic Sn(θ0) in (2.18) and (2.20), r̂infn 1k is replaced by r̂infn ω. In the definition
of the EGMS critical value, (i) r̂n(θ) is replaced by ωj r̂n(θ) in the definitions of ξnj(θ) in (2.32)
and sd∗1nj(θ) following (2.32), (ii) m̂nj(θ)+ r̂infn is replaced by m̂nj(θ)+ωj r̂infn in the definition
of Θ̂n in (2.35), (iii) r̂infn is replaced by ωj r̂infn in the definitions of b̂nj,EGMS(θ) in (2.38),
sd∗3nj(θ) following (2.38), and ξbnj(θ) in (2.39), and (iv) r̂nj(θ) is defined by [ωjm̂nj(θ)]−,
r̂n(θ) := maxj≤k[ωjm̂nj(θ)]−, and sd∗4nj(θ) is defined using these updated definitions in the
definition of Ĵn(θ) in (2.40), and (v) A∗ infn,EGMS1k replaced by A∗ infn,EGMSω in the definition of
S∗n,EGMS(θ) in (2.42).
For the SPUR2 test, the definition of the CI CIn,∆,UP (α) is altered as follows to take
account of the weights ω. The definition of the population quantity ∆Fj(θ) := −EF m̃j(W, θ)
in (2.64) is replaced by ∆Fj(θ) := −ωjEF m̃j(W, θ). Correspondingly, the definition of the
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sample quantity ∆̂nj(θ) := −m̂nj(θ) in (2.66) is replaced by ∆̂nj(θ) := −ωjm̂nj(θ). Given
this change, CIn,∆,UP (α) is defined as in (2.68), and the critical value ĉn,∆,UP (α) is defined
as in (2.70)–(2.74). With the updated definitions of the SPUR1 test and CIn,∆,UP (α), the
SPUR2 test with weights ω is defined just as in Section 2.7.
The above changes to the definition of the SPUR test statistic to take account of weights
ω affect its asymptotic distribution as follows. In the definition of Λn,F in (2.21) and Ληn,Fn
defined following (2.22), bj is defined with ωjrinfF in place of rinfF . And because Λn,F and Λ
η
n,Fn
appear in Assumptions C.7 and C.8, respectively, this affects these assumptions and the sets
Λ and ΛI . In the definition of ΘηI(F ) in (2.22) and in Assumption C.3, r
inf
F is replaced by
ωjr
inf
F . This change in Assumption C.3 effects the definition of hj∞. In Lemma 2.5.2(a), bnj(θ)
is defined with rinfFn replaced by ωjr
inf
Fn
. The changes above affect the definitions of Ainfn (Λn,Fn)
and Ainf∞ (Λ) in (2.28), but do not require any changes in their expressions given in (2.28).
Provided ωj ∈ [0,∞) for all j ≤ k and ωj > 0 for some j ≤ k, all of the results above
concerning the SPUR1 and SPUR2 tests, namely, Theorems 2.8.1, 2.10.1, and 2.B.1, as well
as Propositions 2.D.1 and 2.D.2, go through for the weighted versions of these tests given
the changes above. The tests are invariant to the scale of ω.
2.F.2 Tests without the Standard-Deviation Normalization
In some scenarios, it may be desirable to define the misspecification-robust identified set
ΘI(F ) in (2.6) without the standard deviation normalization of the moment functions—i.e.,
to define ΘI(F ) with m(W, θ) in place of m̃(W, θ). For example, in their study of demand
based on quasilinear utility, Allen and Rehbeck (2018) do not renormalize their moment
inequality functions because the moment functions are denominated in dollars, which makes
the interpretation simple. In this paper, a notationally-convenient equivalent way to describe
non-normalized moments is to redefine σ2Fj(θ) in (2.2) to equal 1 ∀j ≤ k, ∀θ ∈ Θ. Then,
m(W, θ) = m̃(W, θ). One forms a “non-normalized” test statistic by redefining σ̂2nj(θ) in (2.9)
to equal 1 ∀j ≤ k, ∀θ ∈ Θ. In this case, Ω̂n(θ) = Σ̂n(θ) in (2.10) and Ω̂n(θ) is a variance
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matrix, rather than a correlation matrix. Denote the resulting test statistic by Sn,non(θ),
where “non” stands for non-normalized.
The asymptotic distributions of Sn,non := Sn,non(θn) and its components, denoted by
Tn,non(θn) and Ainfn,non, are as in Theorem 2.5.1 with all of its assumptions defined with
σ2Fj(θ) = σ̂
2
nj(θ) = 1, which yields m(W, θ) = m̃(W, θ), and with Assumption C.5 redefined
with νσn(θ) = Gσj (θ) = 0 ∀θ ∈ Θ, which yields Gσj∞ = 0 and Gmσj∞ := Gmj∞. Thus, the asymp-
totic distribution of Sn,non differs from that of Sn because there is no effect of estimation of
the standard deviations, but otherwise is unchanged.
Given this, one defines the EGMS critical values for Sn,non as in Section 2.6 and the CI





, and σ2Fj(θ) = 1, which yields m̂nj(θ) = mnj(θ) ∀j ≤ k, ∀θ ∈ Θ.
The results of Theorem 2.8.1 and 2.B.1 hold for the SPUR1 and SPUR2 tests based on
Sn,non provided the assumptions imposed in the theorems are modified by taking σ2Fj(θ) =
σ̂2nj(θ) = 1 and the number of moments finite in Assumption A.3 is reduced to 2 + a from
4 + a. Finally, the results of Theorem 2.10.1 for the set estimator Θ̂n also hold in the non-
normalized case with the same modifications.
Note that weighted moments also can be employed with non-normalized moments. In
this case, the changes outlined above for both of these scenarios need to be employed.
2.F.3 Non-I.I.D. Observations
The basic results in this paper are given under high-level conditions that allow for non-
identically distributed and/or clustered observations, as well as time series observations. For
example, this is true of Theorem 2.5.1 and of Theorem 2.L.1 below, which is the key ingredient
to the proofs of Theorems 2.8.1 and 2.B.1. In particular, provided the distributions F of
the observations are restricted such that Assumptions C.5, C.6, and BC.6 can be verified for




































(b) Test Function S4(·)
Figure 2.G.1: Maximum Coverage Probabilities for any θ ∈ Θ for a Standard GMS Test
under Model Misspecification Indexed by r: |J∞| = 1, 2, . . . , 15, ρ = 0, and (a) Test Function
S1(·) (equivalently S2(·)) and (b) Test Function S4(·)
For non-i.i.d. observations, the following changes are needed: the nonparametric i.i.d.
bootstrap defined in (2.30) needs to be changed (a) for clustered observations to a cluster-
level nonparametric i.i.d. bootstrap and (b) for time series observations to a block bootstrap
or Markov bootstrap, but (c) for independent non-identically distributed observations does
not need to be changed. With these changes, the SPUR1 and SPUR2 tests have correct
asymptotic size (under conditions such that Assumptions C.5, C.6, and BC.6 can be verified).
Appendix 2.G Spurious Precision of GMS CS’s
This section provides numerical results regarding the spurious precision of GMS CS’s that




















































(c) Test Function S4(·)
Figure 2.G.2: Maximum Coverage Probabilities for any θ ∈ Θ for a Standard GMS Test
under Model Misspecification Indexed by r: |J∞| = 1, 2, . . . , 15, ρ = .75, (a) Test Function




















































(c) Test Function S4(·)
Figure 2.G.3: Maximum Coverage Probabilities for any θ ∈ Θ for a Standard GMS Test
under Model Misspecification Indexed by r: |J∞| = 2, ρ = 0, .2, . . . , .95, and (a) Test
Function S1(·), (b) Test Function S2(·), and (c) Test Function S4(·)
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2.G.1 Numerical Results
Figures 2.G.1, 2.G.2, and 2.G.3 compare the spurious precision of GMS tests based on
different S functions, viz., S1, S2, and S4, for different numbers |J∞| of violated moment
inequalities and different values of the common correlation ρ between the moment functions.
Figure 2.G.1 considers |J∞| = 1, 2, 3, 5, 10, 15 with ρ = 0 (in which case S1 = S2). Figure
2.G.2 considers the same |J∞| values with ρ = .75 (in which case S1 6= S2). Figure 2.G.3
considers |J∞| = 2 and ρ = 0, .2, .4, .6, .8, .95.
Figure 2.G.1 shows higher levels of spurious precision for S1 (and S2) than S4 when |J∞|
is large, but little difference for small |J∞|. This is to be expected because the magnitude of
spurious precision under model misspecification is inversely related to power under correct
model specification. Figure 2.G.2 exhibits the same patterns as in Figure 2.G.1, but the
differences between the S functions and across |J∞| values are much smaller when ρ = .75
than when ρ = 0. The results for the S1 and S2 functions are quite similar. Figure 2.G.3
shows that, for all three S functions, spurious precision is greatest for ρ = 0 and least
for ρ = .95, but the differences across ρ values are not huge in the case considered where
|J∞| = 2.
2.G.2 Proof of Lemma 2.3.1





PF (Sn,Std(θ) ≤ ĉn(θ, 1− α)) = limPFqn (Sqn,Std(θqn) ≤ ĉqn(θqn , 1− α)) ,
(2.83)
where (θqn , Fqn) ∈ Θ × Pn ∀n ≥ 1. We can take a further subsequence {wn} of {qn} such
that
w1/2n EFwnm̃j(Wi, θwn)→ `∞ and ΩFwn (θwn)→ Ω∞ (2.84)
for some (`∞,Ω∞) ∈ LΨ.
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Let JF (θ) denote the set J(θ) corresponding to F in the definition of Pn in (2.15). The
first convergence result in (2.84) and the definition of Pn (including dnκ−1n → ∞) give: (i)
JFwn (θwn) = J∞ := {j ≤ k : `∞j < ∞} for all n large, where `∞ = (`∞1, ..., `∞k)′ and (ii)
κ−1wnw
1/2
n EFwnm̃j(Wi, θwn) → ξ∞ = (ξ∞1, ..., ξ∞k)′, where by definition ξ∞j = 0 if `∞j < ∞
and ξ∞j =∞ if `∞j =∞ (i.e., ξ∞ = π(`∞) and π(ξ∞) = ξ∞).
We have cπ(ξ∞)(Ω∞, 1 − α) > 0 by the discussion following Assumption A.7 of Bugni,
Canay, and Guggenberger (2012) (using ξ∞ 6= ∞1k). We have Swn,Std(θwn) →d S(Ω
1/2
∞ Z∗ +
`∞,Ω∞) by Lemma S1.1 in the Supplemental Material of Bugni, Canay, and Guggenberger
(2012) using (2.84), and ĉwn(θwn , 1− α)→p cπ(ξ∞)(Ω∞, 1− α) by a similar argument to that
given in the proof of Lemma 2 of Andrews and Soares (2010) using (2.84) and the results
in the previous paragraph. Finally, by applying Lemma 5 of Andrews and Guggenberger
(2010) to the right-hand side (rhs) of (2.83), we obtain
limPFwn (Swn,Std(θwn) ≤ ĉwn(θwn , 1− α)) = P
(
S(Ω1/2∞ Z




The left-hand side of (2.83) equals the rhs of (2.85) because a subsequence has the same
limit as the original sequence.
For any (`,Ω) ∈ LΨ, we have `j ≤ −r or `j = ∞ ∀j ≤ k, where ` = (`1, ..., `k)′, by the
definition of Pn in (2.15). Thus, `j ≤ π(`j) (:=∞1(`j =∞)) ∀j ≤ k. In consequence, using











S(Ω1/2Z∗ + `,Ω) ≤ cπ(`)(Ω, 1− α)
)
≤ 1− α, (2.86)
where the first inequality holds because (`∞,Ω∞) ∈ LΨ by (2.84) and the second inequality
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holds because c`(Ω, 1 − α) is the 1 − α quantile of S(Ω1/2Z∗ + `,Ω) and c`(Ω, 1 − α) ≥
cπ(`)(Ω, 1 − α) by the previous paragraph. Equations (2.83), (2.85), and (2.86) combine to
prove the lemma. 
Now, we prove the result stated in the Comment to Lemma 2.3.1: “For the test functions
S(·) = S1(·) and S4(·), the upper bound in Lemma 2.3.1 is strictly less than 1 − α for all
r > 0.” The proof uses the following lemma.
Lemma 2.G.1. Suppose X and Y are random variables with 1 − α quantiles cX and cY ,
respectively, for some α ∈ (0, 1/2), X ≤ Y a.s., and P (X ≤ cX) = P (Y ≤ cY ) = 1−α. Then,
cX = cY
iff P (X ≤ cX , Y > cX) = 0.
Proof of the Comment to Lemma 2.3.1. If c`∞(Ω∞, 1 − α) > cπ(`∞)(Ω∞, 1 − α), then





PF (Sn,Std(θ) ≤ ĉn(θ, 1− α)) < 1− α. (2.87)
We have `∞ ≤ π(`∞) with a strict inequality holding for one or more elements, because
`∞j ≤ −r < 0 = π(`∞)j for j ∈ J∞ := {j ≤ k : `∞j <∞}, `∞j = π(`∞)j =∞ for j ∈ J \J∞,
and J∞ 6= ∅.




∗ + `,Ω∞) for ` ∈ Rk[±∞]. (2.88)
By the discussion following Assumption A.7 of Bugni, Canay, and Guggenberger (2012),
c`(Ω∞, 1− α) > 0 for ` = `∞, π(`∞) and α ∈ (0, 1/2). Hence, by Assumption S.4, we have
P (S` ≤ c`(Ω∞, 1− α)) = 1− α for ` = `∞, π(`∞). (2.89)
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In addition, Sπ(`∞) ≤ S`∞ a.s. by Assumption S.1(i) because `∞ ≤ π(`∞). Using these results
and Lemma 2.G.1, we have: cπ(`∞)(Ω∞, 1− α) = c`∞(Ω∞, 1− α) if and only if
P
(
Sπ(`∞) ≤ cπ(`∞)(Ω∞, 1− α), S`∞ > cπ(`∞)(Ω∞, 1− α)
)
= 0. (2.90)
Thus, to prove the result of the Comment, it suffices to show
P
(
Sπ(`∞) ≤ c, S`∞ > c
)
> 0 (2.91)
for arbitrary c > 0, for S(·) = S1(·) and S4(·). In the following, let c > 0 be an arbitrary
positive number.








− for ` = `∞, π(`∞), where ωj denotes the jth column of Ω
1/2
∞ (because `∞j = π(`∞j) =∞













∗ − r]2− > c (because `∞j ≤ −r for j ∈ J∞), and the latter holds if
ω′jZ
∗ < r −
√





∗]2− ≤ c if ω′jZ∗ ≥ −
√
c/v for all
j ∈ J∞. It follows that
P
(











where the last inequality holds because the probability on its left-hand side is the probability
that a multivariate normal v-vector with positive definite variance matrix lies in a set with
positive Lebesgue measure (on Rv). This completes the proof of the result of the Comment
for S(·) = S1(·).
Next, we consider the case where S(·) = S4(·). By the definition of S4(·), S` = maxj∈J∞ [ω′jZ∗+
`j]
2
− for ` = `∞, π(`∞) (because `∞j = π(`∞j) = ∞ for j ∈ J \J∞). Thus, if ω′jZ∗ < r −
√
c




j ∈ J∞, then Sπ(`∞) ≤ c. Hence, we obtain
P
(











where the last inequality holds for the same reason as given for the last inequality in (2.92).
This completes the proof of the result of the Comment for S(·) = S4(·). 
Proof of Lemma 2.G.1. We have
1− α = P (X ≤ cX) = P (X ≤ cX , Y > cX) + P (X ≤ cX , Y ≤ cX)
= P (X ≤ cX , Y > cX) + P (Y ≤ cX), (2.94)
where the first equality holds by assumption and the last equality holds because X ≤ Y a.s.
If cX = cY , we have
1− α = P (X ≤ cX , Y > cX) + P (Y ≤ cY ) = P (X ≤ cX , Y > cX) + 1− α, (2.95)
where the first equality holds by (2.94) and cX = cY and the second equality holds because
P (Y ≤ cY ) = 1− α. Thus, the “only if” result of the lemma is proved.
If P (X ≤ cX , Y > cX) = 0, then, by (2.94), 1 − α = P (Y ≤ cX). Since cY := min{y :
P (Y ≤ y) ≥ 1− α}, this implies that cY ≤ cX . But, X ≤ Y a.s. implies cX ≤ cY . Hence, in
this case, cX = cY , which establishes the “if” result of the lemma. 
Appendix 2.H Additional Simulation Results for the
Lower/Upper Bound Model
Here we provide some additional simulation results for the lower/upper bound model con-
sidered in Section 2.9. We give results for k = 4 and 8.
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Figure 2.H.1 shows the rejection probabilities for the misspecified case with k = 4 under
the “very slack” and “slack/almost binding” scenarios that were not reported in the main
paper. Figure 2.H.2 does likewise for the correctly-specified case. The two figures confirm
what we have already seen in the main paper: (i) when the model is misspecified, the SPUR1
and SPUR2 tests perform quite similarly, with their rejection probabilities reaching 1 fairly
quickly as the distance between the null value and the identified set increases, and (ii) when
the model is correctly specified, the SPUR2 test performs similarly to the GMS test when
the length of identified set is .5 or larger, and likewise for the SPUR1 test when the length
is 1. Again, we see that the SPUR2 test performs better than the SPUR1 test when the
identified set is small, but not too small.
Next, we consider cases with k = 8. In this case, the moment inequalities are given as
EFWij ≤ θ for 1 ≤ j ≤ 4 and
θ ≤ EFWij for 5 ≤ j ≤ 8. (2.96)
The definition of each scenario is analogous to the k = 4 cases, with each entry repeated
twice. That is, if µ4 = (µ1, µ2, µ3, µ4)′ ∈ R4 is the mean vector used under some scenario
for k = 4, then µ8 = (µ1, µ1, µ2, µ2, µ3, µ3, µ4, µ4)′ ∈ R8 is the mean vector used in the same
scenario for k = 8. Figures 2.H.3 and Figure 2.H.4 give the simulation results for k = 8.
These results show that the same qualitative results hold as for k = 8 as for k = 4.
Appendix 2.I Details for the Missing Data Model
In this section, we provide additional details for the missing data model considered in Section
2.9.2. Specifically, we provide derivations for (2.52), (2.53), and the line following (2.53),
which gives an expression for the identified set.
Let pj := P (Xi = xj) > 0 for j ≤ 3. In the simulations, we take pj = 1/3 for j ≤ 3. Some
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Figure 2.H.1: Rejection probabilities for (additional) misspecified cases for k = 4. Each plot
shows, under different scenarios, the rejection probabilities of the SPUR1 and SPUR2 tests
for the null hypothesis H0 : θ = θ0 for a range of θ0 values, identified set ΘI(F ) = {0}, and
two different values of rinfF .
calculations give
EFm1(W, θ) = p1θ1,
EFm2(W, θ) = −p2(θ1 + r̃), and
EFm3(W, θ) = p3θ2. (2.97)
In consequence, the model is misspecified if and only if r̃ > 0, as stated in Section 2.9. If
r̃ ≤ 0, rinfF = 0.
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Figure 2.H.2: Rejection probabilities for (additional) correctly specified cases for k = 4.
Each plot shows, under different scenarios, the rejection probabilities of the SPUR1, SPUR2
and standard GMS tests for the null hypothesis H0 : θ = θ0 for a range of θ0 values and
different lengths ` of the identified set ΘI(F ) = [−`, 0].
Now, suppose r̃ > 0. Additional calculations give
V arF (m1(W, θ)) = (p1 − p21)θ21 + p1pz,
V arF (m2(W, θ)) = (p2 − p22)(θ1 + r̃)2 + p2
(
(1 + r̃)2(1/pz − 1) + pz
)
, and
V arF (m3(W, θ)) = (p3 − p23)θ22 + p3pz. (2.98)
We relax the (standardized) inequalities by r. Then, by (2.97) and (2.98), the inequalities
188








































































































































Figure 2.H.3: Rejection probabilities for misspecified cases for k = 8. Each plot shows, under
different scenarios, the rejection probabilities of the SPUR1 and SPUR2 tests for the null
hypothesis H0 : θ = θ0 for a range of θ0 values, identified set ΘI(F ) = {0}, and two different
values of rinfF .
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Figure 2.H.4: Rejection probabilities for correctly specified cases for k = 8. Each plot shows,
under different scenarios, the rejection probabilities of the SPUR1, SPUR2 and standard
GMS tests for the null hypothesis H0 : θ = θ0 for a range of θ0 values and different lengths




((p1 − p21)θ21 + p1pz)1/2
≥ −r,
− p2(θ1 + r̃)
((p2 − p22)(θ1 + r̃)2 + p2((1 + r̃)2(1/pz − 1) + pz))1/2
≥ −r, and
p3θ2
((p3 − p23)θ22 + p3pz)1/2
≥ −r. (2.99)
By definition, rinfF is the smallest r > 0 such that there exists some θ ∈ Θ that satisfies (2.99).
The third inequality does not play a role in determining rinfF . Hence, we focus on finding the
smallest r > 0 such that there exists some θ1 that satisfies the first two inequalities.
For arbitrary numbers a, b, and c with a > 0 and b > 0, consider the function
h(θ1) =
θ1 + c
(a(θ1 + c)2 + b)1/2
. (2.100)
Calculation of the first derivative of h(·) shows that h(·) is strictly increasing. This implies
that the left-hand sides of the first and second inequalities in (2.99) are strictly increasing
and strictly decreasing functions of θ1, respectively. Hence, if we let θ1(r) and θ1(r) denote
the θ1 values that solve the first and second inequalities as equalities, respectively, then θ1
satisfies the two inequalities if and only if θ1 lies in [θ1(r), θ1(r)], where this interval is defined










(1 + r̃)2(1/pz − 1) + pz
p2/r2 + p2 − 1)
)1/2
− r̃. (2.101)
Hence, if r is such that
r̃ ≤
(
(1 + r̃)2(1/pz − 1) + pz









then the identified set under the relaxation r is non-empty. Since the rhs is increasing in r,
rinfF must solve (2.102) as an equality. That is, rinfF is the value of r that makes θ1(r) = θ1(r).











Taking p1 = p2 = 1/3 gives (2.52).
Plugging the expression for rinfF in place of r in (2.101) gives
θ1(r
inf
F ) = θ1(r
inf






z + ((1 + r̃)2(1/pz − 1) + pz)1/2
=: θI1(r̃). (2.104)
Thus, the only θ1 value that satisfies (2.99) with r = rinfF is θ1 = θI1(r̃). This gives (2.53).
Now, plugging in rinfF in place of r in the third inequality of (2.99) and taking p1 = p2 =
p3 = 1/3, one can see that any θ2 such that θ2 ≥ θI1(r̃) satisfies (2.99) (with rinfF in place of
r). This shows that ΘI(F ) = {θI1(r̃)} × [θI1(r̃),∞).
Appendix 2.J Lemma 2.J.1 and Proofs of Lemmas 2.5.1,
2.5.2, and 2.J.1
The following is a sufficient condition for Assumption NLA, which first appears in Section
2.5.1.
Assumption LA. The null values {θn}n≥1 and distributions {Fn}n≥1 satisfy: (i) ||θn−θIn|| =
O(n−1/2) for some sequence {θIn ∈ ΘI(Fn)}n≥1, (ii) n1/2(EFnm̃j(W, θIn) + rinfFn) → hIj∞ for
some hIj∞ ∈ R[±∞] ∀j ≤ k, and (iii) EF m̃(W, θ) is Lipschitz on Θ uniformly over P , i.e., there
exists a constant K <∞ such that ||EF m̃(W, θ1)−EF m̃(W, θ2)|| ≤ K||θ1− θ2|| ∀θ1, θ2 ∈ Θ,
∀F ∈ P .
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Under Assumption LA, {θn}n≥1 is a sequence of n−1/2-local alternatives to the null hy-
pothesis ∀n ≥ 1. Assumption LA(ii) is the same as Assumption C.3 with {θn}n≥1 replaced
by some sequence {θIn}n≥1 in the identified set(s). Hence, by Lemma 2.5.1(a), hIj∞ ≥ 0
∀j ≤ k.
A sufficient condition for Assumption CA is the following fixed alternative assumption.
Assumption FA. The null values {θn}n≥1 and distributions {Fn}n≥1 satisfy: (i) The dis-
tributions Fn = F∗ ∈ P and the null values θn = θ∗ ∈ Θ do not depend on n ≥ 1 and (ii)
EF∗m̃j(W, θ∗) + r
inf
F∗ < 0 for some j ≤ k.
Lemma 2.J.1. Under Assumption C.3, (a) Assumption N implies Assumption NLA, (b)
Assumption LA implies Assumption NLA, and (c) Assumption FA implies Assumption CA.
Proof of Lemma 2.5.1. Part (a) holds because rinfFn ≥ 0 by its definition in (2.5). The
first result in part (b) holds because n1/2 ≥ 1. The second result in part (b) holds be-
cause |`j∞| < ∞ implies n1/2EFnm̃j(W, θn) = O(1), which implies that m̃j∞ := m̃j(θ∞) =
limn→∞EFnm̃j(W, θn) = 0, using Assumptions C.1, C.2, and C.4.
Now, we prove part (c). If θ ∈ ΘI(F ), then rF (θ) = rinfF (by the definition of ΘI(F ) in
(2.6)), rFj(θ) ≤ rinfF ∀j ≤ k (by the definition of rFj(θ) in (2.16)), and rFj(θ) = rinfF for some
j ≤ k. In consequence,
0 = max
j≤k
(rFj(θ)− rinfF ) = max
j≤k
(max{−EF m̃j(W, θ), 0} − rinfF )
≥ max
j≤k
(−EF m̃j(W, θ)− rinfF ) = −min
j≤k
(EF m̃j(W, θ) + r
inf
F ), (2.105)
where the second equality holds by the definition of rFj(θ) and the inequality is trivial.
Using (2.105), if θn ∈ ΘI(Fn) for n large, then
















where the first equality holds by a subsequence argument and the second equality uses
Assumption C.3. This establishes part (c).





max{−EF m̃(W, θ), 0} = 0, (2.107)
where the first two equalities hold by the definitions of rinfF and rFj(θ) in (2.5) and (2.16),
respectively, and the last equality holds because EF m̃(W, θ) ≥ 0k ∀θ ∈ ΘI(F ) by correct
model specification, see (2.4).
Equation (2.107) implies that under correct model specification, if θn ∈ ΘI(Fn) for all n
large, then
hj∞ = limn
1/2(EFnm̃j(W, θn) + r
inf
Fn) = limn
1/2EFnm̃j(W, θn) = `j∞ ∀j ≤ k. (2.108)
We have hj∞, `j∞, m̃j∞ ≥ 0 under correct model specification when θn ∈ ΘI(Fn) for all
n large, because the moment inequalities all hold at θn ∈ ΘI(Fn), i.e., EFnm̃j(W, θn) ≥ 0,
under correct model specification. This completes the proof of part (d). 
Proof of Lemma 2.5.2. Because rinfF := infθ∈Θ maxj≤k rFj(θ), see (2.5) and (2.16), for all
F and θ ∈ Θ, we have
max
j≤k
(rFj(θ)− rinfF ) ≥ 0, (2.109)
which establishes part (a).
Any (θ, b, `) ∈ Λ is the limit of some sequence (θn, bn, `n) ∈ Λn,Fn because Λn,Fn →H Λ
by Assumption C.7. That is, bn → b and maxj≤k bnj → maxj≤k bj. This and (2.109) applied
with (θ, F ) = (θn, Fn) give
0 ≤ max
j≤k
n1/2(rFnj(θn)− rinfFn) = maxj≤k bnj → maxj≤k bj, (2.110)
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which proves part (b) of the lemma.
Next, we prove part (c). The function rFn(θ)− rinfFn is lower semi-continuous on Θ (since
EF m̃j(W, θ) is upper semi-continuous on Θ by Assumption A.0(ii)) and [x]− := max{−x, 0},
Θ is compact by Assumption A.0(i), and a lower semi-continuous function on a compact set
achieves its infimum. Hence, there exists θ̃n ∈ Θ such that rF (θ̃n) = rinfF ∀n ≥ 1, which
establishes part (c).
For part (d), let (θ̃n, b̃n, ˜̀n) ∈ Λn,Fn be such that θ̃n ∈ ΘI(Fn) ∀n ≥ 1. Such (θ̃n, b̃n, ˜̀n)
exist because ΘI(Fn) is non-empty ∀n ≥ 1 by part (c). There exists a subsequence {qn}n≥1
of {n}n≥1 and a (θ̃, b̃, ˜̀) ∈ Θ × R2k[±∞] such that d((θ̃qn , b̃qn , ˜̀qn), (θ̃, b̃, ˜̀)) → 0 because (Θ ×




d((θ, b, `), (θ̃, b̃, ˜̀)) ≤ inf
(θ,b,`)∈Λ
d((θ, b, `), (θ̃qn , b̃qn , ˜̀qn)) + d((θ̃qn , b̃qn , ˜̀qn), (θ̃, b̃, ˜̀))
→ 0, (2.111)
where the second inequality holds by the triangle inequality and the convergence holds using
Assumption C.7 (i.e., Λn,Fn →H Λ). Thus, inf(θ,b,`)∈Λ d((θ, b, `), (θ̃, b̃, ˜̀)) = 0. This implies
that (θ̃, b̃, ˜̀) ∈ Λ, because Λ is a compact subset of (Θ × R2k[±∞], d) by Assumption C.7,
d((θ, b, `), (θ̃, b̃, ˜̀)) is a continuous function of (θ, b, `), and a continuous function on a compact
set attains its infimum.





n1/2([EFnm̃j(W, θ̃n)]− − rinfFn) = n
1/2(rFn(θ̃n)− rinfFn) = 0, (2.112)
where the first equality holds by the definition of Λn,Fn in (2.21) and the second equality







b̃nj = 0, (2.113)
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which proves part (d) of the lemma since (θ̃, b̃, ˜̀) ∈ Λ.





n) → (θ∗, b∗, `∗) because Λn,Fn →H Λ by Assumption C.7. Hence, if |`∗j | < ∞, we
have
|m̃j(θ∗)| = lim |EFnm̃j(W, θ∗n)| = lim(n−1/2(|`∗j |+ o(1))) = 0, (2.114)
where the first equality uses Assumption C.4. This establishes part (e). 
Proof of Lemma 2.J.1. Under Assumption N, Lemma 2.5.1(a) implies that hj∞ ≥ 0
∀j ≤ k, which establishes Assumption NLA and part (a).
Now, we establish part (b). Under Assumption LA, for all j ≤ k, we have
n1/2|EFnm̃j(W, θn)− EFnm̃j(W, θIn)| ≤ Kn1/2||θn − θIn|| = O(1), (2.115)
where the inequality holds by Assumption LA(iii) and the equality holds by Assumption
LA(i). In consequence, for all j ≤ k, we have
hj∞ = lim
n→∞





n1/2(EFnm̃j(W, θIn) + r
inf
Fn) +O(1) = hIj∞ +O(1) ≥ O(1), (2.116)
where the first equality holds by Assumption C.3, the second equality holds by (2.115), the
third equality holds by Assumption LA(ii), and the inequality holds by Lemma 2.5.1(a) with
θIn in place of θn using Assumption LA(ii) in place of Assumption C.3. This completes the
proof of part (b).





limn1/2(EF∗m̃j(W, θ∗) + r
inf
F∗ ) = −∞, (2.117)
where the second equality holds because EF∗m̃j(W, θ∗) + rinfF∗ < 0 for some j ≤ k by Assump-
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tion FA(ii). Thus, Assumption CA holds, which establishes part (c). 
Appendix 2.K Proof of Theorem 2.5.1
The proof of Theorem 2.5.1(b) uses the following lemma.
Lemma 2.K.1. Suppose Assumptions C.4 and C.5 hold. Under {Fn}n≥1, we have
Ainfn = A
inf
n (Λn,Fn) + op(1).
Proof of Lemma 2.K.1. For a given distribution F, define














Note that νσ†n (θ) differs from νσn(θ) (defined in (2.11)) because the former depends on σ̂2nj(θ),
which is centered at the sample quantity mnj(θ), see (2.9), whereas the latter depends on
σ̂2Fnj(θ), which is centered at the population quantity EFmj(Wi, θ). The following calculations
show that νσ†nj (θ) = νσnj(θ)− n−1/2(νmnj(θ))2:

















(m̃j(Wi, θ)− EFnm̃j(W, θ))2 − 1
]
− n1/2(m̃nj(θ)− EFnm̃j(W, θ))2
= νσnj(θ)− n−1/2(νmnj(θ))2, and





∀j ≤ k, where the last equality holds by Assumption C.5.
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By (2.119), Assumption C.5, and the continuous mapping theorem, for all j ≤ k,
sup
θ∈Θ
∣∣∣∣∣ σ̂2nj(θ)σ2Fnj(θ) − 1
∣∣∣∣∣= : supθ∈Θ n−1/2
∣∣∣νσ†nj (θ)∣∣∣ = sup
θ∈Θ
n−1/2



































where the second equality holds by the following mean-value expansion, (1 + x)1/2 = 1 +






1| = op(1) by (2.120), and the last equality uses (2.119) and Assumption C.5.
For all j ≤ k, we have





















= νmσnj (θ) + o
Θ
p (1), (2.122)
where νmnj(θ) := n1/2(m̃nj(θ)− EFnm̃j(W, θ)), m̃nj(θ) = (σ̂nj(θ)/σFnj(θ))m̂nj(θ) is defined in
(2.3), the second equality holds by (2.121), and the third equality holds by the definition of




∣∣∣[νmσnj (θ) + oΘp (1) + `j]− − [νmσnj (θ) + `j]−∣∣∣ = oΘp (1) (2.123)
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because the function χ(v, c) := [v + c]− − [c]− for v, c ∈ R[±∞] satisfies
|χ(v, c)| ≤ |v|. (2.124)
This holds because (i) if c ≤ 0 and ν + c ≤ 0, then χ(ν, c) = |ν|, (ii) if c ≤ 0 and ν + c > 0,




















− + snj(θ, Fn)
)
+ oΘp (1),
where snj(θ, F ) := n1/2([EF m̃j(W, θ)]− − rinfF ), using (2.122) and (2.123).
For given (θ, b, `) ∈ Λn,Fn , where Λn,Fn is defined in (2.21), we have
n1/2EFnm̃(W, θ) = `j and snj(θ, Fn) = bj. (2.126)














[νmσnj (θ) + `j]− − [`j]− + bj
)
+ op(1)
=: Ainfn (Λn,Fn) + op(1), (2.127)
where the first equality holds by the definitions in (2.17) and (2.20) and the last equality
holds by the definition in (2.28). 





and the convergence holds jointly over j ≤ k. Stacking these results for j = 1, ..., k gives

















K̂1nj(θ, F ) +
σFj(θ)
σ̂nj(θ)
K̂2nj(θ, F ) +K3nj(θ, F ), where



























K3nj(θn, Fn)→ hj∞. (2.130)




Given (2.131), to prove part (a), it remains to determine the asymptotic distributions of












p (1)→d Gσj∞ , (2.132)
where the two equalities hold by (2.119) and the convergence holds by Assumption C.5 (which
implies stochastic equicontinuity of {νσn(·)}n≥1) and Assumption C.1. Equation (2.132) and
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K̂1nj(θn, Fn) := n
1/2 (m̃nj(θn)− EFnm̃nj(θn)) = νmnj(θn)→d Gmj∞ , (2.135)
where νmnj(θn) denotes the jth element of νmn (θn) and the convergence holds by Assumption
C.5.
Combining the results in (2.129)–(2.131), (2.134), (2.135) and, for the case where hj∞ =
±∞, the fact that Gmj∞ − m̃j∞G
σ
j∞/2 = Op(1) (by Assumptions C.4 and C.5), establishes
(2.128). The results in (2.128) for j ≤ k hold jointly because they are all based on the
convergence result in Assumption C.5. This completes the proof of part (a).
Next, we prove part (b). By Lemma 2.K.1, it suffices to show
Ainfn (Λn,Fn)→d Ainf∞ (Λ). (2.136)
Let D be the space of functions from Θ to R2k. Let D0 be the subset of uniformly
continuous functions in D. For a nonstochastic function ν(·) ∈ D, let ν(θ) = (νm(θ)′, νσ(θ)′)′,
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[τj(ν(·), θ, `) + bj] , where
τj(ν(·), θ, `) := [νmσj (θ) + `j]− − [`j]− and








For the stochastic processes νn(·) and G(·), we can write
Ainfn (Λn,Fn) = gn(νn(·)) and Ainf∞ (Λ) = g(G(·)). (2.138)
We want to show that gn(νn(·)) →d g(G(·)). By Assumption C.5, νn(·) ⇒ G(·) for
νn(·) ∈ D a.s. and G(·) ∈ D0 a.s. We use the extended CMT, see van der Vaart and Wellner
(1996, Theorem 1.11.1), to establish the desired result, as in the proof of Theorem 3.1 in BCS.
The extended CMT requires showing: for any deterministic sequence {νn(·) ∈ D}n≥1 and
deterministic ν(·) ∈ D0 such that supθ∈Θ ||νn(θ) − ν(θ)|| → 0, we have gn(νn(·)) → g(ν(·)).
(For notational simplicity, we abuse notation here and consider a deterministic νn(·) that
differs from the random νn(·) in Assumption C.5.) Once we have shown this, the proof of
part (b) is complete.




gn(νn(·)) ≥ g(ν(·)) and (ii) lim sup
n→∞
gn(νn(·)) ≤ g(ν(·)). (2.139)
First, we establish (i) in (2.139). There exists a subsequence {an}n≥1 of {n}n≥1 and there
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τj(νan(·), θan , `an) + banj
]
, (2.140)
where banj denotes the jth element of ban . Also, there exists a subsequence {en}n≥1 of {an}n≥1
and (θ, b, `) ∈ Θ×R2k[±∞] such that
d
(
(θen , ben , `en), (θ, b, `)
)
→ 0, (2.141)
where d is defined following (2.20), by compactness of the metric space (Θ×R2k
[±∞]
, d) under
Assumption A.0(i). We have (θ, b, `) ∈ Λ by the same argument as used to show (θ̃, b̃, ˜̀) ∈ Λ
in (2.111) (but without the requirement that θan ∈ ΘI(Fan) ∀n ≥ 1) using (2.141) and
Assumption C.7.
For all j ≤ k,
lim
n→∞
τj(νen(·), θen , `en) = τj∞(ν(·), θ, `) ∈ R, where
τj∞(ν(·), θ, `) :=

[νmσj (θ) + `j]− − [`j]− if |`j| <∞
−νmσj (θ) if `j = −∞
0 if `j = +∞
= [νmσj (θ) + `j]− − [`j]−
:= τj(ν(·), θ, `), (2.142)
the equality on the first line holds by νen(θ)→ ν(θ) = (νm(θ)′, νσ(θ)′)′ uniformly over θ ∈ Θ
(by assumption), (2.141), [νn + cn]− − [cn]− → −ν as (νn, cn) → (ν,−∞) for ν ∈ R, and
[νn + cn]− − [cn]− → 0 as (νn, cn)→ (ν,+∞) for ν ∈ R, the equality on the third line holds
using the notational convention in (2.24), the equality on the last line holds by the definition
of τj(ν(·), θ, `) in (2.137), and “∈ R” in the first line holds using the rhs expression on the
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second line because νmσj (θ) is finite since ν(·) is assumed to be in D, χ(ν, c) := [ν+ c]−− [c]−





















[τj(ν(·), θ, `) + bj]
:= g(ν(·)), (2.143)
where the first equality holds by (2.140) and the fact that {en}n≥1 is a subsequence of {an}n≥1,
the second equality holds by (2.142) (using the notational convention in (2.24) if bj = ±∞
for any j ≤ k), the inequality holds because (θ, b, `) ∈ Λ by the paragraph containing (2.141),
and the last equality holds by the definition of g(ν(·)) in (2.137). This establishes result (i)
in (2.139).




τj(ν(·), θ†, `†) + b†j
]
(2.144)
because Λ is compact under the metric d, defined following (2.20) (since it is assumed to be
an element of S(Θ×R2k[±∞])) and τj(ν(·), θ, `) + bj is a continuous function of (θ, b, `) under
d that takes values in the extended real line. By Assumption C.7, Λn,Fn →H Λ. Hence, there
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is a sequence {(θ†n, b†n, `†n) ∈ Λn,Fn}n≥1 such that d((θ†n, b†n, `†n), (θ†, b†, `†))→ 0. We obtain
lim sup
n→∞



















τj(ν(·), θ†, `†) + b†j
]
= g(ν(·)), (2.145)
where the inequality holds because (θ†n, b†n, `†n) ∈ Λn,Fn ∀n ≥ 1, the second equality holds
using d((θ†n, b†n, `†n), (θ†, b†, `†)) → 0 and (2.142) with (νn(·), θ†n, `†n) and (ν(·), θ†, `†) in place
of (νen(·), θen , `en) and (ν(·), θ, `), respectively, and the last inequality holds by (2.144). This
establishes result (ii) in (2.139) and completes the proof of part (b).
Now we prove part (c). We have





[Gmσj (θ) + `j]− − [`j]− + bj
)
> −∞ a.s. (2.146)
because (I) maxj≤k bj ≥ 0 ∀(θ, b, `) ∈ Λ by Lemma 2.5.2(b) and (II) sup(θ,b,`)∈Λ |[Gmσj (θ) +
`j]−−[`j]−| ≤ supθ∈Θ |Gmσj (θ)| <∞ a.s. (because χ(ν, c) := [ν+c]−−[c]− satisfies |χ(ν, c)| ≤
|ν| as shown in (2.124), |[ν + c]−− [c]−| := 0 if ν ∈ R and c = +∞, |[ν + c]−− [c]−| := −ν if
ν ∈ R and c = −∞ using (2.24), and supθ∈Θ |Gmσj (θ)| <∞ a.s. since G(·) is bounded on Θ
a.s. by Assumption C.5 and m̃j(·) is bounded on Θ by Assumption C.4).
To obtain the other half of part (c), i.e., Ainf∞ (Λ) < ∞ a.s., we use Lemma 2.5.2(d). We
have












j]− − [˜̀j]− + b̃j) <∞ a.s., (2.147)
where (θ̃, b̃, ˜̀) ∈ Λ is as in Lemma 2.5.2(d), the first equality holds by the definition of Ainf∞ (Λ)
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in (2.28), the first inequality holds because (θ̃, b̃, ˜̀) ∈ Λ, and last inequality holds because
(I) maxj≤k b̃j = 0 by Lemma 2.5.2(d) and (II) sup(θ,b,`)∈Λ |[Gmσj (θ) + `j]− − [`j]−| < ∞ a.s.
by (II) following (2.146). This completes the proof of part (c).
Now we prove part (d). Under Assumption NLA, for all j ≤ k, we have
Tj∞ := G
mσ
j∞ + hj∞ > −∞ a.s., (2.148)
where the first equality holds by (2.26) and the inequality holds because |Gmσj∞ | < ∞ a.s.
by the definitions in (2.23) and (2.25) and Assumptions C.4 and C.5, and hj∞ > −∞ by
Assumption NLA.
Part (e) follows from the convergence results for Tn(θn) and Ainfn in parts (a) and (b), the
convergence result for Ω̂n(θn) in Assumption C.6, the definition of Sn := Sn(θn) in (2.18)
and (2.20), the continuity of S(m,Ω) at all m ∈ Rk[+∞] and Ω ∈ Ψ by Assumption S.1(iii),
and the fact that Tj∞ > −∞ ∀j ≤ k and Ainf∞ (Λ) ∈ R by parts (c) and (d).
Now, we establish part (f). If Λ = ΛI , then part (f) holds immediately. So, we suppose




τj(G(·), θ∗, `∗) + b∗j
]
=∞ a.s., (2.149)
where τj(ν(·), θ, `) is defined in (2.137). Since Ainf∞ (Λ) ∈ R a.s. by part (c), and Ainf∞ (Λ) :=
inf(θ,b,`)∈Λ maxj≤k [τj(G(·), θ, `) + bj] by (2.28), (2.149) implies that Ainf∞ (Λ) = Ainf∞ (ΛI) a.s.,
which establishes the first result in part (f). The second result in part (f) follows from
the first result provided the quantities θ∞, T∞, and Ω∞ are well defined, which requires
Assumptions C.1, C.3, and C.6.
For part (f), it remains to show (2.149). By Assumption C.8, ΛI is compact. For any
(θ∗, b∗, `∗) ∈ Λ\ΛI , there is a neighborhood of (θ∗, b∗, `∗) that lies in Λ\ΛI and there exists
a sequence {(θ∗n, b∗n, `∗n) ∈ Λn,Fn}n≥1 such that d((θ∗n, b∗n, `∗n), (θ∗, b∗, `∗)) → 0 by Assumption
C.7. In consequence, for n large, (θ∗n, b∗n, `∗n) /∈ Λ
ηn
n,Fn




for n large using the definition of Ληnn,Fn following (2.22).
Now, θ∗n /∈ Θ
ηn







Fn ]− > ηn for all n large,
max
j≤k
n1/2(−EFnm̃j(W, θ∗n)− rinfFn)→∞, and
max
j≤k
b∗j = lim max
j≤k




n)]− − rinfFn) =∞, (2.150)






< 0 for all n large, which is used to obtain the second line, the second
line also uses ηn → ∞ by Assumption C.8, the first equality in the third line holds by the
convergence result for {(θ∗n, b∗n, `∗n)}n≥1 in the previous paragraph, the second equality in
the third line holds by (θ∗n, b∗n, `∗n) ∈ Λn,Fn and the definition of Λn,F in (2.21), and the third
equality in the third line follows from the second line because minj≤k EFnm̃j(W, θ∗n)+rinfFn < 0
for n large implies minj≤k EFnm̃j(W, θ∗n) < 0 for n large, since rinfFn ≥ 0 by (2.5).
The result maxj≤k b∗j =∞ in (2.150) implies that (2.149) holds because |τj(G(·), θ∗, `∗)| <
∞ a.s. (using Assumptions C.4 and C.5, the definition of τj(ν(·), θ, `) in (2.137), and expla-
nation (II) following (2.146)). This completes the proof of part (f).
Part (g) holds because Tj∞ := Gmσj∞ + hj∞ = −∞ for some j ≤ k by (2.26), Assumption
CA, and the notational convention in (2.24).
Next, we prove part (h). We have Tnj(θn) →p hj∞ = −∞ for some j ≤ k by parts (a)





n )→p −∞. (2.151)
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Using this, we obtain






















S (cj,Ω∞) + op(1)
)
→p ∞, (2.152)
where cj is a k-vector of ∞’s but with −1 as its jth element, the second equality holds by
(2.20), the third equality holds with χ > 0 by Assumption S.3, the inequality holds with
probability that goes to one as n→∞ (wp→1) because (Tnj(θn) +Ainfn )/|ϕn| = −1 for some
j ≤ k wp→1 by the definition of ϕn and ϕn →p −∞, S(m,Ω) is nonincreasing in m for all
Ω ∈ Ψ by Assumption S.1(i), and [Tn(θn) +Ainfn 1k]/|ϕn| <∞ ∀j ≤ k, the last equality holds
by Assumptions C.6 and S.1(iii), and the convergence holds because minj≤k S (cj,Ω∞) > 0
by Assumption S.2 and the fact that cj has a negative element for all j ≤ k, |ϕn| →p ∞ and
χ > 0.
Lastly, the results in parts (a)–(e) hold jointly because they are all based on the conver-
gence result in Assumption C.5, which establishes part (i). 
Appendix 2.L Asymptotic Rejection Probabilities of SPUR1
Tests
The first subsection of this section provides a theorem, Theorem 2.L.1, that is the key in-
gredient to the proofs of Theorems 2.8.1 and 2.B.1. It provides asymptotic NRP bounds,
asymptotic n−1/2-local power bounds, and consistency results for the nominal level α SPUR1
test φn,SPUR1(θn), defined in (2.43), under drifting subsequences of distributions and parame-
ter values. The second subsection states several lemmas that are used in the proof of Theorem
2.L.1. The third subsection provides the proof of Theorem 2.L.1 using these lemmas.
To establish the asymptotic properties of bootstrap critical values for a given sequence of
distributions {Fn}n≥1, it is convenient to have a single probability space (Ω,F , P5) on which
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all of the random vectors {Wi}i≤n for n ≥ 1 and the bootstrap random variables (or vectors)
{ζi}i≤n for all n ≥ 1 are defined. Since Fn changes with n, this requires that we consider
triangular arrays of random vectors, not sequences. Let {Wni}i≤n,n≥1 := {Wni : i ≤ n, n ≥ 1}
be a triangular array of random vectors on (Ω,F , P5) such that, for each n ≥ 1, {Wni}i≤n
has the same distribution as {Wi}i≤n ∼ Fn. Analogously, let {ζni}i≤n,n≥1 be a triangular
array of bootstrap random variables (or vectors) on (Ω,F , P5) such that for each n ≥ 1,
{ζni}i≤n has the same distribution as {ζi}i≤n and {ζni}i≤n,n≥1 is independent of {Wni}i≤n,n≥1.
For notational simplicity, but with some abuse of notation, we let all of the statistics
being considered, including Sn, S∗n(θn), and ĉn(θn, 1 − α), which are defined as functions of
{Wi}i≤n ∼ Fn and {ζi}i≤n, also denote the corresponding statistics defined when using the
triangular arrays {Wni}i≤n,n≥1 and {ζni}i≤n,n≥1. For events that only depend on n random
vectors for a single n, such as S∗n(θn) ∈ Bn for some fixed set Bn ⊂ R, we have P5(S∗n(θn) ∈
Bn) = PFn(S
∗
n(θn) ∈ Bn). But, for events that depend on statistics for multiple values of
n, such as {S∗n(θn)}n≥1, we use the probability space (Ω,F , P5). In particular, when we
condition on the entire triangular array {Wni}i≤n,n≥1, we need to use (Ω,F , P5).
2.L.1 Statement of Theorem 2.L.1
Let {ν∗n(θ) ∈ R2k : θ ∈ Θ} be a bootstrap version of the empirical process (νmn (·)′, νσ†n (θ)′)′


































i , θ)−m∗nj(θ))2 ∀j ≤ k,
νm∗n (θ) = (ν
m∗
n1 (θ), ..., ν
m∗
nk (θ))






We employ the following bootstrap convergence (BC) assumption.
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Assumption BC.6. {ν∗n(·)|{Wni}i≤n,n≥1} ⇒ G(·) a.s.[P5], where G(·) is as in Assumption
C.5.
Assumption BC.6 is verified below for i.i.d. observations using Lemma D.2(8) of BCS
under Assumptions A.1–A.4. To allow the general results to apply to non-i.i.d. observations,
including time series observations, we employ Assumption BC.6 here, rather than impose
Assumptions A.1–A.4.
The following theorem uses S∞, which is defined in (2.29). The distribution of S∞ is the
asymptotic distribution of the SPUR test statistic, see Theorem 2.5.1. The theorem also
uses cL∞,EGMS(1−α) and cU∞,EGMS(1−α), which are defined just below (2.61) and are the
1−α quantiles of the asymptotic distributions of the lower and upper bounds on the EGMS
bootstrap statistic S∗n,EGMS(θ) defined in (2.58)–(2.61).
Theorem 2.L.1. For α ∈ (0, 1) and for sequences {Fn}n≥1 and {θn}n≥1 that satisfy Assump-
tions A.0, A.6, BC.1, BC.2, BC.6, C.1–C.8, and S.1 for a subsequence {pn}n≥1 in place of
{n}n≥1, there exists a subsequence {an}n≥1 of {pn}n≥1 for which the nominal level α SPUR1
test φn,SPUR1(θn) for testing H0 : θn ∈ ΘI(Fn) satisfies
(a) lim supn→∞ PFan (φan,SPUR1(θan) = 1) ≤ P (S∞ > cL∞,EGMS(1−α)) provided Assump-
tions A.5, BC.3, and NLA hold for the subsequence {pn}n≥1 in place of {n}n≥1,
(b) lim infn→∞ PFan (φan,SPUR1(θan) = 1) ≥ P (S∞ > cU∞,EGMS(1−α)) provided Assump-
tions A.10, BC.4, BC.5, and NLA hold for the subsequence {pn}n≥1 in place of {n}n≥1,
(c) lim supn→∞ PFan (φan,SPUR1(θan) = 1) ≤ α provided Assumptions A.5, A.7, BC.3, and
N hold for the subsequence {pn}n≥1 in place of {n}n≥1, and
(d) lim infn→∞ PFan (φan,SPUR1(θan) = 1) = 1 provided Assumptions A.10, BC.4, CA, S.2,
and S.3 hold for the subsequence {pn}n≥1 in place of {n}n≥1.
Comments. (i). Theorem 2.L.1(a) and (b) provide upper and lower bounds, respectively,
on the asymptotic power of the SPUR1 test under null and n−1/2-local-alternative distribu-
tions for certain subsequences.
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(ii). Theorem 2.L.1(c) shows that the nominal level α SPUR1 test has asymptotic NRP’s
equal to α or less for certain subsequences. Theorem 2.L.1(c) also holds without imposing
Assumption BC.1 and with sd1j∞(θ) := 1 in Assumption BC.2. The proof of this is given
following the proof of Theorem 2.L.1.
(iii). Theorem 2.L.1(d) establishes that the SPUR1 test φn,SPUR1(θn) is consistent for
certain subsequences under Assumption CA, which includes all fixed alternatives, as well as
(drifting) local alternatives that deviate from the null by more than n−1/2-local alternatives.
(iv). When Theorem 2.L.1 is used below to prove Theorems 2.8.1 and 2.B.1, the sub-
sequences that are employed are ones in which the lim supn→∞ and lim infn→∞ in Theorem
2.L.1 are actually limits as n→∞.
2.L.2 Lemmas Used in the Proof of Theorem 2.L.1
Lemma 2.L.1 below provides upper and lower bounds on the asymptotic rejection probabil-
ities of a test based on the SPUR test statistic and a generic bootstrap critical value under
drifting sequences of distributions and parameters values under high-level conditions, namely,
Assumptions CV.1–CV.3. The method employed is somewhat similar to that of Theorem
4.1 of BCS. Next, in Lemmas 2.L.2–2.L.4 below, we verify these high-level conditions for the
EGMS bootstrap critical value, which is defined in Section 2.6.
Let S∗n(θ) denote a nonnegative generic bootstrap (or some other) statistic that is used
to calculate a critical value, such as S∗n(θ) := S∗n,EGMS(θ) in (2.42). The bootstrap statistic
S∗n(θ) depends on {Wi}i≤n and on some other independent random variables {ζi}i≤n that are
used to construct the bootstrap sample. Let ĉn(θ, 1 − α) be the 1 − α conditional quantile
of S∗n(θ) given {Wi}i≤n for α ∈ (0, 1). Let φn(θn) denote the nominal level α test that rejects
H0 : θn ∈ ΘI(Fn) if
Sn(θn) > ĉn(θn, 1− α). (2.154)
Let X ≥ST Y denote that X is stochastically greater than or equal to Y. That is,
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P (Y > x) ≤ P (X > x) for all x ∈ R.
To establish the asymptotic rejection probability results, we assume the existence of
sequences of bounding random variables {S∗Ln(θn)}n≥1 for which S∗Ln(θn) ≤ S∗n(θn) for almost
all realizations of the bootstrap random variables wp→1 with respect to the randomness in
the sample and likewise for some upper-bound random variables {S∗Un(θn)}n≥1.
Assumption CV.1. There exist nonnegative random variables {S∗Ln(θn)}n≥1 such that
(i) P∇(S∗Ln(θn) ≤ S∗n(θn)|{Wni}i≤n,n≥1) = 1 wp→1 and (ii) {S∗Ln(θn)|{Wni}i≤n,n≥1} →d
S∗L∞ a.s.[P5] for some S∗L∞ ∈ R a.s. that does not depend on the conditioning value of
{Wni}i≤n,n≥1.25
Assumption CV.2. S∗L∞ satisfies S∗L∞ ≥ST S∞.
Assumption CV.3. There exist nonnegative random variables {S∗Un(θn)}n≥1 such that
(i) P∇(S∗Un(θn) ≥ S∗n(θn)|{Wni}i≤n,n≥1) = 1 wp→1 and (ii) {S∗Un(θn)|{Wni}i≤n,n≥1} →d
S∗U∞ a.s.[P5] for some S∗U∞ ∈ R a.s. that does not depend on the conditioning value of
{Wni}i≤n,n≥1.
Assumptions CV.1 and CV.3 are used to obtain upper and lower bounds, respectively,
on asymptotic rejection probabilities under null and n−1/2-local alternative distributions.
For example, when Assumption CV.1 is employed with S∗n(θn) = S∗n,EGMS(θn), we define
the statistic S∗Ln(θn) to equal S∗Ln,EGMS(θn) in (2.58), which is defined using infθ∈ΘηnI (Fn)
(where ΘηnI (Fn) is nonrandom), whereas S
∗
n,EGMS(θn) is defined using infθ∈Θ̂n (where Θ̂n
is random) and several other simplifications. These changes lead to simpler asymptotic
behavior of S∗Ln(θn) than S∗n(θn). The same is true when Assumption CV.3 is employed with
S∗n(θn) = S
∗
n,EGMS(θn) and S∗Un(θn) = S∗Un,EGMS(θn) (defined in (2.60)).
Assumption CV.2 is only employed in conjunction with Assumption N, i.e., when S∞
is an asymptotic null distribution of Sn. Under Assumption LA, the distribution of S∞ is
larger than under Assumption N and S∗L∞ ≥ST S∞ typically fails.
25In Assumption CV.1(ii), {S∗Ln(θn)|{Wni}i≤n,n≥1} →d S∗L∞ a.s.[P5] means P5(S∗Ln(θn) →d S∗L∞
|{Wni}i≤n,n≥1) := P5({ω : S∗Ln(θn)→d S∗L∞|{Wni(ω)}i≤n,n≥1}) = 1.
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Let cL∞(1−α) and cU∞(1−α) denote the 1−α quantiles of S∗L∞ and S∗U∞, respectively.
Lemma 2.L.1. Suppose that under {Fn}n≥1 and {θn}n≥1, Assumptions A.0, C.1–C.7, and
S.1(iii) hold. For α ∈ (0, 1), let φn(θn) be the nominal level α test defined in (2.154). Then,
(a) lim sup
n→∞












PFn(φn(θn) = 1) = 1 provided Assumptions CA, CV.3, S.2, and S.3 hold.
Comment. For any subsequence {an}n≥1 of {n}n≥1, Lemma 2.L.1 holds with an in place of
n throughout, including the assumptions. (The proof just needs to be changed by replacing
n by an throughout.)
The next three lemmas verify Assumptions CV.1–CV.3 for the EGMS critical values
employed by the SPUR1 tests φn,SPUR1(θn). More precisely, given any subsequence {pn}n≥1
of {n}n≥1, the lemmas verify Assumptions CV.1–CV.3 when these assumptions are defined
for some subsequence {an}n≥1 of {pn}n≥1, rather than for {n}n≥1.
The EGMS critical values are based on the bootstrap random variables S∗n,EGMS(θn).
In the following lemmas, the “lower bound” random variables S∗Ln,EGMS(θ), T ∗Lnj,EGMS(θ),
and A∗ infLn,EGMS are defined in (2.58); the asymptotic distributions of these random variables
S∗L∞,EGMS, T
∗
Lj∞,EGMS, and A∗ infL∞,EGMS are defined in (2.59); the “upper bound” random vari-
ables S∗Un,EGMS(θ),
T ∗Unj,EGMS(θ), and A∗ infUn,EGMS are defined in (2.60); and the asymptotic distributions of the
latter random variables S∗U∞,EGMS, T ∗Uj∞,EGMS, and A∗ infU∞,EGMS are defined in (2.61). As
above, we assume that all of the statistics are functions of the triangular arrays {Wni}i≤n,n≥1
and {ζni}i≤n,n≥1 that are defined on a single probability space (Ω,F , P5).
The following lemma provides the asymptotic distributions of S∗Ln,EGMS(θn) and S∗Un,EGMS(θn).
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Lemma 2.L.2. For sequences {Fn}n≥1 and {θn}n≥1 that satisfy Assumptions A.0, A.5, A.6,
BC.1–BC.3, BC.6, C.1, C.2, C.4–C.7, and S.1 for a subsequence {pn}n≥1 in place of {n}n≥1,
there exists a subsequence {an}n≥1 of {pn}n≥1 for which (a) {T ∗Lanj,EGMS(θan)|{Wni}i≤n,n≥1} →d
T ∗Lj∞,EGMS a.s.[P5] ∀j ≤ k, (b) {A∗ infLan,EGMS|{Wni}i≤n,n≥1}→d A
∗ inf
L∞,EGMS a.s.[P5], (c) {S∗Lan,EGMS(θan)|
{Wni}i≤n,n≥1} →d S∗L∞,EGMS a.s.[P5] and S∗L∞,EGMS ∈ [0,∞) a.s., and (d) parts (a)–(c)
hold with U in place of L throughout and Assumptions A.10 and BC.4 in place of Assump-
tions A.5 and BC.3.
Comment. Lemma 2.L.2(c) and (d) verify the convergence results in Assumptions CV.1(ii)





The following lemma verifies Assumptions CV.1(i) and CV.3(i) for a subsequence {pn}n≥1
of {n}n≥1.
Lemma 2.L.3. For sequences {Fn}n≥1 and {θn}n≥1 that satisfy Assumptions A.0, A.5,




(θpn) ≥ T ∗pnj,EGMS(θpn)|{Wni}i≤n,n≥1) = 1 ∀j ≤ k wp→1, (b) PFpn (A
∗ inf
Lpn,EGMS




= 1 wp→1, and (d) parts (a)–(c) hold with U in place of L throughout, the inequalities re-
versed throughout, and Assumptions A.10 and BC.4 in place of Assumptions A.5 and BC.3.
The following lemma verifies Assumption CV.2 with S∗L∞ = S∗L∞,EGMS for sequences
{θn}n≥1 of null parameter values (i.e., under Assumption N).
Lemma 2.L.4. For sequences {Fn}n≥1 and {θn}n≥1 that satisfy Assumptions A.5, A.6,
BC.1–BC.3, C.1, C.3–C.5, C.8, N, and S.1(i) for a subsequence {pn}n≥1 in place of {n}n≥1,
we have S∗L∞,EGMS ≥ SI∞ for all sample realizations.
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2.L.3 Proof of Theorem 2.L.1
Proof of Theorem 2.L.1. Given any subsequence {pn}n≥1 of {n}n≥1, we take the sub-
sequence {an}n≥1 of {pn}n≥1 as in Lemma 2.L.2. We apply Lemma 2.L.1 with S∗n(θn),
S∗Ln(θn), and S∗Un(θn) in Lemma 2.L.1 and Assumptions CV.1 and CV.3 equal to S∗n,EGMS(θn),
S∗Ln,EGMS(θn), and S∗Un,EGMS(θn), respectively, and with the subsequence {an}n≥1 in place of
{n}n≥1 (see the Comment following Lemma 2.L.1), which establishes all of the results of the
theorem. All of the assumptions in parts (a)–(d) of Lemma 2.L.1, which need to hold with
{an}n≥1 in place of {n}n≥1, are imposed in the corresponding parts (a)–(d) of the theorem
based on {n}n≥1, except Assumptions CV.1–CV.3. The assumptions based on {n}n≥1 imply
those based on {an}n≥1. Thus, it remains to verify Assumption CV.1 (defined using {an}n≥1
in place of {n}n≥1) in parts (a) and (c) of Theorem 2.L.1, Assumption CV.2 in part (c), and
Assumption CV.3 (defined using {an}n≥1 in place of {n}n≥1) in parts (b) and (d).
As required by Assumptions CV.1 and CV.3, S∗Ln,EGMS(θn) ≥ 0 and S∗Un,EGMS(θn) ≥ 0
by Assumption S.1(ii).
The assumptions of parts (a) and (c) of the theorem include all of the assumptions im-
posed in Lemmas 2.L.2(c) and 2.L.3(c). Lemma 2.L.2(c) verifies the convergence result of
Assumption CV.1(ii) for the subsequence {an}n≥1 with S∗L∞ = S∗L∞,EGMS and the require-
ment of Assumption CV.1(ii) that S∗L∞ = S∗L∞,EGMS ∈ [0,∞) a.s. Lemma 2.L.3(c) veri-
fies Assumption CV.1(i) for the subsequence {pn}n≥1, and hence, also for its subsequence
{an}n≥1. The requirement of Assumption CV.1(ii) that “S∗L∞ = S∗L∞,EGMS does not depend
on the conditioning value of {Wni}i≤n,n≥1” holds by the definition of S∗L∞,EGMS in (2.59).
Hence, Assumption CV.1 (defined using {an}n≥1 in place of {n}n≥1) holds in parts (a) and
(c) of the theorem.
Assumption CV.2 holds in part (c) of Theorem 2.L.1 with S∗L∞ = S∗L∞,EGMS by Lemma
2.L.4, because part (c) imposes all of the assumptions of Lemma 2.L.4.
The assumptions of parts (b) and (d) of the theorem include all of the assumptions im-
posed in Lemmas 2.L.2(d) and 2.L.3(d). Lemma 2.L.2(d) verifies the convergence result of
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Assumption CV.3(ii) for the subsequence {an}n≥1 with S∗U∞ = S∗U∞,EGMS and the require-
ment of Assumption CV.3(ii) that S∗U∞ = S∗U∞,EGMS ∈ [0,∞) a.s. Lemma 2.L.3(d) verifies
Assumption CV.3(i). The requirement of Assumption CV.3(ii) that “S∗U∞ = S∗U∞,EGMS does
not depend on the conditioning value of {Wni}i≤n,n≥1” holds by the definition of S∗U∞,EGMS
in (2.61). Hence, Assumption CV.3 (defined using {an}n≥1 in place of {n}n≥1) holds in parts
(b) and (d) of the theorem. This completes the proof. 
Next, we show that Theorem 2.L.1(c) also holds without imposing Assumption BC.1
and with sd1j∞(θ) := 1 in Assumption BC.2, as stated in Comment (ii) to Theorem 2.L.1.
Consider the bootstrap statistic S∗n,EGMS(θ) defined using sd∗anj(θ) := 1 for a = 1, 3 and using
ϕ∗j rather than ϕj (where ϕ∗j and ϕj are defined in Assumption A.5) for j ≤ k. We claim
this adjusted statistic is stochastically less than or equal to the original statistic S∗n,EGMS(θ)
defined in Section 2.6. This implies that the bootstrap critical value based on the adjusted
S∗n,EGMS(θ) statistic is less than or equal to that based on the original S∗n,EGMS(θ) statistic.
In turn this implies that if the test based on the adjusted S∗n,EGMS(θ) statistic satisfies the
result of Theorem 2.L.1(c), then the test based on the original S∗n,EGMS(θ) statistic also
satisfies the result of Theorem 2.L.1(c), which is the desired result.
The test based on the adjusted statistic S∗n,EGMS(θ) satisfies the assumptions of Theorem
2.L.1(c) if the original test does with sd1j∞(θ) := 1 in Assumption BC.2 and with the
exception that the adjusted test does not require Assumption BC.1 because no statistics
sd∗anj(θ) for a = 1, 3 and j ≤ k appear in its definition. Hence, under the assumptions
of Theorem 2.L.1(c), but without imposing Assumption BC.1 and with sd1j∞(θ) := 1 in
Assumption BC.2, the adjusted test satisfies the result of Theorem 2.L.1(c).
To complete the argument above, it remains to show that the adjusted statistic S∗n,EGMS(θ)
is stochastically less than or equal to the original statistic S∗n,EGMS(θ). This holds if the ad-
justed versions of T ∗nj,EGMS(θ) and A∗n,EGMS(θ) are greater than or equal to the original
statistics T ∗nj,EGMS(θ) and A∗n,EGMS(θ) statistics, respectively, defined in Section 2.6, with
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probability one. The adjusted version of T ∗nj,EGMS(θ) depends on
ϕ∗j(ξnj(θ)), where ξnj(θ) := κ
−1
n n
1/2(m̂nj(θ) + r̂n(θ)), (2.155)
whereas the original version of T ∗nj,EGMS(θ) depends on ϕj(ξn(θ), Ω̂n(θ)). We have
ϕ∗j(ξnj(θ)) ≥ ϕ∗j(ξnj(θ)) ≥ ϕj(ξn(θ), Ω̂n(θ)), (2.156)
where the first inequality holds because (i) if ξnj(θ) < 0, then ϕ∗j(ξnj(θ)) = 0 by Assumption
A.5(i) and (ii) and ϕ∗j(ξnj(θ)) ≥ 0 by Assumptions A.5(ii) and (iii), and (ii) if ξnj(θ) ≥ 0, then
ξnj(θ) ≥ ξnj(θ) := (sd∗1nj(θ)κn)−1n1/2(m̂nj(θ) + r̂n(θ)) (since sd∗1nj(θ) ≥ 1 by its definition
following (2.32)) and ϕ∗j(·) is nondecreasing by Assumption A.5(ii), and the second inequality
holds by Assumption A.5(i). Equation (2.156) gives the desired "greater than or equal
to" result for the adjusted versus original T ∗nj,EGMS(θ) statistics. A completely analogous
argument gives the desired "greater than or equal to" result for the adjusted versus original
A∗n,EGMS(θ) statistics.
Appendix 2.M Proofs of Lemmas 2.L.1–2.L.4
2.M.1 Proof of Lemma 2.L.1
Proof of Lemma 2.L.1. For notational simplicity, let S∗n := S∗n(θn), S∗Ln := S∗Ln(θn), S∗Un :=
S∗Un(θn), cL∞ := cL∞(1−α), cU∞ := cU∞(1−α), ĉn := ĉn(θn, 1−α), and c∞ := c∞(1−α). Let
ĉLn and ĉUn denote the 1−α conditional quantiles of S∗Ln(θn) and S∗Un(θn), respectively, given
{Wni}i≤n,n≥1. Note that ĉLn and ĉUn are random and depend on the conditioning value of
{Wni}i≤n,n≥1, whereas cL∞ and cU∞ denote the 1−α conditional (or unconditional) quantiles
of S∗L∞ and S∗U∞, respectively, which are nonrandom and do not depend on {Wni}i≤n,n≥1 by
Assumptions CV.1(ii) and CV.3(ii), respectively.
First, we prove part (a). If S∗Ln(θn) ≤ S∗n(θn) with probability one (with respect to the
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bootstrap randomness) conditional on {Wni}i≤n,n≥1, then the 1 − α conditional quantile of
S∗Ln(θn) given {Wni}i≤n,n≥1, which is ĉLn, is less than or equal to the 1−α conditional quantile
of S∗n(θn) given {Wni}i≤n,n≥1, which is ĉn, as a consequence of the definition of a quantile. By
Assumption CV.1(i), the “if” condition in the previous sentence holds wp→1 (with respect
to the randomness in the sample, i.e., {Wni}i≤n,n≥1). Hence, Assumption CV.1(i) implies
that ĉLn ≤ ĉn wp→1, which implies that ĉLn ≤ ĉn + op(1), where the op(1) term refers to
randomness in the sample. This gives
lim sup
n→∞





PFn(Sn + op(1) > ĉLn). (2.157)
Now, take an arbitrary ε > 0. Then, there exists ε∗ ∈ (0, ε) such that cL∞ − ε∗ is a










Ln ≤ cL∞ − ε∗|{Wni}i≤n,n≥1) = P (S∗L∞ ≤ cL∞ − ε∗) < 1− α(2.158)
a.s.[P5], where the equality holds by Assumption CV.1(ii) and the second inequality holds











{cL∞ − ε ≤ ĉLn} , (2.159)
because for a sample path ω ∈ Ω included in the left-hand side event, we must have that



















P5 (cL∞ − ε ≤ ĉLn)
= lim inf
n→∞
PFn (cL∞ − ε ≤ ĉLn) , (2.160)
where the second inequality follows from P5(lim infn→∞Bn) ≤ lim infn→∞ P5(Bn) for Bn ∈
F (which holds because P5(lim infn→∞Bn) = limk→∞ P5(∩n≥kBn) ≤ limk→∞ infn≥k P5(Bn))
and the equality holds because ĉLn depends only on {Wni}i≤n or {Wi}i≤n, which have the








PFn(Sn + op(1) > ĉLn)
= lim sup
n→∞
PFn(Sn + op(1) > ĉLn & cL∞ − ε ≤ ĉLn)
≤ lim sup
n→∞
PFn(Sn + op(1) > cL∞ − ε & cL∞ − ε ≤ ĉLn)
= lim sup
n→∞
PFn(Sn + op(1) > cL∞ − ε), (2.162)
where the two equalities hold using (2.161) and the inequality is straightforward.
By Theorem 2.5.1(e), we have
Sn →d S∞ (2.163)
using Assumptions A.0, C.1–C.7, S.1(iii), and NLA. Consider a sequence {εm}m≥1 such that
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c∞ − εm is a continuity point of S∞ for all m ≥ 1 and εm ↓ 0. Then, we have
lim sup
n→∞




PFn(Sn + op(1) > cL∞ − εm)
= lim
m→∞
P (S∞ > cL∞ − εm)
= P (S∞ > cL∞), (2.164)
where the inequality holds by (2.162), the first equality holds by (2.163) and the definition
of {εm}m≥1, and the second equality holds by the monotone convergence theorem. This and
(2.157) complete the proof of part (a).
Next, we prove part (c). By Assumption S.1(ii), there are two possible cases: (i) c∞ = 0
and (ii) c∞ > 0. First, if c∞ = 0, the result follows immediately because
lim sup
n→∞
PFn(Sn > ĉn) ≤ lim sup
n→∞
PFn(Sn > 0) ≤ α, (2.165)
where the first inequality holds because ĉn ≥ 0 (since S∗n is nonnegative by assumption) and
the second holds by Assumption A.7(ii).
Second, we consider the case where c∞ > 0. By (2.157), it suffices to show
lim sup
n→∞
PFn(Sn + op(1) > ĉLn) ≤ α. (2.166)
By Lemma 2.J.1, under Assumption C.3, Assumption N implies NLA. Hence, the assump-
tions of part (c) imply those of part (a) and (2.164) holds under the assumptions of part (c).
Using (2.164), we have
lim sup
n→∞
PFn(Sn + op(1) > ĉLn) ≤ P (S∞ > cL∞) ≤ P (S∞ > c∞) = α, (2.167)
where the second inequality holds by Assumption CV.2 because S∗L∞ ≥ST S∞ implies that
cL∞ ≥ c∞, and the equality holds by Assumption A.7(i).
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Now, we prove part (b). The proof is similar to that of part (a), but there are some
differences, such as the need for Assumption BC.5, and we use parts of the proof of part
(c) in the proof of part (d), so we provide the details. By the same argument as in the
paragraph containing (2.157), but with Assumption CV.3 in place of Assumption CV.1, we
obtain ĉUn ≥ ĉn wp→1, which implies that
ĉUn ≥ ĉn + op(1), and
lim inf
n→∞





PFn(Sn + op(1) > ĉUn), (2.168)
where the op(1) terms refer to randomness in the sample, not bootstrap randomness.
Consider an arbitrary ε > 0. There exists an ε∗ ∈ (0, ε) such that cU∞+ε∗ is a continuity










Un ≤ cU∞ + ε∗|{Wni}i≤n,n≥1)
= P (S∗U∞ ≤ cU∞ + ε∗)
> 1− α (2.169)
a.s.[P5], where the equality holds by Assumption CV.3(ii) and the second inequality holds











{cU∞ + ε ≥ ĉUn} , (2.170)
because for a sample path ω ∈ Ω included in the left-hand side event, we must have that
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P5 (cU∞ + ε ≥ ĉUn)
= lim inf
n→∞
PFn (cU∞ + ε ≥ ĉUn) (2.171)
for the same reasons as in (2.160). Since the probability on the first line of (2.171) equals
one by (2.169), we have shown that
lim inf
n→∞




PFn(Sn + op(1) > ĉUn)
= lim inf
n→∞
PFn(Sn + op(1) > ĉUn & cU∞ + ε ≥ ĉUn)
≥ lim inf
n→∞
PFn(Sn + op(1) > cU∞ + ε & cU∞ + ε ≥ ĉUn)
= lim inf
n→∞
PFn(Sn + op(1) > cU∞ + ε), (2.173)
where the two equalities hold using (2.172) and the inequality is straightforward.
Consider a sequence {εm}m≥1 such that c∞+ εm is a continuity point of S∞ for all m ≥ 1
and εm ↓ 0. Then, we have
lim inf
n→∞




PFn(Sn + op(1) > cU∞ + εm)
= lim
m→∞
P (S∞ > cU∞ + εm)
= P (S∞ > cU∞), (2.174)
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where the inequality holds by (2.173), the first equality holds by (2.163) and the definition
of {εm}m≥1, and the second equality holds by the monotone convergence theorem. This and
(2.168) complete the proof of part (b).
Lastly, we establish part (d). By Theorem 2.5.1(h), Sn →p ∞ (using Assumptions A.0,
C.1–C.7, CA, S.1(iii), S.2, and S.3). Hence, it suffices to show that ĉn = Op(1). First, suppose
the support of S∗U∞ is bounded above. Then, there exists c <∞ such that P (S∗U∞ ≤ c) = 1.
For any ε > 0, we have
P5(S
∗
Un ≤ c+ ε|{Wni}i≤n,n≥1)→ P (S∗U∞ ≤ c+ ε) = 1 a.s.[P5] (2.175)














Un ≤ c+ ε|{Wni}i≤n,n≥1) = 1, (2.176)
where the inequality holds by Assumption CV.3(i), the first equality holds by the law of
iterated expectations, and the second equality holds by the dominated convergence theorem
using (2.175). Since ĉn is the 1− α quantile of S∗n, (2.176) implies that ĉn ≤ c + 2ε wp→1,
which implies that ĉn = Op(1), as desired.
Next, we consider the case where the support of S∗U∞ is not bounded above. Then, there
exists α1 < α such that the 1− α1 quantile of S∗U∞ exceeds the 1− α quantile of S∗U∞ (and
is finite because S∗U∞ ∈ R a.s. by Assumption CV.3(ii)). By (2.169), but with cU∞ defined
to equal the 1− α1 quantile of S∗U∞, rather than the 1− α quantile, we obtain the result of




PFn (cU∞ + ε ≥ ĉUn) = 1, (2.177)





PFn(φn(θn) = 1) ≥ lim inf
n→∞
PFn(Sn + op(1) > ĉUn) = 1, (2.178)
where the equality holds because Sn →p ∞ by Theorem 2.5.1(h) and ĉUn = Op(1). This
completes the proof of part (d). 
2.M.2 Proof of Lemma 2.L.2
Proof of Lemma 2.L.2. First, we prove part (a). For all j ≤ k, we have
n1/2 (m̂nj(θ)− EFnm̃j(W, θ)) = OΘp (1), (2.179)
by (2.122) and Assumption C.5. Hence, we obtain
sup
θ∈Θ
|m̂nj(θ)− m̃j(θ)| = op(1) (2.180)
using Assumption C.4. Now, we use the result that for any sequence of random variables
{Xn}n≥1 on (Ω,F , P5) for which Xn →p 0, there exists a subsequence {cn}n≥1 of {n}n≥1
such that Xcn → 0 a.s.[P5], e.g., see Theorem 9.2.1 of Dudley (1989). We apply this result
with the original sequence {n}n≥1 replaced by some subsequence {pn}n≥1. Using this and




|m̂cnj(θ)− m̃j(θ)| = o(1) a.s.[P5]. (2.181)
By the continuity of m̃j(θ) (Assumption C.4) and θn → θ∞ (Assumption C.1), (2.181)
gives
m̂cnj(θcn)→ m̃j(θ∞) a.s.[P5]. (2.182)
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Gσj∞ a.s.[P5] ∀j ≤ k. (2.183)
This holds by the delta method, as in (2.133) with σ̂∗2nj(θn) and σ̂2nj(θn) in place of σ̂2nj(θn)
and σ2Fnj(θn), respectively, and using Assumption BC.6 in place of (2.132).
Next, suppressing the dependence of various quantities on θcn for notational simplicity,
we have: conditional on {Wni}i≤n,n≥1,














































∀j ≤ k, where m̃j∞ = m̃j(θ∞) by (2.23), Gmj∞ := Gmj (θ∞) and Gσj∞ := Gσj (θ∞) by (2.25),
the second equality holds by algebra, the third equality uses the definition of νm∗cnj(θcn) in
(2.30), the convergence holds by (2.182), (2.183), and Assumptions BC.6 and C.1, and the
last equality holds by (2.25).





j∞) by (2.59) for all j ≤ k. By (2.184), there exists a subsequence {cn}n≥1 of
{pn}n≥1 for which {T ∗∗cnj(θcn)|{Wni}i≤n,n≥1} →d G
mσ
j∞ a.s.[P5]. Hence, part (a) holds if there
exists a subsequence {an}n≥1 of {cn}n≥1 for which





−1n1/2 (m̂nj(θn) + r̂n(θn))
= (sd∗1nj(θn)κn)
−1n1/2 (m̂nj(θn)− EFnm̃j(W, θn))
+(sd∗1nj(θn)κn)




−1n1/2(EFnm̃j(W, θn) + rFn(θn))
→p h∗j∞, (2.186)
where the first equality holds by definition, see (2.58), the second equality holds using (2.16)
and (2.17), and the convergence holds using sd∗1nj(θn)/sd1j∞ →p 1 by Assumption BC.1
and sd1j∞ := sd1j∞(θ∞), n1/2(m̂nj(θn) − EFnm̃j(W, θn)) = Op(1) (by (2.179)), |χ(ν, c)| :=
|[ν + c]− − [c]−| ≤ |ν| for ν, c ∈ R (by (2.124)), κn → ∞ (by Assumption A.6(i)), and
Assumption BC.2 (which relies on Assumption BC.1 for the definition of sd1j∞(θ)).
Equation (2.186) and the continuity of ϕ∗j(ξj) at all ξj ∈ R[+∞] (by Assumption A.5(ii))
give ϕ∗j(ξnj(θn)) →p ϕ∗j(h∗j∞) for all j ≤ k. Now, we use the result that for any sequence
of random variables {Xn}n≥1 on (Ω,F , P5) for which Xn →p 0, there exists a subsequence
{an}n≥1 of {cn}n≥1 such that Xan → 0 a.s.[P5]. Thus, there exists a subsequence {an}n≥1 of
{pn}n≥1 such that (2.185) holds, which completes the proof of part (a).
Now, we prove part (b). Define







nj (θ) ∀j ≤ k. (2.187)







cnj (θ)| = op(1) a.s.[P5]. (2.188)
This, Assumption BC.6, (2.181), and the continuous mapping theorem give: under {Fn}n≥1,
conditional on {Wni}i≤n,n≥1, for the subsequence {cn}n≥1 of {pn}n≥1,
ν̂∗cnj(·) = ν
mσ∗
cnj (·) + o
Θ
p (1)⇒ Gmσj (·) a.s.[P5]. (2.189)
The proof of (2.188) is quite similar to (2.121) and (2.122), but with bootstrap quantities
in place of original sample quantities. By the same argument as in (2.121) with σ̂∗nj(θ) and










νσ∗nj (θ) + o
Θ
p (1) a.s.[P5], (2.190)
using Assumption BC.6 in place of Assumption C.5 and (2.119). Next, we have: conditional




































where the third equality holds by (2.181) and (2.190), and the fourth equality holds by the










= ω̂nj(θ) + n












EFnm̃j(W, θ) = O
Θ
p (1),
where νmnj(θ) denotes the jth element of νmn (θ) defined in (2.11), and the second equality on





= n1/2([m̂nj(θ)]− − [EF m̃j(W, θ)]−)− n1/2(r̂infn − rinfFn) + bnj(θ)
= d̂nj(θ) + bnj(θ), where
d̂nj(θ) := χ(ω̂nj(θ), n
1/2EFnm̃j(W, θ))− n1/2(r̂infn − rinfFn) = O
Θ
p (1), (2.193)
the first equality uses the definition bnj(θ) := n1/2([EFnm̃j(W, θ)]−−rinfFn) in (2.55), the second
equality uses χ(ν, c) := [ν+ c]−− [c]−, and the second equality on the last line holds because
|χ(ν, c)| ≤ |v| ∀ν, c ∈ R by (2.124), ω̂nj(θ) = OΘp (1) by (2.192), and n1/2(r̂infn − rinfFn) := A
inf
n =
Op(1) by (2.20) and Theorem 2.5.1(b) (which uses Assumptions A.0, C.4, C.5, and C.7).
For b∗j = (sd3j∞(θ)κn)−1n1/2([EFnm̃j(W, θ)]− − rinfFn) as in Λ
∗ηn
n,Fn















where the first equality holds by definition, see (2.58), and the second equality holds by
(2.193).
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Using (2.192), (2.194), and the definition of Λ∗ηnn,Fn , we can write A
∗ inf
Ln,EGMS in (2.58) as















where (θ, bj, b∗j , `j, j∗) ∈ Λ
∗ηn
n,Fn
implies that bj := bnj(θ), b∗j := (sd3j∞(θ)κn)−1bnj(θ),
`j := n
1/2EFnm̃j(W, θ), and j∗ := jn(θ) and χ(ν, c) := [ν + c]−− [c]−.
We have (sd∗3nj(θ)κn)−1d̂nj(θ) = oΘp (1) by (2.192), (2.193), Assumption A.6(i), and
sd∗3nj(θ) ≥ 1 (by its definition following (2.38)). Also, by Assumption BC.1 and sd∗3nj(θ) ≥ 1,
we have supθ∈Θ |sd3j∞(θ)/sd∗3nj(θ) − 1| →p 0. Hence, by the same argument as used to es-
tablish (2.181), there exists a subsequence {an}n≥1 (different from that in the proof of part




−1d̂anj(θ)| → 0 a.s.[P5] and sup
θ∈Θ
∣∣∣∣ sd3j∞(θ)sd∗3anj(θ) − 1
∣∣∣∣→ 0 a.s.[P5]. (2.196)
In addition, by (2.189), under {Fn}n≥1, conditional on {Wni}i≤n,n≥1, the subsequence
{an}n≥1 of {pn}n≥1 is such that
ν̂∗anj(·) = ν
mσ∗
anj (·) + o
Θ
p (1)⇒ Gmσj (·) a.s.[P5]. (2.197)
Define
−→





χ(νmσ∗nj (θ), `j) + 1(j 6= j∗)bj + 1(j = j∗)ϕ∗j(b∗j)
)
. (2.198)
By (2.195)–(2.198), we obtain:
A∗ infLan,EGMS =
−→
A ∗ infLan,EGMS + op(1) a.s.[P5], (2.199)
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using the continuity of ϕ∗j(ξj) on Rk[±∞] by Assumption A.5(ii) and the continuity of χ(ν, c)
on R × R[±∞] under d. Hence, to establish part (b), it suffices to show: conditional on




→d A∗ infL∞,EGMS a.s.[P5]. (2.200)
To prove (2.200), we use a similar argument to that used to prove Theorem 2.5.1(b) based
on the extended continuous mapping theorem. As above, let D be the space of functions from
Θ to R2k. Let D0 be the subset of uniformly continuous functions in D. For a nonstochastic










[τj(ν(·), θ, `) + δ(b, b∗, j∗)] , where
δ(b, b∗, j∗) := 1(j 6= j∗)bj + 1(j = j∗)ϕ∗j∗(b∗j∗), (2.201)
ν(θ) = (νm(θ)′, νσ(θ)′)′, νmj (θ) and νσj (θ) denote the jth elements of νm(θ) and νσ(θ), re-
spectively, and τj(ν(·), θ, `) is defined in (2.137). Note that
−→
A ∗ infLn,EGMS = g̃n(ν
∗
n(·)) and A∗ infL∞,EGMS = g̃(G(·)). (2.202)
We want to show {g̃an(ν∗an(·))|{Wni}i≤n,n≥1} →d g̃(G(·)) a.s.[P5], where, by Assumption
BC.6, {ν∗an(·)|{Wni}i≤n,n≥1} ⇒ G(·) a.s.[P5]. We use the extended CMT to establish this
result. For notational simplicity, we employ n, rather than an, in the proof of this result.
The extended CMT requires showing: for any deterministic sequence {νn(·) ∈ D}n≥1 and
deterministic ν(·) ∈ D0 such that supθ∈Θ ||νn(θ) − ν(θ)|| → 0, we have g̃n(νn(·)) → g̃(ν(·)).
(For notational simplicity, we abuse notation here and consider a deterministic νn(·) that
differs from the random νn(·) in Assumption C.5.) Once we have shown this, the proof of
part (b) is complete.
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The proof of g̃n(νn(·))→ g̃(ν(·)) is the same as the proof of gn(νn(·))→ g(ν(·)) in (2.139)–
(2.145) in the proof of Theorem 2.5.1(b), but with (θ, b, b∗, `, j∗), Λ∗ηnn,Fn , Λ
∗






), and Assumption BC.3 in place of (θ, b, `), Λn,Fn , Λ, bj, (θ, b, `), and Assumption
C.7, respectively. We have: τj(ν(·), θ, `)+δ(b, b∗, j∗) is a continuous function of (θ, b, b∗, `, j∗)
under d and takes values in the extended real line, using Assumption A.5(ii). This is used
in place of the property that τj(ν(·), θ, `) + bj is a continuous function of (θ, b, `) under d
and takes values in the extended real line, which is stated following (2.144) in the proof of
Theorem 2.5.1(b).
With the changes indicated above, we obtain g̃n(νn(·))→ g̃(ν(·)) by the proof of gn(νn(·))→
g(ν(·)) in (2.139)–(2.145), which completes the proof of part (b).
For notational simplicity, we let the subsequence {an}n≥1 of {pn}n≥1 differ in the proofs
of parts (a) and (b). However, by taking successive subsequences across the proofs of parts
(a) and (b), we can obtain a single subsequence {an}n≥1 of {pn}n≥1 for which both parts (a)
and (b) (and part (d)) hold, as stated in the theorem.
The convergence result of part (c) follows from parts (a) and (b), Ω̂n(θn) →p Ω∞ (by
Assumption C.6), the continuity of S(m,Ω) by Assumption S.1(iii), and the continuous
mapping theorem. We have S∗L∞,EGMS ≥ 0 a.s. by Assumption S.1(ii). The function
S(m,Ω) can be arbitrarily large only if mj is arbitrarily small (i.e., mj is negative and
arbitrarily large in absolute value) for some j ≤ k, by Assumption S.1(i). We have T ∗Lj∞,EGMS
and A∗ infL∞,EGMS (defined in (2.59)) are in R a.s. by Assumptions A.5, C.4, and C.5, and
χ(Gmσj (θ), `j) ≥ −|Gmσj (θ)| (because χ(ν, c) ≥ −|ν| by (2.124). This yields S∗L∞,EGMS < ∞
a.s., which completes the proof of part (c).
Lastly, we prove part (d) of the theorem. The random variables T ∗Unj,EGMS(θ) and
T ∗Uj∞,EGMS (defined in (2.60) and (2.61)) are the same as T ∗Lnj,EGMS(θ) and T ∗Lj∞,EGMS
(defined in (2.58) and (2.59)), respectively, except the former are defined using ϕ∗∗j , which
satisfies Assumption A.10, whereas the latter are defined using ϕ∗j , which satisfies Assump-
tion A.5. In consequence, the proof of part (a) also applies with U in place of L.
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Next, we consider the U version of part (b) that is stated in part (d). By definition, see
(2.58) and (2.60), we have





−[ν̂∗nj(θ)]+ + ϕ∗∗j (ξbnj(θ))
)
, whereas














In consequence, analogously to (2.195), we can write A∗ infUn,EGMS as












where Λ∗ηUnUn,Fn is defined just below (2.57) with η = ηUn.




A ∗ infUan,EGMS + o(1) a.s.[P5], where (2.205)
−→





−[νmσ∗nj (θ)]+ + ϕ∗∗j (b∗j)
)
.














−[νmσj (θ)]+ + δj(b∗)
]
, where







j (θ) and δj(b
∗) := ϕ∗∗j (b
∗
j). (2.206)
The remainder of the proof of the U version of part (b) goes through as in the proof of the
L version given above, using Assumptions A.10 and BC.4 in place of A.5 and BC.3.
The U version of part (c) that is stated in part (d) goes through as in the proof of the L
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version above, using Assumption A.10 in place of A.5. This completes the proof of part (d).

2.M.3 Proof of Lemma 2.L.3
The proof of Lemma 2.L.3 uses the following lemma. The set ΘηI(F ) for a positive constant
η is defined in (2.22) by ΘηI(F ) := {θ ∈ Θ : maxj≤k[EF m̃j(W, θ) + rinfF ]− ≤ η/n1/2}. The set
Θ̂n is defined in (2.35) by Θ̂n := {θ ∈ Θ : maxj≤k[m̂nj(θ) + r̂infn ]− ≤ τn/n1/2}.
Lemma 2.M.1. Suppose that under {Fn}n≥1 and {θn}n≥1, Assumptions A.0, C.4, C.5, and
C.7 are satisfied.
(a) Let {ηn}n≥1 and {τn}n≥1 be any sequences of positive constants that satisfy τn → ∞




(b) Let {ηUn}n≥1 and {τn}n≥1 be any sequences of positive constants that satisfy ηUn →∞
and τn/ηUn → 0. Then,
PFn(Θ
ηUn
I (Fn) ⊇ Θ̂n)→ 1.
Proof of Lemma 2.L.3. For notational simplicity, we replace {pn}n≥1 by {n}n≥1 through-
out the proof of this lemma. Part (c) follows from parts (a) and (b) using the definitions
of S∗Ln,EGMS(θn) and S∗n,EGMS(θn) in (2.58) and (2.42), respectively, and Assumption S.1(i),
which requires that S(m,Ω) is nonincreasing in m ∈ Rk ∀(m,Ω) ∈ Rk[+∞] ×Ψ.
To prove part (a), note that T ∗Lnj,EGMS(θ) and T ∗nj,EGMS(θ) only differ because the for-
mer depends on ϕ∗j(ξnj(θ)), whereas the latter depends on ϕj(ξn(θ), Ω̂n(θ)). By Assump-
tion A.5(i), ϕ∗j(ξj) ≥ ϕj(ξ,Ω) ∀j ≤ k, ∀(ξ,Ω) ∈ Rk[+∞] × Ψ. This gives ϕ∗j(ξnj(θ)) ≥
ϕj(ξn(θ), Ω̂n(θ)) for all sample and bootstrap realizations. Hence, T ∗Lnj,EGMS(θn) ≥ T ∗nj,EGMS(θn)
for all sample and bootstrap realizations, ∀j ≤ k, ∀n ≥ 1, and part (a) holds.
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Next, we prove part (b). By definition, see (2.58) and (2.41), we have



























The bootstrap random variables A∗ infLn,EGMS and A∗ infn,EGMS differ in five ways. Specifically,







n(θ), Ω̂n(θ)), (iii) bnj(θ) vs. b̂nj,EGMS(θ), (iv) χ(ν̂∗nj(θ), n1/2EFnm̃j(W, θ)) vs. χ̂∗nj,EGMS(θ),
and (v) j = jn(θ) or j 6= jn(θ) vs. minj1∈Ĵn(θ) with j = j1 or j 6= j1.
Lemma 2.M.1(a) applies because Lemma 2.L.3 imposes Assumptions A.0, C.4, C.5, and
C.7, τn → ∞ by Assumptions A.6(ii), and ηn/τn → 0 by Assumption BC.3. By Lemma








∣∣∣∣ {Wni}i≤n,n≥1) = 1 wp→ 1. (2.208)
By Assumption A.5(i), we have
ϕ∗j(ξ
b
n(θ)) ≥ ϕj(ξbn(θ), Ω̂n(θ)) ∀θ ∈ Θ (2.209)



















where the first equality in the first line holds by definition, see (2.38), the second equality
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holds by (2.193), and the second line follows from the first line, the last line of (2.193),
sd∗3nj(θ) ≥ 1 by definition, and κn → ∞ (by Assumption A.6(i)) and the inequality on
the second line holds for all bootstrap realizations because d̂nj(θ) does not depend on any
bootstrap quantities. Equation (2.210) implies that
sup
θ∈Θ





1/2EFnm̃j(W, θ)) ≥ χ̂∗nj,EGMS(θ) ∀θ ∈ Θ|{Wni}i≤n,n≥1
)
= 1 wp→ 1. (2.212)
By the footnote following (2.37), χ(ν, c) is nondecreasing in c for ν > 0 and nonincreasing
in c for ν < 0. Using this and the definition of χ(ν, c1, c2) in (2.36), we obtain: for ν ≥ 0,
χ(ν, c1, c2) = χ(ν, c1) ≤ χ(ν, c) ∀c ≥ c1. And, for ν < 0, χ(ν, c1, c2) = χ(ν, c2) ≤ χ(ν, c)






















provided n1/2EFnm̃j(W, θ) ≥ n1/2m̂nj(θ) − κn, where the first inequality holds because





















provided n1/2EFnm̃j(W, θ) ≤ n1/2m̂nj(θ) + κn.

































Combining (2.208)–(2.212) and (2.216) gives
P∇(A
∗ inf
Ln,EGMS ≥ A∗ infn,EGMS|{Wni}i≤n,n≥1) = 1 wp→ 1. (2.217)
Next, we show that
P∇(jn(θ) ∈ Ĵn(θ) ∀θ ∈ Θ|{Wni}i≤n,n≥1) = 1 wp→ 1, (2.218)
where jn(θ) := arg maxj≤k bnj(θ) is defined in (2.55) and Ĵn(θ) := {j ∈ {1, ..., k} : r̂nj(θ) ≥
r̂n(θ) − sd∗4nj(θ)n−1/2κn} is defined in (2.40). We have jn(θ) ∈ Ĵn(θ) iff r̂njn(θ)(θ) ≥ r̂n(θ)
−sd∗4njn(θ)(θ)n
−1/2κn if n1/2(r̂njn(θ)(θ)−r̂infn )−n1/2(r̂n(θ)−r̂infn ) ≥ −κn because sd∗4njn(θ)(θ) ≥ 1
by definition. By (2.193), n1/2(r̂nj(θ)−r̂infn ) = bnj(θ)+OΘp (1) ∀j ≤ k (since r̂nj(θ) = [m̂nj(θ)]−
by (2.17)). Hence, n1/2(maxj≤k r̂nj(θ)−r̂infn ) = maxj≤k bnj(θ)+OΘp (1). Taking j = jn(θ), these
results combine to give n1/2(r̂njn(θ)(θ)− r̂infn )−n1/2(r̂n(θ)− r̂infn ) = bnjn(θ)(θ)−maxj≤k bnj(θ)+
OΘp (1) = O
Θ
p (1) using the definition of jn(θ), where the OΘp (1) term does not depend on
any bootstrap quantities. Since OΘp (1) ≥ −κn holds wp→1 using Assumption A.6(i) (i.e.,
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κn →∞), (2.218) is proved.
For a suitably defined random function w(j1, θ) on {1, ..., k}×Θ, A∗ infLn,EGMS and A
∗ inf
Ln,EGMS
can be written as infθ∈ΘηnI (Fn) w(jn(θ), θ) and infθ∈ΘηnI (Fn) minj1∈Ĵn(θ)w(j1, θ), respectively.






Ln,EGMS|{Wni}i≤n,n≥1) = 1 wp→ 1. (2.219)
This and (2.217) establish the result of part (b) of the lemma.
Now, we prove part (d) of the lemma. The proofs of the U versions of parts (c) and (a)
stated in part (d) are the same as the L version proofs given above with the inequalities
reversed using Assumption A.10(i) in place of A.5(i).
The proof of the U version of part (b) stated in part (d) is as follows. By definition, see
(2.60),















−[ν̂∗nj(θ)]+ + 1(j 6= j1)(−∞) + 1(j = j1)ϕ∗∗j (ξbnj(θ))
)
,
where the second equality holds because on the rhs the max over j ≤ k is attained for j = j1
(since for j 6= j1 the term in parentheses equals −∞).
In contrast, consider A∗ infn,EGMS, which is defined in (2.207). The bootstrap random vari-
ables A∗ infUn,EGMS and A∗ infn,EGMS differ in five ways. Specifically, A∗ infUn,EGMS vs. A∗ infn,EGMS are




nj(θ)) vs. ϕj(ξbn(θ), Ω̂n(θ)), (iii) −∞
vs. b̂nj,EGMS(θ), (iv) −[ν̂∗nj(θ)]+ vs. χ̂∗nj,EGMS(θ), and (v) minj1≤k vs. minj1∈Ĵn(θ) . Lemma
2.M.1(b) applies because Lemma 2.L.3(d) imposes Assumptions A.0, C.4, C.5, and C.7,
τn → ∞ by Assumptions A.6(ii), and ηUn/τn → 0 by Assumption BC.4. Hence, by Lemma
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n(θ)) ≤ ϕj(ξbn(θ), Ω̂n(θ)) ∀θ ∈ Θ (2.222)
for all sample and bootstrap realizations. Since b̂nj,EGMS(θ) ∈ R[±∞], we have −∞ ≤
b̂nj,EGMS(θ) ∀θ ∈ Θ for all sample and bootstrap realizations.




1/2m̂nj(θ)− sd∗2nj(θ)κn) ≥ χ(ν̂∗nj(θ),−∞) = −ν̂∗nj(θ), (2.223)
where the first equality holds by the definition of χ̂∗nj,EGMS(θ) in (2.37), the inequality holds
because χ(ν, c) is nondecreasing in c for ν ≥ 0 by the footnote following (2.37), and the last






2nj(θ)κn) ≥ χ(ν̂∗nj(θ),+∞) = 0, (2.224)
where the first equality holds by the definition of χ̂∗nj,EGMS(θ), the inequality holds because
χ(ν, c) is nonincreasing in c for ν < 0 by the footnote following (2.37), and the last equality
uses χ(ν,+∞) = 0 by (2.24). Hence, for all sample and bootstrap realizations, χ̂∗nj,EGMS(θ) ≥
−[ν̂∗nj(θ)]+.
Because Ĵn(θ) ⊂ {1, ..., k}, the minj1≤k is less than or equal to the minj1∈Ĵn(θ) . In conse-
quence of the results above, we obtain P∇(A∗ infUn,EGMS ≤ A∗ infn,EGMS|{Wni}i≤n,n≥1) = 1 wp→1,
which establishes the U version of part (b) stated in part (d) of the lemma. 
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Proof of Lemma 2.M.1. First, we prove part (a). We have
PFn(Θ̂n ⊇ Θ
ηn
















n1/2([m̂nj(θ)]− − r̂infn ) ≤ τn
)
, (2.225)
where the inequality holds by the definition of Θ̂n and the equality holds because for b, c ≥ 0,
[a+b]− ≤ c if and only if [a]−−b ≤ c. To see this, first note that [a+b]− ≤ c and [a]−−b ≤ c
are equivalent to max{−a− b− c,−c} ≤ 0 and max{−a− b− c,−b− c} ≤ 0, respectively.
The “only if” part follows by observing that max{−a− b− c,−c} ≥ max{−a− b− c,−b− c}.
Now, suppose [a]− − b ≤ c so that either (i) a ≥ 0 or (ii) a < 0 and −a− b ≤ c. If (i) is the

























[νmσnj (θ) + n
1/2EFnm̃j(W, θ)]− − [n1/2EFnm̃j(W, θ)]−







|νmσnj (θ)|+ ηn +Op(1)
= Op(1) + ηn, (2.226)
where the second equality holds by Theorem 2.5.1(b) (which requires Assumptions A.0, C.4,
C.5, and C.7), the third equality holds by (2.122) and (2.123), the inequality holds by the
definition of ΘηnI (Fn), the same reasoning as given following (2.225), and (2.124), and the









n1/2([m̂nj(θ)]− − r̂infn ) ≤ τn
)
≥ PFn(Op(1) + ηn ≤ τn)
= PFn(Op(1/τn) + ηn/τn ≤ 1)
→ 1, (2.227)
where the convergence holds because τn → ∞ and ηn/τn → 0. Combining this with (2.225)
gives the result of part (a).
Next, we prove part (b). Note that
PFn(Θ
ηUn






n1/2([EFnm̃j(W, θ)]− − rinfFn) ≤ ηUn
)
(2.228)


































∣∣νmσnj (θ)∣∣+ τn +Op(1)
= Op(1) + τn, (2.229)
where the second equality holds by Theorem 2.5.1(b) (which requires Assumptions A.0, C.4,
C.5, and C.7), the first inequality holds by the definition of Θ̂n and the same reasoning as
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given following (2.225), the third equality holds by (2.122) and (2.123), the second inequality








n1/2([EFnm̃j(W, θ)]− − rinfFn) ≤ ηUn
)
≥ PFn(Op(1) + τn ≤ ηUn)
= PFn(Op(1/ηUn) + τn/ηUn ≤ 1)
→ 1, (2.230)
where the convergence holds because ηUn →∞ and τn/ηUn → 0. Combining this with (2.228)
gives the result of part (b). 
2.M.4 Proof of Lemma 2.L.4
Proof of Lemma 2.L.4. Given the definitions of S∗L∞,EGMS and SI∞ in (2.59) and
(2.29), respectively, and Assumption S.1(i), it suffices to show that T ∗Lj∞,EGMS ≤ Tj∞ and
A∗ infL∞,EGMS ≤ Ainf∞ (ΛI) for all sample realizations, where T ∗Lj∞,EGMS, Tj∞, A∗ infL∞,EGMS, Ainf∞ (Λ),
and ΛI are defined in (2.59), (2.26), (2.59), (2.28), and Assumption C.8, respectively, using
quantities that are defined in Assumptions C.1 and C.3–C.5. We have






j∞) ≤ Gmσj∞ + hj∞ := Tj∞ (2.231)
for all sample realizations, where the inequality holds because (i) hj∞ ≥ 0 by Lemma 2.5.1(a)
(which imposes Assumptions C.3 and N), (ii) ϕ∗j(h∗j∞) ≤ hj∞ holds immediately if hj∞ =∞,
and (iii) if 0 ≤ hj∞ < ∞, then h∗j∞ = 0 (since n1/2(EFnm̃j(W, θn) + rinfFn) → hj∞ and
(sd1nj(θn)κn)
−1
×n1/2(EFnm̃j(W, θn) + rinfFn) → h
∗
j∞ by Assumptions C.3 and BC.2, sd1nj(θn) ≥ 1/2 for




j∞) = 0 by Assumption A.5(iii), and hence, ϕ∗j(h∗j∞) ≤ hj∞.
Now, we showA∗ infL∞,EGMS ≤ Ainf∞ (ΛI).We can writeA∗ infL∞,EGMS = inf(θ,b,b∗,`,j∗)∈Λ∗I KL(θ, b, b
∗, `,
j∗) and Ainf∞ (ΛI) = inf(θ,b,`)∈ΛI K(θ, b, `) for random functions KL(·) and K(·) defined in
(2.233) below. To show A∗ infL∞,EGMS ≤ Ainf∞ (ΛI), it suffices to show that for any (θ, b, `) ∈ ΛI
there exists (θ, b, b∗, `, j∗) ∈ Λ∗I for which KL(θ, b, b∗, `, j∗) ≤ K(θ, b, `) for all sample realiza-
tions.
To this end, we claim: Given any (θ, b, `) ∈ ΛI , there exists an element (θ, b, b∗, `, j∗) ∈ Λ∗I .
This claim is proved as follows. By Assumption C.8, given any (θ, b, `) ∈ ΛI , there
exists a sequence {(θn, bn, `n) ∈ Ληnn,Fn}n≥1 such that d((θn, bn, `n), (θ, b, `)) → 0, where θn ∈
ΘηnI (Fn) for all n ≥ 1 by the definition of Λ
ηn
n,Fn
following (2.22). Given {θn}n≥1, consider
the corresponding sequence {(θn, bn, b∗n, `n, j∗n) ∈ Λ
∗ηn
n,Fn




n := arg maxj≤k bnj, and j∗n is the smallest arg max value if the
arg max is not unique. By Assumption BC.3, Λ∗ηnn,Fn →H Λ
∗
I for Λ∗I compact (under d). In
consequence, there exist a subsequence {un}n≥1 of {n}n≥1 and an element (θ, b, b∗, `, j∗) of
Λ∗I for which
d((θun , bun , b
∗
un , `un , j
∗
un), (θ, b, b
∗, `, j∗))→ 0 and (θ, b) = (θ, b), (2.232)
where the equality holds because d((θn, bn, `n), (θ, b, `)) → 0, which completes the proof of
the claim.
Given any (θ, b, `) ∈ ΛI , take (θ, b, b∗, `, j∗) ∈ Λ∗I as in the previous paragraph. Then, we
have
KL(θ, b, b
∗, `, j∗) := max
j≤k
(





χ(Gmαj (θ), `j) + bj
]
:= K(θ, b, `) (2.233)
for all sample realizations, where the first and last equalities hold by the definitions of
A∗ infL∞,EGMS and Ainf∞ (ΛI) and the inequality holds because, as we show below, ϕ∗j∗(b∗j∗) ≤ bj∗ .
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As argued above, (2.233) implies that A∗ infL∞,EGMS ≤ Ainf∞ (ΛI), which we set out to prove.
Now, we show ϕ∗j∗(b∗j∗) ≤ bj∗ . For notational simplicity, suppose (2.232) holds with n
in place of un. We have j∗n → j∗ by (2.232), and hence, j∗n = j∗ for n large (because j∗n ∈
{1, ..., k}), where j∗n := jn(θn) by the definition of Λ
∗ηn
n,Fn
in (2.57) for jn(θn) defined in (2.55).
We have bnj → bj and b∗nj → b∗j by (2.232), where bnj = bnj(θn) and b∗nj = (sd3j∞(θn)κn)−1bnj
by the definition of Λ∗ηnn,Fn for bnj(θ) defined in (2.55). Hence, we have bnj∗n → bj∗ and
b∗nj∗n → b
∗
j∗ , where b∗nj∗n = (sd3j∗n∞(θn)κn)
−1bnj∗n = (sd3jn(θn)∞(θn)κn)
−1bnjn(θn)(θn) ≥ 0 for
all n ≥ 1 by (2.56). This, sd3jn(θn)∞(θn) ≥ 1/2 for n large (by Assumption BC.1 and
sd∗
3njn(θn)
(θ) ≥ 1, which holds by its definition following (2.38)), and κn →∞ (by Assumption
A.6(i)) imply that bj∗ ≥ b∗j∗ ≥ 0. In addition, it implies that if 0 ≤ bj∗ < ∞, then b∗j∗ = 0
(since κn → ∞). Hence, we obtain: if 0 ≤ bj∗ < ∞, then ϕ∗j∗(b∗j∗) = 0 ≤ bj∗ because
ϕ∗j∗(0) = 0 by Assumption A.5(iii). On the other hand, if bj∗ =∞, then ϕ∗j∗(b∗j∗) ≤ ∞ = b∗j∗
by the definition of ϕ∗j(·), which completes the proof of the lemma. 
Appendix 2.N Proof of Theorem 2.8.1
The proof of Theorem 2.8.1 uses the following lemma, which provides sufficient conditions
for Assumptions C.5 and C.6 to hold for the case of i.i.d. observations.
Let →u denote uniform convergence over Θ2.
We assume the covariance kernel converges uniformly.
Assumption C.9. ΩFn(·, ·)→u Ω∞(·, ·) for some continuous R2k×2k-valued function Ω∞(·, ·)
on Θ2.
The following Lemma is based on Lemma D.2 of BCS.
Lemma 2.N.1. Assumptions A.0–A.4, C.1, and C.9 imply Assumptions C.5 and C.6 with
the covariance kernel of G(·) in Assumption C.5 equal to Ω∞(·, ·) and with Ω∞ in Assumption
C.6 equal to the upper left k × k submatrix of Ω∞(θ∞, θ∞).
243
Comment. For any subsequence {qn}n≥1 of {n}n≥1, Lemma 2.N.1 holds with qn in place of
n throughout, including the assumptions. (The proof just needs to be changed by replacing
n by qn throughout.)
Proof of Theorem 2.8.1. First, we prove the result of part (b) for the CSn,SPUR1 CS. Let
φn(θ) abbreviate φn,SPUR1(θ). There always exist sequences {Fn}n≥1 and {θn ∈ ΘI(Fn)}n≥1







PF (φn(θ) = 0) = lim inf
n→∞
PFn(φn(θn) = 0) = limPFqn (φqn(θqn) = 0).
(2.234)
The left-hand side expression equals the uniform coverage probability in Theorem 2.8.1(b)
using the definition of the SPUR1 CS in (2.44). By (2.234), it suffices to show that the rhs
of (2.234) is 1−α or greater with {qn}n≥1 replaced by some subsequence {an}n≥1 of {qn}n≥1
(because the limit under the subsequence {an}n≥1 is the same as the limit under the original
subsequence {qn}n≥1). The rhs of (2.234) defined with {an}n≥1 is 1−α or greater by Theorem
2.L.1(c) provided the assumptions of Theorem 2.L.1(c) hold for some subsequence {pn}n≥1
of {qn}n≥1. Note that Theorem 2.L.1(c) holds without imposing Assumption BC.1 and with
sd1j∞(θ) := 1 in Assumption BC.2 by Comment (ii) following Theorem 2.L.1(c). Hence, it
remains to verify that Assumptions BC.2 (with sd1j∞(θ) := 1), BC.3, BC.6, and C.1–C.8
hold for some subsequence {pn}n≥1 (of {qn}n≥1) in place of {n}n≥1 (because Assumptions
A.0, A.5–A.7, and S.1, which are imposed in Theorem 2.L.1(c), are also imposed in the
present theorem, and Assumption N, which is imposed in Theorem 2.L.1(c), holds because
θan ∈ ΘI(Fan) ∀n ≥ 1 in (2.234) by construction).
Under Assumptions A.4 and A.8, by Lemma D.7 of BCS, given {qn}n≥1, there exists
a subsequence {un}n≥1 of {qn}n≥1, a continuous Rk×k-valued function Ω∞ on Θ2, and a
continuous Rk-valued function m̃ on Θ for which (i) ΩFun →u Ω∞, where→u denotes uniform
convergence (over Θ2 in this case), (ii) EFunm̃(W, ·) →u m̃(·), and hence, Assumption C.4
holds for the subsequence {un}n≥1, and (iii) Assumptions C.7, C.8, and BC.3 hold for the
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subsequence {un}n≥1. Strictly speaking, Lemma D.7 of BCS only establishes ΩFun →u Ω∞
and the subsequence versions of Assumptions C.7 and C.8, but EFunm̃(W, ·)→u m̃(·) and the
subsequence version of Assumption BC.3 are established in the same ways as ΩFun →u Ω∞
(but using Assumption A.8 in place of Assumption A.4) and the subsequence versions of
Assumptions C.7 and C.8, respectively.
Assumption C.1 holds for a subsequence {un}n≥1 of {un}n≥1 because {θun}n≥1 is a se-
quence in the compact set Θ (by Assumption A.0(i)).
Assumptions C.5 and C.6 hold for the subsequence {un}n≥1 by applying a subsequence
version of Lemma 2.N.1, which imposes Assumptions A.0–A.4, C.1, and C.9. Assumptions
A.0–A.4 are imposed in the present theorem and the subsequence version of Assumption C.9
holds by (i) above.
Assumptions C.2, C.3, and BC.2 hold for a subsequence {pn}n≥1 of {un}n≥1 because
{u1/2n EFunm̃(W, θun)}n≥1, {u
1/2





n (EFunm̃(W, θun) +
rinfFun )}n≥1 are sequences taking values in R
k
[±∞], which is compact under d (defined following
(2.20) with a∗ = k).
Assumption BC.6 holds for the subsequence {pn}n≥1 by Lemma D.2(8) of BCS because
Assumptions A.1–A.4 of this paper imply Assumptions A.1–A.4 of BCS and ΩFun →u Ω∞
implies ΩFpn →u Ω∞ (because {pn}n≥1 is a subsequence of {un}n≥1).
This concludes the proof that the assumptions employed in Theorem 2.L.1(c) hold for
the subsequence {pn}n≥1 of {qn}n≥1, which completes the proof of part (b) for CSn,SPUR1.
The proof of part (a) for the SPUR1 test is essentially the same as that of part (b) for
the SPUR1 CS, but with θ0 in place of θn ∀n ≥ 1.
Next, we prove part (b) for the SPUR2 CS. Let {Fn}n≥1 and {θn}n≥1 denote sequences







PF (φn,SPUR2(θ) = 1) = lim sup
n→∞
PFn(φn,SPUR2(θn) = 1). (2.235)
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Such sequences always exists. The left-hand side expression in (2.235) equals one minus the
uniform coverage probability in Theorem 2.8.1(b) using the definition of the SPUR2 CS in
(2.44).
We use the following Bonferroni argument. Define
φn,SPUR2(θ, r) :=
 φn,GMS(θ, α2) if r = 0φn,SPUR1(θ, α2) if r > 0. (2.236)






PFn(φn,SPUR2(θn) = 1 & r
inf
Fn ≤ r̂n,UP (α1))
+lim sup
n→∞
PFn(φn,SPUR2(θn) = 1 & r
inf
Fn > r̂n,UP (α1))
≤ lim sup
n→∞
PFn(φn,SPUR2(θn) = 1 & r
inf




φn,SPUR2(θn, r) = 1 & rinfFn ≤ r̂n,UP (α1)) + α1, (2.237)
where the inequality holds because lim infn→∞ PFn(rinfFn ∈ [0, r̂n,UP (α1)]) ≥ 1− α1.
First, consider the case where rinfFn > 0 for all n large. Under the null hypothesis, the rhs
of (2.237) is less than or equal to
lim sup
n→∞
PFn(φn,SPUR1(θn, α2) = 1) + α1 ≤ α2 + α1 = α, (2.238)
where the inequality holds because the nominal level α2 test φn,SPUR1(θn, α2) has asymptotic
size α2 or less by Theorem 2.8.1(b) for the SPUR1 CS (which allows for drifting sequences
of null values θn).
Next, consider the case where rinfFn = 0 for all n large. Under the null hypothesis, the rhs
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of (2.237) is less than or equal to
lim sup
n→∞
PFn(φn,GMS(θn, α2) = 1) + α1 ≤ α2 + α1 = α, (2.239)
where the inequality holds because the model is correctly specified (i.e., rinfFn = 0) for n large
and the φn,GMS(θn, α2) test has asymptotic size α2 or less in this case. The latter holds by
the same argument as used to prove Theorem 2.8.1(b) for the SPUR1 CS (which allows for
drifting sequences of null values θn), but with the test statistic Sn(θ) defined in (2.18) with
r̂infn replaced by the true value rinfFn = 0 and with the EGMS bootstrap statistic replaced by
the GMS bootstrap statistic S∗n,GMS(θ) defined just above (2.46), which is suitable because
rinfFn = 0.
The result of part (b) for the SPUR2 CS holds because the rhs of (2.237) for the sequence
{Fn}n≥1 is α or less by considering subsequences of {n} where either (2.238) or (2.239)
applies.
The proof of part (a) for the SPUR2 test is analogous to that of part (b) for the SPUR2
CS with θ0 in place of θn ∀n ≥ 1. 
Proof of Lemma 2.N.1. Now we verify Assumption C.5 using Lemma D.2(1) of BCS,
which imposes their Assumptions A.1–A.4 and M.2 and ΩFn →u Ω∞ for some Ω∞. Assump-
tions A.1–A.4 in this paper imply A.1–A.4 in BCS, Assumption A.0(i) is the same as BCS’s
M.2, and Assumption C.9 implies ΩFn →u Ω∞. Lemma D.2(1) of BCS gives νmn (·)⇒ Gm(·),
whereas Assumption C.5 concerns νn(·) := (νmn (·)′, νσn(·)′)′. However, by the same argument
as in the proof of Lemma D.2(1) applied to νn(·), rather than νmn (·), we obtain
νn(·)⇒ G(·), (2.240)
where G(·) is as in Assumption C.5, using equicontinuity of νn(·) in our Assumption A.2,
rather than of νmn (·) in BCS’s Assumption A.2, and using 4+a finite moments in our Assump-
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tion A.3, rather than 2 + a finite moments in BCS’s Assumption A.3. Hence, Assumption
C.5 holds.
Next, we verify Assumption C.6. Lemma D.2(5) of BCS gives supθ∈Θ ||Ω̂n(θ)−Ω∞11(θ, θ)|| →p
0, where Ω∞11(θ, θ) denotes the upper left k×k submatrix of Ω∞(θ, θ), because Assumptions
A.1–A.4 in this paper imply Assumptions A.1–A.4 of BCS and ΩFn →u Ω∞ by Assumption
C.9. By Assumption C.1, θn → θ∞, and by Assumption C.9, Ω∞(θ, θ′) is continuous on Θ2.
These results combine to yield Ω̂n(θn) →p Ω∞11(θ∞, θ∞) := Ω∞, which verifies Assumption
C.6. 
Appendix 2.O Proof of Theorem 2.B.1
Proof of Theorem 2.B.1. We prove part (a) first. There always exists a subsequence
{pn}n≥1 of {n}n≥1 such that
lim sup
n→∞
PFn(φn,EGMS(θn) = 1) = limPFpn (φpn,EGMS(θqn) = 1). (2.241)
By Theorem 2.L.1(a) applied with {pn}n≥1 defined in (2.241), there exists a subsequence
{an}n≥1 of {pn}n≥1 such that
limPFpn (φpn,EGMS(θqn) = 1) = limPFan (φan,EGMS(θan) = 1) ≤ P (S∞ > c∞,EGMS(1− α)),
(2.242)
where the equality holds because a subsequence has the same limit as the original sequence
and the inequality holds by Theorem 2.L.1(a) with {pn}n≥1 defined in (2.242), which imposes
Assumptions A.0, A.5, A.6, BC.1–BC.3, BC.6, C.1–C.8, NLA, and S.1 defined using the sub-
sequence {pn}n≥1 in place of {n}n≥1. Assumptions A.0, A.5, A.6, BC.1–BC.3, C.1, C.4, C.7,
C.8, NLA, and S.1 (among others) defined using {n}n≥1 are imposed in Theorem 2.B.1(a),
which implies that the subsequence {pn}n≥1 versions of them also hold. Hence, it remains
to verify Assumptions BC.6, C.5, and C.6 (defined using {pn}n≥1 in place of {n}n≥1). As-
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sumptions C.5 and C.6 hold for the subsequence {pn}n≥1 by applying a subsequence version
of Lemma 2.N.1, which imposes Assumptions A.0–A.4, C.1, and C.9. These assumptions
are also imposed in the theorem. Assumption BC.6 holds for the subsequence {pn}n≥1 by
Lemma D.2(8) of BCS because Assumptions A.1–A.4 of this paper imply Assumptions A.1–
A.4 of BCS and ΩFn →u Ω∞ (by Assumption C.9) implies ΩFpn →u Ω∞. This completes the
proof of part (a).
Next, we prove part (b). There always exists a subsequence {pn}n≥1 of {n}n≥1 and, by
Theorem 2.L.1(b), there exists a subsequence {an}n≥1 of {pn}n≥1 such that
lim inf
n→∞
PFn(φn,EGMS(θn) = 1) = limPFpn (φpn,EGMS(θpn) = 1)
= limPFan (φan,EGMS(θan) = 1)
≥ P (S∞ > c∞,EGMS(1− α)), (2.243)
where the second equality holds because a subsequence has the same limit as the original
sequence and the inequality holds by Theorem 2.L.1(b) (with {pn}n≥1 defined in (2.243)),
which employs the same assumptions as Theorem 2.L.1(a) except with Assumptions A.10,
BC.4, and BC.5 in place of A.5 and BC.3. Given the assumptions imposed in part (b)
of the theorem (which include Assumptions A.10, BC.4, and BC.5), it remains to verify
Assumptions BC.6, C.5, and C.6 defined using the subsequence {pn}n≥1 in place of {n}n≥1.
These assumptions are verified by the same argument as in the proof of part (a) above.
Now, we prove part (c). There always exists a subsequence {pn}n≥1 of {n}n≥1 and, by
Theorem 2.L.1(d), there exists a subsequence {an}n≥1 of {pn}n≥1 such that
lim inf
n→∞
PFn(φn,EGMS(θn) = 1) = limPFpn (φpn,EGMS(θpn) = 1)
= limPFan (φan,EGMS(θan) = 1) = 1, (2.244)
where the second equality holds because a subsequence has the same limit as the original
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sequence and the third equality holds by Theorem 2.L.1(d) provided the assumptions of
Theorem 2.L.1(d) hold for the subsequence {pn}n≥1 defined in (2.244) in place of {n}n≥1.
All of the latter assumptions hold by the assumptions imposed in Theorem 2.B.1(c) for the
sequence {n}n≥1, except Assumptions BC.6, C.5, and C.6 defined using the subsequence
{pn}n≥1 in place of {n}n≥1. These assumptions are verified by the same argument as given
in the proof of part (b), which completes the proof of part (c). 
Appendix 2.P Proof of Theorem 2.10.1 and Rate of Con-
vergence of Θ̂n
This section proves Theorem 2.10.1 (i.e., it shows that Θ̂n, defined in (2.35), is uniformly
consistent for ΘI(F )) and it establishes the rate of convergence of dH(Θ̂n,ΘI(Fn)) to zero un-
der suitable conditions. These results are similar to results in Theorem 3.1 of Chernozhukov,
Hong, and Tamer (2007).
2.P.1 Consistency and Rate of Convergence of Θ̂n under {Fn}n≥1
Here we establish consistency and rate of convergence results for Θ̂n under a drifting sequence
of distributions {Fn}n≥1.
The set ΘI,ε(Fn), which is an ε-expansion of ΘI(Fn), is defined in Section 2.10. The
following assumption ensures that infθ∈Θ\ΘI,ε(Fn) maxj≤k [EFnm̃j(Wi, θ)]− − rinfFn is bounded
away from zero under {Fn}n≥1.








[EFnm̃j(Wi, θ)]− − rinfFn
)
> 0.
The following minorant condition for the population moments is similar to (4.1) of Cher-
nozhukov, Hong, and Tamer (2007). It is used to determine the rate of convergence of
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dH(Θ̂n,ΘI(Fn)) to zero.




[EFnm̃j(Wi, θ)]− − rinfFn ≥ C · (min{d(θ,ΘI(Fn)), ε})
γ.
Typically, Assumption C.11 holds with γ = 1.
Part (a) of the following lemma is used in the proof of Theorem 2.10.1 given below. Part
(b) provides a rate of convergence result for Θ̂n.
Lemma 2.P.1. Suppose Assumptions A.0, C.4, C.5, C.7, and C.10 hold under {Fn}n≥1.
Suppose the positive constants {τn}n≥1 that appear in (2.35) satisfy τn → ∞ and τn/n1/2 =
o(1). Then,
(a) dH(Θ̂n,ΘI(Fn)) = op(1) and
(b) dH(Θ̂n,ΘI(Fn)) = Op((τn/n1/2)1/γ) provided Assumption C.11 also holds.
Comment. When Fn = F for all n ≥ 1 for some F ∈ P , Assumption C.10 holds by the
definitions of rinfF and ΘI,ε(F ) under Assumption A.0. In consequence, Lemma 2.P.1(a) estab-
lishes the result of Theorem 2.10.1 with supF∈P deleted and without imposing Assumption
A.9.
2.P.2 Proofs of Lemma 2.P.1 and Theorem 2.10.1
The proof of Lemma 2.P.1(b) uses the following lemma, which shows that Assumption C.11
implies a similar minorant condition on the sample analogue of the left-hand side of Assump-
tion C.11.
Lemma 2.P.2. Suppose Assumptions A.0, C.4, C.5, C.7, and C.11 hold under {Fn}n≥1.
Then, there exist positive constants κ, ε, and γ such that for any δ ∈ (0, 1) there exists
positive constants κδ and Nδ such that
max
j≤k
([m̂nj(θ)]− − r̂infn ) ≥ κ · (min{d(θ,ΘI(Fn)), ε})γ
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for all θ ∈ {θ ∈ Θ : d(θ,ΘI(Fn)) ≥ (κδ/n1/2)1/γ} with probability at least 1−δ for all n ≥ Nδ.
Proof of Lemma 2.P.1. The proof is similar to that of Theorem 3.1 of Chernozhukov,
Hong, and Tamer (2007). For part (a), we have
sup
θ∈ΘI(Fn)
d(θ, Θ̂n) = 0 wp→ 1 (2.245)
because ΘI(Fn) ⊂ Θ̂n wp → 1 by Lemma 2.M.1(a) (which requires Assumptions A.0, C.4,
C.5, and C.7). For part (a), it remains to show supθ∈Θ̂n d(θ,ΘI(Fn)) = op(1).
By Assumption C.10, for arbitrary ε > 0, we have






[EFnm̃j(Wi, θ)]− − rinfFn > 0. (2.246)





[EFnm̃j(Wi, θ)]− − rinfFn ≤ Op(1/n
1/2) + τn/n
1/2 = op(1), (2.247)














≥ limPFn(ζε/2 > op(1))
= 1. (2.248)
Thus, limPFn(Θ̂n ⊂ ΘI,ε(Fn)) = 1 and supθ∈Θ̂n d(θ,ΘI(Fn)) ≤ ε wp→ 1. Since ε > 0 is
arbitrary, we have supθ∈Θ̂n d(θ,ΘI(Fn)) = op(1), which completes the proof of part (a).
For part (b), take the positive constants (κ, ε, γ, δ,Nδ, κδ) as in Lemma 2.P.2. We can
take N ′δ ≥ Nδ such that 2τn > κ · κδ and εn := (2τn/(n1/2κ))1/γ < ε for n ≥ N ′δ, because
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τn →∞ and τn/n1/2 = o(1). As defined, εn > (κδ/n1/2)1/γ for n ≥ N ′δ. Hence,
Θ\ΘI,εn ⊂ {θ ∈ Θ : d(θ,ΘI(Fn)) ≥ (κδ/n1/2)1/γ} (2.249)





([m̂nj(θ)]− − r̂infn ) ≥ κ · inf
θ∈Θ\ΘI,εn (Fn)
(min{d(θ,ΘI(Fn)), ε})γ
≥ κ · (min{εn, ε})γ









([m̂nj(θ)]− − r̂infn ), (2.250)
where the first inequality holds by Lemma 2.P.2 and (2.249), the second inequality holds
by the definition of ΘI,εn(Fn), the first equality holds by the definition of N ′δ, the second
equality holds by the definition of εn, and the last holds inequality by the definition of Θ̂n.
Equation (2.250) implies Θ̂n ⊂ ΘI,εn(Fn), and hence, supθ∈Θ̂n d(θ,ΘI(Fn)) ≤ εn with
probability at least 1− δ for n ≥ N ′δ. Combining this with (2.245) gives
dH(Θ̂n,ΘI(Fn)) = Op(εn) = Op((τn/n
1/2)1/γ), (2.251)
which completes the proof of part (b). 
Proof of Lemma 2.P.2. By (2.226) with Θ in place of ΘηnI (Fn) throughout and with




([m̂nj(θ)]− − r̂infn ) = max
j≤k





using Assumptions A.0, C.4, C.5, and C.7. Hence, for any δ ∈ (0, 1), there exist positive
constants κδ and Nδ such that with probability at least 1− δ, we have
max
j≤k
([m̂nj(θ)]− − r̂infn ) ≥ C · (min{d(θ,ΘI(Fn)), ε})γ +OΘp (1/n1/2)
≥ C · (min{d(θ,ΘI(Fn)), ε})γ − (C/2)κδ/n1/2 (2.253)
for all θ ∈ Θ and n ≥ Nδ, where C, ε, and γ are as in Assumption C.11 and the first inequality




For all n ≥ Nδ, we have
κδ/n
1/2 ≤ (min{d(θ,ΘI(Fn)), ε})γ (2.254)
for all θ ∈ {θ ∈ Θ : d(θ,ΘI(Fn)) ≥ (κδ/n1/2)1/γ}. Combining (2.253) and (2.254) establishes
the lemma with κ = C/2. 
Proof of Theorem 2.10.1. Let an arbitrary ε > 0 be given. There always exists a sequence





PF (dH(Θ̂n,ΘI(F )) > ε) = lim sup
n→∞
PFn(dH(Θ̂n,ΘI(Fn)) > ε). (2.255)
There always exists a subsequence {wn}n≥1 of {n}n≥1 such that
lim sup
n→∞
PFn(dH(Θ̂n,ΘI(Fn)) > ε) = limPFwn (dH(Θ̂wn ,ΘI(Fwn)) > ε). (2.256)
Given any subsequence {an}n≥1 of {wn}n≥1, there exists a subsequence {un}n≥1 of {an}n≥1
such that Assumptions C.4, C.7, and C.9 hold for the subsequence {un}n≥1 by the proof of
Theorem 2.8.1, which uses Lemma D.7 of BCS and relies on Assumptions A.4 and A.8. Given
Assumption A.9, Assumption C.10 also holds for the subsequence {un}n≥1. By Lemma 2.N.1,
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Assumptions A.0–A.4 and C.9 imply Assumption C.5. Hence, Assumptions C.4, C.5, C.7,
and C.10 hold for the subsequence {un}n≥1. In consequence, by Lemma 2.P.1(a) applied with
n replaced by un, which utilizes Assumptions A.0, C.4, C.5, C.7, and C.10, we have
limPFundH(Θ̂un ,ΘI(Fun)) > ε) = 0. (2.257)
This implies that the same result holds for the subsequence {wn}n≥1, which completes the
proof using (2.255) and (2.256) because ε > 0 is arbitrary. 
Appendix 2.Q Assumptions
For ease of reference, we state all of the assumptions used in the paper and Supplemental
Material here.
Assumption A.0. (i) Θ is compact and non-empty and (ii) EF m̃j(W, θ) is upper semi-
continuous on Θ ∀j ≤ k, ∀F ∈ P .
Assumption A.1. The observations W1, ...,Wn are i.i.d. under F and {m̃j(·, θ) :W → R}
and {m̃2j(·, θ) : W → R} are measurable classes of functions indexed by θ ∈ Θ ∀j ≤ k,
∀F ∈ P .
Assumption A.2. The empirical process νn(·) is asymptotically ρF -equicontinuous on Θ
uniformly in F ∈ P .
Assumption A.3. For some a > 0, supF∈P EF supθ∈Θ ||m̃(W, θ)||4+a.
Assumption A.4. The covariance kernel ΩF (θ, θ′) satisfies: for all F ∈ P ,
limδ→0 sup||(θ1,θ′1)−(θ2,θ′2)||<δ ||ΩF (θ1, θ
′
1)− ΩF (θ2, θ′2)|| = 0.
Assumption A.5. Given the function ϕ : Rk[+∞]×Ψ→ Rk[+∞] in (2.33), there is a function
ϕ∗ : Rk[+∞] → Rk[+∞] that takes the form ϕ∗(ξ) = (ϕ∗1(ξ1), ..., ϕ∗k(ξk))′ and ∀j ≤ k, (i) ϕ∗j(ξj) ≥
ϕj(ξ,Ω) ≥ 0 ∀(ξ,Ω) ∈ Rk[+∞] ×Ψ, (ii) ϕ∗j is nondecreasing and continuous under the metric
d, and (iii) ϕ∗j(ξj) = 0 ∀ξj ≤ 0 and ϕ∗j(∞) =∞.
Assumption A.6. (i) κn →∞. (ii) τn →∞.
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Assumption A.7. Under {Fqn}n≥1 and {θqn}n≥1, (i) if c∞(1 − α) > 0, then P (S∞ =
c∞(1− α)) = 0, and (ii) if c∞(1− α) = 0, then lim supn→∞ PFqn (Sqn > 0) ≤ α.
Assumption A.8. EF m̃(W, θ) is equicontinuous on Θ over F ∈ P . That is, limδ↓0 supF∈P
sup||θ−θ′||<δ ||EF m̃(W, θ)− EF m̃(W, θ′)|| = 0.
Assumption A.9. For all ε > 0, infF∈P infθ∈Θ\ΘI,ε(F ) maxj≤k [EF m̃j(Wi, θ)]− − rinfF > 0.
Assumption A.10. Given the function ϕ : Rk[+∞]×Ψ→ Rk[+∞] in (2.33), there is a function
ϕ∗∗ : Rk[+∞] → Rk[+∞] that takes the form ϕ∗∗(ξ) = (ϕ∗∗1 (ξ1), ..., ϕ∗∗k (ξk))′ and ∀j ≤ k, (i)
ϕ∗∗j (ξj) ≤ ϕj(ξ,Ω) ∀(ξ,Ω) ∈ Rk[+∞] × Ψ, (ii) ϕ∗∗j is continuous, and (iii) ϕ∗∗j (ξj) = 0 ∀ξj ≤ 0
and ϕ∗∗j (∞) =∞.
Assumption S.1. (i) S(m,Ω) is nonincreasing in m ∈ Rk[+∞] ∀Ω ∈ Ψ.
(ii) S(m,Ω) ≥ 0 ∀m ∈ Rk, ∀Ω ∈ Ψ.
(iii) S(m,Ω) is continuous at all m ∈ Rk[+∞] and Ω ∈ Ψ.
Assumption S.2. S(m,Ω) > 0 iff mj < 0 for some j ≤ k, ∀Ω ∈ Ψ.
Assumption S.3. For some χ > 0, S(am,Ω) = aχS(m,Ω) ∀a > 0, ∀m ∈ Rk, ∀Ω ∈ Ψ.
Assumption S.4. For all h ∈ (−∞,∞]k, all Ω ∈ Ψ, and Z ∼ N(0k,Ω), the distribution
function of S(Z + h,Ω) at x ∈ R is (i) continuous for x > 0, (ii) strictly increasing for x > 0
unless h = (∞, . . . ,∞)′ ∈ Rk[±∞], and (iii) less than 1/2 for x = 0 if hj = 0 for some j ≤ k.
The following assumptions apply to a drifting sequence of null values {θn}n≥1 and distri-
butions {Fn}n≥1.
Assumption C.1. θn → θ∞ for some θ∞ ∈ Θ.
Assumption C.2. n1/2EFnm̃j(W, θn)→ `j∞ for some `j∞ ∈ R[±∞] ∀j ≤ k.
Assumption C.3. n1/2(EFnm̃j(W, θn) + rinfFn)→ hj∞ for some hj∞ ∈ R[±∞] ∀j ≤ k.
Assumption C.4. supθ∈Θ ||EFnm̃(W, θ) − m̃(θ)|| → 0 for some nonrandom bounded con-
tinuous Rk-valued function m̃(·) on Θ.
Assumption C.5. νn(·) := (νmn (·)′, νσn(·)′)′ ⇒ G(·) := (Gm(·)′, Gσ(·)′)′ as n → ∞, where
{G(θ) : θ ∈ Θ} is a mean zero R2k-valued Gaussian process with bounded continuous sample
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paths a.s. and Gm(θ), Gσ(θ) ∈ Rk.
Assumption C.6. Ω̂n(θn)→p Ω∞ for some Ω∞ ∈ Ψ.
Assumption C.7. Λn,Fn →H Λ for some non-empty set Λ ∈ S(Θ×R2k[±∞]).
Assumption C.8. Ληnn,Fn →H ΛI for some non-empty set ΛI ∈ S(Θ×R
2k
[±∞]), where {ηn}n≥1
is a sequence of positive constants for which ηn →∞.
Assumption C.9. ΩFn(·, ·)→u Ω∞(·, ·) for some continuous R2k×2k-valued function Ω∞(·, ·)
on Θ2.








[EFnm̃j(Wi, θ)]− − rinfFn
)
> 0.




[EFnm̃j(Wi, θ)]− − rinfFn ≥ C · (min{d(θ,ΘI(Fn)), ε})
γ.
The following assumptions apply to a drifting sequence of null values {θn}n≥1 and distri-
butions {Fn}n≥1.
Assumption BC.1. supθ∈Θ |sd∗anj(θ) − sdaj∞(θ)| →p 0 as n → ∞ for some nonrandom
continuous real-valued functions sdaj∞(θ) on Θ for j ≤ k and a = 1, 3.
Assumption BC.2. (sd1j∞κn)−1n1/2(EFnm̃j(W, θn) + rinfFn) → h
∗
j∞ for some h∗j∞ ∈ R[±∞]
∀j ≤ k.
Assumption BC.3. Λ∗ηnn,Fn →H Λ
∗
I for some non-empty set Λ∗I ∈ S(Θ× R3k[±∞] × {1, ..., k})
for some constants {ηn}n≥1 that satisfy ηn →∞ and ηn/τn → 0 for {τn}n≥1 as in Assumption
A.6(ii).
Assumption BC.4. Λ∗ηUnUn,Fn →H Λ
∗
U,I for some non-empty set Λ∗U,I ∈ S(Θ × R3k[±∞]) for
constants {ηUn}n≥1 that satisfy ηUn → ∞ and τn/ηUn → 0 for {τn}n≥1 as in Assumption
A.6(ii).
Assumption BC.5. The distribution of S∗U∞,EGMS is continuous at cU∞,EGMS(1− α).
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Assumption BC.6. {ν∗n(·)|{Wni}i≤n,n≥1} ⇒ G(·) a.s.[P5], where G(·) is as in Assumption
C.5.
Assumption NLA. minj≤k hj∞ > −∞.
Assumption CA. minj≤k hj∞ = −∞.
Assumption N. θn ∈ ΘI(Fn) ∀n ≥ 1.
Assumption LA. The null values {θn}n≥1 and distributions {Fn}n≥1 satisfy: (i) ||θn−θIn|| =
O(n−1/2) for some sequence {θIn ∈ ΘI(Fn)}n≥1, (ii) n1/2(EFnm̃j(W, θIn) + rinfFn) → hIj∞ for
some hIj∞ ∈ R[±∞] ∀j ≤ k, and (iii) EF m̃(W, θ) is Lipschitz on Θ uniformly over P , i.e., there
exists a constant K <∞ such that ||EF m̃(W, θ1)−EF m̃(W, θ2)|| ≤ K||θ1− θ2|| ∀θ1, θ2 ∈ Θ,
∀F ∈ P .
Assumption FA. The null values {θn}n≥1 and distributions {Fn}n≥1 satisfy: (i) Fn = F∗ ∈
P and θn = θ∗ ∈ Θ do not depend on n ≥ 1 and (ii) EF∗m̃j(W, θ∗) + rinfF∗ < 0 for some j ≤ k.
Assumption A.7∆. P (Ainf∞,∆(Λ∆) = c∞,∆(α)) = 0.
Assumption IS. The sequence {Fn}n≥1 is such that there exists a sequence {θIn ∈ ΘI(Fn)}n≥1
for which n1/2EFnm̃j(W, θIn)→∞ ∀j ≤ k.
Assumption MM. The sequence {Fn}n≥1 is such that n1/2rinfFn →∞.
Assumption CV.1. There exist nonnegative random variables {S∗Ln(θn)}n≥1 such that
(i) P∇(S∗Ln(θn) ≤ S∗n(θn)|{Wni}i≤n,n≥1) = 1 wp→1 and (ii) {S∗Ln(θn)|{Wni}i≤n,n≥1} →d
S∗L∞ a.s.[P5] for some S∗L∞ ∈ R a.s. that does not depend on the conditioning value of
{Wni}i≤n,n≥1.
Assumption CV.2. S∗L∞ satisfies S∗L∞ ≥ST S∞.
Assumption CV.3. There exist nonnegative random variables{S∗Un(θn)}n≥1 such that
(i) P∇(S∗Un(θn) ≥ S∗n(θn)|{Wni}i≤n,n≥1) = 1 wp→1 and (ii) {S∗Un(θn)|{Wni}i≤n,n≥1} →d




Inference in Regression Discontinuity
Designs under Monotonicity
Koohyun Kwon, Soonwoo Kwon∗
3.1 Introduction
Recently, there has been growing interest in honest and minimax optimal inference methods
in regression discontinuity designs (Armstrong and Kolesár, 2018a; Armstrong and Kolesár,
2020b; Imbens and Wager, 2019; Kolesár and Rothe, 2018; Noack and Rothe, 2020). This
approach requires a researcher to specify a function space where she believes the regression
function to lie in, and the inference procedures follow once this function space is chosen. The
methods proposed in the literature essentially use bounds on the second derivatives to specify
the function space. This is motivated by the popularity of local linear regression methods
in practice, which is often justified by imposing local bounds on the second derivative of the
regression function. However, choosing a reasonable bound on the second derivative can be
difficult in practice.
∗We thank our advisors Donald Andrews and Timothy Armstrong for continuous guidance. We are also
grateful to participants at the Yale Econometrics Prospectus Lunch for insightful discussions.
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We address this concern by considering the problem of conducting inference for the
sharp regression discontinuity (RD) parameter under monotonicity and a Lipschitz condition.
Specifically, the regression function is assumed to be monotone in all or some of the running
variables, with a bounded first derivative. Monotonicity naturally arises in many regression
discontinuity design (RDD) contexts, which is well documented by Babii and Kumar (2020).
The Lipschitz constant, or the bound on the first derivative, has an intuitive interpretation,
since this is a bound on how much the outcome can change if the running variable is changed
by a single unit. Hence, if the researcher reports the inference results along with the Lipschitz
constant used to run the proposed procedure, it is easy to see under what (interpretable)
conditions on the regression function the researcher has obtained such results. We exploit
the combination of the monotonicity and the Lipschitz continuity restrictions to construct
a confidence interval (CI) which is efficient and maintains correct coverage uniformly over a
potentially large and more interpretable function space.
We provide a minimax two-sided CI and an adaptive one-sided CI. For the two-sided
CI, the researcher is required to choose a bound on the first derivative of the true regression
function. The bound is the only tuning parameter, and the resulting CI has uniform coverage
and obtains the minimax optimal length over the class of regression functions under consid-
eration. Moreover, by exploiting monotonicity, the CI has a significantly shorter length than
minimax CIs constructed under no such shape restriction. To our knowledge, this paper is
the first to consider a minimax optimal procedure when the regression function is assumed
to be monotone.
The one-sided CI can be constructed to maintain coverage over all monotone functions,
providing maximum credibility in terms of the choice of the Lipschitz constant. Due to
monotonicity, the resulting CI still has finite excess length as long as the true regression
function has a bounded first derivative, where this bound is allowed to be arbitrarily large
and unknown.1 This is in contrast with minimax CIs constructed without the monotonicity
1This requires the regression function to be monotone in all the running variables.
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condition, in which case the length must be infinity to cover all functions. Moreover, our
proposed one-sided CI adapts to the underlying smoothness class, resulting in a shorter CI
when the true regression function has a smaller first derivative bound. This enables the
researcher to conduct non-conservative inference for the RD parameter, at the same time
maintaining honest coverage over a significantly larger space of regression functions. The
cost of such adaptation is that we can only construct either a one-sided lower or upper CI
depending on the treatment allocation rule, but not both. We characterize this relationship
between the treatment allocation rules and the direction of the adaptive one-sided CI we can
construct.
Our approach, especially the two-sided CI, is closely related to the literature on honest
inference in RDDs. By working with second derivative bounds, the inference procedures in
the literature are based on local linear regression estimators, which is in line with the more
conventional methods used in the RDD setting. However, it is rather difficult to evaluate
the validity of a second derivative bound specified by a researcher. While it seems rather
innocuous to ignore regression functions with kinks, thus with infinite second derivatives, it
is not clear how large or how small the second derivative should be to be considered as “too
large” or “too small”. For this reason, the literature often recommends a sensitivity analysis
to strengthen the credibility of the inference result. However, the credibility gain from the
sensitivity analysis is limited when the smoothness parameter is not easy to interpret. For
example, it is hard to judge whether the maximum value considered in the sensitivity analysis
is large enough or not.
In contrast, the bound on the first derivative can be chosen based on more straightforward
empirical reasoning, since the first derivative has an intuitive interpretation of a partial effect.
For example, if an outcome variable y and a running variable x are current and previous test
scores, the class of regression functions whose values increase no more than one standard
deviation of y in response to 1/10 standard deviation increase in x can be regarded as
reasonable. Armstrong and Kolesár (2020a) take a similar approach of specifying Lipschitz
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constants in their empirical application, in an inference problem for average treatment effects
under a different setting. By imposing a bound on the first derivative, our procedure is based
on a Nadaraya–Watson type estimator, with the boundary bias correctly accounted for.
The possibility of forming an adaptive one-sided CI in RDD settings under monotonicity
was first considered in Armstrong (2015) and Armstrong and Kolesár (2018b). The difference
is that these papers are concerned with adapting to Hölder exponents β ∈ (0, 1] while
fixing the Lipschitz constant. Here, we fix β = 1 and adapt to the Lipschitz constant.
When β = 1, what governs the performance of an adaptive CI is the size of the constant
multiplied to the rate of convergence, not the rate itself. This is in contrast to the setting
considered in Armstrong (2015) and Armstrong and Kolesár (2018b), which primarily discuss
rate-adaptation. In this paper, we provide a procedure which makes the magnitude of the
multiplying constant reasonably small.
Babii and Kumar (2020) also consider an RDD setting with a monotone regression func-
tion. They introduce an inference procedure based on an isotonic regression estimator,
conveying a similar message to ours that the monotonicity restriction can lead to a more
efficient inference procedure. Our approach differs from theirs in several key aspects: 1) we
explicitly focus on maintaining uniform coverage and optimizing the length of the CI, 2) we
consider the Lipschitz class while they consider the Hölder class with exponent β > 1/2, and
3) our procedure can be used in settings with multiple running variables.2
The general treatment of the dimension of the running variables in this paper allows a
researcher to use our procedure in the setting with more than one running variables, referred
to as the multi-score RDD by Cattaneo et al. (2020). This setting has also been considered
by Imbens and Wager (2019). Our paper is the first to consider the space of monotone
regression functions in this setting, and the gain from monotonicity is especially significant
for the case with multiple running variables, as we show later in this paper. We allow the
2In fact, our procedure can be easily adapted to the case where β ∈ (0, 1], using the results provided in
Kwon and Kwon (2020). We focus on β = 1 mainly due to the interpretability of the Lipschitz constant,
and because assuming bounded first derivatives seems rather innocuous in empirical contexts.
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regression function to be monotone with respect to only some of the variables as well, which
broadens the scope of application of our procedure.
The rest of the paper is organized as follows. Section 3.2 describes the setting and
the form of optimal kernels and bandwidths under this setting. Section 3.3 introduces the
minimax two-sided CI, and Section 3.4 the adaptive one-sided CI. Section 3.5 provides results
from simulation studies to demonstrate the efficacy of the proposed procedures. Section 3.6
revisits the empirical analysis by Lee (2008). Section 3.7 concludes by discussing possible
extensions.
3.2 Setting
We observe i.i.d. observations {(yi, xi)}ni=1, where yi ∈ R is an outcome variable, and
xi ∈ X ⊂ Rd is either a scalar or a vector of running variables. We take X to be a hy-
perrectangle in Rd, and let Xt and Xc be connected sets with nonempty interiors that form
a partition of X . The subscripts t and c correspond to “treatment” and “control” groups,
respectively, throughout this paper. We write xi ∈ Xt and xi ∈ Xc to indicate that individual
i belongs to the treatment and the control groups, respectively. When d = 1, our setting
corresponds to the standard sharp RD design with a single cutoff point.
Let 1(·) denote the indicator function. Then, our setting can be written as a nonpara-
metric regression model
yi = f(xi) + ui, f(x) = ft(x)1 {x ∈ Xt}+ fc(x)1 {x ∈ Xc} , (3.1)
where the random variable ui is independent across i. Here, ft and fc denote mean outcome
functions for the treated and the control groups, respectively. So f corresponds to the mean
outcome function for the observed outcome, which we refer to as the “regression function”
throughout the paper.
Our parameter of interest is a treatment effect parameter at a boundary point, ∈ B :=
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When d = 1, LRDf corresponds to the conventional sharp RD parameter. On the other
hand, when d > 1, LRDf is the sharp RD parameter at a particular cutoff point in B. This
type of parameter is also considered in Imbens and Wager (2019) and Cattaneo et al. (2020)
when they analyze the RD design with multiple running variables. Without loss of generality,
we set x0 = 0 since we can always relabel x̃i = xi − x0.
Remark 3.2.1 (More than two treatment status). Our framework can also handle the
setting where individuals are assigned to more than two treatments based on the values of the
multiple running variables, which was analyzed by Papay et al. (2011). For example, when
d = 2 with two cutoff points c1, c2, four different treatment status are possible depending
on whether xi ≥ ci for i = 1, 2. Let {Xj}4j=1 be the partition of X , where j = 1, ..., 4 index
the different treatment status. Then, if we are interested in the treatment effect regarding
the first and the second treatments, we can let X̃ = X1
⋃
X2, and apply our method with X̃
instead of X , with Xt = X1 and Xc = X2.
3.2.1 Function space
We consider the framework where a researcher is willing to specify some C > 0 such that
|fq(x)− fq(z)| ≤ C · ||x− z|| for all x, z ∈ Xq, for each q ∈ {t, c}, (3.2)
for some norm ||·|| on Rd. In other words, the mean potential outcome functions are Lipschitz
continuous with a Lipschitz constant C, with respect to the norm || · ||. While the norm can
be understood as an absolute value when d = 1, the choice of the norm can give different
interpretations when d > 1. We allow a general class of norms, only requiring that ||x||
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is increasing in the absolute value of each element of x. We say the regression function f
defined in (3.1) has a Lipschitz constant C if ft and fc satisfy (3.2).
In addition to the Lipschitz continuity, the researcher assumes that the mean potential
outcome functions are monotone with respect to the running variables. Formally, letting z(s)
denote the sth component of the running variable z ∈ Rd, and letting V ⊆ {1, ..., d} be an
index set for monotone variables, the researcher assumes that
fq(x) ≥ fq(z) if x(s) ≥ z(s) for all s ∈ V and x(t) = z(t) for all t /∈ V , (3.3)
for all q ∈ {t, c}. We use F(C) to denote the space of functions on Rd which satisfy (3.2)
and (3.3) separately on Xt and Xc.
We discuss the practical implications of our framework. First, there are abundant set-
tings where such a monotonicity condition is reasonable. See Appendix 3.C of our paper
as well as Appendix A.3 of Babii and Kumar (2020) for examples of RDDs with monotone
running variables. One reason for the prevalence of monotonicity is due to the nature of
policy design. For example, students with lower test scores are assigned to summer schools
since policymakers are worried that students with lower test scores will show lower aca-
demic achievement in the future—they believe the average future academic achievement (an
outcome variable) is monotone in current test scores (running variables).
Next, our framework with Lipschitz continuity differs from the previous approaches spec-
ifying a bound on the second derivative. For example, Armstrong and Kolesár (2018a)
consider the following locally smooth function space:






∣∣∣ ≤ C|x|p ∀x ∈ X},
and set p = 2 in their empirical application. Similarly, Imbens and Wager (2019) impose a
global smoothness assumption that ‖∇2fq‖ ≤ C for q ∈ {t, c}, where ‖∇2fq‖ denotes the
operator norm of the Hessian matrix. In contrary, we consider situations where a researcher
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has a belief on the size of the first, rather than the second, derivative.
The main advantage of working with the first derivative is the interpretability of the
function space. The function space over which the coverage is uniform should be easy to
interpret, in the sense that the researcher herself or a policymaker analyzing the inference
procedure can evaluate whether the functions not belonging to the function space can be
safely disregarded as “extreme”.
For this purpose, the size of the first derivative provides a reasonable criterion. To be
concrete, let us consider Lee (2008) analyzing the effect of the incumbency on the election
outcome, where the outcome variable is the difference in the percentage of votes between
two parties in the current election, and the running variable is the same quantity in the
previous election. Then, a mean potential outcome function whose maximum slope is as
large as C = 50 seems unreasonable—this roughly implies that a very small increase in
the vote percentage difference in an election, say 0.1%, predicts a large increase in the vote
percentage difference in a consequent election, 5%. Similarly, if a researcher presents a CI
for the incumbency effect parameter which has valid coverage over a space of functions with
their first derivatives bounded by C = 0.5, the policymaker evaluating the analysis might
find the function space too restrictive.
In comparison, it seems relatively more difficult to evaluate the validity of a given bound
on the second derivative. Previous papers have proposed heuristic arguments to set the
bound on the second derivative. For example, Armstrong and Kolesár (2018a) choose the
smoothness parameter so that the reduction in the prediction MSE from using the true
conditional mean rather than its Taylor approximation is not too large. While this gives an
alternative interpretation of their smoothness constant, the prediction MSE does not have
an interpretation which can be connected to empirical examples being considered. Imbens
and Wager (2019) suggests estimating the curvatures of ft and fc using quadratic functions
and multiplying a constant such as 2 or 3 to the estimates, but we can expect that this
procedure would not yield uniform coverage without further restrictions on the function
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space, as pointed out in their paper. Armstrong and Kolesár (2020b) formally derive an
additional condition on the function space which enables a data-driven estimation of the
smoothness parameter, but they warn that this additional assumption may be difficult to
justify. Instead of setting a single bound, one may choose to conduct a sensitivity analysis,
which is recommended by Armstrong and Kolesár (2018a) and Imbens and Wager (2019).
However, a sensitivity analysis is more meaningful when the smoothness parameter the
researcher is varying has an intuitive meaning.
A possible drawback of having to specify a Lipschitz constant is that our procedure does
not ensure coverage when the mean potential functions are linear or close to linear with slopes
larger than the smoothness constant set a priori. For the case of the minimax two-sided CI,
we can view this as a price we pay by maintaining validity for functions with arbitrarily large
second derivatives. On the other hand, our adaptive procedure can be used to construct a
one-sided CI which adapts to the degree of Lipschitz smoothness. The adaptive procedure
enables the researcher to set a very large value of the smoothness parameter or even set it
to infinity (so that the coverage is over all monotone functions) and to obtain a shorter CI
if the true regression function has a smaller first derivative bound. This is possible due to
the monotonicity assumption, which is plausible in many RDD applications.
Remark 3.2.2 (Lipschitz continuity under general dimension). When d > 1, it can be more
reasonable to assume that a researcher has a belief on the size of the partial derivative of
the mean potential outcome functions. That is, there exist C1, ..., Cd > 0 such that
|fq(x)− fq(z)| ≤ Cs|x(s) − z(s)| for all x, z ∈ X s.t. x−s = z−s, (3.4)
for each q ∈ {c, t} and s ∈ {1, . . . , d}. Here, x−s denotes the elements in x ∈ Rd excluding
its sth component. It is easy to show that under (3.4), the original Lipschitz continuity
assumption (3.2) holds with C = 1 and || · || being a weighted `1 norm on Rd, ||z|| =∑d
s=1 Cs|z(s)|. Moreover, (3.2) holding with C = 1 and the weighted `1 norm also implies
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(3.4). Therefore, a researcher assuming (3.4) can equivalently assume (3.2) with this weighted
`1 norm. This approach is also used in Armstrong and Kolesár (2020a) in the context of
inference for average treatment effects under unconfoundedness.
Remark 3.2.3 (RDDs without monotonicity). By taking V = ∅, our procedure can be used
to construct a minimax CI for the RD parameter without the monotonicity assumption.
While other alternatives such as Armstrong and Kolesár (2018a) and Imbens and Wager
(2019) can be used to deal with this setting, our procedure is still useful to researchers who
prefer imposing bounds on the first derivative rather than the second derivative, perhaps
due to better interpretability.
3.2.2 Optimal kernel and bandwidths
Our procedures depend on certain kernel functions and bandwidths that depend on the
Lipschitz parameter. We first introduce some notations. Given some z ∈ Rd and the index





1(s ∈ V) + z(s)1(s /∈ V), s = 1, ..., d.
Similarly, we define (z)V− := − (−z)V+. When a is a scalar, we use square brackets [a]+ to
denote max{a, 0}. In addition, we define σ(xi) := Var1/2[ui|xi], and given an estimator L̂ of
LRDf , we write biasf (L̂) to denote Ef [L̂− LRDf ] and sd(L̂) to denote Var1/2(L̂).
The minimax procedure is based on the following kernel function
K(z) := [1− (‖(z)V+‖+ ‖(z)V−‖)]+ . (3.5)
In the adaptive procedure, different bandwidths are used for each coordinates, depending
on the signs of the coordinates. To make the use of different bandwidths clear, for h =
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(h1, h2) ∈ R2, we define
K(z, h) := [1− (‖(z/h1)V+‖+ ‖(z/h2)V−‖)]+ .
The optimal bandwidths used in estimation is based on the following two functions
ωt(δt;C1, C2) and ωc(δc;C1, C2), defined to be the solutions to the following equation:
∑
xi∈Xq
[ωq(δq;C1, C2)− C1 ‖(xi)V+‖ − C2 ‖(xi)V−‖]2+ /σ
2(xi) = δ
2
q , for each q ∈ {t, q},
given a pair of non-negative numbers (δt, δc), and σ2(x) := Var[ui|xi = x]. Moreover, given





t ;C1, C2) + ωc (δ
∗
c ;C2, C1) .
Based on these definitions, we introduce the following shorthand notations to be used
throughout this paper; for q ∈ {t, c}, δ ≥ 0, (C1, C2) ∈ R2+, h ∈ R2+, we define
ω∗q (δ;C1, C2) := ωq(δ
∗


















Moreover, for q ∈ {t, c}, δ ≥ 0, and C1, h1 ∈ R, we define
ω∗q (δ;C1) := ω
∗
q (δ;C1, C1),
aq(h1;C1) := aq(h1, h1;C1, C1),
s(δ, h1;C1, σ
2(·)) := s(δ, h1, h1;C1, C1, σ2(·)).
The forms of the optimal kernel and the bandwidth presented in this section result
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from solving modulus of continuity problems considered in Donoho and Liu (1991) and
Donoho (1994) in the context of minimax optimal inference, and in Cai and Low (2004)
and Armstrong and Kolesár (2018a) in the context of the adaptive inference. While we only
make the connection specifically to our setting when we prove the validity of our procedure in
Appendix 3.A, interested readers may refer to the aforementioned papers for a more general
discussion.
3.3 Minimax Two-sided CI
We first consider the case where the researcher is comfortable specifying a Lipschitz constant
and/or the empirical context requires a two-sided CI. In this case, we recommend a minimax
affine CI, which is the CI whose worst-case expected length is the shortest among all CIs
based on affine estimators (Donoho, 1994). We refer to such a CI as the minimax CI for
brevity.3
The minimax CI is constructed based on an affine estimator L̂mm := a+
∑n
i=1wiyi with
non-negative weights (wi)ni=1 and half-length χmm, i.e.,
CImm =
[
L̂mm − χmm, L̂mm + χmm
]
.
The half-length χmm is non-random and calibrated to maintain correct coverage uniformly
over the function space F(C):
inf
f∈F(C)
Pf (LRDf ∈ CImm) ≥ 1− α. (3.6)
3Donoho (1994) shows focusing on affine estimators is reasonable in the sense that the gain from consid-
ering non-affine estimators is limited.
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Note that
Pf (LRDf ∈ CImm) = Pf




Under the assumption that the error term ui has a Gaussian distribution, the random variable
(L̂mm − LRDf)/sd(L̂mm) is normally distributed with mean equal to biasf (L̂mm)/sd(L̂mm)
and with unit variance. Hence, the quantiles of the random variable |(L̂mm − LRDf)/sd(L̂mm)|
is maximized over f ∈ F(C) when |biasf (L̂mm)| is the largest. Therefore, if we define cvα(t)
to be 1 − α quantile of |Z|, with Z ∼ N(t, 1), the smallest possible value of χmm that







It remains to derive the form of the estimator L̂mm such that χmm is minimized. We
take L̂mm to be the difference between two re-centered kernel regression estimators, say







− aq, for each q ∈ {t, c}, (3.8)
for the kernel function K(·) defined in (3.5). Note that L̂mmt and L̂mmc correspond to esti-
mators of ft(0) and fc(0), respectively. Regarding the form of the optimal kernel function
K, K(z) is the usual triangular kernel when d = 1, whose optimality is discussed in Donoho
(1994) and Armstrong and Kolesár (2020b). Here, we derive the optimal kernel for multi-
dimensional cases as well, for any given norm and under partial or full monotonicity.
A notable difference from the previous inference methods in RDDs is that the estimator
L̂mmq is a Nadaraya-Watson estimator instead of a local linear estimator. This difference
naturally arises because we work under the assumption of bounded first derivatives. In
general, the local linear estimator is preferred due to the well-known issue of bias at the
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boundary for Nadaraya-Watson type estimators. In the context of honest inference, however,
the worst-case bias is explicitly corrected for.
For the optimal choices of bandwidths (ht, hc) and the centering terms (at, ac), we can
show that the minimax two-sided CI can be obtained by taking
hq = hq(δ) = ω
∗
q (δ;C)/C for each q ∈ {t, c}, (3.9)
for a suitable choice of δ ≥ 0, by applying the result of Donoho (1994) to our setting. Next,
from the form of (3.7), the centering terms should be chosen such that
sup
f∈F(C)
biasf (L̂mm) = − inf
f∈F(C)
biasf (L̂mm),
to minimize χmm, i.e., the worst-case negative and positive biases should be balanced. We
can show that this can be achieved if we choose
aq := aq(hq;C), for each q ∈ {t, c}. (3.10)
Note that this quantity depends on δ when (ht, hc) depends on δ.
Now, let L̂mm(δ) be the above kernel regression estimator with the bandwidth (ht(δ), hc(δ))
and centering terms (at, ac) as defined above. Under these choices of bandwidths and cen-
tering terms, we have
sd(L̂mm(δ)) = s(δ, ht(δ);C, σ2(·)),
sup
f∈F(C)











Then, we choose the optimal value of δ by plugging in (3.11) into (3.7), and calculate the
value of δ that minimizes the half-length χmm, say δ∗, yielding the value of the shortest
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Procedure 1 Minimax Affine CI.
1. Choose a value C such that the Lipschitz continuity in (3.2) is satisfied, with a
suitable choice of a norm || · || on Rd when d > 1.
2. Calculate the form of the estimator using (3.8) with the bandwidth and the centering
term given by (3.9) and (3.10), as functions of δ.
3. Using (3.11), find the value of δ which minimizes the half-length (3.7), say δ∗.
4. Calculate the value of the estimator and the half-length by plugging in δ∗, which
gives the final form of the CI.
half-length. Plugging δ = δ∗ into the bandwidth and centering term formulas also yields
the form of the estimator corresponding to this half-length. Procedure 1 summarizes our
discussion on the construction of the minimax CI.
The following is the main theoretical result regarding the minimax procedure. While we
consider an idealized setting with Gaussian errors and known conditional variances, such
exact finite sample results can be translated into asymptotic results under non-Gaussian
errors with unknown variances following similar arguments given by Armstrong and Kolesár
(2018c). In Section 3.5, we discuss in more detail how to plug in consistent estimators of the
conditional variances.
Assumption 3.3.1. {xi}ni=1 is nonrandom and ui ∼ N(0, σ2(xi)), where σ2(·) is known.
Theorem 3.3.1. Under Assumption 3.3.1, we have
inf
f∈F(C)
Pf (LRDf ∈ CImm) = 1− α.
Moreover, CImm is the shortest among all (fixed-length) affine CIs with uniform coverage.
From (3.9), we can see that there is a one-to-one relationship between the size of the
bandwidth and the Lipschitz constant C chosen by a researcher. So choosing C is not
necessarily an additional burden to the researcher if a bandwidth has to be chosen anyway.
While there also exist various data-driven bandwidth choice methods, our way of choosing
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the bandwidth makes it clear the relationship between the bandwidth and the function space
over which the resulting CI has uniform coverage, at the same time achieving the minimax
optimal length.
It is useful to discuss the case with d = 1 to illustrate the role of the monotonicity
restriction in the minimax optimal inference. Intuitively, under monotonicity, we do not
have to worry about the bias caused by functions with negative slopes, so it is optimal
to use a larger bandwidth than in the case without monotonicity in order to reduce the
standard error. Using our kernel function and bandwidth formulas above, we can calculate
how much larger the bandwidth should be under monotonicity. When V = {1}, the kernel
function in (3.5) is given by K1(z) = [1 − |z|]+, while when V = ∅, the kernel function is
given by K0(z) = [1 − 2|z|]+ = K1(z/(1/2)). Therefore, if we fix the kernel function to be




, for each q ∈ {t, c}, δ ≥ 0,
where ω∗q (δ;C,V) denotes the value of ω∗q (δ;C) when the monotonicity restriction holds for
the index set V . Following Kwon and Kwon (2020), we can show that the above quantity is
approximately 22/3 ≈ 1.6 for large n. So if we believe the mean potential outcome functions
are monotone, it is optimal to use a bandwidth about 60% larger than what should be used
without monotonicity.
By a similar argument, the length of the minimax CI becomes shorter when we only
consider the space of monotone functions. Since the length of the CI is a fixed quantity,
we can easily compare its length under the shape restriction to the one without it. Figure
3.1 considers the cases with d = 1 and 2, for the treatment design where individuals are
treated when the values of all the running variables are negative. The CI which does not






































Figure 3.1: Comparison of the minimax lengths with and without monotonicity. For the
design of the running variable(s), 500 observations were generated from the uniform distri-
bution over [−1, 1]d, for d = 1, 2. When d = 2, we set V = {1, 2} and used the l1 norm. The
lengths were calculated for σ(x) = 1.
for d = 2. Considering the prevalence of RDDs with monotone regression functions, this
efficiency gain demonstrates the importance of incorporating the shape restriction when
constructing minimax CIs.
3.4 Adaptive One-sided CI
A prominent feature of the minimax two-sided is that it is a fixed-length CI, in the sense that
its length is determined before observing the realization of the outcome {yi}ni=1. The length
of the CI depends on the Lipschitz constant C chosen by the researcher, and the larger the
value of C, the longer the CI is. Hence, the minimax CI may become too wide to use in the
case where a researcher desires to strengthen the credibility of the inference result by setting
a conservative value of the Lipschitz constant. In an extreme case where a researcher wishes
to set C =∞, the CI is necessarily the entire real line, providing no information.
To deal with this issue, we provide a method to construct an adaptive one-sided CI. The
CI can be made to maintain coverage over a function space with a large Lipschitz constant C,
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even allowing for C =∞. Moreover, as long as the true regression function lies in a smoother
class, the length of the CI does not depend on C when d = 1 and nearly so when d > 1. In
Section 3.4.1, we discuss this property in more detail, and provide a simple condition on the
relationship between the treatment allocation rule and the direction of monotonicity under
which such a property holds. This property ensures that a researcher can strengthen the
credibility of the inference result by considering a large function space without ending up
with an uninformative CI.
Furthermore, the one-sided CI can be made to utilize the information about the smooth-
ness of the unknown regression function f contained in the observed outcome {yi}ni=1. By
using this information, the length of the CI is adjusted accordingly, unlike the minimax
optimal CI whose length is fixed regardless of the values of the observed outcome. The CIs
possessing this type of property are called adaptive CIs, following Cai and Low (2004). This
property further improves the usefulness of the proposed one-sided CI; the length of the CI
is not only (nearly) independent of C but shrinks when the true regression function has a
smaller first derivative bound.
We focus our discussion on the construction of adaptive lower CIs and related treatment
allocation rules. In many RDD applications, researchers are often interested in how sig-
nificantly larger than 0 the true treatment effect is. In this context, a lower one-sided CI
provides useful information. The upper CI can be dealt with in an analogous manner, but
requires different (or “opposite”) treatment allocation rules. Lastly, the “length” of a one-
sided CI refers to the distance between the true parameter LRDf and its endpoint, referred
to as the “excess length” in Armstrong and Kolesár (2018a).
3.4.1 Conditions on treatment allocation
In this section, we describe in more detail the treatment allocation rules under which it is
possible to construct a lower CI with uniform coverage over F(C), but with length that does
not necessarily increase with C. Specifically, given a smaller Lipschitz constant C ′ such that
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0 ≤ C ′ < C, we ask when it is possible to construct a lower CI whose worst-case expected
length over F(C ′) does not grow with C. This property ensures that more credibility does
not necessarily lead to wider CIs.
To give an intuition, we first describe the argument in a simple setting, where there is
a single running variable with the cutoff point x = 0. Consider a lower CI [L̂ − χL,∞)
constructed by subtracting a constant χL from a linear estimator L̂. In order to maintain
uniform coverage over a function space F(C), we must have
χL = sup
f∈F(C)
biasf (L̂) + sd(L̂) · z1−α.
Note that the estimator L̂ we consider is given as the difference between estimators for ft(0)
and fc(0), say f̂t(0)− f̂c(0).
Now, suppose individuals receive some treatment if and only if xi < 0. A key property
under this design is that f̂t(0) always has a negative bias if ft(x) is increasing, since f̂t(0) is
calculated only using observations with xi < 0. Similarly, f̂c(0) always has positive bias when
fc(x) is increasing. Therefore, the bias of L̂ over f ∈ F(C) is always negative, regardless
of the value of C specified by the researcher. Hence, a one-sided lower CI that maintains
uniform coverage over F(C) can be formed to be independent of C. We can also easily see
that this argument no longer holds when the individual i is treated if and only if xi ≥ 0, in
which case the maximum bias over f ∈ F(C) increases with C.
We now state this idea formally, including the case where d > 1. Given some C̃ > 0,
let Lα(C̃) denote the set of lower CIs (as functions of {yi}ni=1 and {xi}ni=1) with uniform
coverage probability 1− α over F(C̃), i.e,
CI ∈ Lα(C̃)⇐⇒ inf
f∈F(C̃)
P (LRDf ∈ CI) ≥ 1− α.
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Now, consider the following quantity:




E[LRDf − ĉ], (3.12)
where C ′ ≤ C. This is the worst-case expected length of a CI 1) which has correct uniform
coverage over F(C) and 2) whose worst-case expected length is the smallest over F(C ′).
Armstrong and Kolesár (2018a) calculate this quantity in terms of the modulus of continuity
defined in Appendix 3.A. The question we ask here is under what conditions the quantity
`(C ′;C) can be viewed as independent of C. In other words, we characterize when it is
possible to construct a one-sided lower CI whose length does not grow with C when the
regression function belongs to a smoother function space.
Lemma 3.4.1. Suppose both Xt and Xc are non-empty, and Assumption 3.3.1 holds. Then,
given a pair of Lipschitz constants (C ′, C) such that C ′ < C, there exists some constant
A(C ′), independent of C, such that
`(C ′;C) ≤ A(C ′),
if and only if the followings hold: 1) there exists xi ∈ Xt such that xi ∈ (−∞, 0]d, 2) there
exists xi ∈ Xc such that xi ∈ [0,∞)d, and 3) the regression function is fully monotone, i.e.,
V = {1, ..., d}.
Under the conditions provided in Lemma 3.4.1, the researcher can construct a one-sided
CI whose worst-case expected length is not too large if the true regression function belongs
to a smoother space F(C ′), while maintaining a stringent coverage requirement by specifying
a large C. When d = 1, it is possible to take A(C ′) = `(C ′;C ′) with the inequality in Lemma
3.4.1 holding with equality, as suggested by the intuition discussed above. That is, C does
not affect the size of `(C ′;C) at all when d = 1. On the other hand, when d > 1, the same
property does not hold unless we have observations only over [0,∞)d and (−∞, 0]d, which
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is usually not the case in practice. Therefore, specifying a larger C translates into a longer
CI (by giving less weights to observations outside [0,∞)d ∪ (−∞, 0]d) when d > 1. However,
there is an upper bound on how much this length can grow with C. This upper bound is
independent of C, and thus the worst-case length of the CI is nearly independent of C.
In words, the conditions in Lemma 3.4.1 imply that “the more disadvantaged group
should get treated.” Such RDD settings can be easily found in the education literature
where students or schools with lower academic performance receive some kind of support
(Chay et al., 2005; Chiang, 2009; Jacob and Lefgren, 2004; Leuven et al., 2007; Matsudaira,
2008), in the environmental economics literature where counties with high pollution levels
are exposed to some environmental regulations (Chay and Greenstone, 2005; Greenstone and
Gallagher, 2008), and in poverty programs which provide funds to those in need (Ludwig
and Miller, 2007). Lastly, we note that when the mean potential outcome functions are
decreasing rather than increasing, we may simply switch the conditions for Xt and Xc in
Lemma 3.4.1.
3.4.2 Class of adaptive procedures
Under treatment allocation rules considered in the previous section, it is possible to construct
a one-sided CI that is optimal for a single function space F(C ′) for some C ′, with its length
independent or nearly independent of the larger Lipschitz constant C. Ideally, we would use
a one-sided CI that performs well over a range of function spaces, corresponding to a range
of Lipschitz constants C ′ ∈ [C,C] for some specified bounds C and C. To this end, we define
a class of adaptive procedures so that our procedure is based on multiple CIs which solve the
optimization problem (3.12) for different values of Lipschitz constants C ′ ∈ {Cj}Jj=1, with
C ≤ C1 < · · · < CJ ≤ C. For now, we assume (Cj)Jj=1 are given. We discuss how to choose
this sequence of Lipschitz constants in a way that is optimal later on.
To introduce our procedure, we first characterize the solution to (3.12), applying the
general result of Armstrong and Kolesár (2018a) to our setting. Given a value of C ′, it turns
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out that the lower CI which solves (3.12) is based on a linear estimator L̂(C ′) := a(C ′) +∑n
i=1wi(C
′)yi for non-negative weights wi(C ′) and a centering constant a(C ′). Given some
τ ∈ (0, 1), the endpoint of the lower CI which maintains the uniform coverage probability
1− τ over F(C ′), takes the form of
ĉLτ (C
′) = L̂τ (C
′)− sup
f∈F(C)
biasf (L̂τ (C ′))− z1−τ sd(L̂τ (C ′)). (3.13)
Here, we make the dependence on τ explicit because we later choose a suitable τ < α when
J > 1.
For the estimator, we take L̂τ (C ′) to be the difference between two kernel regression




xi∈Xq K(xi, hq,τ (C
′))yi/σ
2(xi)∑
xi∈Xq K(xi, hq,τ (C
′))/σ2(xi)
, for each q ∈ {t, c}.
The optimal bandwidths are given by
ht,τ (C
′) = ω∗t (z1−τ ;C,C
′) · (1/C, 1/C ′) and
hc,τ (C
′) = ω∗c (z1−τ ;C
′, C) · (1/C ′, 1/C) ,
(3.14)
which completes the definition of the estimator L̂τ (C ′). The worst-case bias and the standard
deviation of L̂τ (C ′) are given by
sd(L̂τ (C ′)) = s(z1−τ , ht,τ (C ′);C,C ′, σ2(·))
sup
f∈F(C)





′) + ω∗c (z1−τ ;C
′, C)− z1−τ sd(L̂τ (C ′))],
(3.15)






is in terms of the worst-case excess length over F(C ′) for a single
Lipschitz constant C ′. We construct a CI which performs well over a collection of function
280





for different values of C ′. Note
that taking the intersection “picks out” the shortest CI among multiple CIs formed. This is
roughly equivalent to inferring from the data the true function space where the regression
function belongs to, and using the CI which performs well over that function space.
The value of τ should be calibrated so that the resulting CI maintains correct coverage




. A simple procedure to take the intersection of such CIs is to use a
Bonferroni procedure and take τ = α/J . This procedure, however, is conservative since the
correlations among the estimators L̂τ (C1), ..., L̂τ (CJ) are positive, and highly so when Cj
and Ck are close. To calibrate the value of τ taking into account such positive correlation,
let (Vj,τ )Jj=1 denote a J-dimensional multivariate normal random variable centered at zero,
unit variance, and with covariance terms given as
Cov(Vj,τ , Vk,τ ) =
∑













c (z1−τ ;Cj, C)ω
∗
c (z1−τ ;Ck, C)
.
(3.16)





Vj,τ > z1−τ ,
)
= α, (3.17)
then the resulting CI obtained by taking the intersection has correct coverage. Regarding
the solution to the above equation, we can actually show that Cov(Vj,τ , Vk,τ ) does not depend
on τ as n → ∞, which implies that max1≤j≤J Vj,τ∗ converges in distribution to a random
variable Vmax which does not dependent on τ .4 The following is the main theoretical result
for our intersection CI.
Theorem 3.4.1. Given {C1, ..., CJ}, C and α ∈ (0, 1), let τ ∗ be defined as in (3.17). Then,
4In a simulation exercise not reported, we find this asymptotic approximation works well for a moderate
sample size such as n = 100.
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under Assumption 3.3.1, if we let ĉ := max1≤j≤J ĉLτ∗(Cj), we have
inf
f∈F(C)
Pf (LRDf ∈ [ĉ,∞)) ≥ 1− α.
The next result, which is immediate from Armstrong and Kolesár (2018a), shows that
the class of adaptive procedures we consider is a reasonable one. It basically states that
each of the CIs [ĉLτ∗(Cj),∞) is an optimal CI when f ∈ F(Cj), except that it covers the true
parameter with probability 1 − τ ∗ instead of 1 − α, which is the price we pay to adapt to
multiple Lipschitz classes.





Ef [LRDf − ĉ].
Again, considering the simple case where d = 1 and V = {1} provides an intuition
behind our adaptive procedure. Under this simple case, L̂q,τ (C ′) is simply a kernel regression
estimator with kernel K(z) = [1− |z|]+ and bandwidths
ht,τ (C
′) = ω∗t (z1−τ ;C,C
′) /C ′, hc,τ (C
′) = ω∗c (z1−τ ;C
′, C) /C ′. (3.18)
Applying results of Kwon and Kwon (2020), we can show that these quantities are approxi-
mately c×(C ′)−2/3 for some constant c for large n. This implies that we construct estimators
with varying bandwidth sizes, and compare the lengths of resulting one-sided CIs. The esti-
mator with a smaller bandwidth is the one constructed to perform well when the Lipschitz
constant of the regression function is large, and vice versa for the estimator with a larger
bandwidth. This is because when the Lipschitz constant of the regression function is large,
the excess length of a one-sided CI is reduced by taking a smaller bandwidth to decrease the
absolute size of the bias. On the other hand, when the Lipschitz constant of the regression
function is small, reducing the standard deviation by taking a larger bandwidth matters
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more in reducing the excess length of a one-sided CI. This idea is similar to the bandwidth
snooping procedure suggested by Armstrong and Kolesár (2018b). The results therein focus
on the case with a single running variable and adapting to the Hölder exponent.
Remark 3.4.1 (Specifying C). When d = 1, the worst-case bias is 0 under the treatment
allocation rules in Section 3.4.1. Therefore, a researcher can set C =∞ and not worry about
correct coverage. On the other hand, when d > 1, the size of C governs how large weights
should be on observations outside [0,∞)d and (−∞, 0]d. A larger C puts smaller weights on
those observations, leading to a wider CI, with C =∞ corresponding to using observations
only in [0,∞)d and (−∞, 0]d. However, the length of the adaptive CI shrinks when the true
regression function has a smaller first derivative bound even if C is set to be a large number,
alleviating the concern that large C might lead to a less informative CI.
Remark 3.4.2 (Adaptation in multi-dimensional RDDs). Consider the setting of Remark
3.2.2, where the Lipschitz continuity is specified by the weighted `1-norm with Lipschitz
constants C1, ..., Cd. Then, our adaptive procedure allows one to consider different values of
C other than C = 1. Note that this takes C1/Cs given for s = 2, ..., d. Adapting to different
values of C1/Cs is an interesting extension that we did not pursue here.
3.4.3 Choice of an adaptive procedure
In this section, we discuss the choice of Lipschitz constants (Cj)Jj=1 to conclude our definition
of the adaptive one-sided CI. The choice of function spaces to adapt to is especially relevant
in our setting unlike the previous literature on adaptive inference. The previous literature
has mostly focused on rate-adaptation, the problem of how to construct a CI which shrinks
at an optimal rate. For example, Armstrong (2015) and Armstrong and Kolesár (2018b)
discuss adaptive testing and construction of adaptive CIs for the RD parameter, which
adapt to Hölder exponents β ∈ (0, 1]. In this case, since different Hölder exponents imply
different convergence rates, adapting to the entire continuum of Hölder exponents is in some
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Procedure 2 Adaptive One-sided CI.
1. Choose C so that the Lipschitz continuity in (3.2) is satisfied, with a suitable choice
of a norm || · || on Rd when d > 1.
- When d = 1, we can set C =∞; see Remark 3.4.1 in Section 3.4.2.
2. Choose values of C and C such that 0 ≤ C < C ≤ C, which is the region where the
adaptive CI will be close to optimal.
- A reasonable value of C can be estimated; see Appendix 3.B.




. Starting from J = 2, increase
J by 1 until |∆(C(J))−∆(C(J − 1))| ≤ ε, for a tolerance level ε.
4. Let J∗ be the value of J we stopped at in Step 3. We use C(J∗) = (Cj)J
∗
j=1 as the
sequence of Lipschitz constants to construct the adaptive CI.






sense always optimal. On the other hand, when we fix β = 1 and try to adapt to Lipschitz
constants, the convergence rate is always n1/(2+d), and what matters is the actual length of
CIs, not their rate of convergence.
The optimal but infeasible adaptive CI is given as CI = [ĉ,∞) such that
sup
f∈F(C′)
E[LRDf − ĉ] = `(C ′;C),
for all C ′ ∈ [C,C], where `(C ′;C) is defined in (3.12). This is infeasible since the form of
CI which is optimal over F(C ′) is different from the one which is optimal over F(C ′′) for
C ′ 6= C ′′. Instead, our aim is to construct a CI [ĉ,∞) such that
`adpt(C ′) := sup
f∈F(C′)
E[LRDf − ĉ]








, when `adpt(C ′) and `(C ′;C) are
viewed as a function of C ′.
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By restricting the class of one-sided CIs to those considered in Section 3.4.2, we can show
that there is a measure of distance between `adpt(·) and `(·;C) which is both reasonable and
easy to calculate. To be specific, let C = (Cj)Jj=1 denote some sequence of Lipschitz constants
to be used to construct our adaptive CI, and denote the endpoint of the CI with ĉ(C). Then,
write
`adpt(C ′; C) := sup
f∈F(C′)
E[LRDf − ĉ(C)].






Note that this criterion is consistent with the previous literature which compares the perfor-
mances of different confidence intervals using a ratio measure (Cai and Low, 2004; Armstrong
and Kolesár, 2018a). Specifically, ∆(C) satisfies





This is the precisely the notion of adaptive CIs introduced in Cai and Low (2004). Since the
rates of `adpt(C ′; C) and `(C ′;C) are the same under our setting, the choice of an adaptive
procedure should be based on the size of the constant ∆(C).
An advantage from focusing on the class of adaptive CIs proposed in Section 3.4.2 is that
it is easy to evaluate ∆(C) as shown in the following proposition.
Proposition 3.4.3. We have `adpt(C ′; C) = Eminj≤J Uj, where U := (U1, . . . , UJ)′ is a
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Gaussian random vector with known mean and variance.5 Furthermore, we have
`(C ′;C) = ω∗t (z1−α, C, C
′) + ω∗c (z1−α, C
′, C).
Based on the discussion so far, we recommend choosing {Cj}Jj=1 based on the value of
∆(C). When calculating this value, searching for all possible sequences C is infeasible in




and calculating ∆(C(J)) for different values of J . Our simulation study (not reported)
suggests that the gain from increasing J becomes very small after some threshold. Hence, a
computationally attractive procedure is to increase the value of J until the additional gain
from using J+1 instead of J is smaller than a tolerance parameter. In the simulation designs
of Section 3.5, the largest value of ∆(C(J∗)) across all scenarios is less than 1.07, where J∗ is
the value of J obtained by the method described above. That is, the worst-case length of the
adaptive CI is at most 7% longer than the worst-case length of the CI that we would have
used if we knew the true Lipschitz constant, in the data generating processes considered in
Section 3.5.
Note that our procedure requires a researcher to specify the values of C and C. For
C, while it can be set to 0, a reasonable value of C can be estimated from the data as
discussed in Appendix 3.B. The value of C defines a region for Lipschitz constants where
the adaptive CI is intended to perform well. Therefore, a researcher may choose C to be
some non-conservative potential value of the Lipschitz constant of the regression function.
As discussed above, the coverage probability is not affected whatever the value of C is, so
it will not be a burdensome task for a researcher to choose C. Procedure 2 summarizes the
steps for constructing the adaptive one-sided CI, including the choice of the Lipschitz spaces
to adapt to.
5The expressions for the mean and variance are given in the proof.
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3.5 Monte Carlo Simulations
We investigate the performance of our minimax and adaptive procedures via a simulation
study. We focus on the case where d = 1 with individuals being treated if xi < 0. We
restrict the support of xi to be [−1, 1]. For a given true sharp RDD parameter θ ≡ LRDf ,
we consider the following designs.
1. Linear design: f1c(x) = Cx, f1t(x) = f1c(x)+θ. We have |f ′1q(x)| = C, and |f ′′1q(x)| = 0
for all x ∈ [−1, 1] and q ∈ {t, c}.
2. Modified specification of Armstrong and Kolesár (2018c): given some “knots” (b1, b2)




(x2 − 2(x− b1)2+ + 2(x− b2)2+), f2t(x) = −f2c(−x) + θ.
If b1 ≥ b2/2, both functions are increasing. Taking (b1, b2) = (1/3, 2/3) gives |f ′2q(x)| ≤
C, and |f ′′2q(x)| = 3C for all x ∈ [−1, 1] and q ∈ {t, c}. We also have |f ′2q(0)| = 0.




(x3 + x), f3t(x) = f3c(x) + θ.
We have |f ′3q(x)| ≤ C and |f ′′3q(x)| = 3C/2 for all x ∈ [−1, 1] and q ∈ {t, c}. We also
xi ∼ unif(−1, 1) Constant variance C is small
Design 1 YES YES YES
Design 2 NO YES YES
Design 3 YES NO YES
Design 4 NO NO YES
Design 5 YES YES NO
Design 6 NO YES NO
Design 7 YES NO NO
Design 8 NO NO NO
Table 3.1: Simulation design specifications
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have |f ′3q(0)| = C/4 and |f ′′3q(0)| = 0.
4. Nonzero first and second derivatives at 0: define
f4c(x) = C((3x+ 1)
1/3 − 1), f4t(x) = −f4c(−x) + θ.
We have |f ′4q(x)| ≤ C, and |f ′′4q(x)| ≤ 2C for all x ∈ [−1, 1] and q ∈ {t, c}. We also
have |f ′4q(0)| = C and |f ′′4q(0)| = 2C.
For the running variables, we consider xi ∼ unif(−1, 1) and xi ∼ 2 × Beta(2, 2) − 1.
The latter is used by Babii and Kumar (2020), and gives more observations around the
cutoff. Finally, we consider both homoskedastic and heteroskedastic designs, σ1(x) = 1 and
σ2(x) = φ(x)/φ(0), where φ(x) is the standard normal pdf. The sample size is n = 500.
Figure 3.D.1 in Appendix 3.D provides plots for the four regression functions.
We estimate the conditional variance based on local constant kernel regression, where
the initial bandwidth is chosen based on Silverman’s rule of thumb. This is to avoid using
a bandwidth selection method based on local linear regression to ensure that our proposed
method works even when the second derivative is very large. After the estimators are calcu-
lated based on the estimated conditional variance, we construct the CIs following Armstrong














for some fixed J , where j(i) denotes the index for the closest observation to i (with the same
treatment status). The default value in their implementation is J = 3, which we follow.
3.5.1 Minimax procedure
First, we investigate the performance of the minimax procedure described in Section 3.3.
We consider different combinations of specifications on the running variable, the variance
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f = f1 f = f2
Length: RBC Minimax Length: RBC Minimax
RBC/MM coverage coverage RBC/MM coverage coverage
Design 1 1.094 0.925 0.968 1.097 0.924 0.942
Design 2 1.112 0.938 0.979 1.115 0.941 0.949
Design 3 1.082 0.926 0.968 1.085 0.924 0.942
Design 4 1.099 0.936 0.979 1.103 0.940 0.950
Design 5 1.128 0.925 0.919 1.148 0.930 0.945
Design 6 1.137 0.938 0.934 1.162 0.941 0.951
Design 7 1.117 0.926 0.920 1.139 0.927 0.945
Design 8 1.125 0.936 0.935 1.153 0.941 0.952
Table 3.2: Comparison between RBC and minimax; f ∈ {f1, f2}
f = f3 f = f4
Length: RBC Minimax Length: RBC Minimax
RBC/MM coverage coverage RBC/MM coverage coverage
Design 1 1.090 0.925 0.949 1.093 0.924 0.968
Design 2 1.109 0.937 0.951 1.111 0.938 0.977
Design 3 1.078 0.925 0.949 1.081 0.924 0.968
Design 4 1.096 0.936 0.953 1.098 0.936 0.977
Design 5 1.094 0.923 0.962 1.119 0.920 0.930
Design 6 1.112 0.937 0.971 1.132 0.935 0.947
Design 7 1.082 0.924 0.961 1.107 0.924 0.930
Design 8 1.099 0.936 0.971 1.119 0.933 0.947
Table 3.3: Comparison between RBC and minimax; f ∈ {f3, f4}
function, and the value of C: 1) xi follows either a uniform or a Beta distribution, 2) the
variance function is given by either σ2 × σ12(x) or σ2 × σ22(x) (where σ2 = 1/4), and 3) the
true value of C is either small (C = 1) or large (C = 3). For the minimax two-sided CI,
we consider the case where we correctly specify the Lipschitz constant in all cases, setting
C = 3. The results were calculated with 1, 000 repetitions. The definition of each design is
given in Table 3.1.
We measure the performance of the minimax procedure by comparing it to one of the
robust bias correction (RBC) procedures by Calonico et al. (2015). We report ratios of
the average length of the CI between the RBC and the minimax procedure, as well as their
























































































Figure 3.2: Performance comparison of one-sided CIs
implementation provided the R package rdrobust.
Tables 3.2 and 3.3 display the results. For each regression function, the first column
shows the ratio of the length of the CIs, and the second and the third columns show the
coverage probabilities of the RBC and the minimax procedures. Despite the fact that the
minimax CIs are shorter than the RBC CIs, the coverage probabilities of the minimax CIs
are closer to the nominal level than the RBC CIs. However, the length comparison here
should not be interpreted as the superiority of our procedure over the RBC method, since
the lengths are sensitive to the choice of C and to the form of the true regression function.
Rather, as we have discussed so far, the relative advantage of our procedure is the use of




Next, we compare the performance of the one-sided CI to two benchmarks, the minimax and
the oracle one-sided CIs. Specifically, we consider regression functions f1, ..., f4 and vary the
value of C ∈ [Cl, Cu] which determines their smoothness. For each C ∈ [Cl, Cu], the oracle
procedure adapts to a single Lipschitz constant C, as if we know the true Lipschitz constant,
which is infeasible in practice. On the other hand, the minimax procedure adapts to the
largest Lipschitz constant Cu; this procedure is nearly optimal (among feasible procedures)
when we do not have monotonicity, as shown in Armstrong and Kolesár (2018a). Both the
oracle and the minimax procedures take monotonicity into account.
We take (Cl, Cu) = (1/5, 2) and consider only Design 1. For the adaptive procedure, we
take (C,C) = (1/5, 1). We expect that the performance of the adaptive procedure will be
better over C ∈ [1/5, 1] than over C ∈ [1, 2].
Figure 3.2 shows the relative excess lengths of the minimax and adaptive CIs compared
to the oracle procedure. First, we note that the adaptive CIs are at most 30% longer than
the oracle procedure, while the minimax CIs are sometimes as much as 83% longer than the
oracle. Second, for the case of f = f2 and f = f3, the adaptive CIs are sometimes even
shorter than the oracle. This is because the derivatives of such regression functions near
x = 0 are smaller than C, although their maximum derivatives are C globally. This shows
that the adaptive CI adapts to the local smoothness of the regression function, which is
another advantage of using the adaptive procedure.
3.6 Empirical Illustration
In this section, we revisit the analysis by Lee (2008). The running variable xi ∈ [−100, 100]



























Figure 3.3: Lee (2008) example. The red line (Minimax two-sided) plots our minimax optimal
CI, while the blue line (RBC) and the green line (AK) plot the CIs constructed using the
methods of Calonico et al. (2015) and Armstrong and Kolesár (2018a), respectively. The
purple line (Adaptive one-sided) plots the adaptive one-sided upper CI with C = ∞. The
vertical dotted line indicates C = 1/2, our preferred specification.
is the Democratic vote share in the next election. The treatment is the incumbency of the
Democratic party, with the cutoff given by 0. Therefore, a positive treatment effect indicates
that there is an electoral advantage to incumbent candidates.
This empirical application nicely fits the setting we consider in this paper. For mono-
tonicity, it is plausible to assume that a party’s vote share increases on average in that party’s
previous vote share. Moreover, for Lipschitz continuity, it is plausible that a unit increase
in the previous election vote share can predict the vote share increase in the next election
by no more than a single unit. This reflects the viewpoint that the previous election vote
share is a noisy measure of a party’s popularity in the current election. Since xi is the vote
margin instead of the vote share, this translates to setting C = 1/2.
Figure 3.3 plots the CIs constructed from our minimax optimal procedure for different
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values of C ∈ [0.4, 1], which includes our preferred specification C = 1/2. We also include
CIs using the robust bias correction method of Calonico et al. (2015) and the minimax CI
using a second derivative bound as in Armstrong and Kolesár (2018a). For the latter, the
bound on second derivative is set as M = 1/10, which is the largest bound used in their
empirical analysis. The nominal coverage probability is 0.95 for all CIs. The CIs obtained
by the robust bias correction and the second derivative bound are given by [3.44, 8.38] and
[2.95, 8.96], respectively. Our CI has a larger lower bound and upper bound compared
to other methods. Especially, at our preferred specification C = 1/2, the CI is given by
[5.03, 9.66], implying a potentially larger size of incumbents’ electoral advantage compared
to other inference methods. At this specification, our CI is also relatively shorter than others.
For the same dataset, Babii and Kumar (2020) give a CI of [6.6, 26.5], whose upper bound
is larger than other procedures.
As discussed above, since the Lipschitz constant C has a clear interpretation, a sensitivity
analysis varying the values of the Lipschitz constant is especially useful in strengthening the
credibility of the inference results. Specifically, we can calculate the size of the smoothness
parameter under which the effect of incumbency becomes insignificant. It turns out that our
minimax CI contains 0 when C is larger than 16. The first derivative bound C = 16 roughly
implies that one unit increase in the previous election vote share can predict as much as a
32 unit increase in the next election vote share, which is quite a large amount. Therefore,
we conclude that the significance of the incumbency effect is robust over a reasonable set of
assumptions on the unknown regression function.
Given that various CIs considered here are obtained from different assumptions on the
regression function, it would be an interesting exercise to see what we can infer about the
RD parameter under a minimal assumption. To this end, we construct an adaptive one-
sided CI which maintains coverage over all monotone functions. The discussion in Section
3.4.1 implies that we can construct an adaptive upper CI in this empirical setting. We
take (C,C) = (0.1, 0.5), reflecting the belief that the true Lipschitz constant is likely to
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be less than 0.5. To make the one-sided CI comparable with the other two-sided CIs, the
nominal coverage probability of the upper CI is set as 0.975, and the resulting upper bound is
10.52%. While this upper CI maintains coverage over all monotone functions, the resulting
upper bound is not significantly greater than the upper bounds of the other CIs, which
reflects the adaptive nature of the upper CI.
3.7 Conclusion
In this paper, we proposed a minimax two-sided CI and an adaptive one-sided CI when the
regression function is assumed to be monotone and has bounded first derivative. We showed
our procedure achieves uniform coverage under easy-to-interpret conditions and can be used
to construct either a two-sided CI with a minimax optimal length or a one-sided one whose
excess length adapts to the smoothness of the unknown regression function. There are two
extensions that we find interesting.
Fuzzy RDDs. There are various RDD applications where compliance to a treatment status
is only partial. Therefore, it would be of interest to extend our approach to the fuzzy RDD
setting, for example, by making monotonicity and Lipschitz continuity assumptions on the
treatment propensity p(x) = P (ti = 1|xi = x), where ti is the treatment indicator for indi-
vidual i. This approach will complement the minimax optimal approaches to fuzzy RDDs
using second derivative bounds by Armstrong and Kolesár (2020b) and Noack and Rothe
(2020).
Weigthed CATE. In multi-score RDDs, Imbens and Wager (2019) suggest estimating the
weighted average of conditional treatment effects over different boundary points to make
inference more precise. Since the weighted average parameter is a linear functional of the
regression function, we can also adjust our framework to conduct inference on the parameter.
On the other hand, a closed-form solution might not exist, and how to computationally
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construct the confidence interval for the weighted average parameter under our setting seems
to be an interesting research question.
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Supplement to Chapter 3
Appendix 3.A Lemmas and Proofs
In this section, we collect auxiliary lemmas and omitted proofs. Before presenting the results,
we state the following definition.
Definition 1. Given two Lipschitz constants C1 and C2, and some positive constant δ ≥ 0,
we define











The quantity ω (δ;C1, C2) is called the ordered modulus of continuity of F(C1) and F(C2)
for the parameter LRDf .
3.A.1 Lemmas
Lemma 3.A.1. Given some pair of numbers C,C ′ ≥ 0 and δ ≥ 0, define ωq(δ;C,C ′) for





















Proof. See Kwon and Kwon (2020).
Lemma 3.A.2. Given some pair C1, C2 ≥ 0 and δ ≥ 0, we have
ω (δ;C1, C2) = ωt (δ
∗
t (δ;C1, C2) ;C1, C2) + ωc (δ
∗
c (δ;C2, C1) ;C2, C1) .
Proof of Lemma 3.A.2. Noting that
LRDf2 − LRDf1 = (f2,t(0)− f2,c(0))− (f1,t(0)− f1,c(0))
= (f2,t(0)− f1,t(0)) + (f1,c(0)− f2,c(0)) ,
ω (δ;C1, C2) is obtained by solving the following problem:
sup
f1,t,f1,c,f2,t,f2,c
















f1,t, f1,c ∈ Λ+,V (C1) , f2,t, f2,c ∈ Λ+,V (C2) .
Using the definitions for ωt (δt;C1, C2) and ωc (δc;C1, C2), and Lemma 3.A.1, we can write
ω (δ;C1, C2) = sup
δt≥0,δc≥0,δ2t+δ2c=δ2
ωt (δt;C1, C2) + ωc (δc;C2, C1) ,
which concludes the proof.
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Lemma 3.A.3. Given some (C1, C2) ∈ R2+ and δ ≥ 0, write δ∗t := δ∗t (δ;C1, C2), δ∗c :=






∈ F (C1) × F (C2), which satisfy the following
three conditions: (i) LRDf ∗δ,2 − LRDf ∗δ,1 = ω (δ;C1, C2), (ii)
∥∥∥f∗δ,2−f∗δ,1σ ∥∥∥2
2
= δ2, and (iii) when
we write
f ∗δ,2 = f
∗
δ,2,t1 {x ∈ Xt}+ f ∗δ,2,c1 {x ∈ Xc}
f ∗δ,1 = f
∗












∈ F (C1)×F (C2) satisfy
f ∗δ,2,t − f ∗δ,1,t = [ωt (δ∗t ;C1, C2)− C1 ‖(x)V+‖ − C2 ‖(x)V−‖]+ (3.22)
f ∗δ,1,c − f ∗δ,2,c = [ωc (δ∗c ;C2, C1)− C1 ‖(x)V−‖ − C2 ‖(x)V+‖]+ , (3.23)
f ∗δ,1,t(0) + f
∗
δ,2,t(0) = ωt (δ
∗
t ;C1, C2) (3.24)
f ∗δ,1,c(0) + f
∗
δ,2,c(0) = ωc (δ
∗
c ;C2, C1) , (3.25)
and
(
f ∗δ,2,t − f ∗δ,1,t
) (










t ;C1, C2) + C1 ‖(x)V+‖ − C2 ‖(x)V−‖) (3.26)(
f ∗δ,1,c − f ∗δ,2,c
) (










c ;C2, C1) + C2 ‖(x)V+‖ − C1 ‖(x)V−‖) . (3.27)
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Proof. Kwon and Kwon (2020) show that if we let
f ∗δ,1,t(x) =

C1 ‖(x)V+‖ if C1 ≤ C2
min {ωt (δt, C1, C2)− C2 ‖(x)V−‖ , C1 ‖(x)V+‖} otherwise,
f ∗δ,2,t(x) =

max {ωt (δt, C1, C2)− C2 ‖(x)V−‖ , C1 ‖(x)V+‖} if C1 ≤ C2







∈ F (C1) × F (C2) and these functions solve (3.21) for q = t, C = C1,
and C ′ = C2. Likewise, if we let
f ∗δ,1,c(x) =

max {ωc (δc, C2, C1)− C1 ‖(x)V−‖ , C2 ‖(x)V+‖} if C2 ≤ C1
ωc (δc, C2, C1)− C1 ‖(x)V−‖ otherwise,
f ∗δ,2,c(x) =

C2 ‖(x)V+‖ if C2 ≤ C1







∈ F (C1)× F (C2) and these functions solve (3.21) for q = c, C = C2,
and C ′ = C1. Then, the equations (3.22) – (3.27) in the statement of this lemma follow from
the above formulas and Lemma 3.A.2.
Lemma 3.A.4. Given some (C1, C2) ∈ R2 and δ ≥ 0, let ω′ (δ;C1, C2) = ∂∂δω (δ;C1, C2) and
write δ∗t := δ∗t (δ;C1, C2), δ∗c := δ∗c (δ;C2, C1). Then, we have









c ;C2, C1)− C1 ‖(x)V−‖ − C2 ‖(x)V+‖]+ /σ2(xi)
.
Proof. Note that f ∈ F(C) implies f + z ∈ F(C) for any z ∈ R and C ≥ 0. Moreover,
letting ιt(x) := 1 {x ∈ Xt}, we have LRD (ιt) = 1. Then, Lemma B.3 in Armstrong and
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f ∗δ,2(xi)− f ∗δ,1(xi)
)









where f ∗δ,j(xi) and f ∗δ,j,t(xi) for j = 1, 2 are as defined in Lemma 3.A.3. Then, using (3.22) in
Lemma 3.A.3, we get the first equality in the statement of this lemma. Likewise, if we define












where f ∗δ,j,c(xi) for j = 1, 2 are as defined in Lemma 3.A.3. Then, using (3.23) in Lemma
3.A.3, we get the second equality in the statement of this lemma.
Lemma 3.A.5. Given some pair (C2, C1) such that C2 ≥ C1 ≥ 0, and for some δ > 0, write
δ∗t := δ
∗
t (δ;C2, C1), δ∗c := δ∗c (δ;C1, C2), and
ht,δ = ω
∗








, hc,δ = ω
∗


























c (δ, C1, C2))
2.
























which gives the desired result for the first equation of this lemma. The second equation
follows from the analogous reasoning.
3.A.2 Proofs of main results
Proof of Lemma 3.4.1. Consider a lower confidence interval [ĉ,∞) ∈ Lα(C). Then, Theorem
3.1 of Armstrong and Kolesár (2018a) implies that
sup
f∈F(C′)
E[LRDf − ĉ] ≥ ω(z1−α, C, C ′),
when Assumption 3.3.1 holds. The same theorem also implies that there exists [ĉ,∞) ∈
Lα(C) such that it exactly achieves the lower bound above. Therefore, it remains to analyze
the conditions where ω(z1−α, C, C ′) is bounded by some A(C ′).
Now, Lemma 3.A.2 implies that we can write
ω(z1−α, C, C
′) = ωt (δ
∗
t , C, C




where (δ∗t , δ∗c ) solve
sup
δt≥0,δc≥0,δ2t+δ2c=z21−α
ωt (δt, C, C
′) + ωc (δc, C, C
′) .
Due to Lemma 3.A.1, bt = ωt (δ∗t , C, C ′) solves
∑
xi∈Xt















[b− C ‖(xi)V+‖ − C ′ ‖(xi)V−‖]2+ /σ
2(xi).
Therefore, given some δt ≥ 0, if b′t = b′t(δt) solves
∑
xi∈Xt






b′t ≥ ωt (δt, C, C ′) will hold. This implies that
ωt (δ
∗
t , C, C
′) ≤ ωt (z1−α, C, C ′) ≤ b′t(z1−α),
where the first inequality is due to the constraint that δ∗t ≥ 0, δ∗c ≥ 0 and (δ∗t )2 +(δ∗c )2 = z21−α.
Note that xi ∈ X t implies
∑
xi∈X t










using the assumption that V = {1, ..., d}. This implies that b′t(z1−α) is a function of the data
and C ′. Likewise, if we define X c := [0,∞)d ∩ Xc, and b′c = b′c(δc) to be the solution to
∑
xi∈X c






b′c(z1−α) is a function of the data and C ′. Therefore, we can set A(C ′) = b′t(z1−α) + b′c(z1−α).
Next, let us consider necessity. First, suppose (−∞, 0]d∩Xt = ∅. Then, since every term
in the summation in (3.28) depends on C, increasing C should necessarily increase the size
of bt. Therefore, ω(z1−α, C, C ′) cannot be bounded by a term independent of C. The same
reasoning applies to the case with [0,∞)d ∩ Xc = ∅, and to the case where V ( {1, ..., d},
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which concludes the proof.6
Proof of Theorem 3.3.1. First, given some δ ≥ 0, consider the optimization problem































f ∗δ,2(xi)− f ∗δ,1(xi)
) (










































 · sd(L̃(δ)) .
Then, the result of Donoho (1994) implies that the minimax affine optimal CI is given by[
L̃(δ)− χ̃(δ), L̃(δ) + χ̃(δ)
]
, when δ is chosen to minimize χ̃(δ). Thus. the proof is done if








and are given as (3.11).
6 To be more precise, the reasoning above holds only if δ∗t , δ∗c > 0, and only if there is no observation
exactly located on the axis. These cases can be ignored when n is sufficiently large, and when the running
variables have a continuous distribution.
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For the first claim, recall that we can write for j = 1, 2
f ∗δ,j(x) = f
∗




























f ∗δ,2,t(xi)− f ∗δ,1,t(xi)
) (












f ∗δ,1,c(xi)− f ∗δ,2,c(xi)
) (


































f ∗δ,2,t(xi)− f ∗δ,1,t(xi)
) (





























f ∗δ,1,c(xi)− f ∗δ,2,c(xi)
) (













we can see L̃(δ) = L̃t(δ)− L̃c(δ) holds.









t ;C,C)− C ‖(x)V+‖ − C ‖(x)V−‖]+ yi/σ2(xi)∑
xi∈Xt [ωt (δ
∗








t ;C,C)− C ‖(x)V+‖ − C ‖(x)V−‖]+∑
xi∈Xt [ωt (δ
∗
t ;C,C)− C ‖(x)V+‖ − C ‖(x)V−‖]+ /σ2(xi)















Similarly, for L̃c(δ), using the equations (3.23), (3.25), and (3.27) in Lemma 3.A.3, and the
second representation of ω
′(δ;C,C)
δ








which establishes the claim that L̃(δ) has the same form as L̂mm.




xi∈Xt K (xi/ht(δ)) /σ
2(xi)
,
ω (δ;C,C) = C(ht(δ) + hc(δ)).
First, the first equation follows from Lemma 3.A.4. Next, ω (δ;C,C) = ωt (δ∗t (δ;C);C) +
ωc (δ
∗
c (δ;C);C) follows from Lemma 3.A.2, which implies the second equation, which con-
cludes the proof.
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ω′ (z1−τ , C, Cj)








































therefore satisfying the coverage requirement. First, it easy to see that
(
Ṽ1,τ , ..., ṼJ,τ
)
has
a multivariate normal distribution. Next, note that the quantiles of max
1≤j≤J
Ṽj,τ is increasing
in each of Ef Ṽ1,τ , ..., Ef Ṽj,τ . Moreover, the variances and covariances of
(
Ṽ1,τ , ..., ṼJ,τ
)
do
not depend on the true regression function f , by the construction of ĉLτ (Cj). This means
that the quantiles of max
1≤j≤J
Ṽj,τ are smaller than those of max
1≤j≤J
Vj,τ , where (V1,τ , ..., VJ,τ ) has a
multivariate normal distribution with a mean given by EVj,τ = sup
f∈F(C)
Ef Ṽj,τ for j = 1, ..., J ,
and with the same covariance matrix as
(
Ṽ1,τ , ..., ṼJ,τ
)
. Therefore, if we take τ so that z1−τ
is the 1−αth quantile of max
1≤j≤J
Vj,τ , (3.30) is satisfied. Therefore, it remains to show (Vj,τ )
J
j=1
is a multivariate normal distribution with zero means, unit variances, and covariances as
given in (3.16).
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= −z1−τ sd(L̂τ (Cj))
= −z1−τω′(z1−τ , C, Cj),
where the last line follows from the discussion in Armstrong and Kolesár (2018a). Hence,
we get EVj,τ = 0. Moreover, this also implies Var(L̂τ (Cj)) = 1. For the covariance, we have
Cov
(












L̂c,τ (Cj), L̂c,τ (Ck)
)
,




ω′ (z1−τ , C, Cj)
,
L̂t,τ (Ck)




xi∈Xt K (xi, ht,τ (Cj))K (xi, ht,τ (Ck)) /σ
2(xi)∑
xi∈Xt K (xi, ht,τ (Cj)) /σ
2(xi)
∑
xi∈Xt K (xi, ht,τ (Ck)) /σ
2(xi)
× 1








K (xi, ht,τ (Cj))K (xi, ht,τ (Ck)) /σ
2(xi),
where the last equality follows from Lemma 3.A.4 and the definition of K (xi, ht,τ (Cj)).
Likewise, we can show
Cov
(
L̂c,τ (Cj), L̂c,τ (Ck)
)
=
ω∗c (z1−τ ;Cj, C)ω
∗




K (xi, hc,τ (Cj))K (xi, hc,τ (Ck)) /σ
2(xi),
which proves that the covariance term has the same form as in (3.16).
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Proof of Proposition 3.4.3. The last statement is immediate from Lemma 3.A.2 of our paper
and Theorem 3.1 of Armstrong and Kolesár (2018a), so we focus on the former statement.
First, we state the means and the covariance matrix of Uj’s. Given C = {C1, ..., CJ}, let




































To prove the statement in the proposition, define
f ∗C′(x) := −C ′ ||(x)V−|| 1(x ∈ Xt) + C ′ ||(x)V+|| 1(x ∈ Xc).
Then, we show
























The first and the last equalities hold by definition (since LRDf ∗C′ = 0), so what we have to
show is the second to last equality.
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j=1 has a multivariate normal distribution with some mean vector (µj(f))
J
j=1
and a variance matrix which does not depend on f . This implies if f ∗C′ maximizes µj(f) for
all j = 1, ..., J , it also maximizes Ef min
1≤j≤J
(Zj (f)).






























































































= ft(0) + v −
∑
xi∈Xt K(xi, ht,τ∗(Cj)/σ































Kwon and Kwon (2020) show that the minimizer to this problem is given by





















Again by Kwon and Kwon (2020), the maximizer is given by
f ∗c (x) = C
′ ||(x)V+|| .
Therefore, the worst case expected length is achieved when f = f ∗C′ . Lastly, it is easy to see
that −ĉLj ’s are jointly normally distributed with the mean and the covariance given in the
lemma when f = f ∗C′ , which establishes our claim.
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Appendix 3.B Unbiased estimator for C
As in Armstrong and Kolesár (2018c), we can estimate the lower bound of C using the
data. We first explain the possibility for the case with d = 1. Suppose Xt = [xmin, 0] and
Xc = (0, xmax].
First, note that for any x2 ≥ x1 ≥ 0, we have
fc (x2)− fc (x1) ≤ C (x2 − x1) . (3.31)
Let nc :=
∑n
i=1 1 {xi ∈ Xc}, and set acm > 0 such that
∑n







fc (xi)1 {xi ∈ Xc, xi > acm} −
n∑
i=1







xi1 {xi ∈ Xc, xi > acm} , (3.33)






i=1 fc (xi)1 {xi ∈ Xc, xi > acm} −
∑n





i=1 xi1 {xi ∈ Xc, xi > acm} −
∑n
i=1 xi1 {xi ∈ Xc, xi ≤ acm}]
. (3.34)






i=1 yi1 {xi ∈ Xc, xi > acm} −
∑n





i=1 xi1 {xi ∈ Xc, xi > acm} −
∑n
i=1 xi1 {xi ∈ Xc, xi ≤ acm}]
. (3.35)
We can easily see that µ̂c is an unbiased estimator of µc.






i=1 yi1 {xi ∈ Xt, xi > atm} −
∑n





i=1 xi1 {xi ∈ Xt, xi > atm} −
∑n




i=1 1 {xi ∈ Xt} and atm < 0 was set so that
∑n
i=1 1 {xi ∈ Xt, xi ≤ atm} = nt/2.
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In the dataset of Lee (2008), it turns out that µ̂c = 0.353 and µ̂t = 0.355.
We can use similar reasoning for the case with d > 1. For example, when d = d+, we use
inequality
fc (x2)− fc (x1) ≤ C ‖x2 − x1‖ , (3.37)
for any x1, x2 such that x2r ≥ x1r for all r = 1, ..., d. Find two subsets of Xc , say Xc1
and Xc2 so that 1) x2 ∈ Xc2 and x1 ∈ Xc1 implies x2r ≥ x1r for all r = 1, ..., d, and 2)
the number of observations in each set is equal to ñc/2. Index xi’s so that x1, ..., xñc/2 ∈
Xc1 and xñc/2+1, ..., xñc ∈ Xc2. Define some one-to-one mapping j from
{








+ 2, ..., ñc
}












∥∥xj(i) − xi∥∥ . (3.38)
Again, the lower bound can be estimated by replacing fc (xi) by yi.
Appendix 3.C Examples of Multi-score RDD
In this section, we discuss RDD applications with monotone multiple running variables.7
When presenting these empirical applications, we categorize the class of RD designs we
consider into the following three cases, depending on how the running variables relate to the
assignment of the treatment. While our framework can potentially cover a much larger class
of models, these three settings seem to be the ones that appear most frequently in empirical
studies.8 We let xi ∈ Rd be the value of running variable for an individual i, and denote the
sth element of xi by xi(s) for s = 1, ..., d.
7Refer to Appendix A.3 of Babii and Kumar (2020) for RDD applications with univariate monotone
running variables
8For example, our categorization excludes geographic RD designs, such as those analyzed in Dell (2010),
Keele and Titiunik (2015), and Imbens and Wager (2019). While our general framework can incorporate
such models, we do not consider them since the monotonicity assumption is unlikely to hold under such
contexts.
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1. MRO (Multiple Running variables with “OR” conditions): An individual i is
treated if there exists some s ∈ {1, ..., d} such that xi(s) > 0 (or ≤ 0).
2. MRA (Multiple Running variables with “AND” conditions): An individual i
is treated if xi(s) > 0 (or ≤ 0) for all s = 1, ..., d.
3. WAV (Weighted AVerage of multiple running variables): There are multiple
running variables, and the treatment status is determined by some weighted average of
those running variables. Hence, an individual i is treated if
∑d
s=1wsxi(s) > 0 (or ≤ 0)
for some positive weights w1, ..., wd. While we can view this design as an RD design
with a single running variable x̃i =
∑d
s=1 wsxi(s), we may obtain richer information by
considering this design as a multi-dimensional RD design. For example, consider an
RD design where an individual i is treated if the average of the normalized math and
reading scores is greater than 0. Then, we can consider treatment effect parameters
at different cutoff points, e.g. (math = 0, reading = 0), (math = −1, reading = 1), or
(math = 1, reading = −1).
Below we list empirical examples which correspond to the MRO, MRA or WAV settings
when d > 1.
Jacob and Lefgren (2004) and Matsudaira (2008) consider the effect of mandatory summer
school on academic achievements in later years. In their empirical context, summer school
attendance is required if a student’s math score or reading score is below a certain threshold,
and thus this example corresponds to the MRO case. The outcome variable is the math or
the reading score in the next year. It seems plausible to assume any test score in the next year
is increasing on average in the test scores of former years, so we can impose monotonicity in
this example. Alternatively, the monotone relationship between different test subjects (e.g.,
the reading score in the previous exam as a running variable and the math score in next
exam as an outcome variable) might be questionable, in which case we can impose a partial
monotonicity restriction.
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Papay et al. (2010) consider the effect of a student’s failing a high school exit exam (Mas-
sachusetts Comprehensive Assessment System) on the probability of high school graduation.
Since there are two portions of the exam, mathematics and English, this setting can be also
viewed as the MRO case. It seems reasonable to assume that the graduation probability is
increasing in the exam scores, so we may impose monotonicity in this example as well.
Kane (2003) investigates the impact of the college price subsidy on college enrollment
decision. To be eligible for the subsidy in one such program run by California called “Cal
Grant A”, the applicant’s high school GPA had to be above a certain cutoff while her income
and assets had be below certain cutoffs. Hence, this example falls into the MRA case.
It seems plausible that the college enrollment probability is increasing in the high school
GPA, while it can be debatable whether the income and the asset levels have monotone
relationships with the outcome. So in this example we may assume either full or partial
monotonicity depending on empirical researchers’ belief.
Van der Klaauw (2002) analyzes the effect of financial aid offers on students’ college
enrollment decisions. In that paper, an East Coast college offers a financial aid if a student’s
weighted average of SAT score and GPA exceeds some threshold level, so this example
corresponds to the WAV setting. It seems also plausible to assume the enrollment probability
is increasing on average with respect to the SAT and GPA scores.
Chay et al. (2005) investigate the effect of a government program that allocated specific
resources on the academic performance of schools. The resource was allocated to schools
whose average of mathematics and language scores of their students falls below some cutoff
point, corresponding to the WAV setting. It seems reasonable to assume that academic
scores of a school are increasing in the previous test scores of its students on average.
Leuven et al. (2007) evaluate the effect of government subsidies to schools on academic
achievements. In Netherlands, the subsidy was provided to schools with more than 70%
of disadvantaged pupils, where the proportion is calculated as the sum of ethnic minority
students and students with parents whose education level is no more than secondary school.
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So this example corresponds to the WAV setting. If we can argue that the academic achieve-
ment metrics of a school are decreasing in its proportion of disadvantaged pupils, we may
impose the monotonicity assumption.
For more examples of RDD with multiple running variables, the reader is referred to
Papay et al. (2011) and Wong et al. (2013). We also note that all of the three settings
discussed above become the standard single-dimensional RD design when d = 1.
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Adaptive Inference in Multivariate
Nonparametric Regression Models
Under Monotonicity
Koohyun Kwon, Soonwoo Kwon∗
4.1 Introduction
We consider the problem of inference on a regression function at a point under the nonpara-
metric regression model
yi = f(xi) + ui, ui
i.i.d.∼ N(0, σ2(xi)),
where f is assumed to lie in a Hölder class with exponent γ ∈ (0, 1]. Procedures based on γ
is conservative (or suboptimal) when the true regression function in fact lies in a smoother
Hölder class with γ′ > γ. Adaptive procedures try to overcome this issue by automatically
∗We thank our advisors Donald Andrews and Timothy Armstrong for continuous support. Xiaohong
Chen, Yuichi Kitamura, and participants at the Yale Econometrics Prospectus Lunch provided valuable
feedback. We thank David Tomas Jacho-Chavez for providing us with the dataset used in Section 4.6.
323
adjusting to the (unknown) underlying smoothness class. However, unlike in the case of
estimation, where adaptation to the unknown smoothness class is in general possible with an
additional logarithmic term (Lepskii, 1991), adaptation is impossible in the case of inference
without further restrictions on the function class (Low, 1997) .
Two shape restrictions that can be used to overcome this impossibility have been discussed
in the literature, convexity and monotonicity. In this paper, we impose monotonicity on
the regression function to construct a CI that adapts to the underlying smoothness of the
regression function. The main difference with other papers that consider adaptation under
a monotonicity condition (Cai et al., 2013; Armstrong, 2015) is our general treatment of the
dimension of xi. To our knowledge, this is the first paper to construct adaptive CIs, under
a multivariate nonparametric regression setting.
We consider coordinate-wise monotonicity with respect to all or some of the coordinates.
A function f is coordinate-wise monotone with respect to V ⊆ {1, . . . , k} if xj ≥ zj for all
j ∈ V and xj = zj for all j /∈ V imply f(z) ≥ f(z). The minimax expected length of a CI over
the Hölder class with exponent γ converges to 0 at the well-known rate of n−1/(2+k/γ). When
the regression function is monotone in all variables, i.e., V = {1, . . . , k}, we can construct a
CI that achieves this minimax rate over all γ ∈ (0, 1] just as in the univariate case. Also,
again as in the univariate case, if the regression is not monotone to any of the variables so
that V = ∅, there is no scope for adaptation.
An interesting case is when the function is monotone with respect to only some of the
variables so that k+ := |V| < k, which can arise due to the multivariate nature of the
problem. In this case, we show that for a CI that maintains coverage over the Hölder class
with exponent γ, the minimax expected length over a smoother class γ′ > γ converges to
0 at the rate n−1/(2+k+/γ′+(k−k+)/γ). The denominator of the exponent can be written as
2 + k/γ− k+(1/γ− 1/γ′). This is the sum of a term that comes from the minimax rate over
γ, 2+k/γ, and −k+(1/γ−1/γ′). In this sense, k+(1/γ−1/γ′) exactly quantifies the possible
gain from monotonicity, indicating larger gains if the regression function is monotone in more
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variables and/or smoother.
We propose a CI that obtains this minimax rate (of adaptation) for a sequence of Hölder
exponents {γj}Jj=1 ⊂ (0, 1]. While the method provided by Cai and Low (2004) can be used
to construct such a CI, we provide an alternative method that builds upon the one-sided CI
proposed by Armstrong and Kolesár (2018). Their one-sided CI “directs power” to a smoother
class while maintaining coverage over a larger class of functions. Our CI is constructed by
combining the lower and upper versions of their one-sided CI to create a two-sided CI, and
then taking the intersection of a sequence of such two-sided CIs that direct power to each
γj. An appropriate Bonferroni correction is used to obtain correct coverage. This CI can be
used in more general nonparametric regression settings, as long as the parameter of interest
is a linear functional of the regression function and the regression functions lies in a convex
function class.
While the proposed CI obtains the minimax length over γj for each j up to a constant
factor that does not depend on the sample size, this constant does depend on the number of
parameter spaces J the CI adapts to. This is in contrast with the CI of Cai and Low (2004),
which gives a multiplicative constant that does not depend on J . However, the multiplicative
constant of our CI grows slowly with J at a (log J)1/2 rate, and is smaller than the constant
given by Cai and Low (2004) for any reasonable specification of J . Even if one wishes to
adapt to J = 103 parameter spaces, our CI obtains the minimax expected length of each pa-
rameter space within a multiplicative constant of 4.14, whereas this constant is 16 for the CI
by Cai and Low (2004). A simulation study confirms that our CI can be significantly shorter
in practice as well. Nonetheless, the uniform constant that Cai and Low (2004) obtain is
theoretically attractive and allows one to adapt to the continuum of Hölder exponents (0, 1]
in this context.
Related literature. An adaptation theory for CIs in a nonparametric regression setting
was developed by Cai and Low (2004). Cai et al. (2013) provide a procedure for construct-
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ing adaptive CIs that adapt to each individual function under monotonicity and convexity.
Armstrong (2015) provides an inference method for the regression function at a point, pos-
sibly on the boundary of the support, that adapts to the underlying Hölder classes under
a monotonicity assumption. As noted earlier, the main difference of our paper is that we
consider a multivariate regression setting where there is no restriction on the dimension of
the independent variable as long as it is fixed and finite. The adaptation theory for CIs
builds upon the more classical minimax theory for CIs, which has been developed in Donoho
(1994) and Low (1997). Cai (2012) provides an excellent review on the theory of minimax
and adaptive CIs, along with the minimax and adaptive estimation problems.
While the focus of this paper is on adaptive CIs, there are other forms of confidence sets
that are of interest in the context of nonparametric regression setting. Adaptive confidence
balls have been considered in Genovese and Wasserman (2005), Cai and Low (2006) and
Robins and van der Vaart (2006). An adaptation theory for confidence bands has been
considered in, for example, Dümbgen (1998), Genovese and Wasserman (2008), and Cai
et al. (2014). In the context of density estimation, adaptive confidence bands have also been
considered in Hengartner and Stark (1995), Giné and Nickl (2010), and Hoffmann and Nickl
(2011).
Recently, there has been interest in isotonic regression in general dimensions. The mono-
tonicity condition imposed in such models is the same as the one we impose here with
V = {1, . . . , k}. Han et al. (2019) derive minimax rates for the least squares estimation
problem. Deng et al. (2020) provide a method for constructing CIs at a point based on block
max-min and min-max estimators.
Outline. Section 4.2 describes the nonparametric regression model and the function class
we consider. Section 4.3 introduces the notion of adaptivity in more detail and describes our
procedure for constructing adaptive CIs. Section 4.4 presents the main result of the paper,
the minimax rate of adaptation, and an adaptive CI that obtains this rate by solving the
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corresponding modulus problem. Section 4.5 provides a simulation study, and Section 4.6
illustrates our method in the context of production function estimation.
Any proof omitted in the main text can be found in the appendix. Appendix 4.A col-
lects the proofs for lemmas and corollaries. Appendix 4.B contains the proof for our main
theoretical result, Theorem 4.4.2.
4.2 Nonparametric Regression Under Monotonicity
We observe {(yi, xi)}ni=1 and consider a nonparametric regression model,
yi = f(xi) + ui, (4.1)
where xi∈ X ⊂ Rk is a (fixed) regressor, f : Rk → R is the unknown regression function
that lies in some function class F , and ui’s are independent with ui ∼ N(0, σ2(xi)) and σ2(·)
known. The parameter of interest is f(x0). For the rate results provided in Section 4.4.2, we
require that x0 ∈ IntX . However, we note that the solution to the modulus problem given
in Section 4.4.1 does not depend on whether x0 is on the boundary or not. Without loss of
generality, we normalize x0 to be 0.
We take the F to be the class of functions that are Hölder continuous and nondecreasing
in all or some of the variables. Let Λ(γ, C) denote the set of functions from Rk to R that
are Hölder continuous with Hölder constants (γ, C),
Λ(γ, C) :=
{







is the set of functions from Rk to R, γ ∈ [0, 1], C ≥ 0 and ‖·‖ is a norm
on Rk. For notational simplicity, we omit the dependence of the function class on the choice
of the norm ‖·‖. We impose the following restriction that ‖·‖ is monotone in the magnitude
of each element, which is satisfied by most norms used in practice. such as the `p norm
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or a weighted version of it. We discuss the relationship between this assumption and the
monotonicity of the regression function in Remark 4.4.1.
Assumption 4.2.1. ‖·‖ is a norm on Rk such that ‖z‖ is nondecreasing in |zj| for each
j ∈ {1, ..., k}.
We now define the (coordinate-wise) monotone Hölder class. For a subset of the covariate
indices V ⊂ {1, . . . , k}, write
Λ+,V(γ, C) := {f ∈ Λ(γ, C) : f(x) ≥ f(z) if xj ≥ zj ∀j ∈ V and xj = zj ∀j /∈ V} .
This is the set of Hölder continuous functions that are nondecreasing, coordinate-wise, with
respect to the jth element for j ∈ V . Define k+ := |V| . By a relabeling argument, it is
without loss of generality to write V := {1, . . . , k+}. If k+ = k, then Λ+,V(γ, C) is the set
of nondecreasing and Hölder continuous functions where the monotonicity is with respect to
the coordinate-wise partial ordering on Rk.
4.3 Adaptive Confidence Intervals
4.3.1 Notion of Adaptivity
In this section, we discuss the problem of inference for a general linear functional of the
regression function, Lf . Consider a sequence of convex parameter spaces F1, . . . , FJ , with
the requirement that Fj ⊂ FJ for all j ≤ J . Note that the parameter spaces are not
necessarily nested, but there is a largest convex parameter space that nests all the other
parameter spaces. Here, FJ reflects a conservative choice of the parameter space where the
researcher believes the true regression function to lie in. Hence, the CI we construct will be
required to maintain correct coverage over this space. An adaptive CI maintains this correct
coverage over the largest parameter space FJ while having good performance (e.g. shorter
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expected length) when the true function happens to lie in the smaller parameter space Fj,
simultaneously for all j ≤ J .
Then, a natural question is how well a CI that maintains coverage over FJ can perform
over Fj, which is one of the main questions that Cai and Low (2004) raise and address in
detail in the context of two-sided CIs. The case of one-sided CIs has been considered by
Armstrong and Kolesár (2018), along with other questions.
Two-sided Adaptive CIs
Let IJα,2 denote the set of all two-sided CIs that have coverage at least 1 − α over FJ .
Following Cai and Low (2004), the performance criterion we consider for two-sided CIs is
the worst-case expected length. That is, the performance of a CI, CI, over the parameter
space Fj is measured by supf∈Fj Ef µ(CI) with smaller values of this quantity meaning
better performance. Here, Ef denotes the expectation when the true regression function is
f and µ is the Lebesgue measure on the real line. Then, the shortest possible worst-case
expected length a CI can achieve over Fj (while maintaining correct coverage over FJ) is






Following Cai and Low (2004), we say a CI is adaptive if it achieves L∗j,J for all j ≤ J
up to a multiplicative constant that does not depend on the sample size. Let zq denote
the q–quantile of the standard normal distribution. Cai and Low (2004) show that L∗j,J 
ω+(z1−α,Fj,FJ), with  denoting asymptotic equivalence1 and ω+(δ,Fj,FJ) is the between
1We write an  bn if 0 < lim inf
n→∞








|LfJ − Lfj| :
∑n
i=1 ((fJ(xi)− fj(xi))/σ(xi))
2 ≤ δ2, fj ∈ Fj, fJ ∈ FJ
}
,
for δ ≥ 0.2 In general, ω+(z1−α,Fj,FJ) is more tractable than L∗j,J , and thus the strategy
is to construct a CI that has worst case length over Fj bounded by ω+(z1−α,Fj,FJ), up to
a multiplicative constant. We refer to the rate at which ω+(z1−α,Fj,FJ) converges to 0 as
the minimax rate of adaptation (of Fj over FJ). If Fj = FJ , this is the minimax rate over
FJ , which is the fastest rate at which the worst-case expected length over FJ of a CI that
maintains correct coverage over the same space FJ can achieve.
One-sided CIs
While our main focus is on adaptive two-sided CIs, the construction of our adaptive CI relies
heavily on the one-sided CI proposed by Armstrong and Kolesár (2018). Hence, we briefly
describe the notion of adaptivity in the context of one-sided CIs. For one-sided CIs, we
follow Armstrong and Kolesár (2018) and consider the βth quantile of excess length as the
performance criterion. More specifically, for a one sided lower CI, [ĉ,∞), we denote the βth
quantile of the excess length at f as qβ,f (Lf − ĉ), where qβ,f (·) denotes the βth quantile
function when the true regression function is f . Under this criterion, the best possible





qβ,f (Lf − ĉ),
where IJα,` denotes the set of all one-sided lower CIs that have coverage at least 1 − α
over FJ . Armstrong and Kolesár (2018) showed that `∗j,J = ω(z1−α + zβ,FJ ,Fj), where
2Note that the definition is slightly different with Cai and Low (2004) due to the σ(xi) term that appears
in the denominator of the summand. This is because we divide both sides of (4.1) by the (known) σ(xi) to
convert the model into the same form as that of Cai and Low (2004).
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Lfk − Lfj :
∑n
i=1 ((fk(xi)− fj(xi))/σ(xi))
2 ≤ δ2, f ∈ Fj, fJ ∈ FJ
}
,
for any δ ≥ 0 and j, k ≤ J . We refer to the optimization problem in the definition as the
ordered modulus problem. Naturally, an analogous result holds for upper one-sided CIs so






with IJα,u denoting the set of all one-sided upper CIs that have coverage at least 1− α over
FJ .
We say a one-sided lower CI, [ĉ∗,∞), is adaptive if there exists some c > 0 that does not
depend on n such that
sup
f∈Fj
qβ,f (Lf − ĉ∗) ≤ c ω(z1−α + zβ,Fj,FJ)
for all j ≤ J , and similarly for one-sided upper CIs.
Modes of Adaptation
Note that it must be the case that ω+(z1−α,Fj,Fj) ≤ ω+(z1−α,Fj,FJ) (and similarly for the
ordered moduli) because ω+(z1−α,Fj,Fj) takes the supremum over a smaller set. However,
if it happens to be the case that ω+(z1−α,Fj,Fj)  ω+(z1−α,Fj,FJ), an adaptive CI, CI∗,
satisfies supf∈Fj Ef µ(CI
∗) ≤ c L∗j,j for all j ≤ J . Cai and Low (2004) define such CI to
be strongly adaptive. This is an ideal case because we obtain L∗j,j, up to a multiplicative
constant, which is the minimax length we could have achieved if we “knew” that our true
regression function lied in the smaller class Fj (i.e., if we made a stronger assumption that
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the true regression function lies in this smaller class). While adaptive CIs exist in general,
strong adaptation is possible only when ω+(z1−α,Fj,FJ)  ω+(z1−α,Fj,Fj) for all j ≤ J .
This is not a property of a given procedure, but of the given statistical model.
The least desirable case is when ω+(z1−α,Fj,FJ)  ω+(z1−α,FJ ,FJ), because this leaves
no scope of adaptation. An intermediate case is when
ω+(z1−α,Fj,Fj) ≺ ω+(z1−α,Fj,FJ) ≺ ω+(z1−α,FJ ,FJ),
so that the minimax rate of adaptation is better than the worst-case minimax rate over FJ
but not as good as the minimax rate over Fj.3 That is, one can do better than simply
taking the most conservative parameter space as the true space but not quite as good as
knowing that the true function actually lies in the smaller parameter space. Hence, the
minimax adaptation rate plays an important role in determining whether sharp adaptation
is possible. In Section 4.4.2, we derive the minimax rates of adaptation under the model
given in Section 4.2.
4.3.2 Construction of Adaptive CIs
Cai and Low (2004) provide a general method of constructing adaptive CIs of Lf under
the general model (4.1). Here, we provide an alternative method that is intuitive and gives
smaller constants in the case of non-nested parameter spaces.4 For the nested case, the CI
of Cai and Low (2004) has a bounded constant even as J → ∞, which is an attractive
theoretical property. For the CI we propose, the constant will grow with J in general. In
practice, however, one can only adapt to finitely many parameter spaces due to computa-
tional constraints. The proposed procedure gives a smaller constant than that of Cai and
Low (2004) even for unrealistically large values of J (e.g., J = 1010).
3For positive sequences {an} and {bn}, we write an ≺ bn if lim inf
n→∞
(bn/an) =∞.
4For a given adaptive CI, CI∗, we refer to the positive number c (that does not depend on n) such that
supf∈Fj Eµ(CI
∗) ≤ c ω+ (zα,Fj ,FJ) , as the “constant” of CI∗.
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The main building block for our adaptive CI is the minimax one-sided CI proposed by
Armstrong and Kolesár (2018), which relies on the ordered modulus. We say that (fj, fk) ∈
Fj×Fk is a solution to ω(δ,Fj,Fk) if (fj, fk) solves the optimization problem corresponding
to ω(δ,Fj,Fk). Let (f ∗,JjJ,δ , g
∗,Jj
j,δ ) ∈ FJ×Fj be a solution to the ordered modulus ω (δ,FJ ,Fj) ,


























where ω′(·,FJ ,Fj) is the derivative of ω(·,FJ ,Fj). Based on this estimator, define a lower






ω (δ,FJ ,Fj) +
1
2
δω′ (δ,FJ ,Fj)− z1−αω′ (δ,FJ ,Fj) . (4.3)
The following theorem from Armstrong and Kolesár (2018) shows that for a specific choice
of δ, this CI is optimal in the sense that it achieves `∗j,J .
Lemma 4.3.1 (Theorem 3.1 of Armstrong and Kolesár (2018)). Let δ = zβ + z1−α. Then,
sup
f∈Fj
qf,β(Lf − ĉ`,jα,δ) = `
∗
j,J = ω(δ,FJ ,Fj).
The excess length Lf − ĉ`,jα,δ follows a Gaussian distribution because it is a affine transfor-
mation of the data, which follows a Gaussian distribution by assumption. Hence, the median
and mean of the excess length are the same. Taking β = 1/2, we can replace qf,β with the







= ω (z1−α,FJ ,Fj) , (4.4)
where we define ĉ`,jα := ĉ`,jα,z1−α . Likewise, we can define an optimal upper one-sided CI
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(−∞, ĉ`,jα,δ] such that
sup qf,β(ĉ
u,j
α,δ − Lf) = u
∗
j,J = ω(δ,Fj,FJ), (4.5)
where the precise definition of ĉ`,jα,δ is given in Appendix 4.E. Similarly, let ĉ
u,j
α denote the
upper counterpart of ĉ`,jα .
Using the optimal one-sided CIs, we first show how a naive Bonferroni procedure leads to
a two-sided adaptive CI. We then provide a method that improves upon this naive Bonferroni







This has coverage at least 1 − α over FJ because each [ĉ`,jα/2J , ĉ
u,j
α/2J ] has coverage 1 − α/J
over FJ and CIBon,Jα is simply the intersection of such CIs. The following theorem shows
that this CI is indeed adaptive.















increases with the number of parameter spaces J .5 On the
other hand, the constant given in Cai and Low (2004) is 16 and thus does not depend on the




is not too large, in fact
smaller than 16, for reasonable specifications of J. For example, when α = 0.05 and J = 50,




≈ 3.36, which is considerably smaller than the constant given in Cai and





which is still less than half of the constant given by Cai and Low (2004). Simulation results
given in Section 4.5 confirm that not only the upper bound, but also the actual length itself
5The constant, z1− α2J /z1−α2 , grows with J at the rate (log J)
1/2. This is the same rate that Cai and
Low (2004) find in their analysis of the case with non-nested parameter spaces. Their constant is at least
eight times greater than what we provide here, but does not require that the largest space in consideration
is convex.
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is often much shorter for our CI.
Remark 4.3.1. Suppose one is interested in constructing the one-sided CI in an adaptive
way. Note that Lemma 4.3.1 implies that any one-sided CI [ĉ`,Jα ,∞) with coverage probability
1− α should satisfy
sup
f∈Fj
E(Lf − ĉ`,Jα ) ≥ ω (z1−α,FJ ,Fj) .
Define ĉ`,Jα = maxj ĉ
`,j
α/J . Then, by an analogous argument to Theorem 4.3.1, we have
sup
f∈Fj









is an adaptive one-sided CI in a similar sense with the two-sided case.
The naive CI given in (4.6) does not take into account the possible correlation among the
CIs that we take the intersection of. However, if parameter spaces are “close” to each other,
the corresponding CIs will be correlated, implying that there is room for improvement over
the Bonferroni procedure. Consider the CIs of the form CIτ,J = ∩Jj=1[ĉ`,jτ , ĉu,jτ ]. If we take
τ = α/(2J), this is precisely the CI given in (4.6). The CI that gives the smallest constant
among CIs of such forms is CIτ∗,J , where τ ∗ is the largest possible τ such that CIτ,J has
correct coverage over FJ :




Pf (Lf ∈ CIτ,J ) ≥ 1− α.
We know that τ = α/(2J) satisfies the constraint, and also that any τ > α does not because
then [ĉ`,jτ ,∞) will have coverage probability 1− τ < 1−α. Hence, we can restrict τ to lie in
[α/(2J), α].
However, the coverage probability inff∈FJ Pf (Lf ∈ CIτ,J ) is unknown in general, ren-
dering CIτ∗,J infeasible. Instead, we replace this coverage probability with a lower bound
that we can calculate either analytically or via simulation. Then, we take τ ∗ as the largest
value that makes this lower bound at least 1 − α. As we show later, using τ ∗ rather than
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α/(2J) can only make the resulting CI shorter.
Let (V (τ)′,W (τ)′)′ be a centered Gaussian random vector with unit variance. The co-
variance terms for V (τ) = (V1(τ), ..., VJ(τ))
′ is given by

















Likewise, the covariance terms for W (τ) =
(
W1(τ), ...,WJ(τ)












































This Gaussian random vector can be used to tune the critical value, as the following lemma
implies.





















Such a τ ∗ always exists because the inequality (4.8) holds with τ = α/(2J) due to
the union bound. A solution τ ∗ can be found via numerical simulation. By construction,
its length will be also bounded by (4.7). In Section 4.4.3, we show that as n → ∞ the
distribution of (V (τ)′,W (τ)′)′ does not depend on τ , under our setting of Lf = f(0) with
f belonging to a Hölder class. Hence, finding τ ∗ boils down to simply finding the 1 − α
quantile of the maximum of a Gaussian vector in this case.
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4.4 Adaptive Inference for f (0)
In this section, we provide an adaptive inference procedure for f(0). To construct the
adaptive CI introduced in Section 4.3, we first solve the corresponding modulus problem.
By using this solution to the modulus problem, we derive the minimax rate of adaptation.
Finally, we provide a CI that obtain this rate, using the method described in Section 4.3.
4.4.1 Solution to the Modulus Problem
Let Λ+,V(γj, Cj) ⊂ Λ+,V(γJ , CJ) with γj ≥ γJ and Cj ≤ CJ . To construct the adaptive CI,
we first calculate ω (δ,Λ+,V (γj, Cj) ,Λ+,V (γJ , CJ)) and ω (δ,Λ+,V (γJ , CJ) ,Λ+,V (γj, Cj)) , the
ordered moduli, for each j = 1, . . . , J. For notational simplicity, we consider the case with
J = 2 and solve ω+ (δ,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)), from which the general solution follows
immediately.





((f2(xi)− f1(xi)) /σ(xi))2 ≤ δ2, fj ∈ Λ+,V (γj, Cj) for j = 1, 2,
with the maximized value denoted by ω (δ,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) . It is convenient to





s.t. f2(0)− f1(0) = b, fj ∈ Λ+,V (γj, Cj) for j = 1, 2,
(4.9)
for b > 0, with the square root of the maximized value denoted by the inverse (ordered)
modulus ω−1 (b,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) . We provide a closed form solution for the this
inverse problem, from which we can recover the solution to the original problem by finding b
such that ω−1 (b,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) = δ. Note that this is simply a search problem
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on the positive real line.
To characterize the solution to (4.9), we show two simple lemmas about the properties
of the class Λ+,V (γ, C). For z = (z1, . . . , zk) ∈ Rk, define
(z)V+ =

max {zi, 0} i ∈ V
zi i /∈ V
and (z)V− = (−z)V+ .
Lemma 4.4.1. Suppose Assumption 4.2.1 holds, and let γ ∈ [0, 1] and C > 0. Define
h+(x) = C ‖(x)V+‖γ and h−(x) = −C ‖(x)V−‖γ .
Then, h+, h− ∈ Λ+,V (γ, C).
The following lemma asserts that the class of functions we consider is closed under the
maximum operator.
Lemma 4.4.2. Suppose h1, h2 ∈ Λ+,V (γ, C). Then, max {h1, h2} ∈ Λ+,V (γ, C).
The next lemma can be used to establish the solutions to the problem (4.9). This is
a generalization of Proposition 4.1 of Beliakov (2005), which gives the same result for the
special case of γ = 1.
Lemma 4.4.3. Given f0 ∈ R and 0 < γ ≤ 1, define
Λf0+,V (γ, C) = {f ∈ Λ+,V (γ, C) : f(0) = f0} .
Then, for any x ∈ Rk, we have
max
f∈Λf0+,V (γ,C)
f(x) = f0 + C ‖(x)V+‖γ
min
f∈Λf0+,V (γ,C)
f(x) = f0 − C ‖(x)V−‖γ .
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We are now ready to characterize the solution to the inverse modulus problem (4.9). For
r ∈ R, define (r)+ := max {r, 0}.
Proposition 4.4.1. Suppose Assumption 4.2.1 holds, and define
f ∗1 (x) = C1
∥∥(x)V+∥∥γ1
f ∗2 (x) = max
{
b− C2
∥∥(x)V−∥∥γ2 , C1 ∥∥(x)V+∥∥γ1} .
Then, (f ∗1 , f ∗2 ) solves the inverse modulus problem (4.9), and the inverse modulus is given by






∥∥(xi)V+∥∥γ1 − C2 ∥∥(xi)V−∥∥γ2) /σ (xi))2+ )1/2. (4.10)
Proof. To solve (4.9), note that it is without loss of generality to restrict attention to the
functions with f1(0) = 0 and f2(0) = b, which is satisfied by f ∗1 and f ∗2 . To simplify
notation, write F01 = Λ0+,V (γ1, C1) and F b2 = Λb+,V (γ2, C2). Since f2(0) > f1(0), we want
f1(x) = maxf∈F01 f(x) and f2(x) = minf∈Fb2 f(x) as long as x ∈ X satisfies minf∈F2 f(x) ≥
maxf∈F1 f(x), and f1(x) = f2(x) otherwise. Note that f ∗1 and f ∗2 are designed exactly to
achieve this goal, which follows by Lemma 4.4.3.
It remains to check whether f ∗1 ∈ F1 and f ∗2 ∈ F2. The former case is trivial. For the
latter case, note that f ∗1 ∈ Λ+,V(γ1, C1) ⊆ Λ+,V(γ2, C2). Now, by Lemma 4.4.2, we have
f ∗2 ∈ F2.
The following corollary states an analogous result regarding the inverse modulus.
Corollary 4.4.1. Define





∥∥(x)V−∥∥γ1 , C2 ∥∥(x)V+∥∥γ2} .
Then, (g∗1, g∗2) solves the inverse modulus ω−1 (b,Λ+,V (γ2, C2) ,Λ+,V (γ1, C1)).
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Remark 4.4.1 (Role of Assumption 4.2.1). Proposition 4.4.1 requires Assumption 4.2.1
due to the specific form of monotonicity we consider. By considering coordinate-wise mono-
tonicity, we must take a norm that is “aligned” with this direction of monotonicity. The
assumption precisely imposes this. This is a unique feature that arises in the multivariate
setting. To allow for more general norms, let B be an orthonormal basis of Rk, and denote
by zB the coordinate vector of z ∈ Rk with respect to B and zBj its jth component. Suppose
the regression function is monotone in the coefficients with respect to this basis B, so that
the monotone Hölder class is given as
Λ+,V(γ, C) :=
{
f ∈ Λ(γ, C) : f(x) ≥ f(z) if xBj ≥ zBj ∀j ∈ V and xBj ≥ zBj ∀j /∈ V
}
.
Then, the condition we want to impose on the norm ‖·‖ is monotonicity with respect to the
magnitude of zBj . A special case is the Mahalanobis distance.
4.4.2 Minimax Rate of Adaptation
Using this solution to the inverse modulus, we derive the rate of convergence of the between
class of modulus, which characterizes how fast the worst-case expected length of the adaptive
CIs can go to 0 as n→∞. We derive the rates under the assumption that the sequence of
design points {xi}∞i=1 is a realization of a sequence of independent and identically distributed
random vectors {Xi}∞i=1 drawn from a distribution that satisfies some mild regularity condi-
tions. This gives an intuitive restriction on the design points, and also shows that the result
applies under random design points as well.6 Define r(γ1, γ2) = (2 + k+/γ1 + (k − k+)/γ2)−1.
The following theorem fully characterizes the minimax rate of adaptation.
Theorem 4.4.2. Let {Xi}∞i=1 be an i.i.d. sequence of random vectors with support X . Sup-
pose Xi admits a probability density function pX(·) that is continuous at 0 with pX(0) > 0,
6Consider the model yi = f(Xi) + εi, for i = 1, . . . , n, with the Xi
i.i.d.∼ pX with εi|Xi ∼ N(0, σ2(Xi)).
Then, conditional on {Xi}ni=1 = {xi}ni=1, this model is equivalent with our model.
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and assume σ(·) = 1. Then, for almost all realizations {xi}∞i=1 of {Xi}
∞














where c∗1,1 and c∗2,1 are constants that depend only on the function spaces.










Hence, if a CI maintains coverage over Λ+,V (γ2, C2), the best possible worst-case length of
this CI over Λ+,V (γ2, C2) goes to 0 at the same rate as n−r(γ1,γ2).
Remark 4.4.3 (Heteroskedasticity). For simplicity, the theorem imposes a homoskedasticity
condition (i.e., σ(·) = 1). However, allowing for general σ(·) is straightforward and requires
only weak regularity conditions on σ(·). See Appendix 4.C for details.
Theorem 4.4.2 shows how the monotonicity restriction plays a role in determining the
minimax rates of adaptation to Hölder coefficients under the multivariate nonparametric
regression setting. When k+ = k, the minimax rate of adaptation is n
− 1
2+k/γ1 , which equals
the minimax convergence rate over ω (δ,Λ+,V (γ1, C1) ,Λ+,V (γ1, C1)). This shows that strong
adaptation is possible if the regression function is monotone with respect to all the variables,
just like in the univariate case. On the other hand, when k+ = 0, the rate becomes n
− 1
2+k/γ2 ,
consistent with the previous findings that there is no scope of adaptation for general Hölder
classes without any shape constraint. Importantly, Theorem 4.4.2 characterizes the conver-
gence rate for the case where 0 < k+ < k, where it gives an intuitive intermediate rate
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between the two extreme.
4.4.3 Construction of the Adaptive CI
Here, we give the explicit formula of the CIs for our parameters of interest, now that we
have derived the form of the moduli of continuity and the solutions to the modulus problems
in the previous section. We first consider L0f . Before stating the result, it is convenient to
define the following functions
DJj,δ(xi) :=(ω(δ,FJ ,Fj)− Cj‖(xi)V−‖γj − CJ‖(xi)V+‖γJ )+, and
DjJ,δ(xi) :=(ω(δ,Fj,FJ)− CJ‖(xi)V−‖γJ − Cj‖(xi)V+‖γj)+.






















i=1DJj,δ (xi) (ω (δ,FJ ,Fj)− Cj




























i=1DjJ,δ (xi) (ω (δ,Fj,FJ)− CJ





The first terms in the formula of L̂`,jδ and L̂
u,j
δ are the random terms linear in yi while the
remaining terms are non-random fixed terms. If V = {1, ..., k} (so the function is monotone
in every coordinate), the random terms can be viewed as a kernel estimator with a data-








ω (δ,FJ ,Fj) 1/γJ if the mth coordinate of x ≥ 0






i=1 k (x1i/h1n (xi) , ..., xki/hkn (xi)) yi∑n
i=1 k (x1i/h1n (xi) , ..., xki/hkn (xi))
.
Hence, the CI can be considered to be based on a Nadaraya-Watson type estimator, correcting
for the bias.
As described in Section 4.3.2, the proposed CI is given by ∩Jj=1[ĉ`,jz1−τ∗ , ĉ
`,j
z1−τ∗
], where τ ∗
is defined in Lemma 4.3.2. Here, we show that the distribution of (V (τ)′,W (τ)′)′ does
not depend on τ as n → ∞. The implication of this invariance with respect to τ , is that
calculating τ ∗ boils down to calculating the quantile of the maximum of Gaussian vectors.
The variance matrix of this limiting Gaussian random vector is known, and thus the said
quantile can be easily simulated. Moreover, when γ1 = · · · = γJ so that the parameters
spaces differs only in Cj, τ ∗ can be shown to be bounded away from zero by a constant that
does not depend on J , for large n. Hence, the constant of the CI does not grow to infinity
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as J →∞ in this case.7




′ as n → ∞, where (V ′∞,W ′∞)′ is a Gaussian random vector that does not depend
on τ. Moreover, if γ1 = · · · = γJ , then, for large n, τ ∗ > η for some η > 0 that does not
depend on J .
Remark 4.4.4 (Dependence on J). The proof reveals that when all J parameter spaces
correspond to different Hölder exponents (i.e., γ1 > · · · > γJ), the dependence of τ ∗ on J
does not vanish and in fact results in CIs whose constants grow at the same rate as the naive
Bonferroni CI, (log J)1/2. However, some finite sample improvement in terms of the length
of the resulting CI compared to the naive Bonferroni CI is shown in the empirical exercise.
When some of the parameter spaces have the same Hölder exponent, the improvement can
be significant. As an extreme case, when γ1 = · · · = γJ , τ ∗ can is bounded away from 0 by
a constant that does not depend on J , which is exactly what the second part of the lemma
asserts.
4.5 Simulation Results
In this section, we compare the performances of the adaptive CI of Cai and Low (2004) and
the adaptive CI constructed using the naive Bonferroni procedure described in Section 4.3.2.
As a benchmark, we also provide the lengths of the shortest fixed length confidence intervals
of Donoho (1994), referred to as minimax CIs. We consider inference for f(0), given some
regression function f . We consider the case where the researcher is uncertain about the value
of the Hölder exponent γ, and thus tries to adapt to its value.
First, we construct adaptive CIs with respect to two smoothness parameters (γ1, γ2) =
(1, 10−3) while fixing C = 1, which gives J = 2. We vary n over {102, 5 × 102, 103, 5 ×
7This is especially useful when one wishes to adapt to C while keeping γ fixed. For example, Kwon and
Kwon (2020) take γj = 1 and consider the problem of adapting to the Lipschitz constant in a regression
discontinuity setting.
344
Table 4.1: Lengths of CIs when f = f1 with J = 2
AdaptBonf CL Minimax (γ = γ2) Minimax (γ = γ1)
n = 100 0.925 5.092 1.459 0.617
n = 500 0.478 1.857 1.212 0.391
n = 1,000 0.382 1.530 1.150 0.329
n = 5,000 0.256 1.037 1.064 0.222
n = 10,000 0.212 0.868 1.045 0.187
Table 4.2: Lengths of CIs when f = f2 with J = 2
AdaptBonf CL Minimax (γ = γ2)
n = 100 1.599 5.092 1.459
n = 500 1.279 3.504 1.212
n = 1,000 1.197 3.222 1.150
n = 5,000 1.086 2.860 1.064
n = 1,0000 1.060 2.703 1.045
103, 104} to investigate the rate of adaptation as the sample size grows. The true regression
function is over R2 and given by either f1 or f2, defined as
f1(x1, x2) = 0, f2(x1, x2) =
∥∥(x1, x2)V+∥∥γ22 , V = {1, 2}.





2)]2, and the noise terms, {ui}ni=1, are drawn from a standard
normal distribution. The outcome variable is given as yi = f(xi) + ui, for f ∈ {f1, f2}. We
fix the draw of {xi}ni=1 within each simulation iteration. We run 500 iterations to calculate
the average lengths and coverage probabilities of CIs. The nominal coverage probability is
.95 for all CIs.
Table 4.1 shows the results for the case where f = f1. Each column corresponds to 1)
our proposed (naive) Bonferroni adaptive procedure (AdaptBonf), 2) the adaptive CI of Cai
and Low (2004) (CL, henceforth), 3) the minimax CI with respect to Λ+,V(γ2, 1), and 4) the
minimax CI with respect to Λ+,V(γ1, 1). Regarding the last two minimax procedures, we
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Table 4.3: Coverage probabilities of adaptive CIs (J = 2)
f = f1 f = f2
AdaptBonf CL AdaptBonf CL
n = 100 0.988 1.000 0.992 1.000
n = 500 0.972 1.000 0.976 0.998
n = 1,000 0.970 1.000 0.982 1.000
n = 5,000 0.972 1.000 0.970 1.000
n = 10,000 0.974 1.000 0.976 1.000
refer to them as the “conservative minimax CI” and the “oracle minimax CI”, respectively.
Note that the oracle minimax CI is an optimal benchmark, which is only feasible when we
actually know the true regression function is in the smaller parameter space Λ+,V(γ1, 1). In
Table 4.1, the average lengths of both adaptive confidence intervals decrease considerably as
n increases from 100 to 10,000. In comparison, the length of the conservative minimax CI
(column 3) decreases only about 28% for the same change in the sample size. This shows the
lengths of the adaptive confidence intervals decrease more sharply when the true function is
smooth, as predicted by the theory.
To compare the performances of different adaptive inference procedures, note that the
average lengths of the CI of CL adapting to the Hölder exponents (column 2) are often wider
than the conservative minimax CI (column 3). When n = 100, the former is more than three
times wider than the latter, and the adaptive procedure starts to dominate the minimax pro-
cedure only when n is greater than 5,000. In comparison, our proposed Bonferroni adaptive
procedure (column 1) yields shorter CIs than those by CL, as predicted in Section 4.3.2. To
compare the Bonferroni adaptive CI with the conservative minimax CI, the lengths of the
former are always exceeded by those of the minimax CI, even for the relatively small sample
size of n = 100. Moreover, the length of the adaptive CI becomes only 20% of the length
of the conservative minimax CI for the sample size of n = 104. The Bonferroni procedure
also performs well even when compared to the infeasible oracle minimax CI (column 4), with
the length of the former only 13% wider than the latter when n = 104. This demonstrates
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the strong adaptivity property of the adaptive procedure when the regression function is
monotone with respect to all variables, as shown in Section 4.4.2.
Table 4.2 demonstrates the analogous simulation results when f = f2. In this case, the
minimax CI with respect to Λ+,V(γ2, 1) (column 3) is referred to as the oracle minimax CI.
While the lengths of the oracle minimax procedure are considerably shorter than the CIs
of CL for various values of n, the performance of the Bonferroni CIs almost matches that
of the oracle minimax procedure. Especially, the performance of the Bonferroni adaptive
procedure becomes extremely close to the oracle minimax procedure when n is greater than
500.
Table 4.3 shows the coverage probabilities of adaptive CIs for both of the cases when
f = f1 and f = f2. While all the CIs achieve the correct coverage, none of those CIs exactly
achieves the nominal coverage of .95, reflecting the conservative nature of the adaptive CIs.
We can see that the adaptive procedure of CL is particularly conservative, almost always
yielding 100% coverage probabilities.
So far we considered adapting to the smoothness parameters at two extremes, γ ∈
(0.001, 1). Since the multiplicative constant for the Bonferroni procedure increases with
J , a concern is that the performance of the Bonferroni procedure relative to the CL proce-
dure might get worse when J is larger. To investigate the possibility, we consider adapting
to a wider set of parameters, {γj}6j=1, where γj = 1− (j−1)/5 for j = 1, ..., 5 and γ6 = 10−3.
Moreover, rather than taking the extreme value of γ as the true parameter, we consider the
case where γ takes an intermediate value, γ = 1/2. The true regression function is given by
f3(x1, x2) =
∥∥(x1, x2)V+∥∥1/22 , V = {1, 2},
so that f3 ∈ Λ+,V(1/2, 1).
Table 4.4 displays the simulation results corresponding to this specification. Each column
corresponds to 1) our proposed Bonferroni adaptive procedure, 2) the adaptive CI of CL,
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Table 4.4: Lengths of CIs when f = f3 with J = 6
AdaptBonf CL Minimax (γ = γ6) Minimax (γ = 0.5)
n = 100 1.495 5.092 1.459 0.908
n = 500 0.972 2.417 1.212 0.649
n = 1,000 0.833 2.441 1.150 0.580
n = 5,000 0.615 1.816 1.064 0.447
n = 10,000 0.543 1.145 1.045 0.400
3) the minimax CI with respect to Λ+,V(γ6, 1), and 4) the minimax CI with respect to
Λ+,V(1/2, 1). As before, we refer to the last two CIs as the conservative minimax CI and the
oracle minimax CI, respectively. We observe the same pattern as in the case of adapting to
two parameters—adaptive CIs shrink faster than the conservative minimax CI as the sample
size increases, and the Bonferroni adaptive CIs are shorter than the ones of CL. While the
ratio of the length of the Bonferroni CI to that of the CI of CL is larger in this case compared
to the case where J = 2, especially when n is large, the Bonferroni CI is still more than 50
% narrower than the CI of CL, and not much wider than the oracle minimax CI.
4.6 Empirical Illustration
In this section, we apply our procedure to the production function estimation problem for
the Chinese chemical industry. Specifically, we use the firm-level data of Jacho-Chávez et al.
(2010) for the year 2001, which was also used by Horowitz and Lee (2017) to illustrate their
method of constructing the uniform confidence band for the production function under shape
restrictions.
In the dataset, the dependent variable is the logarithm of value-added real output (y), and
the explanatory variables are the logarithms of the net value of the real fixed asset (k) and the
number of employees (`). After removing the outliers for y, k and `, the remaining sample size
was n = 1, 636.8 Table 4.5 shows the brief summary of the variables used in our analysis. We
8We used the conventional way of outlier detection, removing the observations that are greater than the
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Table 4.5: Summary statistics: Chinese chemical industry dataset for year 2001
Min Mean Median Max
Log output 6.472 9.952 9.937 13.233
Log fixed asset 7.463 10.818 10.759 14.226
Log labor 3.664 6.352 6.386 9.142
are interested in construction of the confidence interval for f(k0, `0) := E [y|k = k0, ` = `0].
We take (k0, `0) to be medians of each variable.
The first step is to estimate the variance of the error term. We assume homoskedastic
errors for simplicity. The variance estimator is defined as
σ̂2 =
∑n
i=1 (yi − r̂(ki, `i))
n− 2ν1 + ν2
,
where r̂(ki, `i) is the estimator for the conditional mean using kernel regression, ν1 = tr(L),
ν2 = tr(L′L), where L is the weight matrix for the kernel estimator. Refer to Wassermann
(2006) for a justification for this variance estimator. We used the Gaussian kernel with the
bandwidth chosen by expected Kullback-Leibler cross validation as in Hurvich et al. (1998).
For the function space, we consider adapting to a sequence of parameter spaces {Λ+,V(γj, C)}6j=1
with γj = 1 − (j − 1)/5 for j = 1, ..., 5 and γ6 = 10−3. We take V = {1, 2}, assuming that
the production function is nondecreasing in both fixed assets and labor, which is consistent
with economic theory. To make Λ+,V(γj, C) ⊂ Λ+,V(γ6, C) hold for all j = 1, ..., 5, we only
use observations in a restricted support, and the effective sample size is given by neff = 272.
For the norm, we use the Euclidean norm weighted by the inverse of the standard devia-
tion of each input, ‖(k, `)‖ = ((k/sk)2 + (`/s`)2)1/2 where sk and s` are standard deviations
third quantile plus IQR times 1.5, or less than the first quantile minus IQR times 1.5. Our resulting sample
size is close to Horowitz and Lee (2017), who have n = 1, 638.
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Table 4.6: 95% confidence intervals for f(k0, `0)
CI Length
Minimax (γ = γ6) [7.501, 13.005] 5.504
Minimax (γ = γ1) [9.922, 10.484] 0.562
AdaptBonf (Naive) [9.766, 11.264] 1.498
AdaptBonf (Calibrated) [9.864, 11.188] 1.324
Cai and Low [7.134, 12.049] 4.915
of k and `, respectively. We take conservative values of C by setting
C = 2× max
(i,j)∈{1,...,neff}2
|yj − yi|
‖(kj, `j)− (ki, `i)‖γ6
.
We compare different procedures to construct CIs. The methods in comparison are the
minimax CI with respect to the largest space Λ+,V(γ6, C) (row 1), the restricted minimax CI
with respect to the smallest space Λ+,V(γ1, C) (row 2), the adaptive Bonferroni CI adapting
to {γj}6j=1 (row 3), the same adaptive CI, but taking into account the correlations between
different CIs (fourth row), and the adaptive CI of Cai and Low (2004) (henceforth CL)
adapting to {γj}6j=1 (fifth row). Note that all the CIs maintain correct coverage over the
largest space Λ+,V(γ6, C), except for the second one, which is valid only over the smallest
space Λ+,V(γ1, C). We refer to the first minimax CI as the conservative minimax CI.
Table 4.6 demonstrates the 95% confidence intervals for f(k0, `0) produced by different
inference methods. First of all, the lengths of the adaptive Bonferroni CIs are much shorter
than the conservative minimax CI, while the procedure of CL yields a wider CI, almost as long
as the conservative minimax CI. We can also observe that the adaptive Bonferroni CI using
the calibrated value of τ ∗ (fourth row) is relatively narrower than its naive version taking
τ = 0.05/2J (third row). Lastly, while the length of the second minimax procedure (second
row) is the shortest, it is only valid when we are confident that the true regression function
is in the smallest function space we consider, Λ+,V(γ1, C). Together with the simulation
results in the previous section, our empirical analysis demonstrates the advantage of using
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an adaptive procedure when the monotonicity restriction is plausible as well as good finite
sample performance of our proposed Bonferroni adaptive procedure.
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Supplement to Chapter 4
Appendix 4.A Proofs of Lemmas
4.A.1 Proof of Corollary 4.E.1





qβ,f (−Lf − ĉ), (4.11)
where IJα,1,− denotes the set of one-sided CIs that covers −Lf with probability at least






∈ IJα,1 and ĉu,Jα solves (4.5).
Applying Theorem 3.1 of Armstrong and Kolesár (2018) with L̃f = −Lf , we get the desired
result.
4.A.2 Proof of Theorem 4.3.1
Proof. Consider the CI [ĉu,jα/2J , ĉ
`,j
α/2J ], and observe that
E[ĉu,jα/2J − ĉ
`,j
α/2J ] = E[ĉ
u,j
α/2J − Lf ] + E[Lf − ĉ
`,j
α/2J ],




































which follows from the concavity of the ordered modulus of continuity, we obtain the desired
result.
4.A.3 Proof of Lemma 4.3.2


















ω′ (z1−τ ,Λ+,V (γ, CJ) ,Λ+,V (γ, Cj))
+ z1−τ > z1−τ
)
≡P(Ṽj(τ) > z1−τ ).
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ω′ (z1−τ ,Λ+,V (γ, Cj) ,Λ+,V (γ, CJ))
+ z1−τ ≥ z1−τ
)
≡P(W̃j(τ) > z1−τ ).




and similarly for W̃ (τ), we have
P(Lf /∈ CIJτ ) = P(max{Ṽ (τ)
′ , W̃ (τ)′} > z1−τ ).
Now, we want to find an upper bound on
sup
f∈FJ
P(max{Ṽ (τ)′, W̃ (τ)′} > z1−τ ).
Note that the quantile of max{Ṽ (τ)′, W̃ (τ)′} is increasing in the mean of each Ṽj(τ)’s and
W̃j(τ)’s. Moreover, the variances and covariances of (Ṽ (τ)′, W̃ (τ)′)′ do not depend on the
true regression function f , by the construction of ĉL,jτ and ĉU,jτ . Therefore, it is useful to




E Ṽj(τ) = sup
f∈FJ
E W̃j(τ) = 0.
Moreover, it is straightforward to show that the variance matrix of (Ṽ (τ)′, W̃ (τ)′)′ is given
by the formula in the statement of Lemma 4.3.2. Therefore, we have
sup
f∈FJ
P(max{Ṽ (τ)′, W̃ (τ)′} > z1−τ ) ≤ P(max{V (τ)′,W (τ)′} > z1−τ ),
and by setting τ ∗ so that the latter term becomes α, we get the desired result.
357
4.A.4 Proof of Lemma 4.4.1
Proof. First, we note that h(x) ≡ C ‖x‖γ satisfies the Hölder continuity condition. This is
because for any x, z ∈ Rk, such that (without loss of generality) ‖x‖ ≥ ‖z‖, we have
|h(x)− h(z)| = C (‖x‖γ − ‖z‖γ) ≤ C ‖x− z‖γ .
The inequality holds because we have
‖x‖γ ≤ (‖x− z‖+ ‖z‖)γ ,
by the triangle inequality, and thus
‖x− z‖+ ‖z‖ ≤ (‖x− z‖γ + ‖z‖γ)1/γ ,
using the fact that γ ∈ (0, 1]
Next, we show that h+(x) ≡ C‖(x)V+‖γ also satisfies Hölder continuity. For x, z ∈ Rk,
define x̃ = (x)V+ and z̃ = (z)V+ . Then, we can see that ‖x−z‖ ≥ ‖x̃− z̃‖ , since |xm − zm| ≥
|x̃m − z̃m| for m ∈ V and |xm − zm| = |x̃m − z̃m| otherwise. Therefore, for any x, z ∈ Rk









where the last inequality follows from the Hölder continuity of h.
Lastly, for monotonicity, note that for any x, z ∈ Rk such that zi ≥ xi for some i ∈ V
and zj = xj for all j 6= i, we have |z̃i| ≥ |x̃i|. Therefore, we have h+(z) ≥ h+(x).
For h−(x), note that h−(x) = −h+(−x). So Hölder continuity and monotonicity follows.
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4.A.5 Proof of Lemma 4.4.2
Proof. First of all, monotonicity easily follows from the monotonicity of each h1 and h2.
For the Hölder continuity, fix some x, z ∈ Rk, and suppose h1(x) ≥ h2(x) without loss of
generality. Then, we have
|max {h1(x), h2(x)} −max {h1(z), h2(z)}| =

|h1(x)− h1(z)| if h1(z) ≥ h2(z)
|h1(x)− h2(z)| if h1(z) < h2(z).
For the former case, |h1(x)− h1(z)| ≤ C‖x − z‖γ. For the latter case, note that if h1(x) ≥
h2(x)
|h1(x)− h2(z)| < |h1(x)− h1(z)| ≤ C‖x− z‖γ.
Moreover, if h1(x) < h2(x), we have
|h1(x)− h2(z)| < |h2(x)− h2(z)| ≤ C‖x− z‖γ,
which proves our claim.
4.A.6 Proof of Lemma 4.4.3
Proof. We only prove the claim about the maximum, since the proof for the minimum is
analogous. First, note that due to Lemma 4.4.1, f ∗(x) = f0 + C ‖(x)V+‖γ is in Λf0+,V (γ, C).
Now, for some x ∈ Rk, suppose there exists some f † ∈ Λc+,V (γ, C) such that f †(x) > f ∗(x).
Then, we have
f †(x)− f †(0) > f ∗(x)− f ∗(0) =C ‖(x)V+‖γ .
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Define z = (z1, ..., zk) such that
zi =

max {0, xi} if i ∈ V
xi otherwise.
Then, we have zi ≥ xi for all i ∈ V , so we must have f †(z) ≥ f †(x). Similarly, we also have
f †(z) ≥ f †(0) = f0. Moreover, by definition of z, we have
‖(x)V+‖ = ‖(z)V+‖ = ‖z‖.
Then, we can see that




which violates Hölder continuity. Therefore, f ∗(x) attains the maximum.
4.A.7 Proof of Corollary 4.4.2
Proof. We first note that the function classes Λ+,V(γj, Cj)’s are translation invariant as
defined in Armstrong and Kolesár (2016).
Definition 2. For some linear functional L on F , the function class F is translation invariant
if there exists a function ι ∈ F such that Lι = 1 and f + cι ∈ F for all c ∈ R and f ∈ F .
In our case, by taking ι = 1, we can easily see that the function class Fj = Λ+,V(γj, Cj)
satisfies translation invariance for our linear function Lf = f(0) for all j = 1, ..., J . Let f ∗j,δ ∈
Fj and f ∗J,δ ∈ FJ solve the the modulus of continuity problem with respect to ω (δ,FJ ,Fj).
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Then, by Lemma B.3 in Armstrong and Kolesár (2016), we have




f ∗j,δ(xi)− f ∗J,δ(xi)
) . (4.12)
Therefore, we can rewrite L̂`,jδ in (4.2) as
L̂`,jδ =



















f ∗j,δ(xi)− f ∗J,δ(xi)
) .



















i=1 DJj,δ (xi) min
{
ω (δ,FJ ,Fj)− Cj






DJj,δ(xi) min{ω(δ,FJ ,Fj)− Cj‖(xi)V−‖γj , CJ‖(xi)V+‖γJ}
=DJj,δ(xi) min{ω(δ,FJ ,Fj)− Cj‖(xi)V−‖γj − CJ‖(xi)V+‖γJ , 0}+ CJ‖(xi)V+‖γJ
=CJ‖(xi)V+‖γJ ,
by the definition of DJj,δ (xi), we can rewrite the formula for L̂`,jδ as in the statement of the
corollary. To get the lower end of the CI, we subtract from L̂`,jδ
1
2










where the equality is from the equation (4.12). The upper end of the CI can be derived in
361
an analogous way, this time using Proposition 4.4.1.
4.A.8 Proof of Lemma 4.4.4
Proof. We first show that the limiting distribution is invariant with respect to τ . For nota-
tional simplicity, we write δ = z1−τ and show invariance with respect to δ. With some abuse
of notation, we write (V (δ)′,W (δ)′)′ as this reparametrized version whose value is the same
with (V (τ)′,W (τ)′)′ if δ = z1−τ . Because (V (δ)′,W (δ)′)′ is centered and has unit variance,
it suffices to show that the covariance terms converge to a limit that does not depend on δ.
We show that this is the case for the covariance terms of V (δ) := (V1(δ), . . . , VJ(δ))′. The
same invariance for other covariance terms (covariance between elements of W (δ) and the
covariance between an element of V (δ) and of W (δ)) follows by an analogous calculation.
Again, we consider the case where σ(·) = 1. However, this can be relaxed (with more
notation) under mild regularity conditions given in Appendix 4.C. Define bJj,δ := ω (δ,FJ ,Fj)
for j ≤ J . Note that




















































We consider the case γj > γ`, but the case where γj = γ` can be dealt with by taking
analogous steps. By a similar argument made in the proof of Theorem 4.4.2, showing that this
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integral term and b1+k+/γ`+(k−k+)/γjJ`,δ bJj,δn are both o(1) will establish cov (Vj(δ), V`(δ)) → 0.






J`,δ ) = z,





















































The limit behavior of this term depends on the limit of the following four quantities:
1) b1/γ`J`,δ b
−1/γj








Jj,δ , and 4) b
1/γJ−1/γ`
J`,δ .
















Jj,δ →∞, and 4) b
1/γJ−1/γ`
J`,δ → 0.
Hence, we have ∫
O
Ij`J,δ(z) dz = o(1),
by a dominated convergence argument, and the convergence rate is the slowest on the orthant
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where m = k+.
Now, it remains to show that
b
k+/γ`+(k−k+)/γJ
J`,δ bJ`,δbJj,δn = o(1).
Note that the order of the expression on the left-hand side is nr where r is
1
2 + k+/γ` + (k − k+)/γJ
− 1
2 + k+/γj + (k − k+)/γJ
< 0.
This establishes that
cov (Vj(δ), V`(δ))→ 0
for any j 6= ` and for any δ > 0.
Now, to establish the second half of the lemma, consider the case when γj = γ for all j.









































































































































































Denote the integral term following the last equality as Bj`,O, and Bj` =
∑
O∈O Bj`,O. Plug-
ging this result back into (4.13), we have that





























While this calculation is sufficient to show the invariance of the limiting covariance with
respect to δ, we further simplify the term by some additional calculations.






















































































































j`,O Finally, by similar
calculations as above






















This shows that cov (Vj(δ), V`(δ)) → c∗Jj−1/2c∗J`−1/2B∗j` as n → ∞. Note that the limiting
covariance term does not depend on δ.




i=1 DJj,δ(xi)Zi/δ where Zi’s are i.i.d standard normal ran-
dom variables. Furthermore, this equivalence holds jointly for Vj(δ), j = 1, . . . , J . Let {xi}∞i=1
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be a sequence where the under which where Theorem 4.4.2 holds. Define for C ∈ [C1, CJ ]
Zni(C) = (ω(δ,FJ ,Λ+,V(γ, C))− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ)+Zi/δ,
and consider the stochastic process
∑n
i=1 Zni(C) indexed by C ∈ [C1, CJ ]. We show that this
process weakly converges to a tight Gaussian process, from which the fact that the quantile
of the maximum of V (δ) does not depend on J follows.
We use Theorem 2.11.1 of van der Vaart and Wellner (1996) to establish this convergence.
Specifically, we use the result given by Example 2.11.13. Given the results we already have,
it suffices to show that
n∑
i=1
∣∣∣∣ ∂∂C (ω(δ,FJ ,Λ+,V(γ, C))− C‖(xi)V−‖γ − CJ‖(xi)V+‖)+
∣∣∣∣2 = O(1),
and that a Lindeberg condition is satisfied.
With some abuse of notation, we write
DC,n,δ(xi) := (ω(δ,FJ ,Λ+,V(γ, C))− C‖(xi)V−‖γ − CJ‖(xi)V+‖)+,
and ω(δ, CJ , C) = ω(δ,FJ ,Λ+,V(γ, C)) with ω−1(b, CJ , C) defined similarly. Recall that












ω−1(ω(δ, CJ , C), CJ , C)
∂
∂C
ω(δ, CJ , C) +
∂
∂C





ω(δ, CJ , C) = −
∂
∂C
ω−1(ω(δ, CJ , C), CJ , C)
∂
∂b
ω−1(ω(δ, CJ , C), CJ , C)
=
∑n
i=1‖(xi)V−‖γ [ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ]+∑n







i=1‖(xi)V−‖γ [ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ]+∑n
i=1 [ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ]+
− ‖(xi)V−‖γ
)
· 1 (ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ ≥ 0)
=
(∑n
k=1(‖(xk)V−‖γ − ‖(xi)V−‖γ) [ω(δ, CJ , C)− C‖(xk)V−‖γ − CJ‖(xk)V+‖γ]+∑n
k=1 [ω(δ, CJ , C)− C‖(xk)V−‖γ − CJ‖(xk)V+‖γ]+
)
· 1 (ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ ≥ 0) ,





ω(δ, CJ , C)
∑n
k=1 [ω(δ, CJ , C)− C‖(xk)V−‖γ − CJ‖(xk)V+‖γ]+
C
∑n
k=1 [ω(δ, CJ , C)− C‖(xk)V−‖γ − CJ‖(xk)V+‖γ]+
)2
· 1 (ω(δ, CJ , C)− C‖(xi)V−‖γ − CJ‖(xi)V+‖γ ≥ 0)






≤(ω(δ, CJ , C)/C)2
n∑
i=1























ωn(δ, CJ , CJ)
δ
|Zi| > η)
≤nωn(δ, CJ , CJ)
δ
E|Zi|1(




nωn(δ, CJ , CJ)
δ
EZi1(








ωn(δ, CJ , CJ)
)→ 0.
We have already shown that the covariance function converges pointwise. Hence, we
conclude that
∑n
i=1 Zni converges in distribution in `
∞([C1, CJ ]) to a tight Gaussian process.
Moreoever, this limiting distribution does not depend on δ.
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Appendix 4.B Proof of Theorem 4.4.2
Proof. For simplicity, write bn = bn−r(γ1,γ2), where b > 0 is arbitrary, and define








Note that bn → 0 and n1−ηbk+/γ1+(k−k+)/γ2n → ∞ for some η > 0. First, we show that, for




















Wi,n(γ2, C2, γ1, C1) = c
∗














∥∥(Xi)V+∥∥γ2 + C2 ∥∥(Xi)V−∥∥γ1} = 0,
where all equalities hold in an almost sure sense.
To show (a), take an arbitrary ε > 0. Due to the regularity conditions on pX(·) and σ(·),
there exists a neighborhood Nε of 0 such that |pX(x) − pX(0)| ≤ ε for all x ∈ Nε. Writing
Bn :=
{
x ∈ Rk : bn − C1
∥∥(x)V+∥∥γ1 − C2 ∥∥(x)V−∥∥γ2 > 0}, there exists Nε such that for all
n ≥ Nε we have Bn ⊂ Nε ∩ X because bn → 0 and the interior of X contains 0. Hence, for











































Now, consider an orthant O and let O+ ⊂ {1, . . . , k} be the index set for those elements
that take positive values on O. Without loss of generality, suppose O+ ∩ V = {1, . . . ,m}9
for m = 0, . . . , k, where we take O+ ∩ V = ∅ if m = 0. For k1 ≤ k2, define the subvector















∥∥(x[1,m], 0, x[k++1,k])∥∥γ1 − C2bn ∥∥(0,−x[m+1,k+],−x[k++1,k])∥∥γ2
)2
dx.
By applying a changes of variables with (x[1,m]/b
1/γ1
n , x[m+1,k]/b




















∥∥∥∥(z[1,m], 0, z[k++1,k]b 1γ2− 1γ1n )∥∥∥∥γ1 − C2 ∥∥(0,−z[m+1,k])∥∥γ2)2
+
dx.
Note that by Lebesgue’s dominated convergence theorem the integral in the last expression
9Here, we are implicitly assuming that we modify the definition of the norm in a way that corresponds to
the relabeling. More formally, we could write the modified norm as ‖·‖O, which we do not do for succinctness.
Note that this modification is unnecessary when ‖z‖ is invariant with respect to permutations of z, which is
the case for (unweighted) `p norms.
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n (cO(C1, C2) + o(1)) .
Moreover, note that cO(C1, C2) > 0. If γ1 > γ2, the integrals that correspond to the orthants
where m = k+ determine the rate at which the entire integral goes to 0. If γ1 = γ2 note that
the exponent of bn is always k/γ1 and thus the integral is of the same order (in terms of bn)
on all the orthants. Let O+ denote the collection of those orthants with m = k+, and write
c+(C1, C2) =
∑
O∈O+ cO(C1, C2) if γ1 > γ2 and c+(C1, C2) =
∑
O∈O cO(C1, C2) if γ1 = γ2.













n (c+(C1, C2) + o(1)) .
Combining this with (4.14), it follows that
























= c+(C1, C2)pX(0). (4.16)
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∥∥(x)V+∥∥γ1 − C2bn ∥∥(x)V−∥∥γ2
)4
dx. (4.17)











for some c† > 0, which shows that (EW 2i,n)1/2  b
(k+/γ1+(k−k+)/γ2)/2
n .
Now, define W̃n := 1n
∑n
i=1 (Wi,n − EWi,n) and εn = εb
k+/γ1+(k−k+)/γ2
n . By Bernstein’s
inequality, we have
































≤ exp (−nη) ,
where the inequality follows from the fact that n1−ηbk+/γ1+(k−k+)/γ2n → ∞. This shows that∑∞



















Wi,n = c+(C1, C2)pX(0)
almost surely, which establishes the desired result with c∗1,2 = c+(C1, C2)pX(0). Note that










Wi,n(γ2, C2, γ1, C1) = c
∗
2,1 > 0
is essentially the same, with some minor modifications. The change of variables we previously







n ) = z,
and, the constant c+(C1, C2) should be changed to c−(C1, C2) :=
∑
O∈O− cO(C2, C1) where
O− is the collection of orthants with m = 0.10 Hence, here we get the desired result with
c∗2,1 = c−(C1, C2)pX(0), which again does not depend on b.







∥∥(Xi)V+∥∥γ1 + C2 ∥∥(Xi)V−∥∥γ2} = 0 a.s.,
since the other half of the statement can be proved analogously. Let ε > 0 be an arbitrary







∥∥(Xi)V+∥∥γ1 + C2 ∥∥(Xi)V−∥∥γ2} ≥ ε} .
Note that it is enough to show Σ∞n=1P (An,ε) < ∞, since then the result follows from the
10Again, the norms must be redefined to be consistent with the “relabeling”.
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Borel-Cantelli lemma. We have






∥∥(Xi)V+∥∥γ1 + C2 ∥∥(Xi)V−∥∥γ2} ≥ bnε)
= P(C1‖(Xi)V+‖γ1 + C2‖(Xi)V−‖γ2 ≥ bnε)n
= (1−P(C1‖(Xi)V+‖γ1 + C2‖(Xi)V−‖γ2 < bnε))n.
By an analogous calculation as in (a), we can show
P(C1
∥∥(X1)V+∥∥γ1 + C2 ∥∥(X2)V−∥∥γ2 < bnε)
=bk+/γ1+(k−k+)/γ2n (c+ o(1)) ,
where c > 0 and the o(1) term is also positive. This gives, for large n and from some positive




















n ) < ∞, which establishes
(b).
Now, using (a) and (b), we prove the given rate result. Let {xi}∞i=1 be a realization of
{Xi}∞i=1 such that (a) and (b) hold, which is the case for almost all realizations. We prove the
result for only ω (δ,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) because the proof for ω (δ,Λ+,V (γ2, C2) ,Λ+,V (γ1, C1))
is essentially the same. Throughout the proof, we write wi,n := wi,n(γ1, C1, γ2, C2) for sim-
plicity. Define
ω̃n(δ) := n
r(γ1,γ2)ω (δ,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) ,
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and ω̃∞(δ) = (δ2/c∗)
1
2+k+/γ1+(k−k+)/γ2 . We want to show ω̃n(δ)→ ω̃∞(δ) for all δ > 0. On the
range of ω̃n(·), define its inverse ω̃−1n (b) for b > 0:
ω̃−1n (b) = ω
−1 (n−r(γ1,γ2)b,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2)) ,
























where the last line follows by (a). Defining ω̃−1∞ (b) =
(
b2+k+/γ1+(k−k+)/γ2c∗1,2
)1/2, which is the
precisely the inverse function of ω̃∞(·), on an appropriately defined domain. Now, if we can
show that any b > 0 is in the range of ω̃n(·) for large enough n, we can apply Lemma F.1 of
Armstrong and Kolesár (2016) to establish that ω̃n(δ)→ ω̃∞(δ) for all δ > 0. To this end, it
is enough to show
lim
n→∞
nr(γ1,γ2)ω (0,Λ+,V (γ1, C1) ,Λ+,V (γ2, C2))→ 0.
Following the derivation of the solution to the inverse modulus problem, it is easy to check
that




∥∥(xi)V+∥∥γ1 + C2 ∥∥(xi)V−∥∥γ2} .







∥∥(xi)V+∥∥γ1 + C2 ∥∥(xi)V−∥∥γ2} = 0,
which is immediate from (b).
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Appendix 4.C Heteroskedasticity
In Theorem 4.4.2, we assume σ(·) = 1. However, allowing for general heteroskedasticity
do not change the result as long as σ(·) is continuous at 0 and σ(0) > 0. All proofs follow
with minor changes. The solution to the inverse modulus problem remain unchanged. For
Theorem 4.4.2, we can take ε ∈ (0, σ(0)) and replace the terms pX(0) − ε and pX(0) + ε
by (pX(0)− ε) /(σ(0) + ε) and (pX(0) + ε) /(σ(0)− ε) in (4.14). Accordingly, we replace the
right-hand side of (4.16) by cpX(0)/σ(0), and the result of the theorem remains the same
with a slightly modified definition of the constant terms.
Appendix 4.D Adaptation Under Only Monotonicity
Define the Λ+,V(0,∞) the space of monotone functions with respect to those variables whose
indices lie in V . Specifically,
Λ+,V(0,∞) :=
{
f ∈ F(Rk) : f(x) ≥ f(z) if xi ≥ zi ∀i ∈ V and xi = zi ∀i /∈ V
}
.
Here, we consider the problem of adapting to Λ+,V(γ, C) while maintaining coverage over








s.t. f2(0)− f1(0) = b, f1 ∈ Λ+,V(γ,C), f2 ∈ Λ+,V(0,∞).
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Let f ∗1 (x) = min
{
C
∥∥(x)V+∥∥γ , b}, and
f ∗2 (x) =





∥∥(x)V+∥∥γ , b} otherwise.
First, we argue that f ∗2 ∈ Λ+,V(0,∞). To show this, we must show that for any x, z ∈ Rk,
f ∗2 (x) ≥ f ∗2 (z) if xj ≥ zj ∀j ∈ V and xj = zj ∀j /∈ V .
Note that this clearly holds if both x and z fall into the first case or second case, respectively,
in the definition of f ∗2 . Now, suppose x falls into the first case and z into the second.
Then, it must be the case that zj 6= 0 for some j /∈ V or zj < 0 for some j ∈ V . If
zj 6= 0 for some j /∈ V , then the monotonicity condition holds vacuously. Suppose zj = 0
for all j /∈ V and zj < 0 for some j ∈ V . If xj < zj for some j ∈ V ,then again the
monotonicity condition holds vacuously. If xj ≥ zj for all j ∈ V , then the monotonicity
condition holds only if f ∗2 (x) ≥ f ∗2 (z), which is always the case because f ∗2 (z) ≤ b. Define
AV :=
{
x ∈ Rk : xj = 0 ∀j /∈ V and xj ≥ 0 ∀j ∈ V
}
. If V ( {1, . . . , k} ,then AV is a measure
zero set under the Lebesgue measure11. Hence, under the assumption that the design points
are a realization of a random variable that admits a pdf with respect to the Lebesgue measure,
we may assume that xi /∈ AV for all i = 1, . . . , n. That is, we have
ω−1 (b,Λ+,V(γ,C),Λ+,V(0,∞)) = 0
11Note that this is not the case when V = {1, . . . , k}
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∥∥(xi)V+∥∥γ)2 1 (b− C ∥∥(xi)V+∥∥γ > 0, xi ∈ O+) ,
where O+ =
{
x ∈ Rk : xj > 0 ∀j
}








∥∥(xi)V−∥∥γ)2 1 (b− C ∥∥(xi)V−∥∥γ > 0, xi ∈ O−) ,
where O− =
{
x ∈ Rk : xj < 0 ∀j
}
. Hence, in this case, adaptation is possible and resulting
CIs end up using only those data with design points that lie in either the positive or negative
orthant.
Appendix 4.E Definition of the optimal upper CI














Lg∗J,δ − Lf ∗j,δ = ω (δ,Fj,FJ)
with δ = zβ + z1−α, and define
L̂u,jδ =









































≤ ω (δ,Fj,FJ) .







≤ ω (z1−α,Fj,FJ) .
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