This article deals with the estimation of R = P(Y < X) when X and Y are distributed as two independent generalized inverted exponential with common scale parameter and different shape parameters. The maximum likelihood and Bayesian estimators of R are obtained on the basis of upper record values and upper record ranked set samples. The Bayesian estimator cannot be obtained in explicit form, and therefore it has been achieved using Lindley approximation. Simulation study is performed to compare the reliability estimators in each record sampling scheme with respect to biases and mean square errors.
Introduction

Abouammoh and Alshingiti (2009) introduced the generalized inverted exponential distribution (
) as a generalization of the inverted exponential distribution. They declared that the can be better than the inverted exponential distribution for real data set based on the likelihood ratio test and the Kolmogorov-Smirnov statistic. The has been widely used in varied fields such as, accelerated life testing, horse racing, queues, sea currents and wind speeds. The corresponding cumulative distribution function (cdf) is as follows  
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According to Arnold et al. (1998) , is the parameter space and may be a vector.
Ranked set sampling was first proposed by McIntyre in 1952 as a more efficient technique than simple random sample for estimating the population parameters of interest. Salehi and Ahmadi (2014) proposed a new sampling scheme for generating record data called record ranked set sampling to help scientists in situations where the only observations that are going to be used are the last record data such as athletic data, weather data and Olympic data. Since the new sampling scheme is based generally on ranked set sampling, so it is called record ranked set sampling.
As described by Salehi and Ahmadi (2014) for record ranked set sampling, suppose that there exist n independent sequential sequences of continuous random variables, the ith sequence sampling is terminated when the ith record value is observed. The only observations that are used for analysis are the last record value in each sequence. The last record value of the ith sequence in this plane is denoted by then the available observations are 
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where,   In reliability context, the parameter R = P(Y < X) is called stress-strength reliability. The stress-strength reliability arises naturally when we consider a random stress Y applied to a certain device with strength X. If the stress exceeds the strength, i.e. Y > X, the component will fail. Thus, the reliability is defined as the probability of not failing or P(Y < X). The reliability function R represents the relation between the stress and strength of the component, and it can be considered as a measure of a component performance.
The reliability function R = P(Y < X) has attracted the attention of many authors and become popular in many fields besides life testing, psychology, reliability and medical sciences. Lately, estimation of reliability function associated with record values have been raised in many fields such as industrial tests.
In recent years there has been a growing interest in the study of inference problems associated with stress-strength model and record values. The estimation problem of R = P(Y < X) based on record values was firstly considered by Baklizi (2008) who estimated the reliability function based on URV for one and two parameters exponential distribution. Subsequent papers extended this work assuming various lifetime distributions for stress and strength random variables, for instance Baklizi (2012) estimated R based on URV for the Weibull distribution. Wang and Zhang (2013) estimated R for a class of distributions. Latterly, Salehi and Ahmadi (2015) considered the estimation of R based on URRSS from one-parameter exponential distribution and studied its performance.
This article aims to estimate the reliability function R = P(Y < X) when the strength and the stress are two independent variables of based on URV and URRSS. Assuming that the scale parameter is common and known, maximum likelihood and Bayesian estimators of R based on independent gamma priors for the unknown parameters are obtained under squared error loss function. The procedures of this study are encapsulated by analyzing a simulated data.
The rest of the paper is organized as follows. In the next section, maximum likelihood estimator of R based on URV and URRSS are discussed. In Section (3), Bayesian estimator of R using squared error loss function is discussed for both record schemes. A simulation study and numerical results are given in Section (4). Finally, conclusions appear in Section (5).
Maximum Likelihood Method of Estimation
This section provides the maximum likelihood (ML) estimator of R = P(Y < X) depending on the two record schemes, namely, URV and URRSS.
ML Estimator of R Based on URV
Let the random variable X represents the strength of the component available to overcome the stress Y applied on that component. Let X and Y be two independent random variables from the with common scale parameter  and different shape parameters  and  respectively, then the reliability of a system is obtained as follows 
and, 
The joint likelihood function of the observed record values u and s is given by 
The joint log-likelihood function of the observed record values u and s , denoted by , l is obtained as 
The ML estimators of  and  , based on the observed URRSS are obtained, respectively, by equating the following equations with zero and solving them numerically 
Bayesian Estimation
In this section, the Bayesian estimator of R is obtained under the assumption of independent gamma priors for the shape parameters  and .
 Bayes estimator of R is derived based on URV and URRSS using Lindley approximation.
Bayesian Estimator of R Based on URV
According to Dey and Dey (2014) , the gamma priors for the shape parameters 
Lindley's approximation is a procedure for the evaluation of the ratio of two integrals and it can be used to obtain the approximate Bayesian estimator. See The Bayes estimator of R using SELF under URV cannot be computed analytically, therefore the Lindley's approximation is applied in the following subsection.
Lindley's Approximation of R Based on URV
It is known that the Bayes risk under SELF is the mean of the posterior distribution. Since the Bayes risk of R using SELF under URV cannot be computed analytically. Hence, the numerical calculations are needed by using Lindley 
where,
and for where, ̃ is the reliability function evaluated at ( ̃ ̃)
Bayesian Estimator of R Based on URRSS
The conjugate priors of both  and  are assumed to be independent gamma distributions as defined in (14) and (15) 
.
By applying the transformation technique defined in Equation (18), therefore, the joint bivariate posterior density function can be written as 
( 1) ln
( 1) ln . where ̃ is the reliability function evaluated at ( ̃ ̃) .
Simulation Study and Discussion
In this section, a simulation study is designed to compare the different reliability estimators in stress-strength model based on URV and URRSS. The exact values of reliability are selected as R = and Different reliability estimates are compared using the mean square error (MSE) and biases for both ML and Bayesian techniques. The efficiency of the estimates is obtained through using the following relations
The computations are performed based on 5000 replications using several combinations of the sample sizes (m,n) = (3,3), (3, 6) , (3, 9) , (5, 5) , (5, 10) , (6, 3) , (7, 7) , (9,3), (10, 5) , (10, 10) and (12, 12 Tables 1 and 2 report the simulation results and represented for selected values of through Figures (1-6) . From these tables and figures the following results can be observed 1. The ML estimate of R based on URV is more efficient than the corresponding based on URRSS for different sample sizes and different exact values of R (see Table 1 ). Also, the Bayesian estimator of R based on URRSS is more efficient than the corresponding based on URV for different sample sizes and different exact values of R, expect few cases (see Table 2 ). 2. The MSE for the Bayesian estimates of R based on URV is less than the Bayesian estimate of R based on URRSS at R = 0. 5 for all m = n, m > n and m < n (see Figures 2, 3 and 6 ).
3. The MSE for the Bayesian estimate of R based on URRSS has the smallest values for R = 0.75 when m < n (see Figure 4) . Also, it has the smallest values for R = 0.25 when m > n (see Figure 5 ). Figure 4 , the MSEs for the ML estimate of R based on URV are less than the ML estimate of R based on URRSS at R = 0.75 for m < n.
As seen from
5. The MSE for the ML estimate of R based on URRSS has the largest MSE (see Figures; 1,3 ,4,5 and 6). The MSEs for ML estimate of R based on URRSS are less than the corresponding Bayesian estimate for most values of (m, n) at R = 0.9. 
Conclusion
In this paper, the problem of estimating R = P(Y < X) for the is addressed using both URV and URRSS. ML and Bayesian estimators of R are compared via the MSE. Also, the efficiency of estimators based on URRSS with respect to the corresponding estimators based on URV is computed. When comparing the performance of the estimated R,it is observed that the ML estimate based on the URV is, in general, better than the corresponding based on URRSS relative to their biases and MSEs. MSE of the Bayes estimate based on URRSS approach is less than the MSE of the corresponding ML estimate. The simulation study indicates that in order to estimate the reliability function in stress-strength model for using ML method of estimation, URV scheme is preferable than URRSS scheme.
