Abstract-In this paper we introduce a new framework to detect elephant flows at very high speed rates and under uncertainty. The framework provides exact mathematical formulas to compute the detection likelihood and introduces a new flow reconstruction lemma under partial information. These theoretical results lead to the design of BubbleCache, a new elephant flow detection algorithm designed to operate near the optimal tradeoff between computational scalability and accuracy by dynamically tracking the traffic's natural cutoff sampling rate. We demonstrate on a real world 100 Gbps network that the BubbleCache algorithm helps reduce the computational cost by a factor of 1000 and the memory requirements by a factor of 100 while detecting the top flows on the network with very high probability.
I. INTRODUCTION
A general objective in the design of high-performance computer networks is to guarantee the quality of service (QoS) experienced by the data flows that traverse them . This objective is often challenged by the presence of very large flows-also known as elephant flows-due to their adverse effects on smaller delay-sensitive flows . Because in these networks both large and small flows share common resources, network operators are interested in actively detecting elephant flows and using QoS mechanisms for redirecting and scheduling them to protect the smaller flows .
In this paper we focus on the problem of elephant flow detection at very high speed rates and under uncertainty. Sources of uncertainty can come from either a natural inability to predict the traffic 's future performance or from artifacts introduced by networking equipment such as involuntary packet drops or voluntary packet sampling from protocols like sFlow [I] . The problem of identifying the minimum amount of information needed to detect the largest flows in a network is addressed. Then , under the assumption of heavy tailed traffic , we demonstrate the existence of cutoff sampling rates. Similar to the concept of Nyquist sampling rate in signal processing, the cutoff sampling rate of a traffic dataset corresponds to the minimum rate at which traffic must be sampled in order to detect and reconstruct the top flows with high probability.
Our theoretical framework provides two key building blocks for the design of optimal high performance elephant flow detection algorithms. First, it provides exact formulas to compute the detection likelihood, which reveal the necessary logic to ensure the algorithm targets an operational regime near the optimal tradeoff between computational scalability and accuracy. Second, the theory introduces the flow reconstruction lemma, which states that if the sampled traffic dataset is heavy tailed , then the detection system operates error free with high probability. This lemma provides the necessary logic to ensure the convergence and stability of the detection algorithm.
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We use the theoretic framework to design the BubbleCache algorithm, a high performance flow cache algorithm that captures the top largest (elephant) flows by dynamically tracking the optimal cutoff sampling rate inherent to the network traffic it processes. We demonstrate on a 100 Gbps network with real world IP traffic that the BubbleCache algorithm can help reduce the computational cost by a factor of 1000 and the memory requirements by a factor of 100 while detecting the largest flows on the network with high probability. Two direct applications of the BubbleCache algorithm are the design of optimal packet sampling modules such as those used in protocols like sFlow [I] and the design of high performance queues to dynamically separate elephant and mouse flows and to protect them from each other.
This paper is organized as follows. We omit a dedicated prior art section (
) to avoid redundancies as the description of the existing work in the literature is done throughout the body of the paper in direct comparison with our new results . Section II introduces the theoretical framework to detect elephant flows under partial information. This includes the detection likelihood equations, the reconstruction Lemma and the resulting base algorithm to detect elephant flows by exploiting the traffic's natural cutoff sampling rates. In Section III we benchmark the performance of our proposed algorithm both in a controlled lab environment and in a real world 100 Gbps network. We conclude this paper in Section IV.
II. THEORY OF FLOW ORDERING U NDER PARTIAL INFORMATION

A. On The Effect a/Sampling
Consider a simple initial problem with a traffic dataset consisting of one single flow carrying m packets and n flows carrying I single packet. Fig. 1 displays the packet distribution corresponding to this traffic dataset.
Our interest is in finding a sampling strategy that allows us to identify the largest flow without necessarily processing all the traffic -that is, performing the detection under partial information. To resolve this problem, we observe that if we sample two packets from the elephant flow, then we can assert with certainty which flow is the biggest, since none of the other flows have more than I packet. In particular, let X(k) be the number of packets sampled from the elephant flow out of a total of k samples taken from the traffic dataset. Then the probability of identifying the elephant flow with certainty is:
Using combinatorics and a few math derivations, it's easy to see that the equation ruling P(X(k) z 2) corresponds to:
This work was funded in part by the US Departmen t of Energy under contract DE-SCOOI1358. two flows , but we may still not be convinced as we can't predict the future behavior of the two flow s. Now suppose the case of seeing 1,000 ,000 packets from flow 1 1 and only 10 packets from flow 1 2 . The chances of 1 2 being the largest flow are now lower, as it would need to transmit a very large number of packets to catch up with 1 1 , The logic of this reason ing is captured by equation (2) .
Another interpretation of equation (2) in our simple network model is that it allows us to measure the likelihood of detecting the elephant flow as a function of uncertainty or the degree of partial information. When the sampling rate p is I, we have complete information and we can identify the elephant flow with certainty. As the samp ling rate decreases to zero , the degree of partial information increases and the likelihood to detect the elephant flow decreases. In general, there are two sources of uncertainty that determine the effective sampling rate of our detection problem:
-Future uncertainty. Unlike orac les, we generally cannot predict the traffic that each flow wi ll transmit in the future . To avoid this source of uncertainty, we need to wait until the last packet of all flows has been transmitted, but this is not practical since the objective of detecting elephant flows is to perform timely traffic engineering decisions while the flows are stiII acti ve. -Past uncertainty. Even if we could predict the future traffic transmitted by each flow, often times networking equipment cannot keep up with the rates at which packets are processed in the data plane. For instance, in toda y 's networks, it is computationally expensive to monitor every single packet going through a 100 Gbps link. Under these conditions, packets often need to be samp led or dropped, adding another source of uncertainty.
In the theoretical and algorithmic results presented in this paper, we will assume the network is under the influence of both of these sources of uncertainty.
Another interesting exercise is to contrast the implications of equation (2) in our simp le network model with the case of real wor ld Internet traffic. It is well known that IP traffic is characterized by heav y tailedness [7] [8] , a condition in which traffic consists of a small number of flows transmitting a very large amount of data and a large number of flows transmitting a small amount of data . As illustrated in our simple example, this natural characteristic of Internet traffic works in favor of detec ting the elephant flows with high likelihood under partial information: a larger val ue of m, imp lies a higher degree of hea vy tai ledness, which leads to a higher likelihood to detect the elephant flow.
Hence our simple example in Fig. 2 offers some initia l insights on the problem of elephant flow detection under partial information but its usefulness is very limited in that it deals with a simp le traffic dataset model consisting of I flow transmitting m packets and n flows transmitting I single packet. In the next section, we derive a generalized equation of the likelihood to detect elephant flows for arbitrary traffic distributions. 
where p is a sampling rate parameter between 0 and I. We notice that:
-For the boundary case m = I , the probability of finding the elephant flow is trivially zero, since the elephant flow is indistinguishable from the small flows.
-As we increase the sampling rate p, the probability of finding the elephant flow increases.
-As the number of packets in the elephant flow m increases, we need less samp les to gain a higher probability of finding it. The intuition behind the previous result is as follows . Suppose that as observers of the network we see 10 packets from flow 1, and 10 packets from flow 1 2 . We realize that we do not have enough information to make a good judgement as to which of the two flows is the largest. Suppose that instead , we see 100
packets from 1, and 10 packets from 1 2 , If we had to make a guess, it seems reasonable to bet on 1 1 being the largest of the where Z(t) is the zero quantum error region, expressed as:
Intuitively, the above equation corresponds to the number of small flows that at time t are incorrectly classified as top flows normalized so that the error is I if all top a flows are misclassified. Because this error refers to the notion of an observer classifying a flow at an incorrect size order or level, we use the term quantum error or QER. We can now formally introduce the concept of detection likelihood:
Top flow detection likelihood. The top flow detection likelihood of a network at time t is defined as the probability that the quantum error is zero: P(ea(t) = 0) . When the meaning is obvious, we will refer to this value simply as the detection likelihood. §
Using the above definition, we can derive the detection likelihood equation:
Lemma 1. Detection under partial information. The detection likelihood of a network at time t follows a multivariate hypergeometric distribution as follows:
B. Generalization to Arbitrary Distributions
We start by introd ucing the definit ion of quantum error which will allow us to characterize the concept of detection likelihood for arbitrary traffic distr ibutions:
Definition 1. Quantum error (QER).
Let F be a set of flows transmi tting information over a network and let x(t) be a vector such that its i -th element, x;(t) , corresponds to the size of flow i at time t according to some metr ic m, Examp les of metrics can be (l) the total number of bytes transmitted by the flow, (2) its total number of packe ts, (3) its average rate or (4) and a~p b means that b is at least as Pareto efficient as a.
Proof For the sake of brevity, we refer the reader to [9] . § As a test of generality, we can mathematically show that equation (4) is a generalization of equation (2) (4) is equivalent to equation (2) when the traffic dataset follows the distribution in Figure 2 .
Proof The above equivalence can be demonstrated using the Chu-Vandermonde identity and for the sake of brevity it is omitted from this paper. §
In the next section , we study the practical implications of Lemma I towards the design of high performance elephant flow detection algorithms.
C. On the Minimum Information Needed to Detect Elephant Flows: CutofJSampling Rates
From a practical standpoint, the detection likelihood P (ea(t)) In equation (4) cannot be computed for times t < t, because the size of ails flows 0; is only known with certainty at time t = t e . Nevertheless, its equation reveals important properties related to the problem of elephant flow detection. Suppose a network switch inspects packets in real time with the goal of timely identifying the top largest flows , where a flow 's size is determined by an arbitrary metric-e.g., packet counts , byte counts , rate, etc. Assume that , due to limitations in both computing power and memory footprint, the switch can only store in the cache a maximum of a flows . Then , the following statements about the detection likelihood equation are true :
-It provides the minimum amount of samples we need to inspect (equivalently, the minimum amount of time we need to wait) to make a classification decision that will be correct with a probability given by P(ea(t) =0) or higher.
-It mathematically quantifies the trade-off between time and the quantum error: if we trade time by waiting longer to make a detection decision , we can reduce quantum error; if we trade quantum error, we can make a detection decision sooner.
From an information theory standpoint, a relevant question is to identify the minimum amount of information that needs to be sampled from the traffic dataset in order to detect the largest flows for a given detection likelihood. This problem is similar to the concept of Nyquist rate in the field of signal processing, which identifies the minimum number of samples that need to be taken from a signal in order to fully reconstruct it. We explore this problem in more detail through an example. Example 1. Minimum sampling rate of some well-known heavy tailed traffic distributions. Let F be the set of flows in a network and let 0; be the size of each flow i, for I s i -s IFI .
Assume that 0; follows any of these well-known distribution functions:
Laplace Cauchy Sech-squared Gaus sian Linear
The ce ntra l idea of the above pseud ocode, referred as the Bubbletl ache algorithm, is to sample packets at a rate pet)
which is upd ated to track a target detection likelih ood : if the current detect ion likelihood P (ea(t) = 0) is lower than a target cI> , th en increase pet) ; otherwise, decrease pet) .
an actual elephant trap, a data structure that can efficiently retain the elephant flows and evict the mouse flows requiring low memory resources. These existing algorithms, however, treat the packet sampling rate as an input that operators need to manually adjust. Instead, our framework leads to an unmanned packet sampling algorithm that can dynam ically adjust the samp ling rate towards tracking a detection like lihood target. To the best of our knowledge, the algorithm we pre sent is the first to exploit the concept of cutoff rates found in network traffic to compute the sampling rate of the detection algorithm and optimize the tradeoff between computational scalability and accuracy. Because of its generality, instead of a competing solution, the algorithm we present next can be used to enhance the existing packet sampling based elephant flow detection algorithms.
We know that heavy tailed traffic characteristics such as those found in real world networks expose detection likelihood curves with well defined cutoff rates , as illustrated in Fig. 3 . Above the cutoff rate , the gains on the probability to accurately detect the largest flows are small. Below it, the penalties are large. A detection algorithm can benefit from this property by tuning its sampling rate to target the cutoff rate , substantially reducing the computational cost of processing traffic while controlling a small or negligible error rate . This suggests the following simple base algorithm to detect elephant flows at high speed traffic rates : It is also worth noticing in Fig. 3 that a small reduction of the samp ling rate below its cutoff rate results in a subs tantial reduction of the detection likelihood. This property leads to significant optimization opportunities in the design of high performance elephant flow detection algorithms. Consider as an example the Lap lace distribution . Reducing the sampling rate from 1 to 0.03 results in practically no detection penalty, but it leads to computational savings of about 97% or, equivalently, a computational acceleration of 33 times. These cutoff rates , which depend only on the statistical properties of the traffic, define optimal operational regimes that are key to the design of computationally efficient detection algorithms as we will see in the next Section.
D. High-Performance Detection Algorithm s I) Base Algorithm : The Bubbletlache
A good amount of elephant flow detection algorithms from the literature use packet samp ling as a strategy to reduce computational complexity (e .g., [4] [5] [6] among others). For instance, Psounis et al. [4] introduce an elegant low-comp lexity scheduler which relies on packet sampling to detect when a flow traversing a network switch is likely to be an elephant flow. In [5] , the idea of packet samp ling is generalized to design
where y is chose n so that L Vi a, is a co nstan t. Fig. 3 plots th e detection likelihood using equation (4) size metric corresponds to the number of packets in a flow , this means that for the Gaussian, Laplace, Sech -squared and Cauchy distributions it is enough to sample 1% , 3%, 7% , and 12% of the total traffic dataset, respectively, in order to detect the 5 largest flows with a 99% chance of being correct. § A practical limitation of the BubbleCache algorithm is the calculation of the detection likelihood value , P(ea(t) = 0), because its formula, introduced in equation (4), requires combinatorial operations that quickly overflow the computational capabilities of modern computers. In the next section we develop a method to overcome this limitation.
2) Estimating Detection Likelihoods
In order to develop a computationally feasible approach to compute detection likelihoods, we need to first formalize the definition of heavy tailed traffic and introduce the main reconstruction lemma on which our approach will be based: Definition 3. Heavy tailed traffic. Let F be a set of flows transmitting data over a network and assume (Ji corresponds to the size of flow i according to some metric m. Let also F e and F m be the set of elephant and mouse flows in F according to this metric, respectively. We will say that the traffic dataset generated by the flows in F is heavy tailed if IFel « IFm l and -(RI) There exists a cutoff sampling rate Pc such that for any sampling rate P z Pc' (Ji » (Jj implies Xi » x j with high probability. -(R2) The more heavy tailed the traffic data set is the lower the cutoff sampling rate Pc' -(R3) If the sequence { xI ' x 2' ..., xlFl} is heavy tailed, then
Xi » x j implies (Ji » (Jj with high probability.
-(R4) If the sequence {x., X 2' ... , xlFl} is not heavy tailed, then either P < Pc or the traffic dataset is not heavy tailed, or both .
Proof For the sake of brevity, we refer the reader to [9] . § The Reconstruction Lemma has practical implications in the design of high performance algorithms to detect elephant flows. In particular, from Lemma 2/R4, if {xl' X 2 ' •••, xlFl} is not heavy tailed, then either the traffic has no elephant flows or the sampling rate is too small , P < Pc' Assuming real world network traffic is heavy tailed (otherwise there would be no need to identify elephant flows to optimize network traffic), we can conclude that P < Pc and hence that the sampling rate needs to be increased. If instead {Xl' X 2' . .. , xlFl} is heavy tailed, then using Lemma 2/R3 we know that Xi » x j implies (Ji » (Jj with high probability, and hence that the elephant flows can be clearly separated from the mouse flows by measuring 5 {XI ' x 2 ' ... , xIFI} without the need to know the actual sizes of the flows {(J I ' (J2' ... , (JIFI} . This reduces the hard problem of computing the detection likelihood P(ea(t) =0) to the simpler problem of measuring whether the input signal (the traffic under measurement) is heavy tailed: if the measured traffic is heavy tailed, then p~Pc and we can identify the elephant flows with high probability. If the measured traffic is not heavy tailed, then we need to increase the sampling rate until it becomes heavy tailed.
Towards this new goal , we propose to use the fourth standardized moment, known also as the kurtosis [10] , which is simple to measure and provides the degree to which a signal is heavy tailed. We illustrate the intuition behind this approach in Table I , which presents the kurtosis of the traffic data sets introduced in Example I. As expected, the four heavy tailed data sets (Laplace, Cauchy, Sech-squared and Gaussian distributions) present a high kurtosis (above 12), whereas the non-heavy tailed distribution (linear distribution) exposes a low kurtosis (-1.2). By using the kurtosis measurement, we can know if the sampled traffic dataset is heavy tailed and therefore if the detection likelihood is high according to Lemma 2.
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The next pseudocode provides the adjustment needed on the base algorithm to enable the calculation of the cutoff sampling rate based on the kurtosis method: 
III. PERFORMANCE BENCHMARKS
We have implemented the BubbleCache as a passive tapping networking device-i.e., a device that processes a mirrored copy of the traffic without affecting any of the active networking equipment (routers, switches, hosts , etc.). The device specifications include two Intel Xeon E5-2670 processors clocked at 2.50 GHz for a total of 20 physical cores with 25.6MB of L3 cache for each processor. It also incorporates four 40 Gbps Solarflare SFC9100 SFP optical interfaces steered by DNAC [II] , a high performance packet forwarding engine that performs line rate per-flow load balancing from the network ports to the processor cores. Each core is programmed to run a replica of the BubbleCache algorithm presented in Pseudocode I with the undersamplingt) method based on the kurtosis measurement as described in Pseudocode 2. Throughout the benchmarks, we assume a flow size metric m equal to the number of packets in a flow (see Definition I) . traffic rate coming from the venue floor during high hours (during the day) was around 25 Gbps with peaks at 60 Gbps, whereas at low traffic hours (at night) traffic was around IGbps or below. With a target kurtosis of 100, the cutoff sampling rate at high and low traffic hours is around 0.00 I and 0.0 I, respectively. This result shows that at traffic rates of about 25 Gbps, we can sample around lout of 1000 packets (a computational cost reduction of 1000 times) and still capture all the largest flows with high probability as the resulting sampled traffic dataset is very heavy tailed. Another result worth noticing is that the higher the traffic rates, the lower we can reduce the sampling rate for a fixed target kurtosis level (i.e., a fixed degree of heavy tailedness.) Using Lemma 2/R2, this implies that network traffic is more heavy tailed during the day, which is in agreement with the fact that more heavy tailed traffic is produced during the conference hours when the big data science experiments launched throughout the day are combined with thousands of user-generated small flows . This result is relevant in that it is at very high speed rates that a reduction of the sampling rate becomes most valuable from an algorithmic scalability point of view. The BubbleCache algorithm is able to leverage this natural property of the traffic by tuning the sampling rate up or down as necessary.
Fig . 5 plots the convergence of both the sampling rate and the kurtosis parameters as the algorithm is started from two different initial conditions during the high traffic hours (around 2:10pm). In Fig. 5 -top, the initial sampling rate is set to 0.000 I, ten times below the optimal rate of 0.00 I, while in Fig.  5 -bottom , the initial sampling rate is set to 0.0 I, ten times above it. In both cases, in a few seconds the algorithm converges to the same cutoff sampling rate around 0.00 I. The convergence time is linear and its slope can be tuned by adjusting the sampling rate step size Or and the housekeeping routine timeout T h (see Pseudocode I) . While left outside the scope of these results, an area of optimization is to improve the convergence time by using an adaptive heuristic that increases the step size if the kurtosis index is far from the target and reduces the step size as it gets closer to it. In summary, the above plots show that, regardless of the initial conditions, the sampling rate converges to the targeted kurtosis value of 100 and, upon convergence, both the sampling rate and the kurtosis parameters stay stable around their targets.
2) Memory Footprint
In addition to the computational savings shown in the previous section , sampling also has a positive effect on the memory
We tested the BubbleCache algorithm in a live high performance network environment with the goal to: (I) 
I) Cutoff Sampling Rate for IP Traffic and Convergence Measurements
While the existence of cutoff sampling rates was mathematically shown in Lemma 2 (Fig. 3) , a question of interest is whether their presence can also be detected on real live traffic. In particular, we are interested in answering: what is the cutoff sampling rate of a real world IP network? and how does this cutoff rate change as traffic patterns in the network change throughout the day? In part left as future work , in this paper we did not provide performance comparisons of Bubb leCache against existing solutions becau se we see our algorithm as a modu lar component that can be used to enhance any of the sampling rate base algorithms found in the literature. For instance, the well -known ElephantTrap algorithm [5] uses a static sampling rate and so it can benefit from using our Kurtosis-based algorithm to dynamically compute the traffic's optimal sampling rate avoiding any manual tuning and enab ling the system to operate near the optimal tradeoff between computational scalability and accuracy. While th is paper focuse s on the base theoretical aspects of the high performance detection algorithm under partial information, future work will include exploring ways in which solutions in the literature can be enhanced using our work. This will also include more performance benchmarks to compare the existing solutions with and without the enhancements of the BubbleCache 's dynamic sampling rate modu le. In addition to these additional tests, our current work focuses also around the integration of the BubbleCache algorithm as part of a commercial software defined network (SDN) data plane to operate at port rates of 100 Gbps, We are packaging the BubbleCache in two formats: (I) as a top flow detection and ordering algorithm for SDN networks using sFlow and (2) as a high performance queue for the real time separation of elephant and mo use flows to isolate and protect them from each other. As the Bubb leCache algorithm is initiated, since the sampling rate is substantially above the cutoff rate, the size of the flow cache steadily increases reaching more than 2000 flow entries. Then as the samp ling rate and the kurtosis level continue to decrease, the size of the cache begins to decrease until it reaches a stable point once the targeted kurtosis level of 100 is achieved. In steady state and with 25,000 active flows , the size ofthe flow cache stabilizes around 250 flows , which represents a 100 time reduction in memory size .
footprint requirements of the algorithm: the higher the sampling rate, the sma ller the size of the flow cache as more flows are filtered out. We are now interested in measuring the memory footprint reduction accomplished as a consequence of samp ling traffic at the targeted kurtosis level.
IV. CONCL US IONS AND FORTHCOMING WORK
Real wor ld network traffic presents cutoff sampling rates that can be exp loited to design highly efficient elephant flow detection algorithms. In our work , we present a theoretical framework to identify these cutoff sampling rates and deve lop BubbleCache, a low complexity algorithm that can efficiently capture elephant flows at very high speed rates and using small resources.
