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Resumen
En este artı´culo se propone una versio´n mejorada del me´todo cla´sico basado en el criterio de mı´nimos cuadrados para estimar
el campo de ﬂujo o´ptico. La esencia de la propuesta es fusionar algunas estimas de un mismo vector de ﬂujo o´ptico, obtenidas
por el criterio de mı´nimos cuadrados, para generar una estima ma´s precisa de dicho vector. Se discuten dos propuestas para ob-
tener las estimas a fusionar en base al criterio cla´sico de mı´nimos cuadrados, generando dos versiones modiﬁcadas del algoritmo
cla´sico. Se presentan los resultados obtenidos aplica´ndose los dos algoritmos propuestos para estimar los vectores de ﬂujo o´ptico
correspondientes a dos ima´genes sucesivas de la secuencia de vı´deo conocida como SRI Trees. Finalmente se enumeran algunas
situaciones, en te´rminos de navegacio´n de robots mo´viles, en las cuales dichos algoritmos podrı´an ser utilizados, como forma de
resaltar la aplicabilidad de los resultados de esta investigacio´n. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos
los derechos reservados.
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1. Introduccio´n
El problema de procesar secuencias de ima´genes para cal-
cular el ﬂujo o´ptico ha sido estudiado por muchos an˜os. De
forma paralela, se han publicado varios informes acerca del
uso de ﬂujo o´ptico en diversas aplicaciones, como, por ejem-
plo, la recuperacio´n de informacio´n de la escena tridimensional
y para´metros de movimiento con una ca´mara en movimiento
(Zhang and Faugeras, 1992; Zheng and Chellappa, 1993), la
segmentacio´n de movimiento (Black and Anandan, 1990), el
ca´lculo de la disparidad este´reo (Langley et al., 1991), la medi-
cio´n del ﬂujo sanguı´neo y de la movilidad de las paredes del co-
razo´n en las ima´genes me´dicas (Prince and McVeigh, 1992), y
la auto-conduccio´n de vehı´culos (Giachetti et al., 1998; de Mi-
cheli and Verri, 1993; Gern et al., 2002; Zainal et al., 2012).
El ﬂujo o´ptico tambie´n ha sido utilizado en la navegacio´n de
robots mo´viles (Sarcinelli-Filho et al., 2002; Dev et al., 1997;
Carelli et al., 2002; Jia et al., 2008; Caldeira et al., 2007), in-
cluyendo vehı´culos ae´reos auto´nomos (Rudall, 2004; Watanabe
et al., 2009). Adema´s, hay informes recientes de aplicaciones
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que utilizan ﬂujo o´ptico, como es el caso de los trabajos de Jia
et al. (2008), Watanabe et al. (2009), Caldeira et al. (2007), Si-
mas et al. (2010) y Zainal et al. (2012). Por lo tanto, un me´todo
eﬁciente para determinar el ﬂujo o´ptico es de intere´s en muchas
aplicaciones. En este contexto, este trabajo propone un algorit-
mo para calcular el campo de ﬂujo o´ptico, que es una modiﬁ-
cacio´n del me´todo cla´sico de Lukas and Kanade (1981), en el
cual cada vector de ﬂujo o´ptico se estima mediante un criterio
de mı´nimos cuadrados.
El ﬂujo o´ptico es una representacio´n conveniente y u´til para
el campo de movimiento 3-D en el plano de la imagen (2D).
Se pueden utilizar distintas te´cnicas para lograr obtener el ﬂujo
o´ptico. La mayorı´a de estas te´cnicas, sin embargo, requieren un
gran esfuerzo de co´mputo para calcular el campo de ﬂujo o´pti-
co, exigen una gran capacidad de almacenamiento de ima´genes,
o generan valores inexactos. Por lo tanto, la eleccio´n de un al-
goritmo adecuado para calcular el campo de ﬂujo o´ptico es una
cuestio´n de compromiso entre estos tres aspectos, siempre que
se cumplan con los requisitos de la aplicacio´n deseada. En nave-
gacio´n de robots mo´viles, la principal motivacio´n de este traba-
jo, los ordenadores disponibles a bordo del robot son a menudo
insuﬁcientes para el ca´lculo intensivo, y tienen una capacidad
limitada para almacenar ima´genes. El primer paso, entonces, es
limitar el nu´mero de cuadros de imagen utilizados al mı´nimo
necesario, es decir, dos cuadros de imagen sucesivos.
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Ası´ es que muchos de los me´todos disponibles en la lite-
ratura no son buenos candidatos para calcular el ﬂujo o´ptico a
bordo de vehı´culos auto´nomos, especialmente cuando se tra-
ta de vehı´culos de pequen˜o porte. En este contexto, se debe
mencionar un algoritmo cla´sico para estimar el campo de ﬂu-
jo o´ptico, el cual solamente utiliza dos cuadros de imagen y
exige esfuerzo computacional reducido, generando un campo
de ﬂujo o´ptico denso (Barron and Beauchemin, 1994). Dicho
me´todo, conocido como me´todo de Lukas and Kanade (1981),
por los nombres de sus proponentes, genera una estima basa-
da en mı´nimos cuadrados para un vector que representa el ﬂujo
o´ptico en una regio´n limitada del cuadro de imagen bajo ana´li-
sis, en la cual se supone que el ﬂujo o´ptico es constante. Dicha
estima del vector de ﬂujo o´ptico es asociada a una varianza, pa-
ra expresar cua´n precisa es la misma. Por lo tanto, este me´todo
es compatible con el ﬁltrado de estadı´sticas, que permite redu-
cir la incertidumbre asociada al vector de ﬂujo o´ptico obtenido.
Conviene sen˜alar que este me´todo au´n se utiliza ampliamente
(Carelli et al., 2002; Simas et al., 2010), debido a su bajo cos-
to de co´mputo y por generar un campo de ﬂujo o´ptico denso
(Barron and Beauchemin, 1994).
En este contexto, lo que se propone en este trabajo es ob-
tener un conjunto de estimas iniciales de cada vector de ﬂujo
o´ptico y fusionarlas, para producir una estima o´ptima de cada
vector de ﬂujo o´ptico (o´ptima en el sentido de que su varianza
sera´ menor que la menor de las varianzas asociadas a las esti-
mas iniciales (Hong, 1999)). Ası´, la contribucio´n del artı´culo es
agregar un paso de fusio´n de datos al algoritmo cla´sico de Lu-
kas and Kanade (1981) para obtener estimas ma´s precisas de los
vectores de ﬂujo o´ptico que componen el campo de ﬂujo o´ptico
correspondiente a una imagen dada.
La primera parte del artı´culo describe el algoritmo para cal-
cular el campo de ﬂujo o´ptico con mayor precisio´n, compuesto
por un paso correspondiente al ca´lculo del algoritmo original
de Lukas and Kanade (1981) y por un paso de fusio´n de datos.
Las estimas iniciales de los vectores de ﬂujo o´ptico que se fu-
sionara´n se calculan utilizando las derivadas espacio-tiempo en
todos los pixeles de la regio´n considerada, de la misma forma
que el algoritmo original de Lukas and Kanade (1981).
A continuacio´n, se cambia la forma como se calculan las
estimas iniciales de cada vector de ﬂujo o´ptico, admitie´ndose
una pe´rdida de precisio´n para reducir el tiempo de ca´lculo. Esto
se realiza reduciendo el nu´mero de pixeles utilizados en la ob-
tencio´n de las estimas iniciales de los vectores de ﬂujo o´ptico,
similar a lo que se hace en Caldeira et al. (2007), por ejemplo.
Esto resulta en una segunda versio´n modiﬁcada del algoritmo
de Lucas y Kanade, suﬁcientemente ra´pida para aplicaciones
en navegacio´n de robots mo´viles, especialmente en situaciones
en que no se requiere mucha precisio´n (por ejemplo, evasio´n
de obsta´culos (Sarcinelli-Filho et al., 2002; Dev et al., 1997;
Caldeira et al., 2007)).
Ya en su parte ﬁnal, el artı´culo trata de una aplicacio´n tı´pi-
ca en navegacio´n de robots mo´viles, que es la recuperacio´n del
auto-movimiento del vehı´culo, utilizando el algoritmo propues-
to para obtener el campo de ﬂujo o´ptico correspondiente a las
ima´genes tomadas por un vehı´culo uniciclo que dispone de una
ca´mara a bordo y gira sobre su propio eje, y a partir de dicho
campo de ﬂujo o´ptico recuperar la velocidad de rotacio´n del
vehı´culo. Asimismo se comenta otras posibles situaciones en
navegacio´n auto´noma en que se podrı´an utilizar los algoritmos
aquı´ propuestos, para justiﬁcar la aplicabilidad de nuestros re-
sultados en este a´rea.
Finalmente, se tiene que resaltar que la estima del ﬂujo o´pti-
co basada en mı´nimos cuadrados es una te´cnica diferencial, o
sea, utiliza las derivadas espaciales y la derivada temporal de
la imagen. Ası´, para que los vectores estimados correspondan
de hecho al movimiento en la imagen, es necesaria una ilu-
minacio´n uniforme y una superﬁcie con reﬂexio´n lambertiana.
Cuanto ma´s las condiciones de operacio´n se acerquen a estas
caracterı´sticas ideales, mayor sera´ la correspondencia entre el
ﬂujo o´ptico y el movimiento real. Para garantizar que el algorit-
mo propuesto se aplicara´ a ima´genes en que dichas condiciones
son atendidas, en este artı´culo se adoptara´ la secuencia de vi-
deo SRI Trees, frecuentemente utilizada en la literatura de ﬂujo
o´ptico, para prueba de los dos algoritmos propuestos.
2. Base Teo´rica
2.1. El Campo de Flujo O´ptico
El ﬂujo o´ptico se deﬁne como la distribucio´n de las velo-
cidades aparentes de movimiento del patro´n de brillo en una
imagen. E´l se debe al movimiento relativo entre objetos y una
ca´mara, y es registrado siempre que una secuencia de cuadros
de imagen es capturada (Horn and Shunck, 1981). La idea ba´si-
ca involucrada en el concepto de ﬂujo o´ptico es que el brillo
de una estructura cualquiera en la imagen permanece constante
entre dos cuadros sucesivos. Es decir,
I(x; y; t) ≈ I(x + dx; y + dy; t + dt), (1)
donde x e y son las coordenadas en pixel correspondientes a una
estructura en el primero cuadro de imagen (instante t) y x + dx
e y + dy son las coordenadas en pixel de la misma estructura
en el segundo cuadro de imagen (instante t + dt), siendo I el
brillo de dicha estructura. De ahı´ se obtiene, teniendo en cuenta





que es equivalente a
Ixu + Iyv + It = 0, (3)
donde u y v son las componentes del vector de ﬂujo o´ptico co-
rrespondientes al pixel de coordenadas x e y del primero cuadro
de imagen (instante t), mientras que Ix, Iy y It son las derivadas
de la imagen en las direcciones x e y (derivadas espaciales) y en
el tiempo (derivada temporal), respectivamente.
La ecuacio´n (3) es denominada la restriccio´n de ﬂujo o´pti-
co. A su vez, me´todos que utilizan dicha ecuacio´n en el ca´lculo
del ﬂujo o´ptico, o sea, utilizan las derivadas de la imagen, son
llamados me´todos diferenciales (basados en gradiente). Sin em-
bargo, dicha ecuacio´n no es suﬁciente para determinar los valo-
res de u y v en cada pixel de un cuadro de imagen, por presentar
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dos inco´gnitas. Por lo tanto, una restriccio´n adicional debe ser
impuesta (Barron and Beauchemin, 1994; Lukas and Kanade,
1981; Horn and Shunck, 1981).
Adema´s de los me´todos diferenciales, la literatura referente
al ca´lculo del ﬂujo o´ptico incluye me´todos basados en la coinci-
dencia de regiones, me´todos basados en energı´a, y me´todos ba-
sados en fase (Barron and Beauchemin, 1994). De todos ellos,
so´lo el me´todo diferencial de Lukas and Kanade (1981) se tra-
tara´ en este trabajo, para entenderlo y despue´s modiﬁcarlo. Una
razo´n para esto es que este me´todo au´n es uno de los ma´s uti-
lizados para calcular el ﬂujo o´ptico (Carelli et al., 2002; Simas
et al., 2010; Caldeira et al., 2007).
2.2. El Algoritmo Cla´sico de Lukas and Kanade (1981)
Este algoritmo corresponde a un me´todo diferencial, y, por
lo tanto, utiliza la ecuacio´n (3) con una restriccio´n de regula-
rizacio´n adicional. Dicha restriccio´n es que el vector de ﬂujo
o´ptico es aproximadamente constante en una regio´n de la ima-
gen conteniendo dos o ma´s pixeles. Ba´sicamente, se considera
que cada regio´n cuadrada de N por N pixeles tiene un solo vec-
tor de ﬂujo o´ptico asociado a ella. Ası´, escribie´ndose (3) tenien-





t = 0 (4)
para i = 1, · · · ,N2, donde Ix es la derivada espacial de I(x; y; t)
en la direccio´n x, Iy es la derivada espacial de I(x; y; t) en la
direccio´n y e It es la derivada temporal de la imagen, todas en
el pixel i. Dichas derivadas son calculadas de la misma forma
propuesta en (Horn and Shunck, 1981) y (Caldeira et al., 2007).
Con dichas derivadas se escribe un sistema de ecuaciones linea-
les sobre-determinado en u y v, de lo cual se genera la estima de
mı´nimo error medio cuadra´tico (uˆ, vˆ) del vector de ﬂujo o´ptico,
dada por
(uˆ, vˆ) = (ATA)−1ATb, (5)
siendo A =
[
I1x · · · IN2x
I1y · · · IN2y
]T
y b = −
[
I1t · · · IN2t
]T
.
A la estima (uˆ, vˆ) de ﬂujo o´ptico ası´ obtenida esta´ asociada
la varianza
σ2 = eTe, (6)
donde e =
[
e1 · · · eN2
]T





siduo de (4) en el pixel i, considerando el vector de ﬂujo o´ptico
estimado.
2.3. Determinacio´n de la Estima Final de un Vector de Flujo
O´ptico
Dado un conjunto de M estimas uˆi y vˆi de las componentes
uˆ y vˆ de un vector de ﬂujo o´ptico, con las respectivas varian-
zas σ2uˆi = σ
2
vˆi
, la estima o´ptima en el sentido del error medio



























siendo la misma expresio´n para uˆ y vˆ.
3. El Algoritmo Propuesto
El algoritmo que se propone para estimar los vectores de
ﬂujo o´ptico involucra dos pasos. El primero consiste en obte-
ner algunas estimas, en base al criterio de mı´nimos cuadrados,
correspondientes al u´nico vector de ﬂujo o´ptico representante
de una regio´n dada de los dos cuadros de imagen bajo ana´lisis,
por medio de las ecuaciones (5) y (6). Esto supone que el vec-
tor de ﬂujo o´ptico (uˆ, vˆ) es constante en esta regio´n, que es la
restriccio´n de regularizacio´n utilizada en (Lukas and Kanade,
1981). El segundo paso consiste en utilizar dichas estimas en
las ecuaciones (7), (8) y (9), y ası´ obtener la estima o´ptima en
el sentido de mı´nimos cuadrados uˆ y vˆ del vector de ﬂujo o´ptico
correspondiente a la regio´n bajo ana´lisis.
La implementacio´n de este algoritmo comienza por la divi-
sio´n de la imagen bajo ana´lisis en regiones de N por N pixeles,
en las cuales se considera el vector de ﬂujo o´ptico constante.
Por lo tanto, so´lo un vector de ﬂujo o´ptico se asocia a cada una
de estas regiones (Lukas and Kanade, 1981). La diferencia con
respecto al me´todo cla´sico es que cada regio´n se divide, a su
vez, en sub-regiones de N1 por N1 pixeles, cada una siendo una
pequen˜a parte de la regio´n considerada (es decir, los vectores
de ﬂujo o´ptico estimados en cada sub-regio´n son diferentes es-
timas del u´nico vector de ﬂujo o´ptico que caracteriza la regio´n).
En el ejemplo presentado adelante se consideran regiones de
20x20 pixeles, cada una dividida en 16 sub-regiones de 5x5 pi-
xeles, como se ilustra en la Figura 1.
Por lo tanto, la aplicacio´n del algoritmo cla´sico de mı´nimo
error cuadra´tico (Lukas and Kanade, 1981) en cada sub-regio´n
generara´ 16 estimas del vector de ﬂujo o´ptico de dicha regio´n
de 20x20 pixeles, cada una con su varianza asociada. Dichas es-
timas generan la estima o´ptima (ecuaciones 7 y 8) del vector de
Figura 1: Regiones y sub-regiones utilizadas por el algoritmo propuesto.
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ﬂujo o´ptico asociado a la regio´n considerada (te´ngase en cuenta
que el representante de los pixeles de la sub-regio´n es el pixel
central, que siempre existe cuando se elige un nu´mero impar de
pixeles para cada sub-regio´n - 5x5, por ejemplo).
Ası´, considerando regiones de NxN pixeles y sub-regiones
de N1xN1 pixeles, el esfuerzo de co´mputo necesario para obte-
ner el vector de ﬂujo o´ptico asociado a cada regio´n del cuadro
de imagen incluye el ca´lculo de las derivadas espaciales y tem-




de las ecuaciones (5) y (6), y una vez el ca´lculo de las ecuacio-
nes (7), (8) y (9). Por lo tanto, este nuevo algoritmo demanda
algu´n tiempo ma´s de co´mputo, aunque no mucho ma´s compara-
do al algoritmo de Lukas y Kanade (1981), debido a la adicio´n
del paso de ca´lculo de la estima o´ptima. La Tabla 1 presenta, en
sus columnas 2 y 3, respectivamente, el esfuerzo de co´mputo
asociado al algoritmo original de Lukas and Kanade (1981) y al
algoritmo modiﬁcado propuesto (que se nombrara´, de aquı´ en
adelante, algoritmo de mı´nimos cuadrados con fusio´n - AMCF).
Para validar la aﬁrmacio´n de que la estima ﬁnal del vec-
tor de ﬂujo o´ptico correspondiente a una regio´n de la imagen
bajo ana´lisis es ma´s precisa, se presenta en la Tabla 2 las com-
ponentes horizontales (uˆ) de las diecise´is estimas del vector de
ﬂujo o´ptico correspondiente a una regio´n de 20x20 pixeles de
la Figura 1, con sus respectivas varianzas, obtenidas mediante
la aplicacio´n de las ecuaciones (5) y (6) a sub-regiones de 5x5
pixeles de dicha regio´n. En dicha tabla se tiene una ﬁla con va-
lores 0 y 125 cuando la matriz ATA en (5) no es invertible, no
permitiendo ası´ la obtencio´n de uˆ para la sub-regio´n correspon-
diente. En este caso, se atribuyen los valores 0 y 125 a uˆ y su
varianza, respectivamente. Los valores en la tabla son entonces
utilizados en las ecuaciones (7) y (9), resultando en la estima
o´ptima presentada en la Tabla 3. El resultado es que el paso
de fusio´n de datos introducido en el algoritmo AMCF de hecho
mejora la estima ﬁnal del vector de ﬂujo o´ptico, en el sentido de
que la varianza correspondiente es sensiblemente ma´s pequen˜a
que la ma´s pequen˜a de las varianzas asociadas a las diecise´is
estimas iniciales.
Entonces, como se puede observar en la Tabla 3, el algorit-
mo AMCF diﬁere del algoritmo original de Lukas and Kanade
(1981) por el paso de fusio´n de datos introducido, el cual garan-
tiza que el nuevo algoritmo propuesto tiene un desempen˜o su-
perior al algoritmo original. Por lo tanto, tras analizar las tablas
presentadas, uno puede concluir que el nuevo algoritmo AMCF
es atractivo para aplicaciones en que se necesita una estima de
ﬂujo o´ptico ma´s precisa.
4. Modiﬁcacio´n del Algoritmo Propuesto para Reducir su
Coste Computacional
Aunque sea atractivo por producir estimas ma´s precisas de
los vectores de ﬂujo o´ptico, el algoritmo descrito en la seccio´n
anterior consume ma´s tiempo de ca´lculo que lo necesario, cuan-
do se trata de aplicaciones en que no se requiere obtener esti-
mas precisas de dichos vectores. Un buen ejemplo es el pro-
blema de evitar obsta´culos en la navegacio´n de robots mo´viles
(Sarcinelli-Filho et al., 2002; Dev et al., 1997; Caldeira et al.,
Tabla 1: Esfuerzo de co´mputo para los algoritmos analizados.
Algoritmos
Ca´lculo Lukas and Kanade (1981) AMCF AMCFM
Ix N2 N2 2N2/N21
Iy N2 N2 2N2/N21
It N2 N2 2N2/N21
Ec. 5 1 N2/N21 N
2/N21
Ec. 6 1 N2/N21 N
2/N21
Ec. 4 1 N2 2N2/N21
Ec. 7 0 1 1
Ec. 8 0 1 1
Ec. 9 0 1 1
Tabla 2: Estimas iniciales para la componente horizontal del vector de ﬂujo


















2007). En este caso, el robot puede desviarse de los obsta´culos
au´n cuando la estima de su distancia al obsta´culo, obtenida de
la estima del tiempo a choque que se obtiene de las coordena-
das del foco de expansio´n del campo de ﬂujo o´ptico (Caldei-
ra et al., 2007), contiene gran incertidumbre. Entonces, puede
ser muy interesante disponer de un algoritmo de ca´lculo de los
vectores de ﬂujo o´ptico que sea ma´s ra´pido, aunque produzca
estimas ma´s groseras de los vectores de ﬂujo o´ptico. De hecho,
la reduccio´n del tiempo de ca´lculo en esta situacio´n puede ser
imprescindible para permitir el ca´lculo en tiempo real con la
capacidad de procesamiento comu´nmente disponible a bordo y
con el robot movie´ndose a media/alta velocidad.
Para obtener un algoritmo ma´s ra´pido, se modiﬁca el modo
como se obtienen las estimas del vector de ﬂujo o´ptico corres-
pondientes a las sub-regiones, en la primera etapa del algorit-
mo AMQF. En lugar de tomar las derivadas de la imagen en
Tabla 3: Estima o´ptima correspondiente a los datos en la Tabla 2.
Valor Varianza
0.1163 0.1801
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Tabla 4: Esfuerzo de co´mputo para los algoritmos analizados, para regiones de
20x20 pixeles y sub-regiones de 5x5 pixeles.
Algoritmos
Ca´lculo Lukas and Kanade (1981) AMCF AMCFM
Ix 400 400 32
Iy 400 400 32
It 400 400 32
Ec. 5 1 16 16
Ec. 6 1 16 16
Ec. 4 400 400 32
Ec. 7 0 1 1
Ec. 8 0 1 1
Ec. 9 0 1 1
todos los N1xN1 pixeles de cada sub-regio´n, solamente dos de
ellos son elegidos (el nu´mero mı´nimo de pixeles necesarios pa-
ra obtener uˆ y vˆ), similar a lo que se hace en (Caldeira et al.,
2007). De este modo, en vez de calcular las derivadas de la
imagen en todos los NxN pixeles pertenecientes a cada regio´n,
se las calculan solamente en (NxN)/(N1xN1) pixeles. Detalles
del esfuerzo de co´mputo correspondiente a dicho algoritmo se
muestran en la Tabla 1, en la columna del extremo derecho. El
resultado de dicha estrategia es que cada una de las estimas ini-
ciales del vector de ﬂujo o´ptico sera´ menos precisa debido al
bajo nu´mero de observaciones, pero habra´ una reduccio´n sig-
niﬁcativa en el tiempo de ca´lculo. Por lo tanto, este algoritmo,
a continuacio´n denominado algoritmo de mı´nimos cuadrados
con fusio´n modiﬁcado (AMCFM), representa una solucio´n de
compromiso, requiriendo menos esfuerzo computacional para
generar estimas iniciales menos precisas para cada vector de
ﬂujo o´ptico. Sin embargo este algoritmo es muy atractivo para
aplicaciones que no requieren elevada precisio´n en la estima de
los vectores de ﬂujo o´ptico.
Como ejemplo, a partir de la Tabla 1 se puede comparar el
esfuerzo de co´mputo correspondiente a los algoritmos AMCF,
AMCFM y el algoritmo de Lukas and Kanade (1981) cuando
las regiones son de 20x20 pixeles y las sub-regiones son de 5x5
pixeles, lo que resulta en los datos presentados en la Tabla 4,
de la cual se puede notar la reduccio´n del esfuerzo de co´mputo
cuando se adopta el algoritmo AMCFM.
Como se ha visto, este artı´culo propone dos versiones modi-
ﬁcadas del algoritmo cla´sico de mı´nimos cuadrados (Lukas and
Kanade, 1981), una que estima de forma ma´s precisa los vecto-
res ﬂujo o´ptico y requiere ma´s esfuerzo de co´mputo (AMCF), y
otra que estima de forma ma´s grosera los vectores de ﬂujo o´pti-
co, pero con menos esfuerzo de co´mputo (AMCFM). El usuario
puede, entonces, elegir la versio´n ma´s adecuada para su aplica-
cio´n.
5. Validacio´n de los Algoritmos Propuestos
A ﬁnes de probar el buen desempen˜o del algoritmo de mı´ni-
mos cuadrados con fusio´n, se utilizaron los dos primeros cua-
dros de la secuencia de vı´deo SRI Trees (el primero de ellos
esta´ en la Figura 2) para calcular los vectores de ﬂujo o´ptico
Figura 2: Primero cuadro de imagen de la secuencia de video SRI Trees, con los
vectores de ﬂujo o´ptico correspondientes.















Método clásico (Lucas and Kanade, 1981)
Figura 3: Varianzas asociadas a los vectores de ﬂujo o´ptico estimados uti-
liza´ndose el algoritmo de mı´nimos cuadrados cla´sico (Lukas and Kanade, 1981)
y el algoritmo de mı´nimos cuadrados con fusio´n (AMCF), considerando regio-
nes de 20x20 pixeles de la Figura 2.
correspondientes a regiones de 20x20 pixeles. La Figura 3 pre-
senta una gra´ﬁca conteniendo las varianzas correspondientes a
los vectores de ﬂujo o´ptico estimados en las regiones de la Figu-
ra 2 cuando se utiliza el algoritmo cla´sico de Lukas and Kanade
(1981) y el de mı´nimos cuadrados con fusio´n. Como se pue-
de observar, las estimas obtenidas con el algoritmo de mı´nimos
cuadrados con fusio´n aquı´ propuesto son notablemente ma´s pre-
cisas.
A continuacio´n, para comparar la precisio´n de los vecto-
res de ﬂujo o´ptico estimados con los dos algoritmos propuestos
(AMCF y AMCFM), la Figura 4 presenta las varianzas obteni-
das cuando se utilizan dichos algoritmos para calcular los vec-
tores de ﬂujo o´ptico correspondientes al mismo ejemplo. En
dicha ﬁgura se puede percibir claramente que las varianzas co-
rrespondientes al algoritmo AMCF son ma´s pequen˜as, aunque
el algoritmo AMCFM tambie´n genera estimas con varianza ba-
ja, para algunas regiones.
Tambie´n en referencia al desempen˜o de los algoritmos AMCF
y AMCFM, se realizaron las mismas pruebas utilizando otras
tres secuencias de video esta´ndar en la literatura de ﬂujo o´pti-
co, la Rubik Cube, la NASA y la Hamburg Taxi, y los resultados
son similares a los que se han presentado en esta seccio´n.
Finalmente se debe destacar que el taman˜o elegido para ca-
da regio´n analizada en cada cuadro de imagen en los ejemplos
mostrados, es decir, 20x20 pixeles, no es rı´gido, pudie´ndose
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Algoritmo AMCF (primera propuesta)
Algoritmo AMCFM (segunda propuesta)
Figura 4: Varianzas asociadas a los vectores de ﬂujo o´ptico obtenidos con el
algoritmo AMCF y con el algoritmo AMCFM, para el mismo ejemplo de la
Figura 3.
elegir otros taman˜os para dichas regiones (teniendo en cuenta
las caracterı´sticas especı´ﬁcas de la aplicacio´n). Sin embargo,
cuanto menor la regio´n menos estimas iniciales estara´n dispo-
nibles para generar la estima o´ptima. Por ejemplo, si se selec-
cionaron regiones con 9x9 pixeles, con sub-regiones de 3x3 pi-
xeles, se tendra´n disponibles 9 estimas iniciales para generar la
estima o´ptima para cada vector de ﬂujo o´ptico. En este caso, el
nu´mero de pixeles en el ca´lculo de las derivadas de la imagen
serı´a 81 por cada regio´n, si se utiliza el algoritmo AMCF, o 18
por cada regio´n, si se utiliza el algoritmo AMCFM. En otras
palabras, el esfuerzo de co´mputo es menor cuando se deﬁnen
regiones (y sub-regiones) con menos pixeles, pero el nu´mero
de las estimas iniciales del vector de ﬂujo o´ptico disponibles
para el paso de fusio´n es menor. Otra caracterı´stica importan-
te es que el ca´lculo de las derivadas de la imagen se hace de
la forma menos compleja propuesta en la literatura (Horn and
Shunck, 1981; Caldeira et al., 2007).
6. Aplicacio´n de los Algoritmos Propuestos en la Navega-
cio´n de Robots Mo´viles
En esta seccio´n son comentadas algunas posibles aplicacio-
nes del algoritmo AMCFM en la navegacio´n de robots mo´viles.
Dichas aplicaciones no son analizadas en detalles, lo que esca-
pa al objetivo del trabajo, pero sı´ comentadas brevemente, con
el ﬁn de sugerir posibles continuaciones de este trabajo.
La primera de estas aplicaciones es una modiﬁcacio´n de la
estrategia propuesta en (de Micheli and Verri, 1993), para recu-
perar el movimiento de rotacio´n del robot mo´vil durante su na-
vegacio´n, ası´ como el tiempo al choque con un obsta´culo (Cal-
deira et al., 2007), con base en ﬂujo o´ptico de una dimensio´n
(en este caso, la componente horizontal y la componente ver-
tical del vector de ﬂujo o´ptico, respectivamente, calculadas en
una lı´nea vertical pasando por el centro de la imagen y en una
lı´nea horizontal cuya ordenada es ﬁja y distinta de cero, res-
pectivamente, teniendo en cuenta el plano de la imagen). Con
este ﬁn, se considera que el robot mo´vil esta´ movie´ndose en un
plano horizontal, con rotacio´n so´lo alrededor del eje Z y trasla-
ciones so´lo en los ejes X e Y. En este caso, como en (de Micheli
and Verri, 1993), los errores Δu y Δv en el ca´lculo de los com-
ponentes horizontal y vertical, respectivamente, del vector de
ﬂujo o´ptico esta´n relacionados con el error ΔΩ en la velocidad










donde f es la longitud focal de la ca´mara utilizada. Por lo tanto,
el error sera´ mı´nimo en los puntos donde x = 0, es decir, los
puntos que esta´n en la lı´nea vertical lv a trave´s del centro de
proyeccio´n (centro o´ptico), que en este caso es el centro de la






donde se percibe que u es constante sobre lv. Por lo tanto, uti-
liza´ndose (11) se puede recuperar la velocidad angular del robot
mo´vil. Para esto, se computan diversas estimas de la componen-






toma´ndose uˆ como el resultado de la estima o´ptima obtenida a
partir de todos los valores de u tomados en lv. En otras pala-
bras, se puede estimar uˆ utiliza´ndose el algoritmo de mı´nimos
cuadrados con fusio´n, o bien su versio´n modiﬁcada, aquı´ pro-
puestos, utilizando, por ejemplo, sub-regiones de 5x1 pixeles a
lo largo de lv. Tenga en cuenta que se trata de una metodologı´a
diferente a la propuesta por de Micheli and Verri (1993), que
considera el promedio de los valores de u tomados a lo largo de
lv. Es importante destacar, entonces, que esta propuesta genera
un valor de Ω ma´s preciso, ya que la estima o´ptima de uˆ es ma´s
precisa que la media.
Como ejemplo de esta aplicacio´n, la Figura 5 muestra los
valores de la velocidad angular que se recupero´ por medio de
la estrategia mencionada, teniendo en cuenta una situacio´n en
la que se dispara un robot mo´vil (el Pioneer 3-DX, de Mobile
Robotics, Inc.) con una velocidad lineal nula y una velocidad
angular constante de 10◦/s. Durante este movimiento una se-
cuencia de ima´genes fue capturada, y para cada par de ima´ge-
nes consecutivas se estima la componente horizontal del ﬂujo
o´ptico, teniendo en cuenta la lı´nea lv, donde el ﬂujo o´ptico es
constante, dividie´ndola en sub-regiones de 5x1 pixeles y utili-
zando el algoritmo de mı´nimos cuadrados con fusio´n, para de-
terminar diferentes estimas de u. A partir de estos valores de u
se genera la estimacio´n uˆ como se propone en la seccio´n 3. Las
velocidades angulares estimadas a trave´s de la ecuacio´n (12) se
muestran en la Figura 5. En la misma ﬁgura tambie´n se mues-
tran los valores de velocidad angular obtenidos a partir de la
odometrı´a del robot, para comparacio´n. Como puede verse, los
valores de la velocidad angular obtenidos por el me´todo pro-
puesto aquı´ son muy pro´ximos a los obtenidos por odometrı´a,
y esta´n muy cerca de la velocidad angular nominal del vehı´cu-
lo, conﬁrmando la validez de la metodologı´a aquı´ sugerida para
recuperar la rotacio´n del robot.
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Figura 5: Velocidad angular del robot obtenida a trave´s del uso de su odometrı´a
y de la metodologı´a aquı´ propuesta, basada en el ca´lculo del ﬂujo o´ptico.
Tenie´ndose el valor de la velocidad angular, tambie´n se pue-
de recuperar el valor 1
τ
, que caracteriza la estructura de la esce-
na (τ es conocido como el tiempo al choque, y corresponde al
tiempo para que el centro de proyeccio´n de la ca´mara a bor-
do del robot alcance el foco de expansio´n del campo de ﬂujo
o´ptico (de Micheli and Verri, 1993; Caldeira et al., 2007), man-
tenie´ndose su velocidad lineal actual). Por deﬁnicio´n, el foco
de expansio´n del campo de ﬂujo o´ptico es el punto donde todos
los vectores de ﬂujo o´ptico salen, cuando la ca´mara se mueve
en la direccio´n de un objeto dado, que en el caso de navegacio´n
robo´tica seria un obsta´culo. De acuerdo con de Micheli and Ve-
rri (1993), una vez recuperada la velocidad angular Ω se puede









De este modo se puede calcular el tiempo al choque a partir
de la componente vertical del ﬂujo o´ptico computada a lo largo
de una lı´nea horizontal lh, deﬁnida por un valor y constante no
nulo, tan grande como sea posible. Te´ngase en cuenta que el
valor τ debe ser constante para dos cuadros de imagen. Para
esto, como el valor x varia a lo largo de lh, es necesario eliminar
el efecto de Ω, lo que equivale a decir que el robot debe tener
un movimiento solo de traslacio´n, a ﬁn de lograr obtener una
buena estima del tiempo al choque (Caldeira et al., 2007).
Una forma de hacer esto es restar el valor de Ω, estimado
como se ha sugerido antes, de las componentes horizontales de
todos los vectores de ﬂujo o´ptico correspondientes a un cuadro
dado de imagen. Haciendo esto, el nuevo campo de ﬂujo o´pti-
co correspondera´ solamente a la traslacio´n del robot mo´vil, y a
partir de e´l se podra´ determinar el tiempo a choque utiliza´ndose
la ecuacio´n (12), ahora con Ω = 0. Las Figuras 6(a) y 6(b)
ilustran esta idea: en la Figura 6(a) se tiene el campo de ﬂu-
jo o´ptico correspondiente al movimiento de rotacio´n an˜adido
al movimiento de traslacio´n, mientras que en la Figura 6(b) se
tiene el campo de ﬂujo o´ptico corregido restando la rotacio´n Ω
de la componente horizontal de cada vector de ﬂujo o´ptico. Co-
mo se puede percibir en dicha ﬁgura, el nuevo campo de ﬂujo
o´ptico obtenido tiene un foco de expansio´n muy bien deﬁni-
do, coincidente con el objeto observado por la ca´mara, lo que
permite caracterizar muy bien el tiempo al choque.
Otra posible aplicacio´n de los algoritmos aquı´ propuestos
para ca´lculo del ﬂujo o´ptico serı´a una situacio´n en que un vehı´cu-
lo ae´reo cargando una ca´mara tiene que seguir a otro vehı´culo
en tierra. En este caso, conocidas las caracterı´sticas del vehı´cu-
lo a ser seguido, por ejemplo el color, se puede segmentar de las
ima´genes que lo contienen, eligiendo ası´ la regio´n de la imagen
que corresponde al mismo. Entonces se deﬁne una regio´n del
plano de la imagen que se mueve con velocidad constante, es
decir, que corresponde al vehı´culo que se desea seguir, y ası´ se
caracteriza un solo vector de ﬂujo o´ptico asociado al movimien-
to del vehı´culo con respecto al observador (ca´mara a bordo del
vehı´culo ae´reo). Luego se puede deﬁnir sub-regiones pertene-
cientes a la regio´n que corresponde al vehı´culo a ser seguido, y
aplicar los algoritmos aquı´ propuestos para determinar el ﬂujo
o´ptico y la velocidad relativa vehı´culo-ca´mara.
Finalmente, otra posibilidad de utilizacio´n de los algorit-
mos aquı´ propuestos serı´a la situacio´n de control servo-visual
en que un robot mo´vil con una ca´mara a bordo tiene que na-
vegar por un pasillo. Por seguridad, es adecuado que el robot
se mantenga al medio del pasillo si no hay obsta´culos. En este
caso, se deﬁnen dos regiones de intere´s, que son dos regiones
sime´tricas deﬁnidas en las laterales del pasillo, en las cuales se
deﬁne un solo componente horizontal del vector de ﬂujo o´pti-
co. De esta forma, un controlador basado en la disparidad entre
las dos componentes horizontales ası´ deﬁnidas controla la ro-
tacio´n del robot mo´vil, de manera de hacer cero la disparidad
entre los valores absolutos de las componentes horizontales de
los dos vectores de ﬂujo o´ptico, lo que correspondera´ al robot
mo´vil navegando por el medio del pasillo. Tenie´ndose en cuenta
que las componentes horizontales de los vectores de ﬂujo o´ptico
en cada una de dichas regiones son constantes, los algoritmos
aquı´ propuestos pueden ser aplicados al problema. De este mo-
do se calcula solo la componente horizontal correspondiente al
ﬂujo o´ptico utilizando uno de los algoritmos aquı´ propuestos, y
considerando cada una de las regiones de intere´s en cada cuadro
de imagen.
(a) Campo de ﬂujo o´ptico para ro-
tacio´n combinada con traslacio´n.
(b) Campo de ﬂujo o´ptico despue´s
de compensada la rotacio´n.
Figura 6: Compensacio´n del movimiento de rotacio´n incluido en el campo de
ﬂujo o´ptico, para deﬁnicio´n del foco de expansio´n.
7. Conclusiones
Este trabajo explora el uso del paradigma de la fusio´n de
datos, con base en la estimacio´n o´ptima en el sentido de mı´ni-
mos cuadrados, para obtener una mejor estima del vector de
ﬂujo o´ptico correspondiente a una regio´n de un cuadro de ima-
gen. Teniendo en cuenta un algoritmo de mı´nimos cuadrados
cla´sico en la literatura, se propone un nuevo algoritmo para el
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ca´lculo de los vectores de ﬂujo o´ptico y se consideran dos im-
plementaciones de este algoritmo. La primera implementacio´n
corresponde simplemente a an˜adir el paso de estima o´ptima,
lo que resulta en una alta precisio´n de la estimacio´n y en el
crecimiento del tiempo de co´mputo. La segunda implementa-
cio´n corresponde a agregar el paso de estima o´ptima despue´s
de reducir el nu´mero de pixeles utilizados para obtener las esti-
mas iniciales. Este algoritmo genera estimas menos precisas de
los vectores de ﬂujo o´ptico, debido a que las estimas iniciales
son menos ﬁables, pero permite una reduccio´n signiﬁcativa del
tiempo de ca´lculo. En aplicaciones donde se puede prescindir
de los ca´lculos de alta precisio´n de los vectores de ﬂujo o´ptico,
tales como navegacio´n de robots mo´viles, el menor esfuerzo
computacional hace que este segundo algoritmo se torne atrac-
tivo, mientras que el primero es interesante para aplicaciones
donde una alta precisio´n de la estima es fundamental.
Despue´s de validar los algoritmos propuestos a trave´s de
ejemplos y ana´lisis teo´rico, el artı´culo tambie´n sugiere situa-
ciones en el contexto de navegacio´n de robots mo´viles en que
es factible su aplicacio´n.
Por lo tanto, como lo demuestra el ana´lisis teo´rico y los re-
sultados experimentales, los algoritmos propuestos son viables,
y su uso en aplicaciones tales como navegacio´n de robots mo´vi-
les es muy atractivo, sobre todo cuando se elige el segundo al-
goritmo, el ma´s ra´pido en su ca´lculo.
English Summary
Adding a Data Fusion Step to the Least-Mean-Square-
Error Algorithm to Improve Optical Flow Field Estimation
Abstract
A new approach for optical ﬂow estimation is here addres-
sed, in which some least-mean-square-error estimates of an op-
tical ﬂow vector are fused to generate a more accurate estimate
of such vector. How to get the initial least-mean-square-error
estimates is also discussed, looking for a faster algorithm. Re-
sults of using the proposed method to estimate the optical ﬂow
vectors for two frames of the well known SRI Trees video se-
quence are presented and discussed. Finally, some situations in
the context of mobile robot navigation, in which the algorithms
proposed here could be applied, are mentioned, to highlight the
applicability of the results of this research.
Keywords:
Optical ﬂow, Data fusion, Optimal estimation, Least-squares
estimation, Autonomous mobile robots.
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