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Abstract
We study multi-field Dirac-Born-Infeld (DBI) inflation models, taking into
account the NS-NS and R-R bulk fields present in generic flux compactifica-
tions. We compute the second-order action, which governs the behaviour of
linear cosmological perturbations, as well as the third-order action, which
can be used to calculate non-Gaussianities in these models. Remarkably, for
scalar-type perturbations, we show that the contributions due to the various
form fields exactly cancel in both the second- and third-order actions. Pri-
mordial perturbations and their non-Gaussianities are therefore unaffected by
the presence of form fields and our previous results are unmodified. We also
study vector-type perturbations associated with the U(1) gauge field confined
on the D3-brane, and discuss whether their quantum fluctuations can be am-
plified. Finally, we revisit the gravitational wave constraints on DBI inflation
and show that an ultra-violet DBI multi-field scenario is still compatible with
data, in contrast with the single field case, provided there is a transfer from
entropy into adiabatic perturbations.
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1 Introduction
Although inflation is today the main mechanism with which to describe the very
early universe, the nature of the field or fields responsible for inflation still remains
an open question. In particular, inflation model building in the context of string
theory has proved rather challenging (for recent reviews, see e.g. [1, 2, 3, 4, 5]),
one of the reasons being that inflation usually requires an extremely flat potential.
An interesting way to bypass this problem1 is to resort to non-standard kinetic
terms e.g. [8, 9], and these arise naturally in inflation associated with the motion of
a D-brane in a higher-dimensional spacetime. Indeed, the Dirac-Born-Infeld (DBI)
action, which is a part of the full D-brane action, contains non-standard kinetic terms
of a specific form. In the context of warped geometries with moving D3-branes, they
can lead to a phase of inflation, dubbed DBI-inflation [10, 11, 12, 13].
In DBI-inflation, the coordinates of the brane in the higher-dimensional space-
time give rise to scalar fields from the effective four-dimensional point of view. Al-
though initial works studied the motion of the brane along a single direction (namely
the radial direction in the context of warped conical compactifications), it is inter-
esting to consider the more general motion of the brane in all compact dimensions
(namely the angular directions also). This effectively leads to multiple field infla-
tionary scenarios.
DBI inflation, and more generally inflation with non standard kinetic terms,
can lead to significant non-Gaussianity which could potentially be observable in the
future measurements of the CMB by the Planck satellite. The cosmological pertur-
bations generated in such scenarios have been investigated in single-field inflation
(see e.g. [14, 15] for a general analysis), and in multi-field inflation [16, 17, 18, 19].
In the latter case, entropy modes can be generated during inflation, in addition to
the usual adiabatic modes, and these entropy modes can affect the final curvature
perturbation if there is a transfer from entropy modes into adiabatic modes. As we
also showed in the context of multi-field DBI inflation, this transfer also affects the
amplitude of non-Gaussianities, although the shape is the same as in the single-field
case (assuming a small sound speed).
In our previous works on multi-field DBI-inflation [17, 18], we ignored the pres-
ence of NS-NS and R-R form fields in the bulk, as well as the U(1) gauge field
confined on the brane: these fields, however, are generically present in typical bulk
solutions, for example the Klebanov-Strassler solution [20, 21], and they contribute
to the D3-brane action through both the DBI and Wess-Zumino terms. One of the
goals of this paper is thus to investigate the consequences of the bulk form fields on
scalar-type cosmological perturbations, both at linear and non-linear order. We find
that for the second-order and third-order actions involving scalar perturbations, the
terms arising from the coupling between the bulk forms and the brane position scalar
fields are exactly compensated by the terms due to the fluctuations of the U(1) gauge
field confined on the brane. This implies that our previous results for the primordial
spectra and the non-Gaussianities remain unchanged in this more general context.
We also study the two vector degrees of freedom associated with the U(1) gauge
field on the brane and investigate in which case their quantum fluctuations can be
1Recently, the slow down of scalar fields by particle production was also revived in [6, 7].
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amplified during inflation.
Finally, we consider the observational constraints on DBI-inflation models, based
on a combination of their predictions for the scalar spectral index, non-Gaussianities
and gravitational waves. By confronting an upper bound on the amount of gravi-
tational waves [22] (typically negligible in the original models of DBI inflation [23])
with a lower bound related to the deviation of the scalar spectrum from scale-
invariance [24], it has been argued that most models of single-field ultra-violet DBI
inflation are ruled out. In the multi-field case, however, the second constraint can
be relaxed when there is a transfer from entropy into adiabatic modes meaning that
these models are not excluded.
The plan of the present paper is the following. In the next section we derive
the effective multifield DBI action, paying particular attention to the various bulk
form fields. In Sec. 3 we focus on the homogeneous background evolution. The
second-order action is calculated in Sec. 4, and in Sec. 5 we focus on linear scalar
perturbations, comparing our results to those of [18]. In Sec. 6 we concentrate on the
vector perturbations associated with the abelian gauge field confined on the brane.
Sec. 7 is devoted to the predictions for non-Gaussianity, based on the third-order
action. In Sec. 8, we revisit arguments which disfavour single field ultra-violet DBI
inflation, and show how a multi-field scenario can overcome those difficulties. We
draw our conclusions in Sec. 9.
2 The effective multi-field DBI action
In this section we derive the four-dimensional effective action associated with the
motion of a probe D3-brane moving through a compact space with coordinates
yK (K = 1, . . . , 6). The non-compact space-time coordinates are denoted by xµ
(µ = 0, 1, 2, 3).
Although we do not use any specific geometry and remain as general as possible,
we have in mind warped flux compactifications in type IIB string theory [25] and
consider a ten-dimensional metric of the general form
ds2 = h−1/2(yK) gµν(x
λ) dxµdxν + h1/2(yK) g˜IJ(y
K) dyIdyJ
≡ γAB dY AdY B . (1)
Here Y A =
{
xµ, yI
}
, and the warp factor h and metric g˜IJ depend only on the
compact coordinates yK. In a general flux compactification, the dilaton Φ may be
non trivial and all fluxes may be turned on: the R-R forms Fn+1 = dCn for n = 0, 2, 4
(and their duals), as well as the NS-NS flux H3 = dB2. In order to maintain four-
dimensional local Lorentz invariance, the three-fluxes F3 and H3 have only compact
components and the axion C0 and dilaton Φ are allowed to vary only along the
compact manifold. As a consequence, in the following, we choose a gauge in which
C2 and B2 have non-trivial components only along the compact directions, whereas
C4 has components only along the non-compact spacetime dimensions. Thus
BIJ 6= 0 BµI = Bµν = 0 , (2)
CIJ 6= 0 CµI = Cµν = 0 ,
Cµνρσ 6= 0 with all other components vanishing. (3)
3
The action for a single D3-brane, with tension T3, in this background is
Sbrane = SDBI + SWZ (4)
where the Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) actions are given by
[26, 27]
SDBI = −T3
∫
d4x e−Φ
√
− det
(
γˆµν + Bˆµν + 2πα′Fµν
)
(5)
SWZ = −T3
∫
brane
∑
n=0,2,4
Cˆn ∧ e(Bˆ2+2piα′F2)
∣∣∣
4−form
. (6)
Here and in the following, a hat denotes a pull-back onto the brane so that γˆµν , for
example, is the induced metric on the brane. In the Wess-Zumino term, one keeps
only the 4-forms resulting from the wedge product, and F2 is the field strength of
the worldvolume U(1) gauge field, i.e. Fµν ≡ ∂µAν − ∂νAµ. Note that it enters the
brane’s action only through the combination
Fµν = Bˆµν + 2πα′Fµν (7)
as is required from gauge invariance under the NS gauge transformation B2 →
B2 + dΣ1, 2πα
′F2 → 2πα′F2 − d̂Σ1 [28]. Thus only Fµν as a whole is the physical,
i.e. gauge-invariant, field strength on the brane. This implies, in particular, that
one cannot take into account the perturbations of Bˆµν without doing so for Fµν :
this point will have important consequences below. Finally, the brane embedding is
defined by the functions
Y A(b)(x
µ) = (xµ, ϕI(xµ)) (8)
where we have chosen the brane spacetime coordinates xµ to coincide with the first
four bulk coordinates.
It will be useful for the following discussion to consider the DBI and WZ actions
separately.
2.1 DBI action
Using (1) and (2), the metric and two-form induced on the brane are given by
γˆµν = γAB ∂µY
A
(b)∂νY
B
(b) = h
−1/2
(
gµν + hg˜IJ∂µϕ
I∂νϕ
J
)
(9)
Bˆµν = BAB ∂µY
A
(b)∂νY
B
(b) = BIJ ∂µϕ
I∂νϕ
J . (10)
Now let us use the following rescalings
φI =
√
T3 ϕ
I , GIJ = e
−Φ g˜IJ bIJ =
h1/2
T3
BIJ . (11)
Then on defining the functions
f(φK) ≡ eΦ h
T3
, λ(φK) = 2πα′h1/2 (12)
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which depend only on the scalar fields, we can rewrite the DBI action Eq. (5) as
SDBI =
∫
d4x
√−g
(
−1
f
√
D
)
, (13)
with the determinant
D ≡ det(δµν + f GIJ∂µφI∂νφJ + bIJ∂µφI∂νφJ + λF µν) , (14)
where the greek indices are raised and lowered with the ‘spacetime’ metric gµν . We
can rewrite this determinant in the form
D = det(I+ S+ B), (15)
where I is the four-dimensional identity matrix, and from Eq. (14) the matrices S
and B are defined through their components
Sµν = fGIJ∂
µφI∂νφ
J (Sµν = Sνµ) (16)
and
Bµν = bIJ∂µφI∂νφJ + λF µν =
λ
2πα′
gµλFλν (Bµν = −Bνµ) (17)
where Fµν was defined in Eq. (7).
Computing the determinant in Eq. (15) yields
D = DS − 1
2
Tr(B2) (1 + TrS) + Tr(SB2) (1 + TrS)− Tr(S2B2)
− 1
4
Tr(B2)[(TrS)2 − Tr(S2)]− 1
2
Tr(SBSB)
+
1
8
[(
Tr(B2))2 − 2Tr(B4)] (18)
where
DS ≡ 1 + TrS+ 1
2
[(TrS)2 − Tr(S2)] + S [αα SββSγ]γ + S [αα SββSγγSδ]δ . (19)
When S vanishes, D reduces to the determinant of standard Born-Infeld theory [29].
On the other hand, when the brane and bulk form fields are ignored, D reduces to
DS, which depends only on the scalar fields. As we showed in [17, 18], it can be
written in the form
DS = 1− 2fGIJXIJ + 4f 2X [II XJ ]J − 8f 3X [II XJJXK]K + 16f 4X [II XJJXKKXL]L , (20)
where we have defined
XIJ ≡ −1
2
∂µφI∂µφ
J , XJI = GIKX
KJ , (21)
and where the brackets denote antisymmetrisation of the field indices. Above and
in the following, field indices are raised and lowered with the field space metric GIJ
defined in (11).
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2.2 WZ action
Let us now turn to the Wess-Zumino part. The explicit expression given in Eq. (6)
is
SWZ = −T3
[∫
brane
Cˆ4 +
∫
brane
Cˆ2 ∧
(
Bˆ2 + 2πα
′F2
)
+
1
2
∫
brane
C0
(
Bˆ2 ∧ Bˆ2 + 4πα′Bˆ2 ∧ F2 + (2πα′)2F2 ∧ F2
)]
≡ S [4]WZ + S [2]WZ , (22)
where we have separated out the part (S
[4]
WZ) coming from the 4-form Cˆ4, and the
remainder (S
[2]
WZ) containing the 2-forms Cˆ2, Bˆ2 and F2. The 4-form Cˆ4 is given by
Cˆ4 = V ǫ4, (23)
where ǫ4 is the fully antisymmetric tensor associated with the four-dimensional met-
ric gµν (so that ǫ0123 =
√−g) and the coefficient V depends only on the compact
coordinates. Therefore the first term on the right hand side of Eq. (22) yields, in
the effective four-dimensional action, a potential term depending on the scalar fields
φI characterizing the brane position in the compact space:
S
[4]
WZ = −T3
∫
brane
Cˆ4 = −
∫
d4x
√−g T3V(φI) . (24)
There are five terms in S
[2]
WZ. The first, involving Cˆ2, is proportional to∫
brane
Cˆ2 ∧ Bˆ2 = −1
4
∫
d4x
√−g ǫµνρσCAB
∂Y A(b)
∂xµ
∂Y B(b)
∂xν
BCD
∂Y C(b)
∂xρ
∂Y D(b)
∂xσ
= − 1
4T 23
∫
d4x
√−g CIJBKL ǫµνρσ∂µφI∂νφJ∂ρφK∂σφL (25)
where we have used the brane embedding given in Eq. (8) as well as the fact that
Cˆ2 has only compact indices. The next term is proportional to∫
brane
Cˆ2 ∧ F2 = − 1
4T3
∫
d4x
√−g CIJ ǫµνρσ∂µφI∂νφJFρσ . (26)
We do not write explicitly the two following terms involving Bˆ2 ∧ Bˆ2 and Bˆ2 ∧ F2,
since they are analogous to (25) and (26), respectively. The final term, involving
C0, is given by∫
brane
C0 F2 ∧ F2 = −1
4
∫
d4x
√−g C0ǫµνρσFµνFρσ = −1
2
∫
d4x
√−g C0FµνF˜ µν ,
(27)
where we have introduced the dual of the field strength F˜ µν = 1
2
ǫµνρσFρσ. As is clear
from the last equality, we refer to C0 as the axion.
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2.3 Full action
In the rest of this paper, we thus work with the four-dimensional effective action
given by
S =
∫
d4x
√−g (4)R + Sbrane
=
∫
d4x
√−g
[
(4)R− 1
f(φI)
(
√
D − 1)− V
]
+ S
[2]
WZ, (28)
where we have set MP ≡ (8πG)−1/2 = 1, D is given explicitly in Eq. (18), and we
have defined the potential
V ≡ T3V + 1
f
(29)
so that in the small velocity limit for the scalar field, the action reduces to the usual
difference between the kinetic energy and potential energy. In the following we will
keep V general so that it can incorporate other terms coming, for example, from
moduli stabilization effects or interactions with other branes.
3 Background evolution
In this section, we assume the spacetime to be homogeneous and isotropic, and de-
scribed by a spatially flat FLRW (Friedmann-Lemaˆıtre-Robertson-Walker) geometry
with metric
gµν dx
µdxν = −dt2 + a(t)2dx2 , (30)
where t is cosmic time.
Since there is no prefered spatial direction, the scalar fields can be only time-
dependent, φI = φ¯I(t), and the field strength on the brane must vanish, Fµν = 0.
This implies that the tensor Bµν , defined in Eq. (17), vanishes (since bIJ ˙¯φI ˙¯φJ = 0 by
antisymmetry of bIJ) and that the only non-zero component of the matrix S is S
0
0.
As a result, there are only two non-zero terms in the determinant D of Eq. (14),
and they are the first two terms of DS. Thus the DBI action in (28) reduces to the
simple form
SDBI = −
∫
d4x
√−g 1
f(φ¯I)
√
1− f GIJ ˙¯φI ˙¯φJ (31)
where a dot denotes a derivative with respect to t. Consider now the WZ terms
given in Eq. (22). All terms involving Fµν are automatically zero. Morever, the
terms with Cˆ2∧ Bˆ2 and Bˆ2∧ Bˆ2 also vanish, by antisymmetry (see Eq. (25)). Hence
S
[2]
WZ vanishes on the background. Thus, to summarize, the background dynamics is
described by the four-dimensional action
S0 =
∫
d4x
√−g
[
(4)R− 1
f(φ¯I)
(√
1− f GIJ ˙¯φI ˙¯φJ − 1
)
− V (φ¯I)
]
(32)
which is independent of the bulk form fields. Let us now define
σ˙ ≡
√
GIJ
˙¯φI ˙¯φJ (33)
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(note that σ˙ is not the time derivative of any field in general but merely a notational
convenience) as well as
cs ≡
√
1− fσ˙2, (34)
which will later be interpreted as the propagation speed of the perturbations, i.e. as
an effective sound speed. Then the background equations of motion are
H2 =
1
3
(
V +
1− cs
fcs
)
(35)
H˙ = − σ˙
2
2cs
(36)
¨¯φI + ΓIJK
˙¯φJ ˙¯φK +
(
3H − c˙s
cs
)
˙¯φI + csG
IJ
(
V,J − f,J
f 2
(cs − 1)2
2cs
)
= 0 (37)
where ΓIJK is the Christoffel symbol constructed from the field space metric GIJ .
4 Dynamics of linear perturbations
We now study linear perturbations. Their dynamics is described by the action
quadratic in the perturbations, obtained by expanding Eq. (28) to second order
about the homogeneous and isotropic background described in the previous section.
In addition to the scalar fields describing the brane position in the compact
dimensions, our dynamical system contains general relativity as well as a non-linear
U(1) gauge theory. As a consequence, the linear dynamics is described by the
perturbations of the scalar fields φI , of the metric gµν and of the gauge field Aµ,
which are all coupled. The perturbations can be decomposed into scalar, vector
and tensor modes, following the standard terminology in cosmological perturbation
theory. These three sectors are completely decoupled at the linearized level and
we will not consider tensor perturbations, i.e. gravitational waves, as they obey the
usual equations.
It is convenient to work in the Arnowitt-Deser-Misner (ADM) formalism, in
which the metric is written in the form
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt) . (38)
The gauge invariance of general relativity under spacetime diffeomorphisms man-
ifests itself in the fact that the lapse function N and the shift vector N i are not
dynamical degrees of freedom (they appear without time derivatives in the action).
The variation of this action with respect to the lapse and shift, yields, respectively,
the energy constraint and the momentum constraint. Similarly, we write the four-
dimensional vector potential Aµ in ‘3+1’ form
Aµ ≡ (A0, Ai) (39)
where, since Aµ vanishes on the background (up to gauge transformations), A0 and
Ai are perturbations. On imposing the Coulomb gauge ∂
iAi = 0, it follows that Ai
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is transverse and contains only two vector-like modes. The scalar time component
A0 is not dynamical and the variation of the action with respect to it leads to a
third constraint.
In the following, we work in the flat gauge
hij = a
2(t)δij , (40)
where we denote the scalar field perturbations as QI :
φI = φ¯I +QI . (41)
We also decompose the lapse and shift into scalar and vector perturbations
N = 1 + δN, Ni = ψ,i + N¯i, ∂
iN¯i = 0 . (42)
We now expand the full action up to second order in the scalar perturbations
δN, ψ,A0 and Q
I and vector perturbations N¯i, Ai. On using the scalar components
of the energy, momentum and gauge field constraints, we can express δN , ψ and A0
in terms of the scalar field perturbations QI , which represent the true scalar degrees
of freedom. Similarly, the vector-like part of the shift N¯i will be determined in terms
of Ai, via the momentum constraint equations, so that the true vector degrees of
freedom will be the two polarizations of the brane gauge field.
4.1 DBI determinant
As an intermediate step in the calculation of the second-order action, it is neces-
sary to expand, up to second order, the determinant which appears in the DBI
Lagrangian. One can either use Eq. (18) or more directly work with the DBI deter-
minant of the form given in Eq. (5):
SDBI = −T3
∫
d4x e−Φ
√
− det (γˆµν + Fµν)
= −T3
∫
d4x e−Φ
√
−γˆ
√
det (δµν + γˆµλFλν) . (43)
Expanding to second order yields
SDBI (2) = −T3
∫
d4x
(
δ(2)
(
e−Φ
√
−γˆ
)
+ e−Φ¯
√−γ 1
4
FµνγµαγνβFαβ
)
(44)
where γµν is the background induced metric
γµνdx
µdxν =
eΦ/2√
fT3
(−c2sdt2 + a2(t)d~x2) . (45)
(From now on we drop bars on background quantities when there is no ambiguity).
The perturbations of γµν are not relevant here since F is already first order. We
have already computed the first term of Eq. (44) in [17] and thus concentrate on the
second term which, modulo the coupling to the dilaton, is very similar to the usual
electromagnetic action, though now the generalized field strength Fµν couples to the
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induced metric γµν rather than gµν (this can be seen as a specific manifestation of
the so-called open string metric [30]).
The non vanishing components of F , at linear order, are given by
(1)F0i = 2πα′
[
1
λ
bIJ φ˙
I∂iQ
J + F0i
]
= 2πα′
[
−1
λ
∂iΛ + A˙i
]
(1)Fij = 2πα′Fij = 2πα′ (∂iAj − ∂jAi) , (46)
where all scalar modes appear in the combination
Λ ≡ −bIJ φ˙IQJ + λA0. (47)
On substituting the induced metric (45) and the components (46) into the second-
order action (44), one finds that the scalar contribution is given by
SDBI(2)scalar ⊇
1
2
∫
dt d3x
a
fcs
(∂Λ)2. (48)
and the vector contribution by
SDBI(2)vector =
T3(2πα
′)2
2
∫
dt d3x
[
e−Φ
a3
cs
(
1
a2
A˙iA˙i +
c2s
a4
Ai∆Ai
)]
. (49)
Here and in the following, we use the convention that repeated (lower) spatial indices
are summed over: for example, Ai∆Ai ≡
∑
iAi∆Ai.
4.2 WZ terms
We now examine the contribution of the WZ terms to the second-order action. To
lowest order in perturbations, the term
∫
Cˆ2 ∧ Bˆ2 given in Eq. (25) is third order
(since the partial derivatives ∂µφ
I are first-order except for µ = 0). Hence this term
does not contribute to the second order action. The same conclusion applies to the
term
∫
C0Bˆ2 ∧ Bˆ2. The term
∫
Cˆ2 ∧ F2 given in Eq. (26) yields, to second-order,∫
Cˆ2 ∧ F2 ∝
∫
d4x a3CIJ φ˙
Iǫijk∂iQ
JFjk =
∫
d4x ∂i
(
a3CIJ φ˙
IǫijkQJFjk
)
= 0 (50)
up to total spatial derivative (our sign convention is ǫijk = − ǫ0ijk). A similar result
holds for the term
∫
C0Bˆ2 ∧ F2. Finally, we must consider (see Eq. (27))∫
C0F2 ∧ F2 = −1
2
∫
d4x
√−g C0FµνF˜ µν = −1
2
∫
d4x
√−g C0ǫµνρσ∂µ (FνρAσ)
≈
∫
d4x a3C˙0ǫ
ijk(∂iAj)Ak (51)
where the last equality is obtained by integrating by parts and restricting to second
order. In conclusion, the contribution to the second-order action coming from the
WZ terms contains only vector perturbations and reads
SWZ(2)vector = −
T3(2πα
′)2
2
∫
dt d3x a3C˙0 ǫ
ijk(∂iAj)Ak . (52)
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5 Linear scalar perturbations
As discussed above, the new terms in the second order scalar action come only from
the DBI determinant and depend on A0 through (∂Λ)
2. Thus, if we now vary the
action with respect to A0, we simply obtain the constraint ∂
2Λ = 0 or
Λ = 0 ⇐⇒ A0 = 1
λ
bIJ φ˙
IQJ . (53)
(Note that A0 vanishes in the case of a single field but is non-zero in general.) Thus
the contribution scalar second-order action Eq. (48) vanishes.
As a consequence, the energy and momentum constraints are exactly the same
as those of [17], and the linear expressions for δN and ψ are
δN =
1
2Hcs
φ˙IQ
I , (54)
ψ = − a
2
2H
∂−2
[
1
c3s
φ˙I
(
Q˙I + ΓIJKφ˙
JQK
)
+ V,IQ
I +
(1− cs)(1 + cs − 2c2s)
2f 2c3s
f,IQ
I
+
(
3H2 − σ˙
2
2c3s
)
φ˙IQ
I
Hcs
]
, (55)
(as well as N¯i = 0). Hence on substituting Eq. (53) as well as Eqs. (54)-(55) back in
the scalar second-order action, all new terms arising from the bulk forms vanish, and
one obtains exactly the same second-order action as in our previous works [17, 18].
Let us summarize those results, which will be useful in Sec. 8. First define the
unit vector (with respect to the metric GIJ) tangent to the background trajectory
in field space
eI ≡ φ˙
I
σ˙
(56)
where σ˙ was defined in Eq. (33), and
G˜IJ =
1
c2s
eIeJ + (GIJ − eIeJ) . (57)
The second-order action for the scalar perturbations QI then takes the form [17]
S(2)scalar =
1
2
∫
dt d3x a3
[
1
cs
(
G˜IJDtQIDtQJ − c2sG˜IJhij∂iQI∂jQJ
)
− M˜IJQIQJ
+
f,J σ˙
2
c3s
φ˙IQ
JDtQI
]
, (58)
where we have introduced the time covariant derivative DtQI ≡ Q˙I + ΓIJKφ˙JQK
(and RIKLJ will denote the Riemann tensor associated to GIJ). The mass matrix
which appears above is
M˜IJ = DIDJV − (1− cs)
2
2cs
DIDJf
f 2
− (1− cs)
3(1 + 3cs)
4c3s
f,I f,J
f 3
+ 2H˙RIKLJeKeL
+
(1− c2s)2
2c4sf
2H
f,(I φ˙J) +
H˙
2H2c4s
(
1− c2s
)
φ˙I φ˙J − 1
a3
Dt
[
a3
2Hc4s
(
1 + c2s
)
φ˙I φ˙J
]
.(59)
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The fact that the time and spatial gradient terms in Eq. (58) are multiplied by the
same factor G˜IJ implies that all scalar perturbations propagate at the same speed,
namely the speed of sound cs.
We can gain a better intuition for the dynamics of perturbations described by
the action (58) by restricting our attention to a two-field system, I = 1, 2. Then
one can unambiguously decompose perturbations into (instantaneous) adiabatic and
entropic modes by projecting respectively, parallel and perpendicular to the back-
ground trajectory in field space. In other words, we introduce the basis {eσ, es}
where eIσ = e
I , and eIs is the entropy unit vector orthogonal to e
I
σ:
eIσ ≡ eI , GIJeIseJs = 1, GIJeIseJσ = 0. (60)
It is then convenient, after going to conformal time τ =
∫
dt/a(t), to work in terms
of the canonically normalized fields given by
vσ =
a
c
3/2
s
eσIQ
I , vs =
a√
cs
esIQ
I . (61)
In particular, in terms of these the scalar action Eq. (58) simplifies remarkably
[16, 17] to
S(2)scalar =
1
2
∫
dτ d3x
[
v′ 2σ + v
′ 2
s − 2ξv′σvs − c2s
[
(∂vσ)
2 + (∂vs)
2
]
+
z′′
z
v2σ
+
(
z′′s
zs
− a2µ2s
)
v2s + 2
z′
z
ξvσvs
]
(62)
where a prime denotes a derivative with respect to conformal time, leading to the
equations of motion (in Fourier space):
v′′σ − ξv′s +
(
c2sk
2 − z
′′
z
)
vσ − (zξ)
′
z
vs = 0 , (63)
v′′s + ξv
′
σ +
(
c2sk
2 − z
′′
s
zs
+ a2µ2s
)
vs − z
′
z
ξvσ = 0 . (64)
Here we have introduced the two background-dependent functions
z =
aσ˙
Hc
3/2
s
, zs =
a√
cs
; (65)
the coupling between vσ and vs depends on
ξ = −a
√
f
1− c2s
[
(1− cs)2
f 2
f,s + (1 + c
2
s)V,s
]
(66)
(where V,s ≡ eIsV,I , V;ss ≡ eIseJsDIDJV and similarly in the following), and finally
the effective mass appearing above is given by
µ2s ≡ csV;ss −
f
1− c2s
V 2,s −
(1− cs)3
4(1 + cs)f 3
f 2,s −
(2 + cs)(1− cs)
(1 + cs)f
f,sV,s
−(1 − cs)
2
2f 2
f;ss +
1
2
σ˙2RG . (67)
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(RG is the scalar Riemann curvature in field space.)
Following the standard procedure (see e.g. [31, 32]), Eqs. (63) and (64) can be
used as the starting point to quantize the perturbations and derive the scalar and
tensor spectra generated during two-field DBI inflation. Note that the amplification
of the quantum fluctuations occurs when the scales cross out the sound horizon,
i.e. when kcs = aH , as in k-inflation [14]. The scalar spectrum depends on the
slow-varying parameters
ǫ ≡ − H˙
H2
, η =
ǫ˙
Hǫ
, s =
c˙s
Hcs
, (68)
which are assumed to be small. The scalar amplitude, expressed in terms of the
comoving curvature perturbation R = vσ/z is given by
PR = PR∗
cos2Θ
=
(
H2
8π2ǫ cs
)
∗
1
cos2Θ
, (69)
where the index ∗ means that the corresponding quantity is evaluated at sound
horizon crossing, and the parameter Θ quantifies the amplification of the curva-
ture perturbation after horizon crossing as a consequence of the transfer of entropy
perturbations into curvature perturbations. This feeding of the curvature pertur-
bation by the entropy modes is a characteristic feature of multi-field inflation, ei-
ther with standard kinetic terms or with non standard kinetic terms (see [33] and
[34, 35, 36, 37, 38] for other recent illustrations in the context of string inflation).
For Θ = 0 there is no transfer and Eq. (69) reduces to the standard result of single
field DBI inflation. From Eq. (69) the spectral index is given by [17]
nR − 1 ≡ d lnPR
d ln k
= −2ǫ∗ − η∗ − s∗ − α∗sin(2Θ)− 2β∗sin2Θ (70)
with
α =
ξ
aH
, β ≃ s
2
− η
2
− 1
3H2
(
µ2s +
Ξ2
c2s
)
, Ξ ≡ cs
a
ξ, (71)
and where we have kept only the leading order terms in the expression for β. Fi-
nally, the power spectrum for tensor modes in multifield DBI inflation is unmodified
relative to standard multifield inflation, and hence the tensor to scalar ratio is given
by
r ≡ PTPR = 16 ǫ cs cos
2Θ. (72)
We will return to the above quantities in Section 8, where we discuss various theo-
retical and observational constraints.
6 Linear vector perturbations
In this section we consider the vector perturbations Ai which, at linear order, are
decoupled from scalar perturbations.
The second order action for vector perturbations has two parts: that coming
from the DBI determinant given in Eq. (49) as well as the contribution from the
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WZ term given in Eq. (52). In the same way as for the scalar perturbations in
the previous section, we work in conformal time τ and introduce the canonically
normalized fields
vi = (2πα
′)
√
T3
(
e−Φ/2√
cs
)
Ai . (73)
After an integration by parts, the second-order action for vector perturbations be-
comes
S(2)vector =
1
2
∫
dτ d3x
[
v′2i − c2s(∂vi)2 +
χ′′
χ
v2i −
1
χ2
C ′0ǫ
ijkvi∂jvk
]
(74)
where
χ ≡ e
−Φ/2
√
cs
. (75)
(Action (74) for vector perturbations if the analogue of action (62) for scalar per-
turbations.) When C ′0 = 0, each Fourier mode satisfies the equation of motion
v′′i +
(
k2c2s −
χ′′
χ
)
vi = 0 . (76)
One can see that the vector perturbations again propagate at the sound speed cs.
Eq. (76) is very similar to those for the scalar perturbations Eqs. (63) and (64) —
however, while scalar perturbations are amplified, there is no amplification of the
vector modes. The reason is that the term in χ′′/χ can simply be absorbed by a
suitable redefinition of the time derivative, as was already noticed in [39]. A more
intuitive way to understand this result is to rewrite the homogeneous induced metric
given in Eq. (45) in a form which is manifestly conformal to the Minkowski metric
γµνdx
µdxν =
eΦ/2√
fT3
a2
(−dη2 + d~x2) , (77)
and which naturally defines a new time variable η by csdt = adη. In terms of η and
the canonically normalized field
ψi =
√
csvi = 2πα
′
√
T3e
− 1
2
ΦAi (78)
the action indeed simplifies to
S(2) vector =
1
2
∫
dη d3x
(
dψi
dη
dψi
dη
+ ψi∆ψi + e
Φ/2d
2e−Φ/2
dη2
ψiψi − dC0
dη
eΦǫijkψi∂jψk
)
.(79)
As usual we now expand the vector field in terms of annihilation and creation oper-
ators, aˆpk and aˆ
†
pk
ψi(η, x
i) =
∫
d3k
(2π)3/2
2∑
p=1
ǫip(k)
[
ψp(η)aˆpke
ik·x + ψ∗p(η)aˆ
†
pke
−ik·x
]
, (80)
where the transverse polarization vectors ǫip(k) defined by
2∑
p=1
ǫip(k)ǫjp(k) = δ
i
j − δjl
kikl
k2
(81)
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are introduced for a consistent quantization in the Coulomb gauge. The last term in
Eq. (79) introduces a mixing between the two linear polarisation degrees of freedom
of the photon ψp. This interaction can be diagonalized by considering instead the
two circular polarisation degrees of freedom
ψ(±) = ψ1 ± iψ2 (82)
so that the corresponding equations of motion are
d2ψ(±)
dη2
+
(
k2 − e 12Φd
2e−
1
2
Φ
dη2
∓ kdC0
dη
eΦ
)
ψ(±) = 0 . (83)
Thus, when the dilaton and axion are η-independent, or equivalently homogeneous in
the compact dimensions, there is no amplification of the vector field. The underlying
reason is that the action, written in terms of the induced metric, is still conformally
invariant (see Eq. (44)) in the same way that standard electromagnetic theory is
conformally invariant [40]. From Eq. (83), on the other hand, a time-varying dilaton
and/or axion causes the vector field to be amplified.
Indeed, other than the replacement of η by conformal time τ , Eq. (83) is identical
to that obtained in standard electromagnetism coupled to a dilaton and an axion
[41, 42]. In that case, Eq. (83) has been used to compute the amplitude of quantum
fluctuations generated during inflation, with the aim of addressing the question of the
generation of primordial magnetic fields (see e.g. Refs. [43, 44, 45] for reviews). In the
context of DBI inflation, the gauge field Aµ is localized on the D-brane responsible for
inflation, and is not obviously related to our standard electromagnetic field: hence
the applicability of Eq. (83) to magnetogenesis is not immediate. In particular
the brane responsible for inflation is not usually the standard model brane, and
understanding how perturbations of the gauge field in one throat might couple to
perturbations of electromagnetic fields on the standard model brane in a (possibly)
different throat, is a challenging open question.
7 Non-Gaussianities
In this section, we analyse the effects of the NS-NS and R-R bulk fields on non-
Gaussianities. We thus calculate the third-order action for the scalar-type pertur-
bations. In order to do so, it is sufficient to calculate N , Ni and A0 to first order:
A0 is given in Eq. (53) and δN and ψ are given respectively in Eqs. (54) and (55)
(and N¯i = 0).
First recall that since Λ = 0, the scalar part of F vanishes to linear order (see
Eq. (46)). Furthermore since F enters the DBI action Eq. (18) at least quadratically,
the third-order DBI action for the purely scalar perturbations QI is exactly the same
as in [17, 18]. Let us now turn to the WZ action. The potential term Eq. (24) and
its non-linearities were already considered in our previous work, hence we focus on
the remaining part, S
[2]
WZ given in Eq. (22) and which can be rewritten as
S
[2]
WZ = −T3
[∫
brane
Cˆ2 ∧
(
Bˆ2 + 2πα
′F2
)
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+
1
2
∫
brane
C0
(
Bˆ2 + 2πα
′F2
)
∧
(
Bˆ2 + 2πα
′F2
)]
. (84)
Since the scalar part of F is at least second order in perturbations, the same is true
for Bˆ2 + 2πα
′F2. Therefore, the second line in Eq. (84) does not contribute to the
third-order scalar action. As for the first term, its contribution is
S(3) scalar ⊃ − 1
2T3
∫
d4x a3 CIJBKLφ˙Iǫ
ijk∂iQ
J∂jQ
K∂kQ
L
= − 1
2T3
∫
d4x ∂i
(
a3CIJBKLφ˙Iǫ
ijkQJ∂jQ
K∂kQ
L
)
, (85)
and hence is a total spatial derivative. Thus we obtain the remarkable result that
the action, at second and third order in scalar perturbations, is not at all modified
by the bulk forms. In the two-field case, the scalar third-order action in the small
sound speed limit is given by [17, 18]
S
(main)
(3) scalar =
∫
dt d3x
{
a3
2c5sσ˙
[
(Q˙σ)
3 + c2sQ˙σ(Q˙s)
2
]
− a
2c3sσ˙
[
Q˙σ(∇Qσ)2 − c2sQ˙σ(∇Qs)2 + 2c2sQ˙s∇Qσ∇Qs)
]}
(86)
where
Qσ ≡ eσIQI , Qs ≡ esIQI (87)
are the instantaneous adiabatic and entropic perturbations respectively.
From Eq. (86) one can calculate the bispectrum of the curvature perturbation
[17]. It has the same shape — equilateral — as in single field DBI inflation, but
the corresponding non-Gaussianity parameter f eqNL is reduced by the multiple-field
effects:
f eqNL = −
35
108
1
c2s
cos2Θ ≃ −cos
2Θ
3c2s
(cs ≪ 1) (88)
where the transfer parameter Θ was introduced in Eq. (69). Of course, at third-
order in the action, there are non-trivial interactions between the scalars QI and
the vector modes Ai, which lead, via loop effects, to corrections to the spectrum
and bispectrum, as was explored recently in a different context [46]. Such a study
is beyond beyond the scope of the present paper and we leave it for future work.
A local-type contribution to primordial non-Gaussianities can also be expected,
due to the nonlinear evolution of perturbations on superhorizon scales. It could be
estimated by using the non-linear formalism developed in [47] and recently extended
to a wide class of multifield inflationary models with non-standard kinetic terms in
[48].
Besides its amplitude and shape, the scale dependence of non-Gaussianities is
also an interesting probe of the early universe physics and its effects on cosmological
structures, in particular, have been studied recently in e.g. [49]. We therefore define
neqNG =
d ln f eqNL
d ln k
, (89)
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which is insensitive to the model-dependent non-Gaussianities of local type. From
Eq. (88), it follows that to leading order
neqNG = −2s∗ + α∗ sin(2Θ) + 2β∗ sin2Θ (90)
which reduces to the well known single field result for Θ = 0. We now turn to the
observational constraints on multi-field DBI inflation.
8 Gravitational wave constraints on DBI inflation
The constraints on the tensor to scalar ratio r in the case of single-field DBI inflation
are very severe, essentially meaning that the simplest single-field UV DBI inflation
models are ruled out. Indeed, two bounds on r have been obtained [23, 24]. The
first is a lower bound, valid when cs ≪ 1, and given by r >∼ 0.1(1 − nR). For nR
given by the best fit value obtained by WMAP5 [50] this becomes r >∼ 10−3. The
second bound is an upper bound, typically r <∼ 10−7, applicable in standard type IIB
compactifications. Clearly these are not easily compatible! More elaborate (though
still effectively single-field) models have been considered in order to evade these
bounds, involving wrapped branes [51, 52, 53, 54, 55] or multiple branes [56, 57]
rather than a single D3-brane. Here, however, we stick with a single D3-brane, but
consider the multi-field aspects: we show that the constraints mentioned above are
not incompatible in this more general context.
We now discuss the origin of the upper bound, originally due to Lyth [22], in the
context of multi-field DBI inflation. The starting point is the deceleration parameter
ǫ defined in Eq. (68)
ǫ =
σ˙2
2csH2M2P
(91)
where we have reinstated the Planck mass MP (previously put to unity) and where
σ˙2 = GIJ φ˙
I φ˙J , as defined in Eq. (33). Note that in single-field DBI σ˙2 reduces to φ˙2
where φ is the inflaton. Using Eq. (72), the tensor to scalar ratio can be written as
r = 8
σ˙2
H2M2P
cos2Θ =
8
M2P
(
dσ
dN
)2
cos2Θ, (92)
where N is the number of e-folds and dσ is the infinitesimal distance along the
background trajectory in field space, dσ = σ˙dt. Let us define
Neff ≡
∫ Nend
0
dN
(
r
rCMB
)1/2
1
cosΘ
=
4
r
1/2
CMB
∫ Nend
0
dN
√
ǫcs (93)
where Nend in the number of e-folds from the time the present Hubble scale exits
the horizon to the end of inflation, and rCMB corresponds to the observable tensor to
scalar ratio. Our definition (93) differs from that given in [23] only by the inclusion
of cosΘ. Combining Eqs. (92) and (93), rCMB is thus related to the distance along
the background trajectory ∆σ =
∫ Nend
0
dσ by the expression
rCMB =
8
N2eff
(
∆σ
MP
)2
. (94)
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In single-field DBI, ∆σ = ∆φ, and since the field variation is limited by the size of
the throat, one obtains the upper bound cited above [24]. With respect to single
field DBI inflation, multi-field effects act in two opposite directions. The entropy-
adiabatic transfer tends to increase N2eff (assuming the same evolution r(N)), which
leads to a smaller rCMB. However, in warped flux compactifications with a conical
throat, the field variation can now be larger than in the single-field case (corre-
sponding to a purely radial motion) since the size of the throat limits only the radial
displacement of the brane, not the angular displacement.
In fact the exact size of the upper bound on r is not the crucial component
of this discussion. The most dramatic change comes from the second constraint
(formerly a lower bound), to which we now turn. For that purpose, note that using
the definitions given in Eq. (68), η can be reexpressed in terms of the two other
parameters ǫ and s, as well as the time derivative of the warp factor f . Indeed, the
time derivative of ǫ in Eq. (91) gives
η =
2σ¨
Hσ˙
− s + 2ǫ = 2ǫ− 1 + c
2
s
1− c2s
s− f˙
Hf
, (95)
where we have used the relation σ˙2 = (1 − c2s)/f and its derivative for the second
equality. After substitution in (70), and using r = 16ǫ cos3Θ/
√
3|fNL|, one obtains
1− nR ≃
√
3|fNL|r
4 cos3Θ
− f˙
Hf
+ α∗sin(2Θ) + 2β∗sin
2Θ (96)
where we have neglected a term proportional to c2ss∗, since s∗ is small and we work
in the relativistic regime (c2s ≪ 1). Note that the last two terms in (96) are related
to the observables neqNG and s∗ through Eq.(90).
In the UV single field case, in which f˙ > 0 and Θ = 0, the last two terms in
Eq. (96) vanish, and this leads to the lower bound
r >
4√
3|fNL|
(1− nR) (single field) (97)
From the upper bound on |fNL| from WMAP5
− 151 < f equilNL < 253 at 95% C.L. , (98)
one obtains r >∼ 0.1 (1− nR)>∼10−3.
In the multi-field case, still assuming a UV scenario with f˙ > 0, one immediately
sees that the detection of a deviation from scale-invariance is no longer incompatible
with a very low prediction for the amount of gravitational waves. Indeed, when there
is a non-negligible transfer between entropy and adiabatic modes (Θ 6= 0), the last
two terms of Eq. (96) can now give a significant contribution to (1−nR), even when
r is too small to be detected. This shows that the very stringent constraint Eq. (97)
no longer applies in a multi-field setup.
9 Conclusions
In the present work, we have analysed the generation of primordial perturbations
in the context of multi-field DBI inflation, by taking into account the various bulk
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form fields, which influence the dynamics of a D3-brane moving in a six-dimensional
compact space.
For linear perturbations of the scalar type, we have shown that, in the presence
of a bulk form B2, the fluctuations of the scalar fields (i.e. fluctuations of the brane
position in the compact space) induce fluctuations of the U(1) gauge field confined
on the brane. This precise relation between the two entails an exact compensation
in the second-order scalar action between the terms coming from the perturbations
of F2 and the terms coupling the scalar field perturbations to the bulk fields. As a
consequence, the second-order action expressed in terms of the true scalar degrees
of freedom is exactly the same as that obtained by ignoring the bulk form fields and
the U(1) gauge field on the brane. The same cancellation occurs in the third-order
scalar action.
A new feature is the presence of two vector degrees of freedom arising from the
U(1) gauge field confined on the brane. If the dilaton and axion are trivial, i.e.
homogeneous along the compact dimensions, the dynamics of the (linear) vector
modes is governed by an action which is quite similar to that of standard electro-
magnetism, with the exception that gauge field is coupled to the induced background
metric rather than the usual FLRW metric. This property, well-known in other con-
texts and which we have applied to cosmology here, explains in a transparent way
why the gauge field quantum fluctuations are not amplified, as has been pointed
out recently. Amplification is possible with a non-trivial dilaton or axion, as in sim-
ilar mechanisms proposed to generate primordial magnetic fields in the very early
Universe. However, since the gauge field under consideration is a priori distinct
from any standard model gauge field, its relevance to magnetogenesis remains to be
established.
Finally, we have extended the constraints on gravitational waves for multi-field
DBI-inflation. This analysis is especially important as it has been shown that typical
UV single-field DBI inflation is ruled out by incompatible constraints on the tensor
to scalar ratio: on the one hand, the amount of gravitational waves generated in
most models derived from string theory is extremely small; on the other hand, the
deviation of the scalar spectrum from exact scale invariance, which is now favoured
by CMB observations, implies a non-negligible amount of gravitational waves, at
least much higher than the typical theoretical predictions.
For multi-field DBI inflation, the upper bound for the predicted amount of grav-
itational waves can change, but no dramatically so in general. However, the second
constraint on gravitational waves is no longer valid in multi-field inflation since the
observed spectral index depends not only on r but also on the transfer between
entropy and adiabatic modes. Therefore, a tiny amount of gravitational waves is
perfectly compatible with a deviation from scale invariance if an entropy-adiabatic
transfer took place while the cosmological perturbations observed today were gen-
erated during inflation.
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