Selectivity estimation -the problem of estimating the result size of queries -is a fundamental yet challenging problem in databases. Accurate estimation of query selectivity involving multiple correlated attributes is especially challenging. Poor cardinality estimates could result in the selection of bad plans by the query optimizer. In this paper, we investigate the feasibility of using deep learning based approaches for challenging scenarios such as queries involving multiple predicates and/or low selectivity. Specifically, we propose two complementary approaches. Our first approach considers selectivity as an unsupervised deep density estimation problem. We successfully introduce techniques from neural density estimation for this purpose. The key idea is to decompose the joint distribution into a set of tractable conditional probability distributions such that they satisfy the autoregressive property. Our second approach formulates selectivity estimation as a supervised deep learning problem that predicts the selectivity of a given query. We also introduce and address a number of practical challenges arising when adapting deep learning for relational data. These include query/data featurization, incorporating query workload information in a deep learning framework and the dynamic scenario where both data and workload queries could be updated. Our extensive experiments with a special emphasis on queries with a large number of predicates and/or small result sizes demonstrates that deep learning based techniques are a promising research avenue for selectivity estimation worthy of further investigation.
INTRODUCTION
Selectivity estimation -the problem of estimating the result size of queries with multiple predicates -is a fundamental yet challenging problem in databases. It has diverse applications in query optimization, query profiling, database tuning, approximate query processing etc. Poor cardinality estimates could result in the selection of bad plans by the query optimizer [23] . Due to its importance, this problem has attracted intense interest from the database community.
Current Approaches and their Limitations. Accurate estimation of query selectivity involving multiple (correlated) attributes is especially challenging. Exactly representing the joint distribution is often infeasible when many attributes are involved or each attribute could take large number of values. Broadly speaking, major database systems tackle this problem by approximating this joint distribution via synopses or sampling. Synopsis techniques such as histograms approximate the joint frequency distribution in a bounded space by making assumptions such as uniformity and attribute value independence [33, 23] . These assumptions are often violated in real-world datasets resulting in large errors in selectivity estimation [23] . Building multidimensional histograms could partially ameliorate this issue but often has substantial space requirements. Sampling based approaches could handle attribute dependencies and correlations more effectively. However, it is not a panaceafor queries with low selectivity, the optimizer could be made to rely on magic constants [23] , resulting in poor estimates.
Outline of Technical Results
Recently, the database community has started exploring the use of Deep Learning (DL) techniques for problems such as indexing [20] , query optimization [21, 40, 27] , and data cleaning [7] . The preliminary results have been quite promising. In this paper, we investigate the suitability of Deep Learning for selectivity estimation. Building a DL model that is lightweight, fast to train and estimate, and optionally allow injection of domain knowledge such as query workload is non trivial. We propose two complementary approaches that operate in two phases. In the offline phase, we train an appropriate DL model from the data. During the online phase, the model accepts a query and outputs its selectivity.
Selectivity Estimation as Unsupervised Learning. Our first approach models selectivity estimation as a density estimation problem where one seeks to estimate the joint probability distribution from a finite number of samples. Intuitively, the traditional sampling and synopses approaches can be considered as approximate non-parameteric density estimators. However, instead of directly estimating the joint probability, we seek to decompose it into a series of simpler and tractable conditional probability distributions. Specifically, we consider a specific decomposition with autoregressive property (formally defined in Section 3). We then build a single DL model to simultaneously learn the parameters for each of the conditional distributions. Our approach is based on MADE [8] that adapts a standard autoencoder into an efficient neural density estimator. This approach confers a number of advantages. Handling various data types such as binary, categorical, numeric etc requires very minimal changes to the DL architecture. Furthermore, it is straightforward to make it "deeper" adding more hidden layers to handle complex distributions.
Selectivity Estimation as Supervised Learning. We investigate if, given a training set of queries along with their true selectivity, is it possible to build a DL model that accu-rately predicts the selectivity of unknown queries involving multiple correlated attributes? Our proposed approach can be utilized to quickly train a model without having seen the data! The training set of queries with their true selectivities could be obtained from the query logs. Our DL models are lightweight and can provide selectivity estimates for datasets in few milliseconds. Our model outperforms other supervised estimation techniques such as Multiple Linear Regression and Support Vector Regression that have been applied for the related problem of query performance prediction [1] . The key benefit factor is the ability of DL models to handle complex non linear relationships between queries involving correlated attributes and their selectivity.
Summary of Experiments.
We conducted an extensive set of experiments over two real-world datasets -Census and IMDB -that have been extensively used in prior work [23] . We specifically focus on queries that have multiple attributes and/or small selectivity. Both Census and IMDB exhibit complex correlation and conditional independence between attributes that make estimation of such queries very challenging. We evaluated our supervised and unsupervised DL models on a query workload of 10K queries. Our supervised model was trained on a training data of 5K queries. Our results demonstrate that DL based approaches provide substantial improvement -for a fixed space budgetover prior approaches for multi-attribute selectivity estimation which has been historically a highly challenging scenario in database selectivity estimation.
Summary of Contributions.
In this paper, we make the following contributions.
• Deep Learning for Selectivity Estimation. We investigate the feasibility of DL for selectivity estimation and report highly promising results. We introduce an alternate view of database selectivity estimation namely as an neural density estimation problem. We use masked autoencoders for efficiently learning the parameters of these conditional distributions. We propose a two-layer DL model that can accurately predict selectivities of unseen queries from a training dataset of various queries and their true selectivities. In the absence of query logs / workloads, we propose an effective approach to select informative queries for training the DL model. We also propose a novel data augmentation strategy in the case where query workloads is available to enhance accuracy and generalization.
• Making the approach suitable for Databases. We describe adaptations making these models suitable for various data types, large number of attributes and associated domain cardinalities, availability of query workload and incremental queries and data.
• Experimental Validation. We conduct extensive experiments over real-world datasets establishing that our approach provides accurate selectivity estimates for challenging queries, including the challenging cases of queries involving large number of attributes.
Paper Outline. Section 2 introduces relevant notations. Section 3 formulates selectivity estimation as an unsupervised neural density estimation problem and proposes an algorithm based on autoregressive models. In Section 4, we introduce the problem of selectivity estimation and propose a supervised Deep Learning based model for it. Section 5 describes our extensive experiments on real-world datasets, related work in Section 6 and finally conclude in Section 7.
PRELIMINARIES

Notations
Let R be a relation with n tuples and m attributes A = {A1, A2, . . . , Am}. The domain of the attribute Ai is given by Dom(Ai). We denote the value of attribute Ai of an arbitrary tuple as t [Ai] . We consider conjunctive queries of the form Ai = ai AND Aj = aj AND . . . for attributes {Ai, Aj} ⊆ A where ai ∈ Dom(Ai) and aj ∈ Dom(Aj). Let q denote such a conjunctive query while Sel(q) represents the result size. We use the normalized selectivity between [0, 1] by dividing the result size by n, number of tuples.
Performance Measures. Given a query q, let the estimate provided by selectivity estimation algorithm be Sel(Q). We use q-error for measuring the quality of estimates. Intuitively, q-error describes the factor by which the estimate differs from true selectivity. This metric is widely used for evaluating selectivity estimation approaches [23, 24, 18, 30] and is relevant for applications such as query optimization where the relative ordering is more important [23] . We do not consider the use of relative error due to its asymmetric penalization of estimation error [30] that results in models that systematically under-estimate selectivity.
Selectivity Estimation as Distribution Estimation
Given a set of attributes A = {Ai, Aj, . . . , }, the normalized selectivity distribution defines a valid (joint) probability distribution. The selectivity of a query q with {Ai = ai, Aj = aj, . . .} can be identified by locating the appropriate entry in the joint distribution table. Unfortunately, the number of entries in this table increases exponentially in the number of attributes and their domain cardinality.
Distribution estimation is the problem of learning the joint distribution from a set of finite samples. Often, distribution estimators seek to approximate the distribution by making simplifying assumptions. There is a clear trade-off between accuracy and space. Storing the entire distribution table produces accurate estimates but requires exponential space. On the other hand, heuristics such as attribute value independence (AVI) assume that the distributions of individual attributes Ai are independent of each other. In this case one needs to only store the individual attribute distributions and compute the joint probability as
Of course, this approach fails for most real-world datasets that exhibit correlated attributes. Most popular selectivity estimators such as multidimensional histograms, wavelets, kernel density estimations and samples can be construed as simplified non-parametric density estimators on their own.
Desiderata for DL Estimator
Given that selectivity estimation is just one component in the larger query optimization framework, we would like to design a model that aids in the identification of good query plans. Ideally, the estimator should be able to avoid the unrealistic assumptions of uniformity and attribute value independence (afflicting most synopses based approaches) and ameliorate issues caused by low selectivity queries (afflicting sampling based approaches). We would like to decouple training-accuracy tradeoff. For example, increasing the sample sizes improves the accuracy -at the cost of increasing the estimation time. If necessary, the estimator could have a large training time to increase accuracy but should have near constant estimation time. We would also like to decouple the space-accuracy tradeoff. Multi-dimensional histograms can provide reasonable estimates in almost constant time -but require very large space (that grows exponentially to the number of attributes) for accurate results. In other words, we would like to achieve high accuracy through a lightweight model. The desired model must be fast to train and given the latency requirements of query optimizer, generate estimates in milliseconds. It must also be able to appropriately model the complex relationship between queries and their selectivities. Finally, it must be able to leverage additional information such as query workload and domain knowledge.
SELECTIVITY ESTIMATION AS NEU-RAL DENSITY ESTIMATION
We introduce an alternate view of selectivity estimation namely as an neural density estimation problem. This new perspective allows us to leverage the powerful tools from deep learning to get accurate selectivity estimation while also raising a number of non-trivial challenges in wrangling these techniques for a relational database setting.
Prior Approaches and Their Limitations. Past approaches to selectivity estimation include formulations as a density estimation problem. Sampling based approaches [26] approximate the density of the dataset R using a sample S. For an uniform random sample, the normalized selectivity of query q is estimated as SelD(q) = SelS(q). This approach is meaningful if the sample is large and representative enough which is not often the case. A more promising avenue of research seeks to approximate the density through simpler distributions. Recall from Section 2.2 that the two extremes involve storing the entire joint distribution or approximate it by assuming attribute value independence requiring
storage. While the former has perfect accuracy, the latter could provide inaccurate estimates for queries involving correlated attributes. One approach investigated by the database community uses Bayesian networks (BN) that approximates the joint distribution through a set of conditional probability distributions [9, 39] . This approach suffers from two drawbacks. First, learning the optimal structure of BN based on conditional independence is prohibitively expensive. Second, the conditional probability tables themselves could impose large storage overhead if the attributes have a large domain cardinality and/or are conditionally dependent on other attributes with large domain cardinality.
We address this using two key ideas: (a) we avoid the expensive conditional independence decomposition using a simpler autoregressive decomposition; (b) instead of storing the conditional probability tables, we learn them. Neural networks are universal function approximators [10] and we leverage their powerful learning capacity to model the conditional distributions in a concise and accurate way.
Density Estimation via Autoregressive Decomposition
The fundamental challenge is to construct density estimators that are expressive enough to model complex distributions while still being tractable and efficient to train. In this paper, we focus on autoregressive models [10] that satisfy these properties. Given a specific ordering of attributes, autoregressive models decompose the joint distribution into multiple conditional distributions that are combined via the chain rule from probability. Specifically,
Autoregressive models decompose the joint distribution into m conditional distributions P (Ai|A1, . . . , Ai−1). Each of these conditional distributions is then learned using an appropriate DL architecture. One can control the expressiveness of this approach by controlling the DL model used to learn each of these conditional distributions. For the attribute ordering A1, A2, . . . , Am, the DL model for estimating Ai only accepts inputs from A1, A2, . . . , Ai−1. The DL model first learns the distribution p(A1), followed by conditional distributions such as p(A2|A1), p(A3|A1, A2) and so on. This process of sequentially regressing each attribute through its predecessors is known as autoregression [10] .
Given such a setting, we need to address two questions. First, which DL architecture should be used to learn the autoregressive conditional distributions? Second, how can we identify an effective ordering of attributes needed for autoregressive decomposition? Different decompositions could have divergent performances and it is important to choose an appropriate ordering efficiently.
Autoregressive Density Estimators
Encoding Tuples. The first step in modelling is to encode the tuples such that they can be used efficiently for density estimation by a DL model. A naive approach would be to use one-hot encoding [34] of the tuples. While effective, it is possible to design a denser encoding. Without loss of generality, let the domain of attribute Aj be [0, 1, . . . , |Dom(Aj)| − 1]. As an example, let Dom(Aj) = {vj1, vj2, vj3, vj4} = [0, 1, 2, 3]. One-hot encoding represents them as 4 dimensional vectors 0001, 0010, 0100 and 1000. We could also use a binary encoding that represents them as a log 2 |Dom(Aj)| dimensional vector. Continuing the example, we represent Dom(Aj) as 00, 01, 10, 11 respectively. This approach is then repeated for each attribute individually and the representation for the tuple is simply the concatenation of the binary encoding of each attribute. This approach requires less storage -
|Dom(Ai)| required by one-hot encoding. As we shall demonstrate experimentally, binary encoding is faster to train due to a lower number of parameters to learn and yet generates better estimates than one-hot encoding.
Loss Function. Using binary encoding, we represent a tuple t as a vector of binary observations x of dimension D. Each of these observations could be considered as a binary random variable xi. We can specify an autoregressive distribution over the binary encoding of the tuple as
A naive approach would be to store conditional probability tables for various values of x1, . . . , xi−1. However, this approach would impose a large storage overhead. An elegant approach is to treat the conditional distribution as a random variable that -given values for x1, . . . , xi−1 -takes a value of 1 with probability xi and 0 otherwise. In other words, let p(xi = 1|x1, . . . , xi−1) = xi and p(xi = 0|x1, . . . , xi−1) = 1 − xi. If we train a model to learn the value of xi accurately, then we can forego the need to store the conditional probability table. In order to train such a ML model, we need to specify the loss function. For a given tuple x, the negative log likelihood for estimating the probabilities is
− log p(xi|x1, . . . , xi−1)
−xi log p(xi = 1|x1, . . . , xi−1)
The negative log likelihood for the relation is specified as
The function (x) corresponds to cross entropy loss [10] that measures how the learned probability xi diverges from the actual value for xi.
We can now utilize any DL architecture such as a fully connected one to learn the conditional distributions by minimizing the cross entropy loss defined over all the tuples as in Equation 5 . However, since the underlying loss is defined over an autoregressive distribution, it is often more efficient and effective to use one of the neural autoregressive density estimators specifically designed for this purpose [12, 41, 8] . While our approach is agnostic to the specific estimator used, we advocate for the masked autoencoder architecture from [8] . MADE modifies the autoencoders [10] [42] [35] for efficiently estimating autoregressive distributions. As we shall describe in Section 3.3, its flexible architecture allows us to effectively adapt it to relational domains.
Masked
Autoencoders. An autoencoder [10] learns a feed forward hidden representation h(x) of its input x such that one can obtain from the hidden representation a reconstructionx that is close as possible to x. in particular
where W, V are matrices b and c are vectors, g is a nonlinear activation function and sigmoid(a) =
1+exp(a)
. Matrix W represents connections from the input to the hidden layer and V connections from the hidden layer to the output. An autoencoder can be trained easily end-to-end utilizing well known techniques, such as for example optimizing binary cross entropy for the case of binary vectors in accordance to equation 5. One cannot directly use autoencoders however for density estimation as their output does not constitute a valid probability distribution (i.e., summing up to one [10] ).
The key insight is to first modify/mask the weights of the edges such that the autoregressive property holds. The masking works as follows. Each of the neurons in the input and hidden layers is assigned an index between 1 to D where D is the dimensionality of query q. Let
To satisfy the autoregressive property the outputx much depend only on preceding inputs x <d , namely there should be no computational path between outputx and input x d , . . . xD. A way to achieve this is to elementwisemultiply each matrix by a binary mask matrix, whose entries that are set to 0 correspond to the connections we wish to remove. For a single hidden layer autoencoder, we have:
where M W and M V are the masks for W and V respectively. The neurons in the output layer are assigned an index between 0 and D − 1. The k-th hidden units number m(k) provides the maximum number of input units it can be connected. We disallow m(k) = D since it would depend on all inputs and thus not being useful in modelling p(x d |x <d ). We disallow m(k) = 0 to avoid constant hidden units.
The constraints on the maximum number of inputs to each hidden unit are encoded in the matrix masking the connections between the input and hidden units: 
for the same ranges of d and k as before. By construction this autoencoder satisfies the autoregressive property. Since M W and M V represent the network connectivity, the ma- 
In terms of constructing matrices W, V the only thing one has to do is to assign m(k) values to each hidden unit. This can be accomplished by sampling uniformly at random between 1 and D − 1 for each of the K hidden units. The approach easily generalizes to deeper architectures with multiple layers of hidden units [10, 8] . Figure 1 presents an illustration conveying the main idea. 
Attribute Ordering for Autoregression
In practice, the best attribute ordering for autoregressive decomposition is not given to us and must be chosen appropriately for accurate selectivity estimation. Each of the permutations of the attributes forms a valid attribute ordering and could be used to estimate the joint distribution.
Random Attribute Ordering. Prior approaches such as Bayesian Networks deploy an expensive approach to identify a good ordering. We do away with this expensive step by choosing several random orderings of attributes. As we shall show experimentally, this approach works exceedingly well in practice. This is due to two facts: (a) the vast majority of the d! possible permutations is amenable to tractable and accurate learning; and (b) the powerful learning capacity of neural networks (and masked encoders) can readily learn even a challenging decomposition by increasing the depth of the MADE model. MADE architecture allows this to be easily and efficiently conducted by randomly permuting both the input tuple that is binary encoded and the internal mask vectors in each layer. Figure 1 provides an illustration.
During training, before each minibatch [10] update of the model, we apply κ random permutations in parallel on the input vectors and mask matrices. Each of these permutations corresponds to a different ordering. The models are learned independently and the joint probability is computed for each ordering and averaged to produce the final estimate. This ensemble approach minimizes the likelihood of a bad estimates due to an unlucky attribute ordering.
Injecting Domain Knowledge. If a domain expert possesses apriori knowledge that attributes Ai and Aj are order sensitive, then we only chose permutations where the desired order is observed. As a concrete example, assume one knows (say via data profiling), that a functional dependency EmpID → Department exists on the schema. Then, we would prefer permutations where the Department occurs after EmpID. This is due to the fact that the conditional distribution p(Department|EmpID) is simpler and thereby easier to learn than the other way around.
Incorporating Query Workload
The autoregressive approach outlined above does not require a training dataset such as a query workload. However, it is possible to improve performance by leveraging query workload if available. Suppose that we are given a query workload Q = {q1, . . . , q l }. We associate a weight w(t) for each tuple t ∈ R that corresponds to the number of queries that match t. So w(t) can vary between 0 and l. Next, we assign higher penalties for poor estimates for tuples in the result set of multiple queries. The intuition is that a poor estimate for tuple t was caused by sub-optimal learning of parameter weights of the conditional distributions corresponding to the attribute values of t. As an example, consider a tuple t = [0, 1] with two binary attributes A1 and A2. Suppose that we use a single attribute ordering A2, A1. If the selectivity of t was incorrectly estimated, then the entries corresponding to p(A2 = 1) and p(A1 = 0|A2 = 1) must be improved. If t is in the result set of by many queries, then we prioritize learning the aforementioned parameter values through larger penalty. This could be achieved using the weighted cross-entropy loss function defined as,
Incremental Data and Query Workload
We next consider the scenario where data is provided incrementally as well as new queries involving the new data become available.
Incremental Learning. The naive solution of retraining the entire model from scratch becomes progressively expensive as more and more batches of incremental data are added to R. Instead, we advocate for incremental learning that extends the existing pre-trained model by training it further only on the new data. This is achieved by initializing the model with the weights learned from the previous training, instead of performing the standard random initialization. We then continue training the model on new data. This two-step process both preserves the knowledge gained from the past while also absorbing knowledge from new data. Not surprisingly, this also is more efficient than training over the entire data and as we will demonstrate provides similar results. We use a small value for learning rate [10] and epochs so that the model is fine-tuned.
Catastrophic Forgetting and Dropout. While incremental learning is conceptually simple, it must be done carefully. A naive training could cause catastrophic forgetting where the model "forgets" the old data and focuses exclusively on the new data. This is undesirable and must be avoided [11] . We propose the use of Dropout [37] and related techniques [25] to learn without forgetting. Dropout is a powerful approach that improves the generalization capability of DL models and is a simple modification of the standard gradient based training. When a batch of tuples are processed, the states of the input and hidden layers are multiplied by a binary mask. The neurons corresponding to the value of zero are removed from the network and the model is trained using only the remaining neurons. This mask is sampled uniformly at random with a fixed probability p and performed independently for each neuron. For example, setting p = 0.1 will remove (on expectation) 10% of the neurons from the network for each batch. Of course, during test time, none of the neurons are dropped. Intuitively, this is an efficient mechanism to train an exponential number of neural networks (corresponding to different masks) that share weights where the prediction is made by averaging their individual predictions [37, 11] . In our paper, we utilize a dropout value of p = 0.1 when training over the new batch of data. An additional complication arises from the fact that we already uses masks for maintaining the autoregressive property. Hence, we apply the dropout only on the neurons for which the masks are non-zero.
Incremental
Workload. An autoregressive approach does not directly utilize query workload and hence could not use the information available from an incremental query workload. It is possible to reuse the techniques from Section 3.4 for this scenario. For each tuple, we update the number of queries it satisfies and retrain the model based on the new weights for cross entropy loss.
SELECTIVITY ESTIMATION AS SUPER-VISED LEARNING
In this section, we investigate the following question: given a training set of queries with their true selectivity, can we build a DL model that can accurately predict the selectivity of unknown queries involving multiple correlated attributes? An affirmative answer to this question requires addressing a number of challenges in order to successfully enable a deep learning based solution to this problem. First, what is an appropriate way to encode queries and their selectivities? Second, what is an appropriate choice for DL architecture and what loss function should it minimize? Third, how can one construct a training set of queries when query workload is not available? How can one augment a given query workload to build a more robust model?
Supervised Learning of Selectivity. Our objective is to build a model that accepts an arbitrary query as input and outputs its selectivity. This falls under the umbrella of supervised learning methodologies using regression. Each query is represented as a set of features and the model learns appropriate weights for these features utilizing them to estimate the selectivity. The weights are learned by training the model on a dataset of past queries (such as from query log or workload) and their true selectivities. Approaches such as linear regression, support vector regression etc that have been utilized for query performance prediction [1] are not suitable for building selectivity estimators. The impediment is the complex relationship between queries and their selectivities where simplifying assumptions such as attribute value independence do not hold. We leverage the powerful learning capacity of neural networks -with appropriate architecture and loss functions -to model this relationship.
Query Featurization
The first step is to encode the queries and their selectivities in an appropriate form suitable for learning.
Training Set. We are given a query training dataset Q = {(q1, s1), . . . , }. Each query q ∈ Q can be represented as an ordered list of m attribute pairs of (Ai, vi) where vi ∈ Dom(Ai) ∪ { * } (where * is used when Ai is unspecified). si denotes the normalized selectivity of qi (i.e.,
where n is the number of tuples.
Example. Let Q = {({A1 = 0, A2 = 1}, 0.3), ({A1 = 1, A2 = * }, 0.2), ({A1 = * , A2 = * }, 1.0)}. i.e., Query q2 with A1 = 1 AND A2 = * has a selectivity of 0.2.
Encoding Queries. An intuitive representation for categorical attributes is one-hot encoding [34] . It represents attribute Ai as |Dom(Ai)| + 1 dimensional vector that has 0 for all positions except the one corresponding to the value Ai takes. Given m attributes, the representation of the query is simply the concatenation of one-hot encoding of each of the attributes. The numeric attributes can be handled by treating them as categorical attributes by automatic discretization [6] . Alternatively, they can be specified as a normalized value ∈ [0, 1] by min-max scaling. Note that this scheme can be easily extended to operators other than =.
The only modification required is to represent the triplet (Ai, operatori, vi) instead of just (Ai, vi). Each operator could be represented as a fixed one-hot encoding of its own. Given d operators, each operator is represented as a d dimensional vector where the entry corresponding to operatori is set to 1. Of course, the rest of our discussion is oblivious to other mechanisms to encode the queries.
Example. If A1 and A2 are binary attributes, then each query in q can be represented as a 6 dimensional binary vector. q1 = {A1 = 0, A2 = 1} is represented as [1, 0, 0, 0, 1, 0] where the dimensions 1-3 (resp. 4-6) corresponds to the domain of A1 (resp. A2) as {0, 1, * }. If there are two operators {=, =}, then each query is represented as a 10 dimensional binary vector. The first three dimensions correspond to the attribute while the next two corresponds to the operator. So q1 will now be encoded as [1, 0, 0, 1, 0, 0, 1, 0, 1, 0].
Encoding Selectivities. Each query q ∈ Q is associated with the normalized selectivity si ∈ [0, 1]. Selectivities of queries often follow a skewed distribution where few queries have a large selectivity and the vast majority of queries have much smaller selectivities. This can be observed in Figure 2(a) ; it plots the selectivity distribution of a set of queries from the Census dataset (Please refer to Section 4.3 for a discussion on how the query workload was selected). Building a predictive model for such skewed data is often quite challenging. We address this issue by applying two transformations that make the distribution less skewed. We begin by applying log transformation over the selectivity by replacing the selectivity si by its absolute log value as abs(log(si)). For example, a selectivity of 0.00001 is specified as 5 (using log to the base of 10 for convenience). This has a smoothing effect on the values of a skewed distribution [4] that is corroborated from Figure 2 (b). Our second transformation is min-max scaling where we rescale the output of the log transformation back to [0, 1] range. Given a set of selectivities S = {s1, s2, . . . , } and a selectivity si, min-max scaling is computed as
The impact of this transformation is depicted in Figure 2 (c). While this transformation does not impact skew, it enables us to deploy well known activation functions such as sigmoid that are numerically stable [18] . 
DL Model for Selectivity Estimation
DL Architecture. Our DL architecture is based on a 2-layer fully connected neural network with rectifier activation function (ReLU) specified as
ReLU is a simple non-linear activation function with known advantages such as faster training and sparser representations. The final layer uses a Sigmoid activation function
Sigmoid is a popular function that squashes its parameter into a [0, 1] range. One can then convert this output to true selectivity by applying inverse of min-max and log scaling. We used the Adam optimizer [17] for training the model. Loss Function. We found that many of the commonly used DL loss functions are not appropriate for selectivity estimation. For example, a popular loss function used for regression is mean squared error (MSE) defined as
where si and si are the true and estimated selectivities of query qi. It seeks to minimize the squared differences between the true and estimated selectivity. So this assigns the same penalty for (si = 0.98, si = 0.99) and (si = 0.01, si = 0.02). While the mis-estimation of 0.01 is acceptable for the former, it results in a 100% over estimate for the latter. One possibility is to use relative error metric specified as
In the example, the penalties are = 1.0 However, there is a much more subtle issue due to the asymmetric definition of relative error [30] . Intuitively, if the DL model underestimates, then its maximum penalty is 1. However, the penalty is unbounded for an overestimate. If we blindly use relative error, we will inadvertently train models that systematically underestimate.
Recall from Section 2 that the q-error metric is widely used to evaluate the selectivity estimator. Hence, it is desirable to train the DL model to directly minimize the mean Q-error of the training dataset.
This metric is superior to MSE and relative error but still suffers from two issues. First, the use of max operator makes the function non-smooth and non-differentiable [10] . Hence, we use a q-error variant that uses sum instead of max.
For positive values such as selectivities, it is known that max(a, b) ≤ a + b ≤ 2 × max(a, b). Hence our modified formulation bounds the original mean q-error at most by a factor of 2. Second, the mean q-error could be affected by few large outliers (e.g., q-error is unbounded when the selectivity is 0). We address this by using a clipping the value of q-error to a large constant set to 1e5 in our paper.
Selectivity Estimation via Inference
Once the model is trained, it can be used for estimating the selectivity. Given a new query, we extract its features through one-hot encoding and feed it to the model. We apply the inverse transformation of min-max and log scaling on the output so that it represents the actual selectivity. The model is lightweight and the inference process often takes few milli-seconds when run on a GPU and/or CPU. Note that the time taken for training and estimation are decoupled. While the training time is proportional to the size of the training data, the inference is fixed for a given model.
Generating Training Data
We next describe how a training dataset could be constructed when query workload is not available. If query workload is available, we describe a novel augmentation strategy such that the DL model can generate accurate estimates for unknown queries that are similar to the query workload.
No Query Workload Available
In this scenario, our objective is to construct an appropriate training dataset of queries and their true selectivities. We may observe that there are Typically, queries exhibit a skewed distribution where the vast majority of queries have zero or low selectivity. Naive sampling from the query space results in a highly non-uniform training dataset and a suboptimal selectivity estimator. Thus one must obtain a training set of queries that are diverse both in the number of predicates and their selectivities.
Let the query budget be B -i.e., we wish to construct a dataset with B queries and their selectivities. We begin by enumerating all queries with 1 predicates that are the atomic units from which multi-predicate queries could be estimated. We then generate multi-predicate queries where the predicates are chosen at random while the values are chosen based on their frequency. In order to generate a random query qi, we first choose the number of predicates k ∈ {2, . . . , m} uniformly at random. Then we choose k attributes uniformly at random from the set of attributes A = {A1, . . . , Am}. Let the selected attributes be {Ai1, . . . , A ik }. These two steps ensure that we have a diverse set of multi predicate queries both in terms of the number of predicates and the chosen predicates. Next, we choose a tuple t uniformly at random from the relation R. We create a random query qi as the conjunction of predicates Aij = t[Aij]. This process ensures that the random query is selected proportional to the selectivity of query qi.
Query Workload Available
If a query workload Q is available, one could directly utilize it to train the DL model. However, one can do much better by augmenting it, obtaining a more informative training set of queries. The key idea is to select queries from the distribution induced by the query workload such that the model generalizes to unknown queries from the same distribution. We need to address two issues. First, how can one generate random queries to augment the query workload? Second, how do we tune the model such that it provides accurate results for the workload? The solution involves importance sampling and weighted training respectively.
We begin by assigning weights to attributes and attribute values based on their occurrence in the query workload. For example, if A1 occurs 100 times while A2 occurs 50 times, then weight of A1 = 2/3 and A2 = 1/3. We repeat this process for attribute values also. If an attribute value does not occur in the query workload, we assign a token frequency of 1. For example, if A1 = 1 occurs 100 times while A2 occurred none, then their weights are 100/101 and 1/101 respectively. We compute the frequency distribution of the number of predicates from the query workload (such as # queries with 1, 2, 3, . . . predicates). This information is used to perform weighted sampling of the queries by extending the algorithm for the no workload scenario. This ensures that queries involving popular attributes and attribute values are generated at a higher frequency. Of course, sampling takes place without replacement so that all the queries in the augmented query workload are distinct.
Next, we assign different weights w(qi) to the queries qi ∈ Q from the augmented workload to ensure that the model prioritizes the accuracy of queries from the workload.
We then train the DL model where the penalty for a query q is weighed proportionally to whether it came from the original or the augmented query workload.
Incremental Data and Query Workload
Let us now consider the modifications required to make the supervised model amenable to incremental data and query workload.
Incremental Data. Our supervised approach does not even look at the data and only uses the query training dataset. When incremental data arrives, the selectivities of some of these queries would change. We then train the model on the dataset with the updated selectivites.
Incremental Query Workload. In this case, it is possible to use the incremental training algorithm as described in Section 3.5. We initialize the supervised model with the weights from previous training run instead of random initialization. We train the model on the new data with a reduced learning rate and a smaller number of epochs. We also use Dropout regularization technique with probability p = 0.1 to avoid catastrophic forgetting.
EXPERIMENTS
In our evaluation, we consider the following key questions: (1) how do DL based methods compare against prior selectivity estimation approaches commonly used in database systems? (2) how is the performance of our unsupervised and supervised methods affected by query characteristics such as number of predicates/attributes, selectivity, size of joint probability distribution and correlated attributes; (3) how does changing the DL model parameters such as number of neurons, layers and training epochs affects performance? 
Experimental Setup
Hardware and Platform. All our experiments were performed on a NVidia Tesla K80 GPU. The CPU is a quadcore 2.2 GHz machine with 16 GB of RAM. We used PyTorch for building the DL models.
Datasets. We conducted our experiments on two real-world datasets: Census [9] and IMDB from Join Order Benchmark [23] . Both datasets have complex correlated attributes and conditional dependencies. Selectivity estimation on multiple predicates on these datasets are quite challenging and hence have been extensively used in prior work [23] . The Census dataset has 50K rows, 8 categorical and 6 numerical attributes. Overall, the IMDB dataset consists of 21 tables with information about movies, actors, directors etc. For our experiments, we used two large tables Title.akas and Title.basics containing 3.4M and 5.3M tuples with 8 and 9 attributes respectively.
Algorithms for Selectivity Estimation. The unsupervised model consists of a 2 layer masked autoencoder with 100 neurons in each layer. Both our algorithms were trained for 100 epochs by default. We used 1% sample of IMDB data for training the DL algorithms. The supervised model consists of 2 fully connected layers with 100 neurons and ReLU activation function. The final layer has sigmoid activation function to convert the output in the range [0, 1]. The training data consists of 10K queries (see details in Section 4).
Query Workload. We compared the algorithms on a test query log of 10K queries. We generated the log to thoroughly evaluate the performance of the estimators for various facets such as number of predicates, selectivity, size of joint probability distribution, attribute correlation etc. Census has 8 categorical attributes thereby creating Performance Measures. We used q-error defined in Section 2 for measuring the estimation quality. Recall that q-error of 1 corresponds to perfect estimate while a q-error of 2 corresponds to an under-or over-estimate by a factor of 2 and so on. We also use box-plots to concisely describe the results of 10K queries. The middle line corresponds to the median q-error while the box boundaries correspond to the 25th and 75th percentiles. The top and bottom whiskers are set to show the 95th and 5th percentiles.
Comparison with Baselines
In our first set of experiments, we demonstrate the efficacy of our approaches against popular baseline approaches such as multi-dimensional histograms [33, 38, 15, 14, 2, 3] , wavelets [28] , Bayesian networks [9, 39] and sampling [26] . Our experiments were conducted on Postgres and leverage the recently introduced multi-column statistics feature from Postgres 10. We use the TABLESAMPLE command in Postgres 10 with Bernoulli sampling to obtain a 1% sample. Haar wavelets are widely used in selectivity estimation and approximate query processing [28, 5] as they are accurate and can be computed in linear time. We used standard Haar wavelet decomposition algorithm described in [5] for handling multi-dimensional data. Finally, we used entropy based discretization [6] for Bayesian networks (denoted as BN) so that it fits into the space budget. We implemented the algorithm described in [9] . We also evaluated our approach against Linear Regression (denoted as LR) [31] and Support Vector Regression (denoted as SR) [36] that has been previously used for a related area of query performance monitoring [1] . For fair comparison, we ensured that all the selectivity estimators are allocated the same space budget. For example, our single supervised model for the entire Census dataset requires around 200 KB. However, we allocate for each multi-dimensional histogram and wavelets for various attribute combinations the same space budget. Figures 3 and 4 present the results. The y-axis depicts the q-error in log scale. So for Figures 3 and 4 a value of 0 corresponds to perfect estimate as log 1 = 0. We can observe that our DL based approaches dramatically outperform all the prior methods. The baseline approaches of LR [31] and SVR [36] provide inaccurate results; both Census and IMDB exhibit complex correlation and conditional dependencies, which these techniques are unable to adapt to. The sampling based approach provides good estimates for queries with large/medium selectivities but dramatically drops off in quality/accuracy for queries with low/very-low selectivities. Wavelets and histograms provide performance comparable to our methods. However, this is due to the fact that we disproportionately allocated much more resources for them than our approaches. Interestingly, the closest baseline is BN that is related in principle to our algorithm. However, our approaches are superior to BN in both accuracy and time. Specifically our approaches are 2 times more accurate on average for Census and 100 times more accurate for the worst case error. Similar trends hold for IMDB in terms of accuracy. As a point of reference, it takes one minute to train our approaches on Census versus 16 minutes for BN (correspondingly 12 minutes of training for our approaches for IMDB versus 516 minutes for BN). Recall that learning the optimal structure of a BN is very expensive. In contrast, our approach is much faster due to the use of multiple random attribute orderings.
Our methods begin to dramatically outperform the baseline for queries involving 4 or more predicates. This is consistent with the expectation that DL approaches are able to learn complex relationships in higher dimensions and depict superior accuracy. Our results were consistently better across various parameters of interest such as selectivity, number of predicates, size of joint probability table and attribute correlation. We demonstrate each of them with the following experiments.
Unsupervised Density Estimation
We begin by investigating the performance of our masked autoencoder based approach for evaluating selectivity estimation. There are four key dimensions whose impact must be analyzed. They include the number of predicates in the query, selectivity of the query, size of joint probability distribution table and finally the correlation between attributes involved in the query. Due to space limitations we provide the results for the Census dataset only. The trends for the IMDB data set were similar to that of Census.
Varying #Predicates in Query. Figure 5 depicts how our unsupervised approach behaves for queries with varying number of predicates. As expected, the approach is very accurate for queries with small number of predicates. This is unsurprising as they could be easily learnt by most selectivity estimators. We can observe however that our estimates are very accurate and within a factor of two even for queries with as much as 7-8 predicates. Often queries with large number of predicates have small selectivities and exhibit complex correlations. Despite those challenges our methods provide very good performance.
Varying Query Selectivity. Next, we group the queries in the 10K test set based on their selectivity. Figure 6 presents that, our approach provides very accurate estimates for queries with selectivity of 5% or more. Even when the selectivities are low or very low, our method is still able to provide excellent estimates that are off by a factor of at most 2 for 75% percent of the query test set.
Varying Size of Joint Probability Distribution. Recall that the size of the joint probability distribution (JPD) increases exponentially with more and more attributes and/or attributes with large domain cardinality. Hence, synopses based methods have to make simplifying assumptions such as attribute value independence for compactly representing distributions. Figure 7 demonstrates the performance of our approach. As expected, our methods can produce very accurate estimates when the size of JPD is small. Nevertheless, even when the size of JPD is very large (almost 3.8M for Census), it is still off only by a small factor.
Varying Attribute Correlation. Another major factor is the correlation and dependencies between attributes. If a set of attributes are correlated, then simplistic approaches such as attribute value independence yield very large estimation errors. We use entropy to quantify the challenge in concisely modeling the joint distribution. Intuitively, simple distributions such as uniform have a large entropy while highly correlated attributes have a small entropy. Figure 8 shows that our model performs very accurate estimations for small entropy. This demonstrates that it is able to successfully learn relationships between attribute distributions.
Varying Model Hyperparameters. Figures 9 and 10 present the impact of varying the two major hyperparameters. We begin by varying the number of neurons in each layer from 25 to 100. We observe that as the number of neurons increases, the q-error decreases with a hint of diminishing returns. Larger number of neurons increases the model capacity available to learn complex distributions at the cost of increased training time. Figure 10 demonstrates that increasing the number of layers has a milder impact on performance. A model with 2 layers is already expressive enough to handle the data distribution of Census.
Miscellaneous Experiments. Figure 11 presents the impact of the tuple encoding for the two datasets. For simple datasets such as Census where most of the attributes have small domain cardinality, both approaches provide comparable performance. However, for datasets such as IMDB where domain cardinalities could be in the range of 10s of thousands, binary encoding outperforms simple one-hot encoding. Figure 12 shows that performance drops when the number of random attribute orderings κ increases as it also simultaneously increases the possibility of a bad ordering. Empirically, we found that using a value between 1 and 5 provides best results. Figure 13 presents the impact of injecting domain knowledge appropriately. For this experiment, we only considered queries whose predicates are a superset of attributes involved in a functional dependency. We also set the value of κ to 1. The results demonstrate that filtering attribute orderings based on domain knowledge provides a non-negligible improvement.
Supervised Density Estimation
We next evaluate the performance of our supervised selectivity estimator. Overall, the trends are similar to that of the unsupervised case. Figure 14 presents the result of varying the number of predicates. As expected, the q-error increases with increasing number of predicates. Nevertheless, most of the predicates have a q-error of at most 2. As discussed in the baseline experiments, our proposed approach outperforms prior selectivity estimation approaches dramatically for queries with large number of predicates. Figure 15 demonstrates that our q-error decreases as the query selectivity increases. Our model has a median q-error of less than 2 even for queries with selectivity less than 1%. Figure 16 shows that as the size of the joint probability distribution increases, the q-error of our model increases; it is still within a factor of 2 however. A key factor is our proposed algorithm to generate training datasets that provide meaningful and diverse set of queries to train our supervised model. Figure 17 presents the impact of the loss function. As described in Section 4, directly using q-error as the loss function is desirable to using proxy metrics such as MSE. For both datasets, the performance of a DL model with q-error is superior to that of MSE.
Query Workload and Incremental Data
In the final set of experiments, we evaluate the performance of our estimators in the presence of query workload. Figures 18 and 19 demonstrate that the q-error is reduced when the objective function is modified to take the query workload into account (weighted vs unweighted loss). The improvement for supervised is much better than for the unsupervised model. This is to be expected as the supervised estimator is trained on the query workload while the unsupervised is trained on the relation and does not use the workload information directly. Nevertheless, our retrofitted approach that uses a weighted cross entropy loss function does provide a meaningful improvement in performance. In our next set of experiments, we evaluate the performance of the incremental variants of our algorithms. Recall from Section 3.5 that the unsupervised model could be trained incrementally for new data while it needs full retraining for incremental query workload. In contrast, our incremental version of supervised model from Section 4.4 could benefit from incremental query workload but not as new data become available. Figures 20 and 21 present the results. As expected, the q-error of the incremental variants are very close to the expensive full re-training based approach (training on old and new data). We also found that the incremental variants require substantially less time to train than the retraining based approach. To quantify the benefits, consider a specific scenario where 50% of the data/workload was added incrementally. In this case, the incremental method provides at least 20X speedup for both unsupervised and supervised case on both datasets. This speedup is due to the fact that (a) the algorithms runs only on the incremental data and (b) runs for fewer epochs due to better initialization. In contrast, the retraining approach has to train on 150% of the data (original + incremental) and run for more iterations due to random initialization. This demonstrates that incremental training with dropout is an effective technique to handle incremental data (for unsupervised) and workload (for supervised).
RELATED WORK
Deep Learning for Databases. Recently, there has been extensive work on applying techniques from DL for solving challenging database problems. One of the first work was by Kraska et. al [20] to build fast indices. The key idea is to use a mixture of neural networks to effectively learn the distribution of data. This has some obvious connection to our work. Similar to [20] , we also use a mixture of models for learning the data. However, the specific nature of the mixture is quite different. Specifically, we leverage mixtures to ameliorate the order sensitivity of neural density estimation. Furthermore, DL autoregressive based approaches often model the data distribution more effectively than those proposed in [20] . There has been extensive work on using DL techniques including reinforcement learning for query optimization (and join order enumeration) such as [32, 27, 40, 21] . DL has also been applied to the problem of entity resolution in [7, 29] .
Selectivity Estimation. Due to the importance of selectivity estimation, there has been extensive work on accurate estimation. Popular approaches include sampling [26] , histograms [33, 38, 15, 14, 2, 3] , wavelets [28] , kernel density estimation [19, 16, 13] and graphical models [9, 39] . Due to its versatility, ML has been explored for the problem of selectivity estimation. One of the earliest approaches to use neural networks is [22] . While promising, the recently proposed techniques such as neural density estimation are much more accurate. Another relevant recent work is [18] that focuses on estimating correlated join selectivities. It proposes a novel set based DL model but focuses mostly on supervised learning. In contrast we consider both supervised and unsupervised approaches.
FINAL REMARKS
In this paper, we investigated the feasibility of applying deep learning based techniques for the fundamental problem of selectivity estimation. We proposed two complementary approaches that modeled the problem as an supervised and unsupervised learning respectively. Our extensive experiments showed that the results are very promising and can address some of the pain points of popular selectivity estimators. There are a number of promising avenues to explore. For one, how to extend the selectivity estimators over single tables to multiple tables involving correlated joins. Another intriguing direction is to investigate the possibility of other deep generative models such as deep belief networks (DBN),
