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Abstract Benchmarking the quality of river discharge data and understanding its information content
for hydrological analyses is an important task for hydrologic science. There is a wide variety of techniques
to assess discharge uncertainty. However, few studies have developed generalized approaches to quantify
discharge uncertainty. This study presents a generalized framework for estimating discharge uncertainty at
many gauging stations with different errors in the stage-discharge relationship. The methodology utilizes a
nonparametric LOWESS regression within a novel framework that accounts for uncertainty in the stage-
discharge measurements, scatter in the stage-discharge data and multisection rating curves. The framework
was applied to 500 gauging stations in England and Wales and we evaluated the magnitude of discharge
uncertainty at low, mean and high ﬂow points on the rating curve. The framework was shown to be robust,
versatile and able to capture place-speciﬁc uncertainties for a number of different examples. Our study
revealed a wide range of discharge uncertainties (10–397% discharge uncertainty interval widths), but the
majority of the gauging stations (over 80%) had mean and high ﬂow uncertainty intervals of less than 40%.
We identiﬁed some regional differences in the stage-discharge relationships, however the results show that
local conditions dominated in determining the magnitude of discharge uncertainty at a gauging station.
This highlights the importance of estimating discharge uncertainty for each gauging station prior to using
those data in hydrological analyses.
1. Introduction
Gauging stations worldwide provide river discharge data for a diverse range of organizations including
water authorities, government departments, academia and insurance companies. These data not only
underpin our knowledge of the hydrologic system but they are also utilized for ﬂood and drought analysis,
hydrological modeling, and water resources monitoring, from which important management decisions are
made. Therefore, it is essential that the quality of discharge data is assessed and benchmarked [McMillan
et al., 2012] to ensure robust decision making and obtaining the right answers for the right reasons [Kirch-
ner, 2006]. Many studies have pointed to the importance of accounting for uncertainties in discharge data
for hydrological modeling analyses [Westerberg et al., 2011b; Coxon et al., 2014; Kuczera et al., 2010; Liu et al.,
2009; Krueger et al., 2010; McMillan et al., 2010], ﬂood modeling [Pappenberger et al., 2006; Domeneghetti
et al., 2012], ﬂood frequency estimation [Kuczera, 1996], nonideal ﬂow conditions [Birgand et al., 2013], and
water-level predictions [Sikorska et al., 2013]. Quantifying discharge uncertainty magnitude and its charac-
teristics is an important step in these studies as discharge uncertainties can be signiﬁcant and change over
time because of changes in channel shape due to weed growth, sedimentation or erosion [Tomkins, 2014;
Westerberg et al., 2011a; McMillan et al., 2010] or from extrapolation of the rating curve [Kuczera, 1996].
Techniques for quantifying the uncertainty in discharge data are becoming an increasingly important area
of scientiﬁc research within hydrology [McMillan et al., 2012] and are currently a major challenge for hydro-
logic science. Limited access to gauging data, rating curves and gauging station metadata—including infor-
mation about how the stage-discharge measurements are collected and site conditions—hampers their
more widespread use. This also means that it is often difﬁcult for hydrologists to reconcile the different
sources of uncertainty into measures of discharge uncertainty through time and across the ﬂow range for a
gauging station. Moreover, errors in the stage-discharge relationship arise from a mix of both random (alea-
tory) and nonrandom (epistemic) errors, which can often be difﬁcult to characterize and quantify [Beven
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et al., 2011]. As a result, there are many different methods to assess the uncertainty in the stage-discharge
relationship with recent studies focusing efforts on quantifying discharge uncertainty for different gauging
stations and types of stage-discharge relationships. Traditional statistical approaches [e.g., Venetis, 1970;
Clarke, 1999; Clarke et al., 2000; Petersen-Øverleir and Reitan, 2005] base their discharge uncertainty bounds
on the residual variance from a regression function or the variance of the parameter estimates for the rating
curves, but do not explicitly incorporate measurement uncertainty in the gauging data. Bayesian
approaches [e.g., Moyeed and Clarke, 2005; Petersen-Øverleir and Reitan, 2009; Reitan and Petersen-Øverleir,
2009; Le Coz et al, 2014; Juston et al., 2014] offer the advantage of incorporating hydraulic knowledge of the
gauging station to set informative priors on the rating-curve parameters and deriving a likelihood function
that accounts for uncertainty in the individual stage-discharge measurements [e.g., Le Coz et al., 2014]. Alter-
native approaches [e.g., Krueger et al., 2010; Guerrero et al., 2012; Jalbert et al., 2011; Westerberg et al., 2011a;
McMillan et al., 2010] have tended to concentrate on non-stationary rating curves where the typical assump-
tions made in statistical approaches may result in biased uncertainty estimates. These studies have utilized
different approaches to estimate discharge uncertainty from ﬁtting multiple rating curves to subsets of the
data [McMillan et al., 2010], using fuzzy regression [Westerberg et al., 2011a; Shrestha et al., 2007] and vario-
graphic analysis [Jalbert et al., 2011]. McMillan and Westerberg [2015] developed a likelihood function that
accounts for both random and epistemic errors and enables sampling of multiple feasible rating curves.
There are also opportunities to exploit ﬂood routing and inundation modeling to estimate discharge uncer-
tainties, particularly for out of bank ﬂows, where there are typically a lack of stage-discharge measurements
[Di Baldassarre and Claps, 2010; Di Baldassarre and Montanari, 2009; Franchini et al., 1999]. However, all of
the aforementioned studies have been applied to a limited number of case studies or to a single type of
stage-discharge relationship. One notable exception is Petersen-Øverleir et al. [2009] who utilize a Bayesian
approach to calculate 95% credibility intervals for 581 gauging stations in Norway. They ﬁnd that many of
the stations in Norway fail to meet WMO and ISO 1992 criteria of discharge uncertainty between 5 and 8%.
However, the assumptions behind their method are not suitable in all cases, e.g., for stations with signiﬁcant
epistemic error in the model representation of the stage-discharge relationship. Hence, there remains a lot
of scope for expanding our knowledge and understanding of how discharge uncertainty varies between
gauging stations and across discharge ranges.
This paper aimed to develop a novel generalized framework to quantify, characterize and benchmark
discharge uncertainty for hundreds of gauging stations. The framework was demonstrated on rating curves
and stage-discharge measurements from 500 gauging stations across England and Wales, which represent
a range of errors and different types of stage-discharge relationships. The framework is primarily based on a
nonparametric regression and includes methods for determining gauging measurement uncertainty, for
using information from the temporal changes in the rating curves to pool groups of stage-discharge meas-
urements, and for modeling multisection rating curves. Results from the study were used to: (1) examine
whether such a general methodology can estimate place-speciﬁc uncertainties, and (2) benchmark dis-
charge uncertainties (i.e., provide a benchmark measure of discharge uncertainty across England and Wales
from which other gauging stations can be measured or judged against) at a national scale.
2. Methods
2.1. Study Area and Data Availability
We chose 500 gauging stations to evaluate the framework for discharge uncertainty estimation from a large
data set of 910 gauging stations located throughout England and Wales (Figure 1a). For each gauging sta-
tion, all rating curve and stage-discharge measurement data (if available) were obtained from the Environ-
ment Agency (EA). The total number of stage-discharge measurements for a single gauging station varied
from 0 (where only a theoretical rating curve was available) to 1797, with the earliest stage-discharge mea-
surement on record obtained in 1955 and the most recent measurements obtained in 2013. The number of
different historical rating curves varied from 0 to 89 for each gauging station. This dense gauging station
network represents a diverse range of conditions in terms of climate, topography, land use and geology
within England and Wales. Regional hydrometry teams within the EA are responsible for the day-to-day
operation and maintenance of these stations, including taking stage-discharge measurements and making
decisions on when to change the rating curves. A wide range of gauging stations are operated across the
regions including purpose-built gauging structures, rated open channel sections, ultrasonic and
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electromagnetic ﬂow measurement methods or a combination of these (Figure 1). Figure 1 highlights the
regional differences in the gauging network. The South and East of England is characterized predominantly
by weirs and ﬂumes, small numbers of stage-discharge measurements and usually only one rating curve.
Conversely, Wales, the South West and North-West of England is characterized by a mix of gauging stations
with many more rated sections, high numbers of historical rating-curve changes and a corresponding large
number of stage-discharge measurements. Thus, the data set provides a challenge as any discharge
uncertainty analysis will need to account for a wide range of different and complex stage-discharge
relationships.
Metadata was taken from the UK Hydrometric Register [Marsh and Hannaford, 2008] and the Centre for
Ecology and Hydrology National River Flows Archive (NRFA) website (http://www.ceh.ac.uk/data/nrfa). The
metadata included information on the type and history of the gauging station, information about problems
associated with weed growth or siltation, and bankfull stage. Data on the ﬁeld methods used to collect the
stage-discharge measurements were not available for every gauging station and neither was detailed infor-
mation on the hydraulic characteristics of each site (e.g., channel geometry, channel roughness and change
in section controls).
2.2. Discharge Uncertainty Sources in England and Wales
The majority of river discharge time series in England and Wales are derived from a multisection rating
curve equation describing the relationship between stage and discharge. In almost all cases, each section of
the rating curve is an empirical equation which takes the form of:
Q5aðh2h0Þb (1)
where Q represents the discharge, a is a coefﬁcient, b is an exponent, h is the stage and h0 is the stage of zero
ﬂow. The rating curve equation is either based on theoretical weir equations where the parameters a and b
Figure 1. (a) Gauging station types in England and Wales for 2008, (b) number of stage-discharge measurements per gauging station,
(c) number of historical rating curves per gauging station, and (d) number of different gauging station types in each region. *BS struc-
ture—A structure (any form of weir or ﬂume) operated to British Standard. **ANG—Anglian, SE—South East, SW—South West, MID—
Midlands, WAL—Wales, NW—North West, NE—North East.
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are related to the shape of the weir or these parameters are calibrated from a set of stage-discharge
measurements. The use of this rating curve implies the assumption of a unique stage-discharge relation-
ship at the river cross section where the geometry of the section is assumed to be stable over time and
where the relationship can be expressed by a single or by multiple power-law equation(s). These assump-
tions are not always fulﬁlled and the discharge estimates can be subject to uncertainty from four main
sources of error; (1) gauging data, (2) natural conditions, (3) rating-curve approximation, and (4) human
alterations. Figure 2 illustrates these four different sources of uncertainty inherent in rating-curve estima-
tion with examples from gauging stations in England and Wales of how these uncertainties manifest
themselves in the stage-discharge data.
Errors in the stage-discharge gauging data are affected by both random and non-random errors including
errors in the point velocity measurements, insufﬁcient sampling of velocity in the cross-section, data proc-
essing errors, and level observation errors (for a comprehensive overview, see McMillan et al. [2012]). Non-
random errors also arise from natural processes including erosion, sedimentation, hysteresis and weed
growth, which affect the channel characteristics and hence the discharge estimates by changing the form
of the stage-discharge relationship. As a result, there may be signiﬁcant scatter in the gauging data and a
non-stable relationship between stage and discharge which could be seasonal or trending over time [Jalbert
et al., 2011; Guerrero et al., 2012]. The ﬁt of the rating-curve equation (Eqn. 1) can also be a signiﬁcant source
of epistemic uncertainty (i.e., uncertainty related to lack of knowledge about the true form of the stage-
discharge relationship). Many rating curves for weirs are based on standard weir equations for which the
coefﬁcients often need calibration to gauged data. For a rated section the uncertainty in the rating curve
depends on the best ﬁt to the gauged points and thus the number and coverage of points over the ﬂow
range. This is particularly important at high ﬂows where there are often few stage-discharge measurements
Figure 2. Uncertainties in rating-curve modeling of the stage-discharge relationship with examples from gauging stations in England and Wales. *QMED—Median annual maximum
ﬂood.
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and extrapolation of the curve beyond the highest measured point is needed, thus making assumptions
about the continuing form of the rating curve. In addition, there can be multiple section breaks where the
rating curve can change abruptly because of different channel or hydraulic controls. Finally, human regula-
tion and intervention can also affect the discharge uncertainty either through changing the gauging station
(in England and Wales this usually means changing the gauging station from a rated section to a weir), or
through the use of multiple weirs at a station (see Figure 2h) where the rating-curve changes depending on
which weir is in operation. In the calculation of discharge time series the uncertainties in stage records
should also be considered. These will depend on the type of gauging station, with artiﬁcial structures
designed to provide more stable and sensitive controls than natural sections.
2.3. A Generalized Framework for Discharge Uncertainty Estimation
Given the wide range of place-speciﬁc uncertainties and the limited data available on site-speciﬁc condi-
tions in the data set, a generalized and ﬂexible framework was needed for the estimation of discharge
uncertainty. We focused on the most prevalent uncertainties found in the data set of gauging stations from
England and Wales; including errors in the stage-discharge measurements, changes in the rating curves
over time, outliers in the data and the deﬁnition of multisection rating curves. An overview of the methodol-
ogy is given in Figure 3 with further description of each of the steps below.
2.3.1. Gauging Data Quality Assessment
The ﬁrst step was a quality assessment of the stage-discharge data and the removal of any assumed errone-
ous data (Figure 3, step 1). This included stage-discharge measurements with exceptionally high stage val-
ues (>50 m) as these had been mistakenly linked to the wrong vertical datum and no correction was
possible with the metadata used in this study. Only complete stage-discharge measurements marked as
‘good’ in the EA database were used in the analysis, however it is worth noting that the application of this
marker varies by region and also was not utilized for older stage-discharge measurements.
Figure 3. Flowchart detailing the generalized framework for discharge uncertainty estimation.
Water Resources Research 10.1002/2014WR016532
COXON ET AL. GENERALIZED FRAMEWORK FOR DISCHARGE UNCERTAINTY ESTIMATION 5535
Discharge uncertainty estimates could be calculated for all of the England and Wales gauging stations that
had stage-discharge measurements. However, to keep the scale of the task feasible and to ensure robust
discharge uncertainty estimates, we selected 500 gauging stations from the 910 gauging stations in the
database. These gauging stations were selected to have more than 20 stage-discharge measurements and
an applicable rating curve (this discounted 32% (295) gauging stations from the total data set). A thresh-
old of twenty stage-discharge measurements was chosen as the nonparametric framework relies on data
and fewer than 20 stage-discharge measurements often resulted in unrealistic uncertainty bounds and/or
poor LOWESS ﬁts (see supporting information). We selected 500 gauging stations from the remaining 615
gauging stations for which there was sufﬁcient information available about gauging data quality and the
stage-discharge relationship to ensure that the discharge uncertainty was reliably estimated. We also
ensured that the selected gauging stations covered a wide range of gauging station types, locations and
errors in the stage-discharge relationship, thus providing a representative picture of the gauging network in
England and Wales.
2.3.2. Assessing Time Variability in the Gauging Data
An important consideration for this study was how to account for time variability in the gauging data and
thus temporal changes in the discharge uncertainty. The EA accounts for changes in the stage-discharge
relationship (through weed growth, erosion, sedimentation, a new gauging station etc.) by changing the
rating curve, which means that the discharge uncertainty calculated for each individual EA rating curve is
different. To reﬂect these changes, we separated the stage-discharge measurements into groups based on
the date range for which each ofﬁcial EA rating curve was valid. However, this resulted in a number of
groups with very low numbers of stage-discharge measurements or a lack of stage-discharge measure-
ments for a particular ﬂow range (often high ﬂows). To allow for discharge uncertainty to be calculated for
as many rating curves and ﬂow ranges as possible, an automated method was required to pool the stage-
discharge measurements based on the similarity of the rating curves. This was seen as the most pragmatic
approach given the other uncertainties. Here, we took the approach of quantifying the maximum standar-
dized deviation between the EA rating curves for each gauge. We generated 1000 stage values between
the minimum and maximum stage from all the EA rating curves, then calculated the discharge from each of
the EA rating curves from this stage range and normalized the discharge values by the maximum ﬂow. We
then compared the normalized discharge values for each rating curve and if the maximum deviation
between these normalized discharge values was less than 0.01 across the whole ﬂow range we treated
them as being effectively the same. In this case we then pooled the populations of individual stage-
discharge measurements together into groups of stage-discharge measurements which would either be
associated with one or multiple rating curves. This was repeated sequentially in time for all historical rating
curves for each gauge.
2.3.3. Quantifying Gauging Data Uncertainties
To deﬁne the error associated with each discharge gauging measurement we utilized the residuals from 26
gauging stations with stable stage-discharge relationships to estimate the measurement error as a function
of normalized discharge (normalized by mean ﬂow). These gauging stations were selected according to the
following criteria; 1) no changes to the rating curve over time had occurred, 2) no outliers, and 3) marked as
a good quality gauging station in the metadata from the EA. The stations covered all the hydrometric
regions of the data set and measurements taken from 1962 to 2012. The majority of the stations (16, or
60%) had ﬂow measurement structures with theoretically developed ratings for which the gauging meas-
urements are used to check the theoretical rating. The other stations consisted of eight rated sections and
two ultrasonic stations, and there was no signiﬁcant difference to the estimated uncertainties if only the
structures were used. The relative rating-curve residuals (i.e., the deviation as a proportion of the measured
discharge) from the 26 gauging stations were plotted against normalized measured discharge (Figure 4a).
The residuals were binned into 20 intervals of normalized ﬂow and we found that logistic distributions ﬁtted
the residuals well within each bin (Figure 4c). The parameters of the logistic distributions were plotted
against the median normalized discharge in each bin (Figure 4b), and we found that the location parameter
could be approximated by 0 and the scale parameter could be estimated as an exponential function of nor-
malized discharge. The measurement errors were then sampled within the 95% limits of the logistic error
distributions, which varied from 625% for low ﬂows to 613% for the highest normalized ﬂows. Note that
the logistic distribution has higher kurtosis (heavier tails) than a normal distribution, which means that the
corresponding 80% limits were 615% and 68%. The magnitude of the measurement error was inversely
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proportional to the normalized discharge (Figures 4a and 4b, note the x axis log scale), which is expected
given higher relative uncertainties in low-ﬂow discharge measurement as a result of greater inaccuracies of
hydro-acoustic and current meter measurements in shallow and low-velocity ﬂow situations [Petersen-
Øverleir et al., 2009]. The estimated magnitudes were in line with those given by McMillan et al. [2012] and
Pelletier [1988], and are expected to provide a more robust estimate of measurement error for our data set
than the common practise of using a single literature estimate transferred from other studies.
Stage is measured directly and measurement errors are generally reported to be less uncertain than those
for discharge measurement [McMillan et al., 2012]. It is likely that stage errors vary temporally because of
instrumentation changes, but since we did not have any direct information on the expected stage errors we
used a uniformly sampled error of65mm based on previous studies [McMillan et al., 2012].
2.3.4. Fitting the Rating Curve With Nonparametric Regression
Given the wide range of stage-discharge relationships, the large number of gauging stations, and the meta-
data we had for each gauging station, we needed a methodology that was (1) computationally fast, (2) ran
automatically for each gauging station with minimal user input, and (3) relied only on the information from
the stage-discharge measurements. As a result of these requirements, we decided not to ﬁt power-law
equations and instead use a nonparametric local weighted regression (LOWESS) approach [Cleveland, 1979]
that inferred the shape of the rating curve directly from the stage-discharge measurement data (Figure 3,
step 4). The LOWESS approach was chosen because of its ability to readily compute uncertainty bounds
around the predictions, to adapt to differing spacing in the stage-discharge measurements through the use
of k nearest points and the easily interpretable results.
The LOWESS procedure takes in turn each stage-discharge measurement as the central point x in a set of
2k11 data points. The remaining 2k data points consist of the k preceding and k following points when the
data set is sorted by stage. The estimate of the discharge for the data point and its variance is generated by
Figure 4. Estimation of discharge measurement uncertainty: (a) rating-curve residuals for the 26 stable gauging stations (one colour per station), (b) logistic distribution parameters with
95% conﬁdence intervals ﬁtted to the residuals in 20 bins and plotted against median normalized discharge in each bin. The location parameter was approximated with zero, and the
scale parameter, r, was ﬁtted with the function r5 4.18 * eð23:051
QnÞ1 3.531, where Qn is normalized discharge, and (c) examples of the rating curve residuals and ﬁtted logistic distribu-
tions for ﬁve bins in different ﬂow ranges. *MNQ5median normalized discharge (normalized by mean ﬂow).
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ﬁtting a weighted linear regression to the selected data. This process was then repeated for all of the data
points to provide a single LOWESS ﬁt. Weights wi are dependent upon the differences in stage and given
by the tri-cube weight function:
wi5 12
 ðx2xiÞmaxðx2xiÞ

3
 !3
(2)
where x is the central stage-discharge measurement point and xi are the other stage-discharge
measurements in the set of 2k11 data points deﬁned by the span. The weight function gives the most
weight to data closest to the central stage-discharge measurement and the least weight to the data
furthest away. To account for outliers in the stage-discharge relationship, the original data were used for a
ﬁrst LOWESS ﬁt and the residuals r were then calculated from this initial ﬁt. A bi-square weight function was
then used to weight each stage-discharge measurement depending on how far the point is from the ﬁtted
line.
wi5 12 ri2 6MADð Þ2
 2
(3)
MAD5median ðjrjÞ (4)
where ri is the residual of the ith residual data point and MAD is the median absolute deviation of the resid-
uals. This function down-weighted any data points that had large residual values.
The span deﬁned by k is an important consideration as large spans will result in excessively smooth
curves and small spans will result in overﬁtting the data. Fixing the span to a set number or percentage of
stage-discharge measurements for all the gauging stations gave inconsistent results, thus the span
for each set of stage-discharge measurements was estimated. A range of spans was evaluated (0.025–25%
of the number of stage-discharge measurement points in 0.005% increments) and the span which maxi-
mized the log-likelihood of the data for predictions generated from a leave-one-out cross-validation was
chosen.
2.3.5. Calculating the Discharge Uncertainty Bounds
We repeated the LOWESS ﬁt 500 times, and for each ﬁt all the stage-discharge measurements were
resampled using the measurement error distributions described in section 2.3.3. We found that 500 times
was computationally efﬁcient and tests showed that increasing the number of samples did not change the
ﬁnal estimated 95% conditional uncertainty bounds. At each stage value we had 500 predictions summar-
ized by their mean and variance, with each prediction having an equal weight. To combine the different dis-
tributions into the ﬁnal uncertainty distribution for each stage value, the data distribution was expressed as
a mixture of multiple Gaussian distributions whose mean and variance were derived from the LOWESS pre-
dictions for that point. We then computed the 2.5th and 97.5th percentiles of this Gaussian mixture model
to deﬁne the ﬁnal 95% conditional uncertainty bounds.
2.4. Discharge Uncertainty Results
We quantiﬁed discharge uncertainty at low, mean and high ﬂow to compare results for each gauging sta-
tion, and to compare to Petersen-Øverleir et al. [2009], who estimated discharge uncertainty for 581 Norwe-
gian gauging stations. We used the ofﬁcial EA rating curves to calculate stage for the high (HHF) and low
(HLF) ﬂow values as the stage corresponding to the means of the annual maxima and minima discharges
obtained from the daily discharge time series. For mean ﬂow, we used the stage corresponding to the
mean of the discharge time series (over the period of record for each gauge). The 2.5th and 97.5th percen-
tile discharge uncertainty bounds (i.e., the 2.5th and 97.5th percentiles from the Gaussian mixture model
described above) were then used to deﬁne the upper (Q^
95
U ) and lower (Q^
95
L ) discharge uncertainty bounds
for the low, mean and high discharge evaluation points. If there were multiple rating curves then an aver-
age of the stage values from the multiple curves were used. Note that Petersen-Øverleir et al. instead used
the mean daily stage time series for calculating the low, high and mean points on the rating curves, but we
did not have stage time series data for all stations. Finally, relative uncertainties were quantiﬁed by calculat-
ing the width of the interval between the uncertainty bounds as a percentage of the discharge values from
the ofﬁcial rating curve (QRC). The equation for high ﬂows is shown as an example:
Water Resources Research 10.1002/2014WR016532
COXON ET AL. GENERALIZED FRAMEWORK FOR DISCHARGE UNCERTAINTY ESTIMATION 5538
Q^
95
U HHFð Þ2Q^
95
L HHFð Þ
QRC HHFð Þ x 100 (5)
3. Results
3.1. Fitting Uncertainty Bounds for Different Stage-Discharge Relationships
To demonstrate the ﬂexibility of the methodology, we present results from eight gauging stations (Figures 5
and 6) representing the different types of errors and stage-discharge relationships identiﬁed in Figure 2. Fig-
ure 5 shows the ofﬁcial EA rating curves, stage-discharge measurements, locations and estimated uncertainty
bounds for seven different gauging stations. The ﬁgure demonstrates the applicability of the methodology for
different types of gauging stations and stage-discharge relationships, but also highlights one of the limitations
of the framework. The results show that the discharge uncertainty magnitude varied between the gauging
stations and over the ﬂow range. There are examples of stable rating curves (Figure 5a), the ability of the
methodology to robustly handle outliers (Figure 5b), changes in the stage-discharge relationship due to out-
of-bank ﬂows (Figure 5c), deviations of stage-discharge measurements to the rating curve (Figure 5d), gauging
stations where the discharge uncertainty changes substantially at high ﬂows (Figure 5e), multisection rating
curves (Figure 5f) and an example where the span chosen automatically in the cross validation was not
Figure 5. Examples from seven gauging stations of ofﬁcial EA rating curves, stage-discharge measurements and their 95% uncertainty
bounds calculated using the framework. Discharge uncertainties in percent for low (L), mean (M) and high (H) ﬂow discharge are displayed
in the shaded boxes.
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appropriate (Figure 5g). The resulting uncertainty bounds provide consistent results for most of the gauging
stations where the uncertainty bounds reﬂect the scatter in the gauging data. For the majority of cases, the
plots demonstrate that the window set in the cross-validation procedure was not over or under-ﬁtting for any
of the stage-discharge relationships. Figures 5c and 5f show that the framework could handle complex stage-
discharge relationships with multiple sections and abrupt changes to the rating curve. Figure 5c (Taf at Clog-
y-Fran) shows the stage-discharge relationship for a velocity-area station where the right ﬂood bank overspills
during peak ﬂow events at 3.2–3.4m. As a result there is an abrupt change in the stage-discharge relationship.
This illustrates the need for high-ﬂow gaugings to assess uncertainties related to out-of-bank ﬂows. Figure 5d
(Chelmer at Felsted) illustrates a case where the assumption of a power-law equation is not appropriate and
shows that the framework can account for such non-standard stage-discharge relationships. In this case, the
ﬂows are heavily inﬂuenced by the downstream level and backwater is causing the ﬂows to deviate signiﬁ-
cantly from the rating curve. For this station we were unable to calculate low ﬂow uncertainty as there were
no stage-discharge measurements for low ﬂows. The station in Figure 5e had considerable scatter at high
ﬂows and in contrast to the other six gauging stations the uncertainty was highest (in percentage terms) for
high ﬂows. This station was designed primarily for accuracy at low ﬂows and although bankfull stage occurs
at 2.1m, there is overspill at 1.65m on the left bank which may account for a large amount of the scatter. The
resulting uncertainty bounds demonstrate that the methodology is able to capture this changing uncertainty
by locally ﬁtting the data and accounting for the scatter in the data. Finally, the station Low Marishes on the
River Derwent (Figure 5g) highlights a case where the span automatically chosen in the cross-validation proce-
dure resulted in uncertainty bounds that are uneven and unrealistic as the LOWESS procedure has overﬁtted
the stage-discharge measurements. In such cases (for 23 out of the 500 stations), we selected an appropriate
span manually rather than having one chosen by the cross-validation procedure.
Figure 6. Stage-discharge relationship for Taw at Taw Bridge from 1973 to 2014, (a) all rating curves and stage-discharge measurements, main ﬁgure plotted using log(discharge) to
emphasize low ﬂows, inset ﬁgure plotted as untransformed discharge, (b–e) groups of rating curves with the dates where the rating curves were valid, and (f) ﬁnal 95% uncertainty
bounds for the four groups of rating curves, main ﬁgure plotted using log(discharge) to emphasize low ﬂows, inset ﬁgure plotted as untransformed discharge. The discharge uncertainty
values at low, mean and high ﬂow for the four groups of rating curves are shown at the bottom of the plot.
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The framework also provided a measure of how the discharge uncertainty changes over time. Figure 6
shows one such example for the Taw Bridge gauging station on the river Taw. This particular station has 14
different rating curves (Figure 6a), 13 of which are associated with the old velocity-area station that was
built in 1973 and then 1 rating curve from 1998 when the gauging station was upgraded to a Flat V weir
because of unstable bed control and multiple rating-curve changes. Figures 6b–6e show the different
groups of rating curves chosen by the maximum standardized deviation analysis (Section 2.3.2) and high-
lights its applicability for identifying replicates of the data. The ﬁnal uncertainty bounds were then calcu-
lated for four subsets of the data (Figure 6f). As a result of the weir construction, the discharge uncertainty
at low ﬂows decreased signiﬁcantly (see shaded boxes at the bottom of Figure 6). This demonstrates the
value of separating the stage-discharge measurements according to the individual rating curves, hence
reﬂecting changes in the channel shape or other local conditions at the gauging station.
3.2. Benchmarking Discharge Data Quality in England and Wales
Figures 7 and 8 present an overview of the results from the discharge uncertainty analysis for the 500 gaug-
ing stations. Figure 7 displays results of the low, mean and high ﬂow relative discharge uncertainty intervals
(Equation 5) for all the groups of stage-discharge measurements (see Section 2.3.2, as there can be more
than one group per station). The relative uncertainty intervals for the discharge evaluation points varied
from 9 to 397% and there were distinct differences in the uncertainty for low, mean and high ﬂows. Low-
ﬂow uncertainties generally had the highest relative uncertainties varying from 20 to 397%. The highest rel-
ative discharge uncertainty interval (397%) occurred for a gauging station where the low ﬂow value was
0.015m3/s meaning that the absolute discharge uncertainty is small (0.06m3/s) despite the high percentage.
For low ﬂows, 37% of the groups of stage-discharge measurements fell within the 40–80% discharge uncer-
tainty band, with 24% of the groups having a low-ﬂow uncertainty less than 40%. In contrast, 70% (53%) of
the groups (83% (96%) discounting the groups where we were unable to calculate discharge uncertainty)
had a mean (high) ﬂow uncertainty interval of less than 40%. The high proportion of missing values for high
ﬂows (403 or 44% of the groups) occurred because the methodology was unable to extrapolate beyond the
limits of the stage-discharge measurements, and therefore reﬂects the lack of stage-discharge measure-
ments at high ﬂows.
Figure 8 shows maps of the relative discharge uncertainties for the 500 gauging stations in England and
Wales, with unﬁlled grey markers showing the rest of the gauging station network (910 stations) and thus
where discharge uncertainty was not calculated. The discharge uncertainty intervals are shown for the most
Figure 7. Relative discharge uncertainty results from the 916 groups of stage-discharge measurements for low, mean and high ﬂows. NA
indicates the stations where discharge uncertainty for that particular ﬂow value could not be calculated; the lightest shade for instances
where the EA rating curve did not extend to that ﬂow, the intermediate shade where the uncertainty bounds did not extend to that ﬂow
and then the darkest shade where there were too few stage-discharge measurements to calculate discharge uncertainty for gauging sta-
tions with multiple groups of stage-discharge measurements.
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recent group of stage-discharge measurements for each station. Results for historic ratings at stations with
multiple rating curves are thus not shown. Interestingly, there were no clear spatial patterns in the dis-
charge uncertainties, and we found no strong links between discharge uncertainty and gauging station
type or region (results not shown). There was no clear relation between the spatial patterns for low, mean
and high ﬂows, showing that stations do not generally have consistently low or high discharge uncertainty
across the ﬂow range. The lack of gauging stations in the South-East around the Thames is because most of
the gauging stations in this region utilize weir calculations rather than rating curves and they had few
stage-discharge measurements which meant that our framework was not applicable.
4. Discussion
4.1. A Generalized Framework for Estimating Discharge Uncertainty
This study has developed a generalized framework for estimating discharge uncertainty and evaluated it
nationally for gauging stations in England and Wales. Many studies have developed methods for estimating
discharge uncertainty for different gauging stations and types of stage-discharge relationships [Guerrero
et al., 2012; Le Coz et al., 2014; Reitan and Petersen-Øverleir, 2009; Westerberg et al., 2011a]. However, the pur-
suit of large-sample hydrology [Gupta et al., 2014] together with a better understanding of the uncertainties
and information content of data [McMillan et al., 2012] requires discharge uncertainty frameworks that can
operate on minimal user and data input to quantify and benchmark discharge uncertainties over hundreds
of gauging stations. We developed a novel framework that relies solely on the rating curve history and the
gauging data, while requiring minimal user input to operate for hundreds of stations. Through nonparamet-
ric ﬁtting of the data we were able to account for gauges that did not follow the traditional power-law rat-
ing curve and handle multiple multisection rating curves robustly with little user input. The results show
that the framework can represent place-speciﬁc uncertainties by accounting for the different types of errors
found in the stage-discharge relationship at different gauging stations. A ﬂexible framework is essential in
Figure 8. Maps showing the spatial pattern of discharge uncertainty for low, mean and high ﬂows for the most recent group of stage-
discharge measurements for each station. An unﬁlled circle shows that discharge uncertainty was not calculated for that gauging station.
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regions such as England and Wales that exhibit a large diversity in the types of gauging stations, the con-
trols and the errors sources that affect the stage-discharge relationship.
4.2. Data Quality in England and Wales
Our results allow the quality of discharge data to be assessed nationally. We found that mean (high) ﬂow rela-
tive discharge uncertainty was less than 40% for 83% (96%) of the gauging stations for the most recent group
of stage-discharge measurements. Similar to results from Norway [Petersen-Øverleir et al., 2009], higher relative
discharge uncertainties were found at low ﬂows, which is not surprising given larger natural and measure-
ment uncertainties for low-ﬂow conditions [Petersen-Øverleir et al., 2009; Tomkins, 2014; Westerberg et al.,
2011a]. However, our relative discharge uncertainty estimates for mean ﬂow and high ﬂow were generally
higher, for example, there were no rating curves that had a mean ﬂow uncertainty of less 10%, compared to
nearly 10% of the rating curves in Norway [Petersen-Øverleir et al., 2009]. Apart from differences in natural con-
ditions, this could be due to the inclusion of measurement error in this study and the different calculation of
the uncertainty bounds. In contrast, our high ﬂow uncertainty estimates were lower; this is most likely because
our framework did not allow for quantiﬁcation of extrapolation uncertainties, which means that our analysis
excluded many stations (section 3.2) with potentially large high-ﬂow uncertainty.
Despite regional differences in the type of gauging station, the number of historical rating curves and
stage-discharge measurements (Figure 1), discharge uncertainty was found to be highly place-speciﬁc. This
suggests that uncertainty at a given gauging station is mainly determined by a number of local site condi-
tions including how the gauging station is managed, the frequency of ﬂow gaugings, whether it has any
backwater or weed growth problems, if the river overtops the banks, and if there is any bypassing of ﬂow.
These site conditions can result in large discharge uncertainty values, for example, 14% of the gauging sta-
tions had a relative discharge uncertainty at mean ﬂow greater than 40%. The estimated uncertainties were
generally not constant over time or over the ﬂow range. This has important implications for hydrological
modeling, ﬂood modeling and water quality monitoring [Lloyd et al., 2015] within England and Wales; not
only for studies focused on a single catchment but also for comparative catchment studies. Recognition of
uncertainty in the stage-discharge relationship is essential for robust assessments of hydrological models
and to draw accurate conclusions in analyses based on discharge data. This is becoming increasingly recog-
nized within hydrological research with recent studies incorporating discharge uncertainty into model diag-
nostics [Coxon et al., 2014; Renard et al., 2010; Thyer et al., 2009; Westerberg and Birkel, 2015], yet there is still
progress to be made. Many studies that incorporate large numbers of catchments for hydrological model
testing, development and evaluation [Coron et al., 2012; Kollat et al., 2012; Perrin et al., 2008; Pushpalatha
et al., 2011; Van Esse et al., 2013] and regionalization [Merz and Bl€oschl, 2004; Oudin et al., 2008; Parajka et al.,
2005; Sefton and Howarth, 1998; Yadav et al., 2007; Young, 2006] have yet to incorporate discharge uncer-
tainty. Our study provides a ﬁrst step toward that goal by providing a simple nonparametric framework to
estimate discharge uncertainty locally at many gauging stations so it can be incorporated not only within
hydrological modeling but any environmental modeling application that utilizes discharge data. While this
is an important ﬁrst step, there will need to be careful consideration of how these uncertainties are incorpo-
rated into modeling analyses and of how to provide discharge uncertainty estimates across the entire ﬂow
range when using this framework. Moreover, a complete uncertainty assessment will require large sample
studies to include estimates of rainfall uncertainty and these important research questions will be the focus
of our future studies.
4.3. Limitations and Future Developments
There are still some challenging cases where the resulting uncertainty bounds may not be appropriate and
where the framework could be further developed. First, although the window size was chosen by a cross-
validation procedure, it did not always provide the best option for all sets of stage-discharge measurements
and the resultant uncertainty bounds could in some cases become uneven and unrealistic particularly
when there was large scatter in the stage-discharge data (Figure 5g). These cases were identiﬁed through
visual inspection of the discharge uncertainty bounds and for the 23 stations where the uncertainty bounds
were deemed unrealistic we selected the appropriate window size manually so that the LOWESS ﬁt did not
overﬁt or under-ﬁt the data.
Second, the LOWESS procedure is a data-driven approach that depends on ﬁtting the data locally within
windows and it is therefore highly dependent on the available stage-discharge data. This leads to two
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limitations in our approach. First, we set 20 stage-discharge measurements as a minimum number to pro-
vide an estimate of discharge uncertainty (fewer than 20 measurements often led to poor LOWESS ﬁts) and
this meant that 152 gauging stations were discounted from this study. The framework is therefore currently
not applicable in regions where the established practise is to make few gaugings. Second, the methodology
is unable to extrapolate beyond the limits of the data and we were unable to calculate uncertainties at low
(high) ﬂows for 31% (44%) of the groups of stage-discharge measurements. Care must be taken when
extrapolating the stage-discharge relationship as the estimated uncertainties may not be valid in some
cases. This would in particular be the case where bankfull stage values are reached but no data exist to
characterize the step change in the stage-discharge relationship. Figure 2e provides a good example of
how disinformative such extrapolations might become if the above bankfull stage-discharge data were not
available. Instead of extrapolating the expected stage-discharge relationship for these gauging stations,
hydraulic simulations can be used to gain insights about discharge uncertainties for extrapolated ﬂows
[e.g., Di Baldassarre and Claps, 2010].
Third, the estimate of the discharge measurement errors using the logistic distributions likely provides a
better estimate than using (constant) literature values transferred from other studies, however, there are
some limitations with this approach. Although the stage-discharge measurements included in estimating
the measurement uncertainties were taken over a long period (1962–2012) using different gauging techni-
ques, we did not include information about measurement methods or how these have changed over time.
The estimates may also not be equally representative across the ﬂow range as we did not have any meas-
urements for out-of-bank ﬂows where a site-speciﬁc step change in variance is expected, and there is
potentially more error equiﬁnality at low ﬂows (although most of the stations we used had structures with
good low-ﬂow control). There was only a small effect to the ﬁnal LOWESS estimates at low ﬂows of using a
constant logistic measurement error equal to the high ﬂow estimate across the whole ﬂow range (results
not shown). For the stage data a constant value of 65 mm was assumed since we did not have further
information about these errors. However, this estimate could be expected to vary signiﬁcantly both spatially
and temporally with larger uncertainties, for example, occurring during ﬂow peaks if stage changes rapidly
during the time of the gauging.
Finally, when using the framework to obtain the uncertainty bounds, the aim was to represent the uncer-
tainty of the scatter in the stage-discharge data since there are often important non-random error sources
affecting the data and information about these in the scatter. This means that the uncertainty bounds may
be too wide if the scatter at a particular gauging station is instead dominated by random error sources in
the observations of stage and discharge. However, the analyses of the 500 gauging stations in this study
showed that non-random error sources of varying origin were frequently present in the data (section 2.2).
Without further site-speciﬁc information about their magnitude or character it was therefore motivated to
include the total data scatter in order to represent both aleatory and epistemic uncertainty sources and pro-
vide robust outer estimates for the discharge uncertainty. These results highlight the uncertainty about
uncertainty intervals (or uncertainty2) in the presence of non-negligible epistemic uncertainty sources, dis-
cussed and illustrated by Juston et al. [2014] in the context of rating-curve uncertainty and hydrologic
change detection. The mix of random and non-random error sources could have signiﬁcant consequences
when transforming these uncertainty estimates back on to the discharge time series and this will be an
important consideration when utilizing the framework in future studies.
5. Conclusions
This paper presents a versatile framework for assessing the discharge uncertainty at many gauging stations
with a variety of different errors in the stage-discharge relationship. The framework relies on information
from the rating curves and stage-discharge measurements and is based around three key components; (1)
a robust nonparametric approach for ﬁtting multiple rating curves, (2) a methodology for quantifying dis-
charge measurement error, and (3) techniques to account for outliers in the data and scatter in the stage-
discharge data. It also uses information from the ofﬁcial EA rating curves to assess how discharge uncertain-
ties change over time. To demonstrate its ﬂexibility and applicability to many gauging stations we tested
the framework on 500 gauging stations in England and Wales. Results show that the framework is robust
for a number of different gauge types where the uncertainty bounds reﬂect the scatter in the stage-
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discharge measurements well. An important outcome of this study is how local conditions at a gauging sta-
tion determine the magnitude of discharge uncertainty and how the discharge uncertainty changes over
the ﬂow range and over time. These local conditions not only include natural changes such as weed growth
but also the management of the gauging station such as how often the rating curve is updated. The analy-
sis undertaken in this study could be extended by utilizing the framework to identify more/less reliable
gauging stations and indicate priorities for hydrometry teams. Future research will aim to extend the frame-
work to enable uncertainty estimates for extrapolated segments and assess discharge uncertainty at gaug-
ing stations with few stage-discharge measurements.
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