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Abstract
Let F2m be a finite field of cardinality 2
m, R = F2m [u]/〈u
4〉) and n is an odd
positive integer. For any δ, α ∈ F×2m , ideals of the ring R[x]/〈x
2n− (δ+αu2)〉
are identified as (δ + αu2)-constacyclic codes of length 2n over R. In this
paper, an explicit representation and enumeration for all distinct (δ + αu2)-
constacyclic codes of length 2n over R are presented.
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1. Introduction
Algebraic coding theory deals with the design of error-correcting and error-
detecting codes for the reliable transmission of information across noisy chan-
nel. The class of constacyclic codes play a very significant role in the theory
of error-correcting codes.
Let Γ be a commutative finite ring with identity 1 6= 0, and Γ× be the
multiplicative group of invertible elements of Γ. For any a ∈ Γ, we denote
by 〈a〉Γ, or 〈a〉 for simplicity, the ideal of Γ generated by a, i.e., 〈a〉Γ = aΓ =
{ab | b ∈ Γ}. For any ideal I of Γ, we will identify the element a + I of the
residue class ring Γ/I with a (mod I) for any a ∈ Γ in this paper.
A code over Γ of length N is a nonempty subset C of ΓN = {(a0, a1, . . .,
aN−1) | aj ∈ Γ, j = 0, 1, . . . , N − 1}. The code C is said to be linear if C is
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n Γ-submodule of ΓN . All codes in this paper are assumed to be linear. Let
γ ∈ Γ×. A linear code C over Γ of length N is called a γ-constacyclic code
if (γcN−1, c0, c1, . . . , cN−2) ∈ C for all (c0, c1, . . . , cN−1) ∈ C. Particularly, C
is called a negacyclic code if γ = −1, and C is called a cyclic code if γ = 1.
For any a = (a0, a1, . . . , aN−1) ∈ Γ
N , let a(x) = a0 + a1x+ . . .+ aN−1x
N−1 ∈
Γ[x]/〈xN−γ〉. We will identify a with a(x) in this paper. By [9] Propositions
2.2 and 2.4, it is well known that C is a γ-constacyclic code of length N over
Γ if and only if C is an ideal of the residue class ring Γ[x]/〈xN − γ〉.
Let Fq be a finite field of cardinality q, where q is power of a prime,
and denote R = Fq[u]/〈u
e〉 = Fq + uFq + . . . + u
e
Fq (u
e = 0) where e ≥ 2.
Then R is a finite chain ring. When e = 2, there were a lot of literatures
on linear codes, cyclic codes and constacyclice codes of length N over rings
Fpm[u]/〈u
2〉 = Fpm + uFpm for various prime p and positive integers m and
N . See [2], [4], [5],[8]–[10], [12], [14] and [17], for example.
When e ≥ 3, for the case of p = 2 and m = 1 Abualrub and Siap
[1] studied cyclic codes over the ring Z2 + uZ2 and Z2 + uZ2 + u
2
Z2 for
arbitrary length N , then Al-Ashker and Hamoudeh [3] extended some of
the results in [1], and studied cyclic codes of an arbitrary length over the
ring Z2 + uZ2 + u
2Z2 + . . . + u
k−1Z2 (u
k = 0) for the rank and minimal
spanning of this family of codes. For the case of m = 1, Han et al. [13]
studied cyclic codes over R = Fp + uFp + . . .+ u
k−1Fp with length p
sn using
discrete Fourier transform. Singh et al. [18] studied cyclic code over the
ring Zp[u]/〈u
k〉 = Zp + uZp + u
2Zp + . . . + u
k−1Zp for any prime integer
p and positive integer N . A set of generators, the rank and the Hamming
distance of these codes were investigated. Kai et al. [15] investigated (1+λu)-
constacyclic codes of arbitrary length over Fp[u]/〈u
m〉, where λ is a unit in
Fp[u]/〈u
m〉, and Cao [6] generalized these results to (1 + wγ)-constacyclic
codes of arbitrary length over an arbitrary finite chain ring R, where w is a
unit of R and γ generates the unique maximal ideal of R. Sobhani et al. [19]
showed that the Gray image of a (1 − ue−1)-constacyclic code of length n is
a length pm(e−1)n quasi-cyclic code of index pm(e−1)−1.
Sobhani [20] determined the structure of (δ + αu2)-constacyclic codes of
length pk over Fpm [u]/〈u
3〉 completely, where δ, α ∈ F×pm, and proposed some
open problems and further researches in this area: characterize (δ + αu2)-
constacyclic codes of length pk over the finite chain ring Fpm [u]/〈u
e〉 for e ≥ 4.
As a natural extension, the following problem is more worthy of study:
characterize (δ + αu2)-constacyclic codes of arbitrary length N over the finite
chain ring Fpm[u]/〈u
e〉 for e ≥ 4, where N = pkn, k is a positive integer and
2
n ∈ Z+ satisfying gcd(p, n) = 1.
In this paper, we study the latter problem for the special case of p = 2,
k = 1, n is an odd positive integer and e = 4. Specifically, using linear
code theory over finite chain rings we provide a new way different from the
methods used in [13], [18] and [20] to give a complete classification and an
explicit enumeration for (δ + αu2)-constacyclic codes of length 2n over the
finite chain ring F2m [u]/〈u
4〉. We will adopt the following notations.
Notation 1.1 Let δ, α ∈ F×2m and n be an odd positive integer. We denote
• R = F2m [u]/〈u
4〉 = F2m + uF2m + u
2
F2m + u
3
F2m (u
4 = 0), which is a
finite chain ring of 24m elements.
• A = F2m [x]/〈(x
2n− δ)2〉, which is a principal ideal ring and |A| = 24mn.
• A[v]/〈v2−α−1(x2n−δ)〉 = A+vA (v2 = α−1(x2n−δ)), where A+vA =
{ξ0 + vξ1 | ξ0, ξ1 ∈ A} with operations defined by
⋄ (ξ0 + vξ1) + (η0 + vη1) = (ξ0 + η0) + v(ξ1 + η1),
⋄ (ξ0 + vξ1)(η0 + vη1) = (ξ0η0 + α
−1(x2n − δ)ξ1η1) + v(ξ0η1 + ξ1η0),
for all ξ0, ξ1, η0, η1 ∈ A.
The present paper is organized as follows. In Section 2, we sketch the
basic theory of finite commutative chain rings and linear codes over finite
commutative chain rings. In Section 3, we provide an explicit representation
for each (δ + αu2)-contacyclic code over R of length 2n and give a formula
to count the number of codewords in each code. As a corollary, we obtain
a formula to count the number of all such codes. Finally, we list all 258741
distinct (1 + u2)-contacyclic codes of length 14 over F2[u]/〈u
4〉 in Section 4.
2. Preliminaries
In this section, we sketch the basic theory of finite commutative chain rings
and linear codes over finite commutative chain rings needed in this paper.
Let K be a commutative finite chain ring with 1 6= 0, pi be a fixed gener-
ator of the maximal ideal of K with nilpotency index 4, and F the residue
field of K modulo its ideal 〈pi〉 = piK, i.e. F = K/〈pi〉. It is known that |F |
is a power of a prime number, and there is a unit ξ of K with multiplicative
order |F | − 1 such that every element a ∈ K has a unique pi-adic expansion:
a0 + pia1 + pi
2a2 + pi
3a3, a0, a1, a2, a3 ∈ T , where T = {0, 1, ξ, . . . , ξ
|F |−2} is
the Teichmu¨ller set of K (cf. [16]). Hence |K| = |F |4. If a 6= 0, the pi-degree
3
of a is defined as the least index j ∈ {0, 1, 2, 3} for which aj 6= 0 and writ-
ten for ‖a‖pi = j. If a = 0 we write ‖a‖pi = 4. It is clear that a ∈ K
× if
and only if a0 6= 0, i.e., ‖a‖pi = 0. Hence |K
×| = (|F | − 1)|F |3. Moreover,
we have K/〈pi0〉 = {0} and K/〈pil〉 = {
∑l−1
i=0 pi
iai | a0, . . . , al−1 ∈ T } with
|K/〈pil〉| = |F |l, 1 ≤ l ≤ 3.
Let L be a positive integer and KL = {(α1, . . . , αL) | α1, . . . , αL ∈ K}
the free K-module under componentwise addition and multiplication with
elements from K. Recall that a linear code C over K of length L is a K-
submodule of KL, and C is said to be nontrivial if C 6= KL and C 6= 0.
Let C be a linear code over K of length L. By [16] Definition 3.1, a
matrix G is called a generator matrix for C if the rows of G span C and none
of them can be written as an K-linear combination of the other rows of G.
Furthermore, a generator matrix G is said to be in standard form if there is
a suitable permutation matrix U of size L× L such that
G =


pi0Ik0 M0,1 M0,2 M0,3 M0,4
0 piIk1 piM1,2 piM1,3 piM1,4
0 0 pi2Ik2 pi
2M2,3 pi
2M2,4
0 0 0 pi3Ik3 pi
3M3,4

U (1)
where the columns are grouped into blocks of sizes k0, k1, k2, k3, k with ki ≥ 0
and k = L− (k0 + k1 + k2 + k3). Of course, if ki = 0, the matrices pi
iIki and
piiMi,j (i < j) are suppressed in G. From [16] Proposition 3.2 and Theorem
3.5, we deduce the following.
Lemma 2.1 Let C be a nonzero linear code of length L over K. Then C has
a generator matrix in standard form as in (1). In this case, the number of
codewords in C is equal to |C| = |F |4k0+3k1+2k2+k3 = |T |4k0+3k1+2k2+k3.
In particular, all distinct nontrivial linear codes of length 2 over K has
been listed (cf. [7] Lemma 2.2 and Example 2.5). Moreover, we have
Theorem 2.2 Using the notations above, let ω ∈ K×. Then every nontrivial
linear code C of length 2 over K satisfying the following condition
(ωpi2b, a) ∈ C, ∀(a, b) ∈ C (2)
has one and only one of the following matrices G as their generator matrices :
(I) G = (pib, 1), where b ∈ (K/〈pi3〉)× satisfying b2 = ω (mod pi2).
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(II) G = (0, pi3); G = (pi3b, pi2) where b ∈ K/〈pi〉; G = (pi2b, pi) where
b ∈ (K/〈pi2〉)× satisfying b2 = ω (mod pi).
(III) G = pikI2 where I2 is the identity matrix of order 2, 1 ≤ k ≤ 3.
(IV) G =
(
0 1
pi 0
)
; G =
(
piz 1
pi2 0
)
where z ∈ T ; G =
(
piz 1
pi3 0
)
where z ∈ K/〈pi2〉 satisfying z2 = ω − pib (mod pi2) for some b ∈ K.
(V) G =
(
pi2z pi
pi3 0
)
where z ∈ T .
Proof. See Appendix. 
3. Representation and classification of (δ+αu2)-constacyclic codes
over R of length 2n
In this section, we construct a specific ring isomorphism from A + vA onto
R[x]/〈x2n−(δ+αu2)〉. Then we obtain a one-to-one correspondence between
the set of ideals of A + vA onto the set of ideas of R[x]/〈x2n − (δ + αu2)〉.
Furthermore, we provide a direct sum decomposition for each (δ + αu2)-
constacyclic code over R of length 2n.
Let ξ0+vξ1 ∈ A+vA where ξ0, ξ1 ∈ A. Then ξs can be uniquely expressed
as ξs = ξs(x) where ξs(x) ∈ F2m [x] satisfying deg(ξs(x)) < 4n (we will write
deg(0) = −∞ for convenience) for s = 0, 1. Dividing ξs(x) by α
−1(x2n − δ),
we obtain a unique pair (a0(x), a2(x)) of polynomials in F2m [x] such that
ξ0 = ξ0(x) = a0(x) + α
−1(x2n − δ)a2(x), deg(aj(x)) < 2n for j = 0, 2,
and a unique pair (a1(x), a3(x)) of polynomials in F2m [x] such that
ξ1 = ξ1(x) = a1(x) + α
−1(x2n − δ)a3(x), deg(aj(x)) < 2n for j = 1, 3.
Assume that ak(x) =
∑2n−1
i=0 ai,kx
i where ai,k ∈ F2m for all i = 0, 1, . . . , 2n−1
and k = 0, 1, 2, 3. Then ξ0 + vξ1 can be expressed as a product of matrices:
ξ0 + vξ1 = (1, x, . . . , x
2n−1)M


1
v
α−1(x2n − δ)
vα−1(x2n − δ)

 ,
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where M = (ai,k)0≤i≤2n−1,0≤k≤3 is a 2n× 4 matrix over F2m . Now, we define
Ψ(ξ0 + vξ1) = (1, x, . . . , x
2n−1)M


1
u
u2
u3

 = ∑2n−1i=0 (∑3k=0 ukai,k)xi, where
∑3
k=0 u
kai,k ∈ R for all i = 0, 1, . . . , 2n− 1, i.e.,
Ψ(ξ0 + vξ1) = a0(x) + ua1(x) + u
2a2(x) + u
3a3(x). (3)
It is clear that Ψ is a bijection from A + vA onto R[x]/〈x2n − (δ + αu2)〉.
Then by v2 = α−1(x2n− δ), (x2n− δ)2 = 0 in A+ vA and x2n− (δ+αu2) = 0
in R[x]/〈x2n − (δ + αu2)〉, one can easily verify the following conclustion.
Theorem 3.1 Using the notations above, Ψ is a ring isomorphism from
A+ vA onto R[x]/〈x2n − (δ + αu2)〉.
Remark It is clear that both A + vA and R[x]/〈x2n − (δ + αu2)〉 are F2m-
algebras of dimension 8n. Specifically, we have the following:
• {1, x, . . . , x4n−1, v, vx, . . . , vx4n−1} is an F2m-basis of A+ vA.
• ∪3k=0{u
k, ukx, ukx2, . . . , ukx2n−1} is an F2m-basis of R[x]/〈x
2n − (δ +
αu2)〉.
•Ψ is an F2m-algebra isomorphism fromA+vA onto R[x]/〈x
2n−(δ+αu2)〉
determined by: Ψ(xi) = xi if 0 ≤ i ≤ 2n−1, Ψ(x2n) = δ+αu2 and Ψ(v) = u.
By Theorem 3.1, in order to determine all distinct (δ+αu2)-constacyclic
codes over R of length 2n, i.e., all distinct ideals of R[x]/〈x2n − (δ + αu2)〉,
it is sufficiency to list all distinct ideals of A+ vA.
Now, we investigate structures and properties of rings A and A+ vA.
Since δ ∈ F×2m and |F
×
2m | = 2
m − 1, there is a unique δ0 ∈ F
×
2m such that
δ20 = δ, which implies x
2n − δ = (xn − δ0)
2 in F2m [x]. As n is odd, there are
pairwise coprime monic irreducible polynomials f1(x), . . . , fr(x) in F2m [x]
such that xn − δ0 = f1(x) . . . fr(x) and
(x2n − δ)λ = (xn − δ0)
2λ = f1(x)
2λ . . . fr(x)
2λ, λ = 1, 2. (4)
For any integer j, 1 ≤ j ≤ r, we assume deg(fj(x)) = dj and denote Fj(x) =
xn−δ0
fj(x)
. Then Fj(x)
4 = (x
2n−δ)2
fj(x)4
and gcd(Fj(x)
4, fj(x)
4) = 1. Hence there exist
gj(x), hj(x) ∈ Fq[x] such that
gj(x)Fj(x)
4 + hj(x)fj(x)
4 = 1.
6
In the rest of this paper, we adopt the following notations.
Notation 3.2 Let 1 ≤ j ≤ r. We denote Kj = F2m [x]/〈fj(x)
4〉 and set
εj(x) ≡ gj(x)Fj(x)
4 = 1− hj(x)fj(x)
4 (mod (x2n − δ)2). (5)
For the structure and properties of Kj, we have the following lemma.
Lemma 3.3 (cf. [7] Example 2.1) Let 1 ≤ j ≤ r. Then we have the following
conclusions.
(i) Kj is a finite chain ring, fj(x) generates the unique maximal ideal
〈fj(x)〉 = fj(x)Kj of Kj, the nilpotency index of fj(x) is equal to 4 and the
residue class field of Kj modulo 〈fj(x)〉 is Fj = Kj/〈fj(x)〉 ∼= F2m [x]/〈fj(x)〉,
where F2m [x]/〈fj(x)〉 is an extension field of F2m with 2
mdj elements.
(ii) Let Tj = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1 ∈ F2m}. Then Tj is equal to
F2m [x]/〈fj(x)〉 as sets, and every element ξ of Kj has a unique fj(x)-adic
expansion: ξ =
∑3
k=0 fj(x)
kbk(x), bk(x) ∈ Tj for all k = 0, 1, 2, 3. Moreover,
ξ ∈ K×j if and only if b0(x) 6= 0. Hence |Kj| = |Tj|
4 = 24mdj .
Then from Chinese remainder theorem for commutative rings, we deduce
the structure and properties of the ring A.
Lemma 3.4 Using the notations above, we have the following :
(i) ε1(x) + . . .+ εr(x) = 1, εj(x)
2 = εj(x) and εj(x)εl(x) = 0 in the ring
A for all 1 ≤ j 6= l ≤ r.
(ii) A = A1⊕ . . .⊕Ar where Aj = Aεj(x) with εj(x) as its multiplicative
identity and satisfies AjAl = {0} for all 1 ≤ j 6= l ≤ r.
(iii) For any integer j, 1 ≤ j ≤ r, for any a(x) ∈ Kj we define
ϕj : a(x) 7→ εj(x)a(x) (mod (x
2n − δ)2).
Then ϕj is a ring isomorphism from Kj onto Aj.
(iv) For any aj(x) ∈ Kj for j = 1, . . . , r, define
ϕ(a1(x), . . . , ar(x)) =
∑r
j=1 ϕj(aj(x)) =
∑r
j=1 εj(x)aj(x) (mod (x
2n − δ)2).
Then ϕ is a ring isomorphism from K1 × . . .×Kr onto A.
By α−1 ∈ F×2m , there is a unique α0 ∈ F
×
2m such that α
2
0 = α
−1. In order
to investigate the structure of A+ vA (v2 = α−1(x2n− δ) = α20(x
2n− δ)), we
need the following lemma.
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Lemma 3.5 Let 1 ≤ j ≤ r and denote ωj = α0Fj(x) (mod fj(x)
4). Then
(i) ωj ∈ K
×
j satisfying α
−1(x2n − δ) = ω2j fj(x)
2 in Kj.
(ii) α−1(x2n − δ) =
∑r
j=1 εj(x)ω
2
j fj(x)
2.
(iii) The congruence equation z2 ≡ ω2j (mod fj(x)) has a unique solution
z = ωj (mod fj(x)).
(iv) The congruence equation z2 ≡ ω2j (mod fj(x)
2) has 2mdj solutions:
z = ωj + fj(x)c(x) (mod fj(x)
2), c(x) ∈ Tj
where Tj = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1 ∈ F2m}.
Proof. (i) Since ωj ∈ Kj satisfying ωj ≡ α0Fj(x) (mod fj(x)
4), by Equation
(5) and α20 = α
−1, it follows that(
αgj(x)Fj(x)
2
)
ω2j ≡
(
αgj(x)Fj(x)
2
) (
α−1Fj(x)
2
)
= 1− hj(x)fj(x)
4
≡ 1 (mod fj(x)
4),
which implies that (αgj(x)Fj(x)
2)ω2j = 1 in the ring Kj. Hence ωj ∈ K
×
j and
(ω2j )
−1 = αgj(x)Fj(x)
2 (mod fj(x)
4). Then by Equation (4) and Fj(x)
2 =
(xn−δ0)2
fj(x)2
= x
2n−δ
fj(x)2
, we have
α−1(x2n − δ) = α−1f1(x)
2 . . . fr(x)
2 = α−1Fj(x)
2fj(x)
2 = ω2j f
2
j (x).
(ii) Since ω2j = α
2
0Fj(x)
2 = α−1 · x
2n−δ
fj(x)2
(mod fj(x)
4), there exists bj(x) ∈
F2m [x] such that α
−1· x
2n−δ
fj(x)2
= ω2j+bj(x)fj(x)
4. Then by Equation (5), Lemma
3.4(i) and Fj(x)
4fj(x)
4 = (xn − δ0)
4 = (x2n − δ)2 = 0 in A, we deduce that
r∑
j=1
εj(x)ω
2
j fj(x)
2 =
r∑
j=1
gj(x)Fj(x)
4
(
α−1
x2n − δ
fj(x)2
− bj(x)fj(x)
4
)
fj(x)
2
= α−1(x2n − δ)
r∑
j=1
gj(x)Fj(x)
4
−
r∑
j=1
bj(x)gj(x)fj(x)
2(Fj(x)
4fj(x)
4)
= α−1(x2n − δ)
r∑
j=1
εj(x)
= α−1(x2n − δ).
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(iii) We identify ωj with ωj (mod fj(x)). Then by (i) or its proof, we
have ωj ∈ (F2m [x]/〈fj(x)〉)
×. Let z ∈ F2m [x]/〈fj(x)〉 satisfying z
2 = ω2j .
Then (z − ωj)
2 = 0. Since F2m [x]/〈fj(x)〉 is a finite field of 2
m elements, we
have z − ωj = 0, i.e., z = ωj in F2m [x]/〈fj(x)〉. So the congruence equation
z2 ≡ ω2j (mod fj(x)) has a unique solution z = ωj (mod fj(x)).
(iv) We identify ωj with ωj (mod fj(x)
2). Then by (i) or its proof, we
see that ωj is an element of (F2m [x]/〈fj(x)
2〉)×. Let z ∈ F2m [x]/〈fj(x)
2〉
satisfying z2 = ω2j . Then (z−ωj)
2 = 0. Since F2m [x]/〈fj(x)
2〉 is a finite chain
ring, fj(x) generates its unique maximal ideal and the nilpotency index of
fj(x) is equal to 2, we deduce that (z−ωj)
2 = 0 is equivalent to that z−ωj ∈
fj(x)(F2m [x]/〈fj(x)
2〉) = {fj(x)c(x) | c(x) ∈ Tj}. Therefore, the congruence
equation z2 ≡ ω2j (mod fj(x)
2) has exactly 2mdj solutions: z = ωj+fj(x)c(x)
(mod fj(x)
2), c(x) ∈ Tj . 
Then we provide the structure of A+ vA by the following lemma.
Lemma 3.6 Let 1 ≤ j ≤ r. Using the notations in Lemma 3.5, we denote
Kj[v]/〈v
2 − ω2j fj(x)
2〉 = Kj + vKj (v
2 = ω2j fj(x)
2), (6)
and for any βj + vγj ∈ Kj + vjKj with βj , γj ∈ Kj, j = 1, . . . , r,we define
Υ(β1 + vγ1, . . . , βr + vγr) =
r∑
j=1
εj(x)(βj + vγj) (7)
Then Υ is a ring isomorphism from (K1 + vK1) × . . . × (Kr + vKr) onto
A+ vA.
Proof. The ring isomorphism ϕ : K1 × . . . × Kr → A defined in Lemma
3.4(iv) can be extended to a polynomial ring isomorphism Υ0 from (K1 ×
. . .×Kr)[v] = K1[v]× . . .×Kr[v] onto A[v] in the natural way that
Υ0
(∑
t
β1,tv
t, . . . ,
∑
t
βr,tv
t
)
=
∑
t
(
r∑
j=1
ϕj(βj,t)
)
vt =
∑
t
(
r∑
j=1
εj(x)βj,t
)
vt
(∀βj,t ∈ Kj). From this, by Lemma 3.4 (i) and Lemma 3.5 (ii) we deduce
Υ0
(
v2 − ω21f1(x)
2, . . . , v2 − ω2rfr(x)
2
)
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=(
r∑
j=1
εj(x)
)
v2 −
r∑
j=1
εj(x)ω
2
j fj(x)
2 = v2 − α−1(x2n − δ).
Therefore, by classical ring theory we conclude that Υ0 induces a surjective
ring homomorphism Υ from
(K1[v]/〈v
2 − ω21f1(x)
2〉)× . . .× (Kr[v]/〈v
2 − ω2rfr(x)
2〉)
onto A[v]/〈v2 − α−1(x2n − δ)〉 defined by (7). From this and by
|
(
K1[v]/〈v
2 − ω21f1(x)
2〉
)
× . . .×
(
Kr[v]/〈v
2 − ω2rfr(x)
2〉
)
|
=
r∏
j=1
|Kj[v]/〈v
2 − ω2j fj(x)
2〉| =
r∏
j=1
|Kj|
2 =
r∏
j=1
(24mdj )2
= 28m
∑r
j=1 dj = 28mn = (24mn)2 = |A|2
= |A[v]/〈v2 − α−1(x2n − δ)〉|,
we deduce that Υ is a ring isomorphism. Finally, the conclusion follows from
A[v]/〈v2−α−1(x2n−δ)〉 = A+vA by Notation 1.1 andKj[v]/〈v
2−ω2j fj(x)
2〉 =
Kj + vKj by (6) for all j = 1, . . . , r. 
In order to determine all distinct ideals of A + vA, by Lemma 3.6 it is
sufficient to list all distinct ideals of the ring Kj + vKj (v
2 = ω2j fj(x)
2) for
all j = 1, . . . , r. Since Kj is a subring of Kj + vKj, we see that Kj + vKj is
a free Kj-module with a basis {1, v}. Now, we define
θj : K
2
j → Kj + vKj via (a0, a1) 7→ a0 + va1 (∀a0, a1 ∈ Kj).
Then one can easily verify that θj is a Kj-module isomorphism from K
2
j onto
Kj + vKj . Moreover, we have the following lemma.
Lemma 3.7 Using the notations above, C is an ideal of the ring Kj + vKj
if and only if there is a unique Kj-submodule S of K
2
j satisfying
(ω2jfj(x)
2a1, a0) ∈ S, ∀(a0, a1) ∈ S (8)
such that C = θj(S).
Proof. Let C be an ideal of Kj + vKj . Since Kj is a subring of Kj + vKj ,
we see that C is a Kj-submodule of Kj + vKj satisfying vξ ∈ C for any
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ξ ∈ C. Now, let S = {(a0, a1) | a0 + va1 ∈ C} = θ
−1
j (C). Then it is obvious
that S is a Kj-submodule of K
2
j satisfying C = θj(S). Moreover, for any
(a0, a1) ∈ S, i.e. a0 + va1 ∈ C, by v
2 = ω2j fj(x)
2 in Kj + vKj it follows that
ω2j fj(x)
2a1 + va0 = v(a0 + va1) ∈ C. Hence (ω
2
j fj(x)
2a1, a0) ∈ S.
Conversely, let C = θj(S) and S be a Kj-submodule of K
2
j satisfying
Condition (8). For any a0 + va1 ∈ C with (a0, a1) ∈ S and b0, b1 ∈ Kj, by
v2 = ω2j fj(x)
2 in Kj + vKj and (ω
2
jfj(x)
2a1, a0) ∈ S we have
θj((b0 + vb1)(a0 + va1)) = θj
(
b0(a0 + vb1) + b1(ω
2
j fj(x)
2a1 + va0)
)
= b0θj(a0 + va1) + b1θj(ω
2
j fj(x)
2a1 + va0)
= b0(a0, a1) + b1(ω
2
jfj(x)
2a1, a0) ∈ S,
which implies (b0 + vb1)(a0 + va1) ∈ C. Hence C is an ideal of Kj + vKj . 
Theorem 3.8 Using the notations above, let 1 ≤ j ≤ r. Then all distinct
ideals of Kj + vKj (v
2 = ω2j fj(x)
2) are given by one of the following cases :
(I) 22mdj ideals :
• Cj = 〈fj(x)(ωj + fj(x)c1(x) + fj(x)
2c2(x)) + v〉 with |Cj| = 2
4mdj , where
c1(x), c2(x) ∈ Tj.
(II) 2mdj+1 + 1 ideals :
• Cj = 〈vfj(x)
3〉 with |Cj| = 2
mdj ;
• Cj = 〈fj(x)
3b(x) + vfj(x)
2〉 with |Cj| = 2
2mdj , where b(x) ∈ Tj ;
• Cj = 〈fj(x)
2(ωj + fj(x)c(x)) + vfj(x)〉 with |Cj| = 2
3mdj , where c(x) ∈ Tj.
(III) 5 ideals :
• Cj = 〈fj(x)
k〉 with |Cj| = 2
(8−2k)mdj , where 0 ≤ k ≤ 4.
(IV) 2mdj+1 + 1 ideals :
• Cj = 〈v, fj(x)〉 with |Cj| = 2
7mdj ;
• Cj = 〈fj(x)c(x) + v, fj(x)
2〉 with |Cj| = 2
6mdj , where c(x) ∈ Tj ;
• Cj = 〈fj(x)(ωj + fj(x)c(x))+ v, fj(x)
3〉 with |Cj| = 2
5mdj , where c(x) ∈ Tj .
(V) 2mdj ideals :
• Cj = 〈fj(x)
2c(x) + vfj(x), fj(x)
3〉 with |Cj| = 2
4mdj , where c(x) ∈ Tj.
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Therefore, the number of ideals of Kj + vKj is equal to
N(2m,dj ,4) = 2
2mdj + 5 · 2mdj + 7.
Proof. By Lemma 3.3, Kj is a finite chain ring, fj(x) generates its unique
maximal ideal and the nilpotency index of fj(x) is equal to 4. From these, by
Theorem 2.2 and Lemma 3.7 we deduce that all distinct ideals of Kj + vKj
(v2 = ω2j fj(x)
2) are given by: Cj = θj(Sj), where Sj is a Kj-submodules of
K2j with one of the following matrices Gj as its generator matrix:
(I) G = (fj(x)b(x), 1), where b(x) ∈ (Kj/〈fj(x)
3〉)× satisfying b(x)2 = ω2j
(mod fj(x)
2). In this case, we have Cj = θj(Sj) = 〈θj(fj(x)b(x), 1)〉 =
〈fj(x)b(x)+v〉. Then by Lemma 2.1 we have |Cj| = |Sj| = |Tj|
4·1 = (2mdj )4 =
24mdj , since θj is a bijection.
By Lemma 3.5(iv), we see that b(x) ∈ (Kj/〈fj(x)
3〉)× satisfying b(x)2 =
ω2j (mod fj(x)
2) if and only if b(x) = ωj + fj(x)c1(x) + fj(x)
2c2(x) with
c1(x), c2(x) ∈ Tj. Hnece the number of ideals is equal to |Tj |
2 = 22mdj .
(II) G = (0, fj(x)
3), G = (fj(x)
3b(x), fj(x)
2) where b(x) ∈ Kj/〈fj(x)〉 =
Tj , and G = (fj(x)
2b(x), fj(x)) where b(x) ∈ (Kj/〈fj(x)
2〉)× satisfying b(x)2
= ω2j (mod fj(x)). In this case, an argument similar to (II) shows that Cj is
equal to one of the following ideals:
♦ Cj = 〈θj(0, fj(x)
3)〉 = 〈vfj(x)
3〉. Then |Cj| = |Sj | = |Tj |
1 = 2mdj by
Lemma 2.1.
♦ Cj = 〈θj(fj(x)
3b(x), fj(x)
2)〉 = 〈fj(x)
3b(x)+vfj(x)
2〉, where b(x) ∈ Tj .
By Lemma 2.1 we have |Cj| = |Sj| = |Tj|
2·1 = 22mdj .
♦ Cj = 〈θj(fj(x)
2b(x), fj(x))〉 = 〈fj(x)
2b(x)+vfj(x)〉, where b(x) = ωj+
fj(x)c(x) and c(x) ∈ Tj by Lemma 3.5(iii). Then |Cj| = |Sj = |Tj|
3·1 = 23mdj
by Lemma 2.1.
As stated above, we see that the number of ideals is equal to 1 + 2|Tj| =
2mdj+1 + 1 in this case.
(III) Gj = fj(x)
kI2, where 0 ≤ k ≤ 3. In this case, we have Cj =
〈θj(fj(x)
k, 0), θj(0, fj(x)
k)〉 = 〈fj(x)
k, vfj(x)
k〉 = 〈fj(x)
k〉. Then by Lemma
2.1 we have |Cj| = |Sj | = |Tj|
(4−k)·2 = 2(8−2k)mdj . If k = 4, we have Gj = 0
and Cj = θj(Sj) = 0 = 〈fj(x)
4〉. Obviously, |Cj| = 1 = 2
(8−2·4)mdj .
(IV) We have one of the following three subcases:
(IV-1) G =
(
0 1
fj(x) 0
)
. In this case, Cj = 〈θj(0, 1), θj(fj(x), 0)〉 =
〈v, fj(x)〉, and |Cj| = |Sj| = |Tj|
4·1+3·1 = 27mdj by Lemma 2.1.
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(IV-2) G =
(
fj(x)c(x) 1
fj(x)
2 0
)
, where c(x) ∈ Tj. In this case, we have
Cj = 〈θj(fj(x)c(x), 1), θj(fj(x)
2, 0)〉 = 〈fj(x)c(x) + v, fj(x)
2〉. Moreover, by
Lemma 2.1 we have |Cj| = |Sj| = |Tj|
4·1+2·1 = 26mdj .
(IV-3) G =
(
fj(x)h(x) 1
fj(x)
3 0
)
, where h(x) ∈ (Kj/〈fj(x)
2〉)× satisfying
h(x)2 = ω2j − fj(x)b(x) (mod fj(x)
2) for some b(x) ∈ Kj.
In this case, we have Cj = 〈θj(fj(x)h(x), 1), θj(fj(x)
3, 0)〉 = 〈fj(x)h(x) +
v, fj(x)
3〉. Moreover, |Cj| = |Sj| = |Tj|
4·1+1·1 = 25mdj by Lemma 2.1.
By the equation h(x)2 = ω2j −fj(x)b(x) (mod fj(x)
2), we have h(x)2 ≡ ω2j
(mod fj(x)), which has a unique solution h(x) ≡ ωj (mod fj(x)) by Lemma
3.5(iii). Hence there exists c(x) ∈ Tj such that h(x) = ωj + fj(x)c(x), which
implies that h(x)2 = ω2j + fj(x)
2c(x)2 = ω2j in Kj/〈fj(x)
2〉.
Conversely, for any c(x) ∈ Tj it is obvious that h(x) = ωj + fj(x)c(x) ∈
(Kj/〈fj(x)
2〉)× satisfying h(x)2 = ω2j − fj(x)b(x) (mod fj(x)
2) for b(x) = 0.
Therefore, we conclude that h(x) = ωj + fj(x)c(x) where c(x) ∈ Tj .
(V) G =
(
fj(x)
2c(x) fj(x)
fj(x)
3 0
)
, where c(x) ∈ Tj . In this case, we
have Cj = 〈θj(fj(x)
2c(x), fj(x)), θj(fj(x)
3, 0)〉 = 〈fj(x)
2c(x)+vfj(x), fj(x)
3〉.
Moreover, by Lemma 2.1 we have |Cj| = |Sj| = |Tj |
3·1+1·1 = 24mdj . 
As stated above, we list all distinct (δ + αu2)-constacyclic codes over R
of length 2n by the following theorem.
Corollary 3.9 Using the notations above, all distinct (δ+αu2)-constacyclic
codes over R of length 2n are given by :
C = Ψ
(
⊕rj=1εj(x)Cj
)
= ⊕rj=1Ψ (εj(x)Cj) ,
where Cj is an ideal of Kj + vKj (v
2 = ω2jfj(x)
2) listed by Theorem 3.8
for all 1 ≤ j ≤ r, and the number of codewords contained in C is equal to
|C| =
∏r
j=1 |Cj|.
Therefore, the number of (δ+αu2)-constacyclic codes over R of length 2n
is equal to
∏r
j=1N(2m,dj ,4).
Proof. By Lemma 3.6 and and Theorem 3.1, we see that Ψ ◦ Υ is a ring
isomorphism from (K1+vK1)× . . .× (Kr+vKr) onto R[x]/〈x
2n− (δ+αu2)〉.
From this and by Equation (7), we deduce that C is an ideal of R[x]/〈x2n −
(δ + αu2)〉 if and only if for each integer j, 1 ≤ j ≤ r, there is a unique ideal
Cj of Kj + vKj such that C = (Ψ ◦Υ)(C1 × . . .× Cr) = Ψ(
∑r
j=1 εj(x)Cj) =
13
⊕rj=1Ψ(εj(x)Cj). Moreover, by Theorem 3.1, Lemma 3.6 and Theorem 3.8 it
follows that |C| =
∏r
j=1 |Ψ(εj(x)Cj)| =
∏r
j=1 |εj(x)Cj | =
∏r
j=1 |Cj|.
Finally, for any 1 ≤ j ≤ r by Theorem 3.8 we know that Kj + vKj has
N(2m,dj ,4) distinct ideals. Hence the number of (δ + αu
2)-constacyclic codes
over R of length 2n is equal to
∏r
j=1N(2m,dj ,4). 
In the following, we adopt the following notations:
• xiεj(x)fj(x)
l = g
(j)
i,l (x)+α
−1(x2n−δ)h
(j)
i,l (x) ∈ A where both g
(j)
i,l (x) and
h
(j)
i,l (x) are polynomials in F2m [x] having degree< 2n, for all i = 0, 1, . . . , dj−1
and l = 0, 1, 2, 3.
Then by Equation (3), it follows that
Ψ(xiεj(x)fj(x)
l) = g
(j)
i,l (x) + u
2h
(j)
i,l (x) ∈ R[x]/〈x
2n − (δ + αu2)〉. (9)
By Fj(x)
2 = x
2n−δ
fj(x)2
and Equation (4), xiεj(x)fj(x)
l = xigj(x)Fj(x)
4fj(x)
l =
(x2n − δ)xigj(x)Fj(x)
2fj(x)
l−2 for all l = 2, 3, which implies
g
(j)
i,2 (x) = g
(j)
i,3 (x) = 0 (mod α
−1(x2n − δ)), for all i = 0, 1, . . . , dj − 1. (10)
• εj(x)fj(x)
lωj = p
(j)
l (x) + α
−1(x2n − δ)q
(j)
l (x) ∈ A where both p
(j)
l (x)
and q
(j)
l (x) are polynomials in F2m [x] having degree < 2n for all l = 1, 2, 3.
Then by Equation (3), it follows that
Ψ(εj(x)fj(x)
lωj) = p
(j)
l (x) + u
2q
(j)
l (x) ∈ R[x]/〈x
2n − (δ + αu2)〉. (11)
Especially, we have
p
(j)
2 (x) = p
(j)
3 (x) = 0 (mod α
−1(x2n − δ)), for all i = 0, 1, . . . , dj − 1. (12)
Then by Theorem 3.8, Corollary 3.9 and Ψ(v) = u we deduce the following
Theorem 3.10 Using the notations above, all distinct (δ+αu2)-constacyclic
codes of length 2n over R are given by: C = C1⊕C2⊕ . . .⊕Cr, where for each
1 ≤ j ≤ r, Cj is subcode of C, i.e., an ideal of R[x]/〈x
2n − (δ + αu2)〉, given
by one of the following five cases :
(I) 22mdj codes :
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|Cj | = 2
4mdj and Cj, where c1i, c2i ∈ F2m for all i = 0, 1, . . . , dj−1, has an
F2m-basis : x
iξ0, x
iξ1, x
iξ2, x
iξ3 (mod x
2n − (δ + αu2)), i = 0, 1, . . . , dj − 1,
where
ξ0 = p
(j)
1 (x)+ug
(j)
0,0(x)+u
2(q
(j)
1 (x)+
∑dj−1
i=0 (c1ih
(j)
i,2 (x)+c2ih
(j)
i,3 (x)))+u
3h
(j)
0,0(x),
ξ1 = ug
(j)
0,1(x) + u
2(q
(j)
2 (x) +
∑dj−1
i=0 c1ih
(j)
i,3 (x)) + u
3h
(j)
0,1(x),
ξ2 = u
2q
(j)
3 (x) + u
3h
(j)
0,2(x) and ξ3 = u
3h
(j)
0,3(x).
(II) 2mdj+1 + 1 codes :
(II-1) |Cj| = 2
mdj and Cj has an F2m-basis: x
iξ (mod x2n− (δ+αu2)) for
i = 0, 1, . . . , dj − 1, where ξ = u
3h
(j)
0,3(x);
(II-2) |Cj | = 2
2mdj and Cj, where b0, b1, . . . , bdj−1 ∈ F2m, has an F2m-
basis : xiξ2, x
iξ3 (mod x
2n − (δ + αu2)), i = 0, 1, . . . , dj − 1, where ξ2 =
u2
∑dj−1
i=0 bih
(j)
i,3 (x) + u
3h
(j)
0,2(x) and ξ3 = u
3h
(j)
0,3(x);
(II-3) |Cj| = 2
3mdj and Cj, where c0, c1, . . . , cdj−1 ∈ F2m, has an F2m-basis :
xiξ1, x
iξ2, x
iξ3 (mod x
2n − (δ + αu2)), i = 0, 1, . . . , dj − 1, where
ξ1 = ug
(j)
0,1(x) + u
2(q
(j)
2 (x) +
∑dj−1
i=0 cih
(j)
i,3 (x)) + u
3h
(j)
0,1(x),
ξ2 = u
2q
(j)
3 (x) + u
3h
(j)
0,2(x) and ξ3 = u
3h
(j)
0,3(x).
(III) 5 codes :
⋄ |Cj | = 2
(8−2k)mdj and Cj, where 0 ≤ k ≤ 3, has an F2m-basis :
xiξl, x
iηl (mod x
2n − (δ + αu2)), k ≤ l ≤ 3 and i = 0, 1, . . . , dj − 1;
⋄ Cj = {0},
where ξk = g
(j)
0,k(x) + u
2h
(j)
0,k(x) and ηk = ug
(j)
0,k(x) + u
3h
(j)
0,k(x) for k = 0, 1,
ξk = u
2h
(j)
0,k(x) and ηk = u
3h
(j)
0,k(x) for k = 2, 3.
(IV) 2mdj+1 + 1 codes :
(IV-1) |Cj| = 2
7mdj and Cj has an F2m-basis : x
iη0, x
iξk, x
iηk (mod x
2n−
(δ + αu2)), k = 1, 2, 3 and i = 0, 1, . . . , dj − 1, where η0, ξk and ηk are given
by (III) for all k = 1, 2, 3;
(IV-2) |Cj | = 2
6mdj and Cj, where c0, c1, . . . , cdj−1 ∈ F2m, has an F2m-basis :
xiη0, x
iη1, x
iξk, x
iηk (mod x
2n− (δ+αu2)), k = 2, 3 and i = 0, 1, . . . , dj−1,
where
η0 =
∑dj−1
i=0 cig
(j)
i,1 (x) + ug
(j)
0,0(x) + u
2
∑dj−1
i=0 cih
(j)
i,1 (x) + u
3h
(j)
0,0(x),
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η1 = ug
(j)
0,1(x) + u
2
∑dj−1
i=0 cih
(j)
i,2 (x) + u
3h
(j)
0,1(x), η3 = u
3h
(j)
0,3(x),
η2 = u
2
∑dj−1
i=0 cih
(j)
i,3 (x) + u
3h
(j)
0,2(x), ξ2 = u
2h
(j)
0,2(x) and ξ3 = u
2h
(j)
0,3(x);
(IV-3) |Cj | = 2
5mdj and Cj, where c0, c1, . . . , cdj−1 ∈ F2m, has an F2m-
basis : xiη0, x
iη1, x
iη2, x
iη3, x
iξ3 (mod x
2n− (δ+αu2)), i = 0, 1, . . . , dj−1,
where
η0 = p
(j)
1 (x) + ug
(j)
0,0(x) + u
2(q
(j)
1 (x) +
∑dj−1
i=0 cih
(j)
i,2 (x)) + u
3h
(j)
0,0(x),
η1 = ug
(j)
0,1(x) + u
2(q
(j)
2 (x) +
∑dj−1
i=0 cih
(j)
i,3 (x)) + u
3h
(j)
0,1(x),
η2 = u
2q
(j)
3 (x) + u
3h
(j)
0,2(x), η3 = u
3h
(j)
0,3(x) and ξ3 = u
2h
(j)
0,3(x).
(V) 2mdj codes :
|Cj | = 2
4mdj and Cj, where c0, c1, . . . , cdj−1 ∈ F2m, has an F2m-basis :
xiη1, x
iη2, x
iη3, x
iξ3 (mod x
2n− (δ+αu2)), i = 0, 1, . . . , dj − 1, where η1 =
ug
(j)
0,1(x) + u
2
∑dj−1
i=0 cih
(j)
i,2 (x) + u
3h
(j)
0,1(x), η2 = u
2
∑dj−1
i=0 cih
(j)
i,3 (x) + u
3h
(j)
0,2(x),
η3 = u
3h
(j)
0,3(x) and ξ3 = u
2h
(j)
0,3(x).
Moreover, the number of codewords contained in C is equal to |C| =
∏r
j=1 |Cj |.
Proof. Let C be a (δ + αu2)-constacyclic code of length 2n over R. By
Corollary 3.9 and Theorem 3.8, C can be uniquely decomposed into a direct
sum of subcodes: C = C1 ⊕ C2 ⊕ . . .⊕ Cr, where Cj = Ψ(εj(x)Cj), 1 ≤ j ≤ r,
and Cj is an ideal of Kj + vKj (v
2 = ω2jfj(x)
2) given by Theorem 3.8.
Let Cj be given by case (I), i.e., Cj = 〈fj(x)(ωj+fj(x)c1(x)+fj(x)
2c2(x))
+v〉 with |Cj| = 2
4mdj , where c1(x), c2(x) ∈ Tj = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1
∈ F2m}. By Lemma 3.3, Theorem 3.8 and its proof it follows that
Cj = {ξ(fj(x)(ωj + fj(x)c1(x) + fj(x)
2c2(x)) + v) | ξ ∈ Kj}
= {
3∑
k=0
fj(x)
kbk(x)
(
fj(x)(ωj + fj(x)c1(x) + fj(x)
2c2(x)) + v
)
| bk(x) ∈ Tj, 0 ≤ k ≤ 3}
= {
2∑
k=0
bk(x)fj(x)
k+1ωj +
∑
k=0,1
bk(x)fj(x)
k+2c1(x) + b0(x)fj(x)
3c2(x)
+v
3∑
k=0
fj(x)
kbk(x) | bk(x) ∈ Tj , 0 ≤ k ≤ 3}.
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Let cs(x) =
∑dj−1
i=0 csix
i with csi ∈ F2m for s = 1, 2. By (9)–(12) we have
Cj = {b0(x) · (p
(j)
1 (x) + ug
(j)
0,0(x) + u
2(q
(j)
1 (x) +
dj−1∑
i=0
(c1ih
(j)
i,2 (x) + c2ih
(j)
i,3 (x)))
+u3h
(j)
0,0(x)) + b2(x) · (u
2q
(j)
3 (x) + u
3h
(j)
0,2(x)) + b3(x) · u
3h
(j)
0,2(x)
+b1(x) · (ug
(j)
0,1(x) + u
2(q
(j)
2 (x) +
dj−1∑
i=0
c1ih
(j)
i,3 (x)) + u
3h
(j)
0,1(x))
| b0(x), b1(x), b2(x), b3(x) ∈ Tj}
= {
3∑
k=0
dj−1∑
i=0
bkix
iξk | bki ∈ F2m , 0 ≤ k ≤ 3, 0 ≤ i ≤ dj − 1}
(mod x2n− (δ+αu2)). From this and by |Cj | = |Cj| = 2
4mdj , we deduce that
{xiξk | 0 ≤ k ≤ 3, 0 ≤ i ≤ dj − 1} (mod x
2n − (δ + αu2)) is an F2m-basis of
the (δ + αu2)-constacyclic code Cj of length 2n over R.
Similarly, one can easily verify that the conclusions hold for cases (II)–
(V). Here, we omit the proof. 
4. An example
In this section, let R = F2[u]/〈u
4〉 = F2 + uF2 + u
2
F2 + u
3
F2 (u
4 = 0). we
consider (1 + u2)-constacyclic codes over R of length 14. It is known that
x7−1 = x7+1 = f1(x)f2(x)f3(x) where f1(x) = x+1, f2(x) = x
3+x+1 and
f3(x) = x
3+x2+1 are irreducible polynomials in F2[x]. Obviously, r = 3 and
dj = deg(fj(x)) satisfying d1 = 1, d2 = d3 = 3. As m = 1, by Theorem 3.8
and Corollary 3.9, the number of (1+u2)-constacyclic codes over R of length
14 is equal to
∏3
j=1N(2,dj ,4) = (2
2+5·2+7)(26+5·23+7)2 = 21·1112 = 258741.
For 1 ≤ j ≤ 3, using the notations of Section 3, we set Fj(x) =
x7+1
fj(x)
and
find polynomials gj(x), hj(x) ∈ F2[x] such that gj(x)Fj(x)
4+hj(x)fj(x)
4 = 1.
Then εj(x) = gj(x)Fj(x)
4 (mod (x14 + 1)2) and ωj = Fj(x) (mod fj(x)
4).
Precisely, we have
ε1(x) = 1 + x
4 + x8 + x12 + x16 + x20 + x24,
ε2(x) = 1 + x
4 + x8 + x16, ε3(x) = 1 + x
12 + x20 + x24;
ω1 = x
3, ω2 = 1 + x+ x
2 + x4, ω3 = 1 + x
2 + x3 + x4.
By Equations (9) and (11), we have
g
(1)
0,0 =
∑6
l=0 x
2l, h
(1)
0,0 = x
2 + x6 + x10; g
(1)
0,2 = 0, h
(1)
0,2 =
∑6
l=0 x
2l;
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g
(1)
0,1 =
∑13
k=0 x
k, h
(1)
0,1 = x
2+x3+x6+x7+x10+x11; g
(1)
0,3 = 0, h
(1)
0,3 =
∑13
k=0 x
k;
p
(1)
1 =
∑13
k=0 x
k, q
(1)
1 = x+x
2+x5+x6+x9+x10+x13; q
(1)
2 =
∑6
l=0 x
2l+1;
q
(1)
3 = 1 + x+ x
2.
g
(2)
0,0 = 1 + x
2 + x4 + x8, h
(2)
0,0 = x
2;
g
(2)
0,1 = 1 + x+ x
2 + x4 + x7 + x8 + x9 + x11, h
(2)
0,1 = x
2 + x3 + x5;
h
(2)
0,2 = 1 + x
2 + x4 + x8; h
(2)
0,3 = 1 + x+ x
2 + x4 + x7 + x8 + x9 + x11;
g
(2)
1,0 = x+ x
3 + x5 + x9, h
(2)
1,0 = x
3;
g
(2)
1,1 = x+ x
2 + x3 + x5 + x8 + x9 + x10 + x12, h
(2)
1,1 = x
3 + x4 + x6;
h
(2)
1,2 = x+ x
3 + x5 + x9; h
(2)
1,3 = x+ x
2 + x3 + x5 + x8 + x9 + x10 + x12;
g
(2)
2,0 = x
2 + x4 + x6 + x10, h
(2)
2,0 = x
4;
g
(2)
2,1 = x
2 + x3 + x4 + x6 + x9 + x10 + x11 + x13, h
(2)
2,1 = x
4 + x5 + x7;
h
(2)
2,2 = x
2 + x4 + x6 + x10; h
(2)
2,3 = x
2 + x3 + x4 + x6 + x9 + x10 + x11 + x13;
p
(2)
1 = 1 + x+ x
2 + x4 + x7 + x8 + x9 + x11, q
(2)
1 = x+ x
2 + x9;
q
(2)
2 = 1 + x+ x
3 + x4 + x5 + x9 + x10 + x12, q
(2)
3 = x.
g
(3)
0,0 = 1 + x
6 + x10 + x12, h
(3)
0,0 = x
6 + x10;
g
(3)
0,1 = x+ x
2+x3+ x6+ x8+ x9+ x10+ x13, h
(3)
0,1 = 1+x+x
6+ x8+ x9+
x10 + x12 + x13;
h
(3)
0,2 = x
2 + x4 + x6 + x12; h
(3)
0,3 = 1 + x+ x
2 + x5 + x7 + x8 + x9 + x12;
g
(3)
1,0 = x+ x
7 + x11 + x13, h
(3)
1,0 = x
7 + x11;
g
(3)
1,1 = 1 + x
2 + x3 + x4 + x7 + x9 + x10 + x11, h
(3)
1,1 = x + x
2 + x7 + x9 +
x10 + x11 + x13;
h
(3)
1,2 = x
3 + x5 + x7 + x13; h
(3)
1,3 = x+ x
2 + x3 + x6 + x8 + x9 + x10 + x13;
g
(3)
2,0 = 1 + x
2 + x8 + x12, h
(3)
2,0 = 1 + x
8 + x12;
g
(3)
2,1 = x+ x
3 + x4 + x5 + x8 + x10 + x11 + x12, h
(3)
2,1 = 1 + x
2 + x3 + x8 +
x10 + x11 + x12;
h
(3)
2,2 = 1 + x
4 + x6 + x8; h
(3)
2,3 = 1 + x
2 + x3 + x4 + x7 + x9 + x10 + x11;
p
(3)
1 = 1 + x
3 + x5 + x6 + x7 + x10 + x12 + x13, q
(3)
1 = x
5 + x6 + x10 + x13,
q
(3)
2 = 1 + x+ x
5 + x6 + x7 + x9 + x10 + x12, q
(3)
3 = 1+ x
2 + x5 + x7 + x9.
♦ By Theorem 3.10, all distinct 258741 (1 + u2)-constacyclic codes over
R of length 14 are given by: C = C1 ⊕ C2 ⊕ C3 with |C| = |C1||C2||C3|, where
⋄ C1 is one of the 21 codes given by Theorem 3.10 with j = 1 and d1 = 1;
⋄ C2 is one of the 111 bcodes given by Theorem 3.10 with j = 2 and d2 = 3;
⋄ C3 is one of the 111 codes given by Theorem 3.10 with j = 3 and d3 = 3.
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For example, we have 8 codes C2 of type (II-2): C
(b0,b1,b2)
2 , b0, b1, b2 ∈ F2,
which has an F2-basis: x
iξ2, x
iξ3 (mod x
14 − (1 + u2)), i = 0, 1, 2, where
ξ2 = u
2(b0h
(2)
0,3(x) + b1h
(2)
1,3(x) + b2h
(2)
2,3(x)) + u
3h
(2)
0,2(x)
= u2(b0(1 + x+ x
2 + x4 + x7 + x8 + x9 + x11)
+b1(x+ x
2 + x3 + x5 + x8 + x9 + x10 + x12)
+b2(x
2 + x3 + x4 + x6 + x9 + x10 + x11 + x13))
+u3(1 + x2 + x4 + x8),
and ξ3 = u
3h
(j)
0,3(x) = u
3(1 + x + x2 + x4 + x7 + x8 + x9 + x11); and 8 codes
C3 of type (II-3): C
(c0,c1,c2)
3 , c0, c1, c2 ∈ F2, which has an F2-basis: x
iξ1, x
iξ2,
xiξ3 (mod x
14 − (1 + u2)), i = 0, 1, 2, where
ξ1 = ug
(3)
0,1(x) + u
2(q
(3)
2 (x) + c0h
(3)
0,3(x) + c1h
(3)
1,3(x) + c2h
(3)
2,3(x)) + u
3h
(3)
0,1(x)
= u(x+ x2 + x3 + x6 + x8 + x9 + x10 + x13)
+u2(1 + x+ x5 + x6 + x7 + x9 + x10 + x12
+c0(1 + x+ x
2 + x5 + x7 + x8 + x9 + x12)
+c1(x+ x
2 + x3 + x6 + x8 + x9 + x10 + x13)
+c2(1 + x
2 + x3 + x4 + x7 + x9 + x10 + x11))
+u3(1 + x+ x6 + x8 + x9 + x10 + x12 + x13),
ξ2 = u
2q
(3)
3 (x)+u
3h
(3)
0,2(x) = u
2(1+x2+x5+x7+x9)+u3(x2+x4+x6+x12),
and ξ3 = u
3h
(3)
0,3(x) = u
3(1 + x+ x2 + x5 + x7 + x8 + x9 + x12).
Let (S,+) be an addition commutative group of order |S|, N be a positive
integer and SN = {(s0, s1, . . . , sN−1) | si ∈ S, i = 0, 1, . . . , N − 1} which is
a commutative group with component-wise addition. Let C be a nonempty
subset of SN and τ a fixed automorphism of the group (S,+). If C is a
subgroup of (SN ,+), C is called an additive code of length N over S. In this
case, the Hamming distance dH(C) of C is equal to min{wH(c) | 0 6= c ∈ C}
and (N, |C|, dH(C)) are the basic parameters of C. Moreover, C is said to be
τ -constacyclic if (τ(sN−1), s0, s1, . . . , sN−2) ∈ C for all (s0, s1, . . . , sN−1) ∈ C.
Especially, C is cyclic if τ is the identity automorphism of (S,+).
Now, let S1 = uF2+u
2
F2+u
3
F2, S2 = u
2
F2+u
3
F2 and S3 = u
3
F2, which
are addition subgroups of the ring R of orders 8, 4, 2 respectively. Let τ be
the automorphism of (S1,+) defined by τ(au+bu
2+cu3) = au+bu2+(a+c)u3
(∀a, b, c ∈ F2). Then we have the following results:
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⋄ C
(0,0,0)
2 is a cyclic additive code over S3 with basic parameters (14, 2
6, 4).
⋄ C
(b0,b1,b2)
2 is a cyclic additive code over S2 with basic parameters (14, 2
6,
8), where (b0, b1, b2) ∈ F
3
2 \ {(0, 0, 0)}.
⋄ C
(c0,c1,c2)
3 is a τ -constacyclic additive code over S1 with basic parameters
(14, 29, 7), where (c0, c1, c2) ∈ F
3
2.
⋄ C
(b0,b1,b2)
2 ⊕C
(c0,c1,c2)
3 is a τ -constacyclic additive code over S1 with basic
parameters (14, 215, 4), where (b0, b1, b2), (c0, c1, c2) ∈ F
3
2.
5. Conclusions and further research
For any δ, αF×2m and positive odd integer n, the structure and enumeration
of (δ + αu2)-constacyclic codes of length 2n over the finite chain ring R =
F2m [u]/〈u
4〉 are completely determined. The next work is to give the dual
code for each of these codes and determine its self-duality precisely. Open
problems and further researches in this area include characterizing (δ+αu2)-
constacyclic codes of arbitrary length 2kn over R = F2m [u]/〈u
e〉 for k ≥ 2
and e ≥ 4.
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Appendix: Proof of Theorem 2.2
Using the notations of Section 2, by [7] Lemma 2.2 and Example 2.5 we
know that the number of linear codes over K of length 2 is equal to
|F |4 + 3|F |3 + 5|F |2 + 7|F |+ 9.
Moreover, every nontrivial linear code C over K of length 2 has one and only
one of the following matrices G as their generator matrices:
(i) G = (1, a), a ∈ K. (ii) G = (pik, pika), a ∈ K/〈pi4−k〉, 1 ≤ k ≤ 3.
(iii) G = (pib, 1), b ∈ K/〈pi3〉.
(iv) G = (pik+1b, pik), b ∈ K/〈pi3−k〉, 1 ≤ k ≤ 3. (v) G = pikI2, 1 ≤ k ≤ 3.
(vi) G =
(
1 c
0 pit
)
, c ∈ K/〈pit〉, 1 ≤ t ≤ 3.
(vii) G =
(
pik pikc
0 pik+t
)
, c ∈ K/〈pit〉, 1 ≤ t ≤ 3− k, 1 ≤ k ≤ 2.
(viii) G =
(
c 1
pit 0
)
, c ∈ pi(K/〈pit〉), 1 ≤ t ≤ 3.
(ix) G =
(
pikc pik
pik+t 0
)
, c ∈ pi(K/〈pit〉), 1 ≤ t ≤ 3− k, 1 ≤ k ≤ 2.
Therefore, we only need to consider the nine cases listed above:
(i) Suppose that C satisfies Condition (2). Then (ωpi2a, 1) ∈ C. Since
G is the generator matrix of C, there exists b ∈ K such that (ωpi2a, 1) =
b(1, a) = (b, ba), i.e., ωpi2a = b and 1 = ba, which implies ωpi2a2 = 1, and we
get a contradiction.
(ii) Suppose that C satisfies Condition (2). Then (ωpi2+ka, pik) = (ωpi2 ·
pika, pik) ∈ C. So there exists b ∈ K such that (ωpi2+ka, pik) = b(pik, pika) =
(pikb, pikab), which implies ωpi2+ka = pikb and pik = pikba. Hence pik = ωpi2+ka·
a = ωpi2+ka2 and we get a contradiction.
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(iii) In this case, C satisfies Condition (2) if and only if there exists a ∈ K
such that (ωpi2, pib) = a(pib, 1) = (piba, a), i.e., ωpi2 = piba and pib = a. These
conditions are equivalent to that b satisfies ωpi2 = pib · pib = pi2b, i.e., b2 = ω
(mod pi2). From this and by ω ∈ K×, we deduce that b ∈ (K/〈pi3〉)×.
(iv) In this case, C satisfies Condition (2) if and only if there exists a ∈ K
such that (ωpi2+k, pik+1b) = (ωpi2 · pik, pik+1b) = a(pik+1b, pik) = (pik+1ba, pika),
i.e., ωpi2+k = pik+1ba and pik+1b = pika. These conditions are equivalent to
that b satisfies ωpi2+k = pib · pika = pib · pik+1b = pik+2b2. Then we have the
following two subcases:
(iv-1) When k = 2, 3, we have pi2+k = 0. Hence C satisfies Condition (2)
for any b ∈ K/〈pi3−k〉.
(iv-2) When k = 1, then C satisfies Condition (2) if and only if b ∈ K/〈pi2〉
satisfying ωpi3 = pi3b2, i.e., b2 = ω (mod pi).
(v) In this case, C satisfies Condition (2) for all 1 ≤ k ≤ 3.
(vi) Suppose that C satisfies Condition (2). Then there exist a, b ∈ K
such that (ωpi2c, 1) = a(1, c) + b(0, pit) = (a, ac + pitb), i.e., ωpi2c = a and
1 = ac + pitb, which implies 1 = ωpi2c2 + pitb = pi(ωpic2 + pit−1b), and we get
a contradiction. Hence C does not satisfy Condition (1) in this case.
(vii) Suppose that C satisfies Condition (2). Then there exist a, b ∈ K
such that (ωpi2 · pikc, pik) = a(pik, pikc) + b(0, pik+t) = (pika, pikac+ pik+tb), i.e.,
ωpik+2c = pika and pik = pikac+ pik+tb, which implies pik = ωpik+2c2+ pik+tb =
pik+1(ωpic2 + pit−1b), and we get a contradiction.
(viii) It is clear that (ωpi2 · 0, pit) = pit(c, 1) − c(pit, 0) ∈ C. Hence C
satisfies Condition (2) if and only if there exist a, b ∈ K such that (ωpi2, c) =
a(c, 1) + b(pit, 0) = (ac + pitb, a), i.e., ωpi2 = ac + pitb and c = a, which are
equivalent to that ωpi2 = c2 + pitb, i.e., c2 = ωpi2 − pitb for some b ∈ K. Then
we have one of the following three subcases:
(viii-1) When t = 1, then c ∈ pi(K/〈pi〉) = {0}, i.e., c = 0 (for b = ωpi).
(viii-2) When t = 2, then c ∈ pi(A/〈pi〉). It is clear that c = 0 satisfies
the condition c2 = pi(ωpi − pi2−1b) = pi2(ω − b) for b = 0. Now, let c 6= 0.
Then 1 ≤ ‖c‖pi ≤ t− 1 = 1, which implies ‖c‖pi = 1. Hence c = piz for some
z ∈ (K/〈pi〉)× = T \ {0}. From this and by c2 = ωpi2 − pitb, we deduce that
pi2z2 = pi2(ω − b), i.e., z2 = ω − b (mod pi2).
Let z ∈ T \ {0} arbitrary. We select b = ω − z2 ∈ K. Then it is clear
that z2 = ω − b (mod pi2).
(viii-3) When t = 3, then c ∈ pi(K/〈pi〉). Suppose that c = 0. Then by
c2 = ωpi2 − pitb, we have that ωpi2 = pi3b, which is a contradiction. Hence
c 6= 0 satisfying 1 ≤ ‖c‖pi ≤ t− 1 = 2. Suppose that ‖c‖pi ≥ 2. Then c
2 = 0,
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which implies that ωpi2 = pi3b as well, that is impossible. Hence ‖c‖pi = 1.
So c = piz for some z ∈ (K/〈pi2〉)×. From this and by c2 = ωpi2 − pitb, we
deduce that pi2z2 = pi2(ω − pib), i.e., z2 = ω − pib (mod pi2).
(ix) It is clear that (ωpi2 · 0, pik+t) = pit(pikc, pik)− c(pik+t, 0) ∈ C. Hence
C satisfies Condition (2) if and only if there exist a, b ∈ K such that (ωpi2 ·
pik, pikc) = a(pikc, pik) + b(pik+t, 0) = (pikac+ pik+tb, pika), i.e., ωpik+2 = pikac+
pik+tb and pikc = pika, which are equivalent to that ωpik+2 = pikc2+pik+tb, i.e.,
pikc2 = ωpik+2 − pik+tb = pik+1(ωpi − pit−1b) ∈ pik+1K for some b ∈ K.
By c ∈ pi(K/〈pit〉), we have c = 0 or c 6= 0 satisfying 1 ≤ ‖c‖pi ≤ t − 1.
The latter condition implies that 2 ≤ t ≤ 3 − k. Hence k = 1 and t = 2,
which implies that ‖c‖pi = 1. Hence c = piz where z ∈ (K/〈pi
t−1〉)× =
(K/〈pi〉)× = T \{0}. Therefore, the condition ωpik+2 = pikc2+pik+tb is reduced
to pi3z2 = ωpi3 − pi3b = pi3(ω − b), which is equivalent to that z2 = ω − b
(mod pi). Then an argument similar to (viii-1) shows that z is an arbitrary
element of T .
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