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1.1. Descripción del proyecto 
 
El objetivo de este proyecto es la creación de una aplicación que permita la captura de 
la información que circula a través de una red privada. La aplicación ofrece al cliente la 
posibilidad de consultar todos los datos que circulan por la red, además de 
información relativa al origen de estos datos. Esta aplicación se complementará con 
una interfaz web que ofrecerá un entorno de consulta más familiar para el cliente.  
 
La aplicación ha sido desarrollada para un ámbito empresarial, sin embargo es posible 
su aplicación en ámbitos domésticos. 
 
1.2. ¿Dónde se ha desarrollado el proyecto? 
 
En marzo de 2010 me encontraba preparado para iniciarme en el mundo laboral como 
informático en prácticas y decidí buscar empresas que me ofrecieran un convenio con 
la universidad, y así es como conocí la empresa Catalunya Wagen. 
 
Junto con el convenio de prácticas me brindaron la oportunidad de realizar el PFC en 
sus instalaciones, con el objetivo de ayudarles a mejorar el control existente sobre sus 
infraestructuras de red. 
 
Por parte de la empresa el proyecto es dirigido por Sergi Mingo Fabregat, actual 
responsable de sistemas y comunicaciones de la empresa Catalunya Wagen S.A., y por 
parte de la universidad es supervisado por David Carrera del Departamento de 





1.3. ¿Para quién se desarrolla este proyecto? 
 
La aplicación se ha desarrollado con la empresa Catalunya Wagen como cliente. La 
empresa es un concesionario oficial del grupo Volkswagen y se dedica a la venta y 
reparación de vehículos particulares y comerciales, para las marcas Audi y Volkswagen.  
 
Figura 1: Logo Catalunya Wagen (Fuente: Catalunya Wagen, S.A.) 
 
Para garantizar el correcto funcionamiento de la empresa, esta depende de 
aplicaciones propietarias, pero parte de sus funciones se gestionan a través de la 
contratación de servicios a terceros. Para mantener estos servicios debidamente 
actualizados (con las compras, ventas, etc.) necesariamente tienen que comunicarse. 
Esta comunicación se realiza a través de un ordenador, ubicado dentro de las 
instalaciones de la empresa, y mediante el uso de procesos automatizados se integran 
en las plataformas correspondientes. 
 
1.4. Objetivos a realizar 
 
Este proyecto consta de diferentes objetivos a cumplir: 
 Desarrollar una aplicación que ponga a disposición de la empresa una copia de 
los archivos que circulan por la red. 
  Aprender sobre desarrollo de entonos web. Durante la carrera, por un motivo 
o por otro, no me he encontrado con ninguna asignatura en la que se 
profundizara en las aplicaciones de la parte del servidor. Tampoco he 
aprendido ninguna tecnología para diseñar este tipo de aplicaciones. En este 
aspecto pienso que es bueno conocer otros ámbitos de desarrollo que me 
ayudarán en mi formación. 
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 Desarrollar una interfaz web que facilite al usuario el acceso a los datos que 
proporcione la aplicación. 
 Desarrollar parcial o totalmente la implementación mediante software libre y 
Open Source. 
 Finalizar los estudios universitarios. 
1.5. Motivación 
 
Actualmente me encuentro realizando un convenio de prácticas en Catalunya Wagen. 
Durante el periodo de prácticas he percibido serias dificultades en el Departamento de 
Sistemas para recuperar parte de la información que se recibía a través de la red. Por 
esto, vi necesario la creación de la herramienta objeto de este PFC. Con esta 
herramienta pretendo ayudar a solventar estas dificultades haciendo accesible y 
recuperable una copia de todos los datos que circulan por la red.   
 
He decidido orientar el proyecto hacía el área de las redes porque es un tema que me 
resulta muy atractivo e interesante y además, con el crecimiento que ha 
experimentado en estos últimos años, se ha convertido en una infraestructura 
fundamental para las comunicaciones. A día de hoy muchas personas y empresas 
dependen de tecnología para desempeñar correctamente sus funciones. 
 
Además la realización del proyecto me ayudará a mejorar mi formación en áreas en las 




2. Análisis de requisitos 
 
En los análisis de requisitos se define que sistema necesitamos construir sin entrar en 
detalles de implementación, ya que es independiente de la tecnología que 
utilizaremos. En esta etapa necesitamos extraer todas las funcionalidades que tendrá 
el software. 
 
En este análisis diferenciaremos dos tipos de requisitos que son: (1) los requisitos 
funcionales y (2) los requisitos no funcionales. 
 
Los requisitos funcionales son aquellos que describen las funciones que debe tener el 
software. Los requisitos no funcionales, en cambio, son todos aquellos que no se 
recogen en los requisitos funcionales, pero que repercuten sobre la solución final. 
Estos últimos tienen en cuenta aspectos como: características de rendimientos, 
interfaces de usuario, documentación, etc. 
2.1. Requisitos funcionales 
 
La aplicación debe ser capaz de capturar los datos que viajan por la red para después 
reconstruirlos y formar el archivo original que es transportado. Esta aplicación tiene un 
proceso de escaneo de datos que viajan por la red, una vez capturados se almacenan 
para  finalmente extraer la información útil de cada conexión. 
 
La información útil es volcada en archivos que se almacenaran en el disco duro, 
concretamente serán almacenados en un directorio que seguirá una jerarquía que 
permita identificar los archivos fácilmente. La búsqueda será intuitiva en función del 
instante de tiempo en el que se recibieron. 
 
El usuario debe poder realizar consultas de los archivos extraídos con criterios como el 





2.2. Requisitos no funcionales 
 
Consideraciones de software y hardware 
El sistema estará elaborado íntegramente con programas de código libre. Será 
necesario que el ordenador destinado a este propósito disponga de una interfaz de 
red. 
Accesibilidad 
El sistema de consulta debería ser accesible para cualquier tipo de navegador presente 
en el mercado, cumpliendo con todos los estándares de programación. 
Robustez 
El sistema debe proporcionar la seguridad de soportar posibles ataques a través de la 
red. Cualquier error en el sistema se debe aislar, controlar y procesar. 
Usabilidad  
La interfaz de consulta debe ser agradable y clara para permitir un aprendizaje rápido. 
Debe permitir al usuario centrarse en la tarea y no en el sistema. 
Dependencias 
Algunas funcionalidades serán extraídas de otros proyectos, todos con licencia GNU 
para utilizar el código y distribuirlo. 
Disponibilidad 





3. Introducción teórica 
 
En este apartado se realizará una breve introducción a las redes, veremos los 
diferentes tipos que hay y como diferenciarlas por su topología o tamaño´. Además  
haré una explicación de cómo se forman los paquetes que finalmente son 
transmitidos.  
 
Esta pequeña introducción teórica pretende explicar a grandes rasgos cómo funcionan 




Una red informática es un sistema donde los elementos que lo componen son 
autónomos, están conectados entre sí por medios físicos y/o lógicos y 
pueden comunicarse para compartir recursos. Una red la constituye dos o más 
ordenadores que comparten determinados recursos, sean hardware o software. 
3.1.2. Estructura de las redes 
 
Las redes tienen tres niveles de componentes:   
o El software de aplicaciones lo forman los programas que se comunican con los 
usuarios de la red y permiten compartir información (como archivos, gráficos o 
videos) y recursos (como impresores o unidades de disco). 
o El software de red son los programas que establecen protocolos para que los 
ordenadores se comuniquen entre sí. Dichos protocolos se comunican 
enviando y recibiendo grupos de datos formateados denominados paquetes. 
o El hardware de red está formado por los componentes materiales que unen los 
ordenadores. Dos componentes importantes son los medios de transmisión 
que transportan las señales (típicamente cables o fibras ópticas) y 




3.1.3. Tipos de redes 
 
A continuación veremos los tipos de redes más conocidos y los criterios con los que se 
clasifican. Antes de verlos es importante que sepamos que redes del mismo tipo 
pueden ir destinadas a usuarios diferentes, según la seguridad de la red, esta será 
pública o privada.  
o Red de área local (LAN): es una red que se limita a un área especial 
relativamente pequeña tal como un cuarto o un solo edificio. 
o Red de área local virtual (VLAN): es un grupo de ordenadores con un conjunto 
común de recursos a compartir y de requerimientos. En el entorno de la 
empresa la división suele venir precedida del área al que pertenece 
(administración, contabilidad, compras, etc.) 
o Red de área Personal (PAN): es una red de ordenadores para la comunicación 
entre distintos dispositivos (puntos de acceso a internet, teléfonos 
celulares, PDA, dispositivos de audio, impresoras) cercanos al punto de acceso. 
Una tecnología muy conocida que utiliza este tipo de redes es el Bluetooth. 
o Red de área del campus (CAN): Se deriva a una red que conecta dos o más 
LANs los cuales deben estar conectados en un área geográfica específica tal 
como un campus de universidad, un complejo industrial o una base militar. 
o Red de área de almacenamiento (SAN): Es una red concebida para conectar 
servidores, matrices de discos y librerías de soporte. Principalmente, está 
basada en tecnología de fibra. 
Combinando estas redes se pueden formar redes más grandes y que se diferencian 
entre ellas por el área de cobertura que abarcan. El criterio para clasificarlas es el 
siguiente: 
o Red LAN (Local Area Networks): Son las que no exceden 1 km de extensión. 
o Red MAN (Metropolitan Area Network): Hasta 10 Km, es decir, disponer 
distintos puntos de acceso dentro de una misma ciudad. 
o Red WAN (Wide Area Networks): Más de 10 Km.  Conectan distintas ciudades 
dentro de un mismo país o distintos países. 
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3.1.4. Topologías de red 
 
Cuando hablamos de la topología de las redes nos referimos a la forma geométrica en 
la que están distribuidos las estaciones de trabajo y los cables con los que se conectan. 
El objetivo principal de la topología es encontrar la manera más eficaz, económica y 
fiable de transportar los datos evitando tiempos de espera y con la posibilidad de 
añadir más equipos de una manera eficiente. 
Dentro de las topologías que existen, las más frecuentes son: 
Topología en Malla 
 




Cada dispositivo tiene un enlace punto a 




Es robusta, si un enlace falla no inhabilita 
todo el sistema. 
Privacidad en el tráfico. 
 
Inconvenientes: 
Para conectar n dispositivos necesita n(n-
1)/2 enlaces. 
 







Cada dispositivo tiene un enlace punto a 
punto dedicado con el controlador central, 
habitualmente llamado concentrador. 
 
Ventajas: 
Cada dispositivo solo necesita un enlace y 
un puerto de entrada/salida para 




No permite el tráfico directo. 






Es una variante de la de estrella, pero no 





directamente al concentrador central, lo 
hacen a través de un concentrador 
secundario y este se conecta al central. 
 
Ventajas: 
Incrementa la distancia a la que puede 












Un cable largo actúa como una red troncal 





Sencillez de instalación. 
 
Inconvenientes: 
Todos reciben el tráfico que circula. 
 







La señal pasa a lo largo del anillo en una 
dirección hasta que alcanza su destino. 
 
Ventajas: 
Sencillez de instalación y reconfiguración. 








 3.2. Modelo OSI 
 
El modelo de referencia de 
Interconnection) es el modelo de red descriptivo creado por la
Internacional para la Estandarización
referencia para la definición de arquitecturas de interconexión de sistemas de 
comunicaciones. 
Figura 2: Modelo OSI (Fuente:
El modelo consta de 7 capas y en cada una se especifica el protocolo que debe ser 
usado. A continuación describiremos la función de cada capa.
Capa física 
Es la que se encarga de las conexiones físicas del ordenador hacia la red, tanto en lo 
que se refiere al medio físico como a la forma en la que se transmite la información.
Capa de enlace de datos 
Esta capa se ocupa del direccionamiento físico, de la topología de la red, del acceso a la 




Interconexión de Sistemas Abiertos (OSI, Open System 
 lanzado en 1984. Es decir, es un marco de 
        
 autoayudacisco.over-blog.es
 







Capa de red 
El objetivo de la capa de red es hacer que los datos lleguen desde el origen al destino, 
aún cuando ambos no estén conectados directamente. 
Capa de transporte 
Capa encargada de efectuar el transporte de los datos (que se encuentran dentro del 
paquete) de la máquina origen a la de destino, independizándolo del tipo de red física 
que se esté utilizando. 
Capa de sesión 
Es la encargada de proveer servicios de conexión entre las aplicaciones, tales como 
iniciar, mantener y finalizar una sesión. Establece, mantiene, sincroniza y administra el 
diálogo entre aplicaciones remotas. 
Capa de presentación 
El objetivo es encargarse de la representación de la información, de manera que 
aunque distintos equipos puedan tener diferentes representaciones internas de 
caracteres los datos lleguen de manera reconocible. 
Capa de aplicación 
Ofrece a las aplicaciones la posibilidad de acceder a los servicios de las demás capas y 
define los protocolos que utilizan las aplicaciones para intercambiar datos. 
Por encima de la capa de aplicación habrá un programa que interpretara los datos de 
la capa, y a través de una interfaz presentará los datos de una manera agradable para 
el usuario. Los programas pueden ser navegadores web (HTTP), gestores de correo 
electrónico (SMTP y POP), servidores de ficheros (FTP), etc. 
En la siguiente imagen mostramos como desde el archivo original, que se va a enviar, 
se le van añadiendo las diferentes cabeceras y segmentos de control hasta finalmente 




Figura 3: Adhesión de cabeceras por capa (Fuente: Wikipedia.org) 
 
A continuación veremos un ejemplo del  proceso de formación del paquete hasta que 
es finalmente transmitido. 
Imaginamos que tenemos un servidor web y un cliente nos hace una petición HTTP. 
Los datos que queremos transportar son el contenido de la web y lo llamaremos Data. 
Al pasar los datos a la capa de aplicación, esta le añade la cabecera con información 
general del protocolo, servidor y archivo que envía. 
HTTP/1.1 200 OK 
Connection close 
Date: Thu, 06 Aug 1998 12:00:15 GMT 
Server: Apache/1.3.0 (Unix) 




Data Data Data Data Data … 
Figura 4: Cabecera respuesta http (Fuente: asignatura XCA, FIB-UPC) 
Una vez tenemos la cabecera añadida a los datos, este conjunto pasa por la capa de 
presentación para que la información pueda ser interpretada desde diferentes 
sistemas. Siguiendo con el proceso, el paquete generado pasará a la capa de 
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transporte a no ser que capa de sesión nos informe de que la conexión no está 
establecida. 
En la capa de transporte se añadirá la cabecera del protocolo utilizado para su 
transporte, utilizaremos uno de los más conocidos, el TCP. A continuación veremos la 
cabecera perteneciente a este protocolo.
Figura 5: Cabecera TCP (Fuente: asignatura XCA, FIB
En esta cabecera se especifica los puertos de origen y destino de la conexión, también 
se especifican el número de secuencia, que es un indicador para saber el orden que 
ocupa ese paquete en la recepción, y el número de ACK, que nos sirve para indicar la 
correcta recepción de los paquetes hasta la marca indicada. Luego podemos identificar 
otros campos como el tamaño de la cabecera, los flags, el tamaño de la ventana o las 
opciones (si las hay), para después dejar paso al paquete que llega desde la capa 
superior. 
Una vez añadida esta información el paquete pasa a la capa de red, en esta se 
concretará cuales serán las máquinas origen y destino de esta información. El 





 Figura 6: Cabecera IP (Fuente: asignatura XCA, FIB
Podemos observar que en esta capa se añade información sobre la fragmentación de 
los datos, es decir, si los datos viajan enteros o forman parte de uno más grande. 
También se incluye información sobre el tiempo de vida de la conexión (TTL), el 
tamaño de la cabecera y los flags, entre otros.
Una vez añadida esta información, ya tenemos especificadas las direcciones lógicas a 
las que se enviará este paquete, pero aún no podem
destinatario, ya que ahora mismo este paquete solo sería capaz de llegar al router que 
estuviera delante del cliente, ahora nos queda especificar a qué cliente hay que enviar 
la información. Esta distinción se hace en la c
específicas de las tarjetas de red de origen y destino.
Una vez tenemos toda la información necesaria, en la capa física enviamos toda esa 
información transformada dependiendo del medio en el que se transmita, pueden ser 




os hacer llegar la información al 








3.3. Métodos de captura 
 
Las conexiones de red habitualmente se establecen entre dos máquinas conectadas 
entre ellas directamente o a través de routers, y los intercambios de información solo 
se destinan de una máquina a la otra. De esta manera, el resto de máquinas de la 
misma red no pueden interceptar esta información, ya que no son destinatarias. Este 
direccionamiento se trabaja en la capa de enlace donde se especifica la dirección MAC 
perteneciente a tarjeta de red de la máquina destino. 
Sin embargo, esta exclusividad de que la comunicación solo sea entre ordenadores 
puede ser quebrada poniendo una tarjeta de red en modo promiscuo. Este modo hace 
que la tarjeta de red reciba todos los paquetes que circulan por la red, este 
comportamiento se consigue cuando el paquete transportado busca la MAC de destino 
y la tarjeta “promiscua” se identifica como destinatario. 
Existen programas que utilizan esta propiedad de las tarjetas con finalidades de 
monitorización y análisis del tráfico, detectando así cuellos de botella u otros 
problemas que puedan afectar a la red. Pero también se pueden utilizar para capturar 
(esnifar) los datos que viajan por la red, de una manera lícita o no. Entre estos 
programas podemos encontrarnos con Tcpdump, Snort (IDS), Kismet, Wireshark, etc. 
que son conocidos por su gran importancia para realizar auditorías. 
Existen otros métodos para que una tarjeta de red reciba los paquetes sin necesidad 
de ponerla en modo promiscuo, entre ellos uno llamado ARP Poison Routing 
(envenenamiento de ARP). Este método trata de inyectar tráfico ARP falso para que el 
tráfico se destine a la máquina deseada, este método normalmente presente en 
malware es muy peligroso, ya que dependiendo del uso que se le dé podemos saturar 







4.1. Tecnología utilizada 
 
En esta sección presentaremos brevemente los programas que se han utilizado 




El proyecto se ha desarrollado en un ordenador Intel Pentium D con una arquitectura 
de 32 bits, con el sistema operativo Ubuntu Linux Lucid lynx en la distribución de abril 
de 2010. La decisión de escoger este sistema fue tomada por varios motivos. En primer 
lugar, este sistema ofrece una mayor compatibilidad con el software libre disponible y 
ofrece un mayor control sobre lo que está sucediendo. Otro motivo fue el hecho de 
estar instalada en el ordenador destinado al proyecto y ya estaba acostumbrado a 
trabajar con él desde hace unos años, aunque tener que instalar otra distribución no 
hubiera supuesto ningún problema. Además este sistema está aumentando 
considerablemente el número de usuarios que lo utilizan y esto finalmente me ha 
hecho decidirme por este sistema. 
4.1.2. Librería pcap 
 
Pcap (packet capture) consiste en una API (application programming interface) para 
capturar el tráfico de la red. En sistemas como Linux podemos encontrarnos esta 
librería como libpcap mientras que en los sistemas Windows utiliza un puerto de 
libpcap conocido como WinPcap. 
Libpcap y WinPcap son los motores de captura y filtrado de muchas aplicaciones tanto 
comerciales como libres, de sniffers, IDS (sistema de detección de intrusos), 
generadores de tráfico y network-testers. Un ejemplo de programas desarrollados con 
libpcap son wireshark/ethereal, tcpdump, snort, McAfee EPO (Rogue System 
Detection), entre otros muchos. 
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Los autores de esta librería la decidieron implementar en C, por lo que para usarla en 
otros lenguajes como JAVA o .NET es necesario un wrapper para su uso. 
4.1.3. Lenguaje C 
 
Este proyecto podía haber sido realizado con el lenguaje JAVA, Perl, python, .Net, 
entre otros, pero el lenguaje escogido para este cometido ha sido C. Esta decisión ha 
sido apoyada por el lenguaje en el que estaba desarrollada la librería pcap y de esta 
manera podemos trabajar directamente sobre ella, además se adapta al sistema en el 
que se desarrolla, en java por ejemplo al ser un lenguaje multiplataforma las llamadas 
a sistema son generales y luego son traducidas. Esto nos genera posibles situaciones 
en las que la aplicación podría tener comportamientos no deseados. La elección de 
este lenguaje me ha ayudado a hacer un repaso de los conceptos que aprendí durante 
los primeros años de la Ingeniería. En cualquier caso no habría problema por tener que 
aprender y desarrollar la aplicación en cualquier otro lenguaje. 
4.1.4. Bison y Flex 
 
Bison es un generador de analizadores sintácticos de propósito general que convierte 
una descripción gramatical en un programa en C que analice esa gramática. Con la 
ayuda de este programa podemos elaborar una gramática que nos facilite la tarea de 
extraer la información de un archivo de configuración. Ha sido elegido este programa 
por su predisposición a transformar la gramática definida al lenguaje C. 
Por otro lado Flex es un programa para generar analizadores léxicos, es decir genera 
programas que analiza concordancia en patrones de texto y así decidir si lo escrito es 
correcto o no. Toma como entrada una especificación de analizador léxico y devuelve 
como salida el código fuente implementando el analizador léxico en C. 
Observamos que las dos herramientas normalmente se utilizan en conjunto, dado que 






PHP es un lenguaje de programación interpretado, diseñado originalmente para la 
creación de páginas web dinámicas. Se utiliza principalmente en la interpretación de la 
parte del servidor (server-side scripting). 
El gran parecido que posee PHP con los lenguajes más comunes de programación 
estructurada, como C y Perl, permiten a la mayoría de los programadores crear 
aplicaciones complejas con una curva de aprendizaje muy corta. También les permite 
involucrarse con aplicaciones de contenido dinámico sin tener que aprender todo un 




4.2. Sniffer con pcap 
 
En esta sección detallaremos cuales son las funciones necesarias para que nuestra 
aplicación capture el tráfico de la red. También veremos herramientas potentes que 
incorpora pcap como son el filtrado y la posibilidad de guardar cómodamente el tráfico 
capturado en archivos, para su posterior análisis. 
4.2.1. Esquema del programa 
 
No importa lo complicado que sea el programa que vayamos a construir con Libpcap, 
este siempre seguirá un esquema básico: 
 
 
Figura 7: Estructura Sniffer pcap (Fuente: Manual Aprendiendo a programar con Libpcap) 
La primera fase de nuestro programa siempre será la Inicialización. Esta engloba las 
funciones capaces de obtener información del sistema: Las interfaces de red 




4.2.2. Funciones específicas 
 
Char *pcap_lookupdev (char *errbuf) 
Devuelve un puntero al primer dispositivo de red válido para ser abierto para captura, 
en caso de error se devuelve NULL y una descripción del error en errbuf. 
int pcap_lookupnet(char *device, bpf_u_int32 *netp, bpf_u_int32 *maskp, char 
*errbuf) 
Una vez obtenido el nombre de una interfaz válida, podemos consultar su dirección de 
red y su máscara de subred. device es un puntero a un array de caracteres que 
contiene el nombre de una interfaz de red válida, netp y maskp son dos punteros a 
bpf_u_int32 en los que la función dejará la dirección de red y la máscara 
respectivamente. En caso de error la función devuelve -1 y una descripción del error en 
errbuf. 
Ahora ya disponemos del dispositivo de red y podemos consultar los atributos de la 
interfaz de red. A continuación vemos como empezar a capturar paquetes. 
pcap_t *pcap_open_live(char *device, int snaplen, int promisc, int to_ms, char 
*errbuf) 
Antes de entrar en el bucle de captura hay que obtener un descriptor de tipo pcap_t, 
para lo cual empleamos esta función. El parámetro device es el nombre del dispositivo 
de red en el que queremos iniciar la captura (los valores ANY o NULL fuerzan la captura 
en todos los dispositivos disponibles). 
Por otra parte, el argumento snaplen especifica el número máximo de bytes a 
capturar. El argumento promisc indica el modo de apertura, un valor distinto de 0 
iniciará la captura en modo promiscuo. 
int pcap_loop(pcap_t *p, int cnt, pcap_handler callback, u_char *user) 
Esta función se utiliza para capturar y procesar los paquetes. cnt indica el número 
máximo de paquetes a procesar antes de salir, cnt = -1 se utiliza para capturar 
indefinidamente. callback es un puntero a la función que será invocada para procesar 
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el paquete. En caso de error se devolverá un número negativo y 0 si el número de 
paquetes especificados por cnt se ha completado con éxito. 
Una vez el paquete ha sido capturado lo trataremos en la función callback para extraer 
la información que viaja en ese paquete para su posterior extracción. 
No hay una sola función de captura, la librería pcap incorpora métodos que permiten 
la guardar la captura en un archivo y tratar su contenido posteriormente. 
4.2.3. Filtros 
 
A continuación veremos cómo podemos aplicar criterios para filtrar los paquetes que 
nos interesan. Las funciones siguientes se tienen que llamar antes de empezar el bucle. 
int pcap_compile(pcap_t *p, struct bpf_program *fp, char *filter, int optimize, 
bpf_u_int32 netmask) 
Esta función se emplea para compilar un programa de filtrado en formato Tcpdump 
(char* str) en su BPF equivalente (bpf_u_int32 netmask).  
Es posible que durante la compilación el programa original se modifique para 
optimizarlo. netmask es la máscara de la red local, que puede obtenerse llamando a 
pcap_lookupnet. En caso que la función retorne -1, se habrá producido un error, para 
una descripción más detallada de lo sucedido podemos emplear la función 
pcap_geterr(). 
int pcap_setfilter(pcap_t *p, struct bpf_program *fp) 
Una vez compilado el filtro sólo falta aplicarlo, para ello basta con pasar como 
parámetro a esta función, el resultado de compilar el filtro con pcap_compile. En caso 
de error la función devolverá -1 y puede obtenerse una descripción más detallada del 
error con pcap_geterr(). 
A continuación veremos los diferentes tipos de filtros que se pueden utilizar, su 




Los filtros que utiliza Libpcap están elaborados con un lenguaje de alto nivel que 
gracias a TCPDUMP se han conseguido popularizar. Este lenguaje se ha convertido en  
el estándar para definir  filtros de captura. 
La expresión que se usa para definir el filtro tiene una serie de primitivas y tres 
posibles modificadores a las mismas. Esta expresión puede ser verdadera o falsa según 
si el paquete cumple con las condiciones. 
Los 3 modificadores posibles son: 
Tipo 
Puede ser host, net o port. Indicando respectivamente: máquina, una red completa  o 
un puerto concreto. Por defecto se asume el tipo host. 
Dir 
Especifica desde o hacia donde se va a mirar el flujo de datos. Tenemos src o dst y 
podemos combinarlos con or y and. 
Proto 
En este caso es el protocolo que queremos capturar. Puede ser tcp, udp, ip, ether (este 
último caso captura tramas a nivel de enlace), arp (peticiones arp), rarp (peticiones 
reverse-arp), fddi para redes FDDI. 
A continuación veremos unos ejemplos de uso de los filtros: 
Capturar el tráfico con destinado a 0:2:a5:ee:ec:10. 
ether dst 0:2:a5:ee:ec:10 
Capturar todo el tráfico cuya red origen sea 192.168.1.0/28 
src net 192.168.1.0 mask 255.255.255.240 
Capturar el todas las peticiones DNS 
udp and dst port 53  
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4.3. Estructuras necesarias 
 
En este apartado veremos las estructuras que nos hacen falta para parsear los 
paquetes que se reciben, para poder acceder a los datos que hemos capturado y así 








4.4. Almacenamiento de paquetes 
 
En este apartado veremos las estructuras que empleamos para almacenar los 
paquetes que nos interesan. Estas nos ayudarán en el proceso de extracción de los 
datos. 
Utilizamos una tabla de hash de 256 posiciones para organizar las conexiones, y 
utilizamos los bits de menor peso del último grupo correspondiente a la IP de origen 





Figura 8: Tabla de hash 1 (Fuente: elabo
Cada posición de la tabla de hash contendrá una lista enlazada, donde cada nodo 
almacenará los datos de una única conexión entre dos IP específicas. La estructura de 
cada nodo es la siguiente: 
En el elemento nodo_con constan las dos IP corre
un puntero a una nueva lista, en esta se almacenan los puertos en los cuales se 
establece la conexión. También contiene el puntero necesario para el siguiente de la 
lista. 
Esta lista donde se especifican los puertos es n
conectamos a una página web se hacen varias conexiones y en puertos distintos, por 
donde recibiremos los diferentes elementos de los que consta la página. De esta 
manera estamos agrupando todas las conexiones IP, entre dos máqui
nodo (en realidad dos, una para el envío y otra de recepción).
La lista que almacena los puertos de la conexión es una lista enlazada simple en la que 
cada nodo contiene los puertos origen y destino de cada conexión. También contiene 
un puntero a una lista, que será donde se almacenarán temporalmente los paquetes 
hasta su extracción. Además contiene una variable que indicará la hora a la que se 
 
ración propia) 
spondientes a la conexión y también 
ecesaria, ya que cuando nos 




recibió el último paquete. Los paquetes estarán ordenados ascendientemente por 
número de secuencia. La estructura de estos nodos es la siguiente: 
 
     
La estructura de los paquetes contiene la información de los datos que viajan por la 
red (payload), el tamaño de dicha información, el número de secuencia para poder 
mantener un orden en la lista, una marca que nos indica si este paquete contiene el 
inicio de un archivo y un puntero al siguiente de la lista. La estructura es la siguiente: 
 
Ahora que ya conocemos las estructuras necesarias mostraremos la vista general que 
seguirá el programa para ir almacenando los datos. 
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En este apartado veremos
detallando su descripción, sus 
Int fhash ( Struct  in_addr ip )
Descripción Filtra el grupo de menor peso de la dirección IP recibida por parámetro.
Parámetros Struct  in_addr ip: IP de origen de la conexión.
Retorno 
El entero correspondiente al 
dirección IP.
 
Struct nodo_con *inicializar_conexion ( Struct in_addr ip_src, Struct in_addr ip_dst )
Descripción Crea una nueva estructura nodo_con y la inicializa con los valores que recibe 
por parámetro.
Parámetros Struct in_addr ip_src: IP de origen de la conexión.
Struct in_addr ip_dst: IP de destino de la conexión.
 los métodos que interaccionan con la estructura principal, 
parámetros y valores de retorno. 
 
 











Retorno El  puntero a la nueva estructura creada. 
 
Struct paquete *inicializar_paquete ( Int size_payload, Const Char *payload, tcp_seq th_seq ) 
Descripción 
Crea una nueva estructura nodo_con y la inicializa con los valores que recibe 
por parámetro. 
Parámetros 
Int size_payload: Entero que define el tamaño del payload 
Const Char *payload: Cadena que contiene los datos del paquete 
tcp_seq th_seq: Número de secuencia de 
Retorno El puntero a la nueva estructura creada. 
 
Struct nodo_puerto *inicializar_puerto ( u_short th_sport, u_short th_dport ) 
Descripción 
Crea una nueva estructura nodo_puerto y la inicializa con los valores que 
recibe por parámetro. 
Parámetros 
u_short th_sport: Puerto de origen de la conexión. 
u_short th_dport: Puerto de destino de la conexión. 
Retorno El puntero a la nueva estructura creada. 
 
Métodos de consulta 
 
Con estos métodos podemos realizar búsquedas de estructuras almacenadas en 
memoria. 
Struct nodo_con *buscar_con ( Int posicion, Struct in_addr ip_src, Struct in_addr ip_dst ) 
Descripción 
Busca el nodo_con en la posición indicada de la tabla que contenga las 
direcciones IP de origen y destino recibidos por parámetro. 
Parámetros 
Int posicion: Posición de la tabla de hash donde buscar el nodo_con. 
Struct in_addr ip_src: IP de origen de la conexión. 
Struct in_addr ip_dst: IP de destino de la conexión. 
Retorno 
Puntero a la estructura nodo_con que esta almacenada en la posición 
posicion de la tabla de hash y que contiene las direcciones IP de origen ip_src 





Struct nodo_puerto *buscar_puerto ( Struct nodo_con *con, u_short th_sport, u_short 
th_dport ) 
Descripción 
Busca el nodo_puerto en la estructura indicada contenga los puertos de 
conexión de origen y destino recibidos por parámetro. 
Parámetros 
Struct nodo_con *con: conexión donde se realiza la búsqueda. 
u_short th_sport: Puerto de origen de la conexión. 
u_short th_dport: Puerto de destino de la conexión. 
Retorno 
Puntero a la estructura nodo_puerto que pertenece a la lista enlazada de con 
y que contiene los puertos de origen th_sport y destino th_dport. O NULL en 
caso de que no exista. 
 
Métodos de conexión 
 
A través de estos métodos se realizan las inserciones de las estructuras nuevas. 
Void anadir_con ( Int posicion, Struct nodo_con *con ) 
Descripción 
Añade la conexión con en la lista correspondiente a la posición de la tabla de 
hash recibida por parámetro. 
Parámetros 
Int posicion: Posición de la tabla de hash donde insertar el nodo_con. 
Struct nodo_con *con: Conexión que va a ser insertada. 
Retorno --- 
 
Void anadir_puerto( Struct nodo_con *con, Struct nodo_puerto *np1 ) 
Descripción 
Añade el puerto np1 a la lista enlazada simple del nodo_con recibido por 
parámetro. 
Parámetros 
Struct nodo_con *con: Conexión en la que se insertara el nodo_puerto. 







Void anadir_paquete ( Struct nodo_puerto *np, Struct paquete *p ) 
Descripción 
Añade el paquete p en la lista enlazada del nodo_puerto recibido por 
parámetro. La posición de la lista se determina por el número de secuencia 
del paquete. 
Parámetros 
Struct nodo_puerto *np: Puerto en la que se va a insertar el paquete. 
Struct paquete *p: Paquete que va a ser insertado. 
Retorno ---  
 
Métodos de eliminación 
 
Mediante el uso de estos métodos se eliminan de la memoria las estructuras deseadas. 
Void eliminar_conexion ( Struct nodo_con *con); 
Descripción Elimina la conexión con de la estructura de datos. 
Parámetros Struct nodo_con *con: Conexión que va a ser eliminada de la estructura. 
Retorno --- 
 
Void eliminar_puerto ( Struct nodo_con *con, Struct nodo_puerto *np ); 
Descripción Elimina el puerto np asociado a la conexión con. 
Parámetros 
Struct nodo_con *con: Conexión en la que se borrara el puerto de su lista. 
Struct nodo_puerto *np: Puerto que va a ser eliminado de la estructura. 
Retorno --- 
 
Void eliminar_paquete ( Struct paquete *p ); 
Descripción Elimina el paquete p y toda la lista enlazada simple que le sigue. 





4.5. Archivo de configuración 
 
Hemos visto las estructuras necesarias para almacenar la información del tráfico de 
red, pero para poder identificar los diferentes tipos de archivos que reconstruimos 
necesitamos otra estructura de datos. 
El criterio que he decidido para identificar el tipo de fichero que estamos 
reconstruyendo es utilizar la cabecera o firma del archivo. Las cabeceras o firmas de 
archivo contienen información referente al archivo, por ejemplo la cabecera de una 
imagen indica el tamaño de la imagen y con cuántos bytes se representa el color de 
cada pixel, o en el caso de un archivo de audio contiene la duración y el tipo 
compresión entre otros muchos datos. 
Como esta cabecera contiene información relativa al archivo es muy posible que no 
encontremos dos cabeceras exactamente iguales, pero estas contienen una secuencia 
común para todos los archivos del mismo tipo. Veamos un ejemplo con el formato 
PNG: 
Un archivo PNG empieza con una firma de 8 bytes, los valores en hexadecimal son: 89 
50 4E 47 0D 0A 1A 0A. Utilizando una herramienta como Wireshark podemos 
comprobar la afirmación anterior. 
 
Figura 10: Ejemplo cabecera PNG (Fuente: neobits.org) 
Como podemos observar en la imagen anterior, las cabeceras o firmas de los archivos 
PNG contienen las siglas “PNG”. Este tipo de archivo no es el único que encontramos 
con esta característica, también se da en los archivos GIF (“GIF”), PDF (“%PDF”), RAR 
(“RAR”), etc. 
Para poder procesar esta información he decidido utilizar un archivo de configuración 
desde donde el programa pueda cargar las cabeceras de los diferentes archivos, de 
esta manera al usuario podrá añadir o eliminar las entradas que no desee identificar. 




El formato que sigue es, extensión (tamaño máximo, cabecera, (opcional) pie). Las 
secuencias de bytes correspondientes a las cabeceras y pies pueden estar expresados 
de manera hexadecimal (“\x”) o bien alfabéticamente. Este archivo está formado 
conforme con las reglas establecidas en el archivo de Flex y con la gramática definida 
de Bison. Veamos las reglas que validan las entradas del archivo de configuración. 
 
Cuando se encuentra esta expresión se llama a la función config_type con los atributos 
correspondientes y a través de esta función se rellena la estructura de datos que 
contiene la información sobre las cabeceras. 
 
La estructura de datos que se utiliza para guardar esta información es un vector que 
contiene en cada posición una estructura, y esta estructura contiene la secuencia 
común, el tamaño y la extensión (.gif, .doc,…) de dicha secuencia. La estructura y el 




Nótese que el  vector_atributos no tiene un tamaño fijo, porque a priori no conocemos 
cuantas entradas contiene el archivo de configuración, y cada vez que se llama a la 
función config_type se incrementa su tamaño. 
 
Una vez tenemos una posición añadida en el vector_atributos para la nueva entrada 
tenemos que añadirle la extensión y la secuencia. Antes de insertar la secuencia hay 
que comprobar si está expresada en hexadecimal, ya que en ese caso necesitaremos 
interpretarla y transformarla a código ASCII. 
 
Una vez identificado como hexadecimal se procede a crear una palabra con ese código 
con la finalidad de leerla en formato hexadecimal y generar así el código ASCII 
correspondiente. Una vez generado el carácter resultante lo añadimos al final de su 
correspondiente estructura en la posición id del vector_atributos. 
Es posible que durante la transformación a código ASCII nos encontremos con 
caracteres especiales como “?”. Este carácter especial se utiliza para indicar que en esa 
posición hay un carácter pero no está definido, es decir, en la comparación de 
cualquier carácter con “?” será válida. 
En cualquier otro caso, la secuencia ya estará expresada en un valor ASCII y podrá ser 






En este apartado veremos los métodos que interaccionan con esta estructura y 
permite realizar el aumento de tamaño y las inserciones. 
Void incrementar_size() 
Descripción Incrementa el tamaño de la estructura vector_atributos en una posición. 
Parámetros --- 
Retorno 
El entero correspondiente al último grupo de bits de menor peso de la 
dirección IP. 
 
Void anadir (Struct atrib *a, Unsigned char codigo ) 
Descripción Añade el carácter código al final de el patrón almacenado en la estructura a  
Parámetros 
Struct atrib *a: Estructura donde se almacena la extensión, el patrón y su 
tamaño. 





4.6. Estados del programa 
 
A continuación describiremos el comportamiento del programa en ejecución y 
veremos también los  diferentes hilos que se van creando, la estructura que sigue el 
almacenamiento, los procedimientos más importantes y las herramientas que se han 
incorporado para una extracción satisfactoria. 
Antes de empezar a capturar paquetes el programa carga las cabeceras especificadas 
en el archivo de configuración, una vez cargadas para iniciar el sniffer el programa 
utiliza las funciones vistas en el apartado de Sniffer con pcap anterior. 
4.6.1. Captura 
 
Una vez el programa está en funcionamiento se mantiene a la espera de recibir 
paquetes y almacenarlos como se ha especificado en el apartado organización de los 
paquetes anterior. Esta es la instrucción que hace de espera hasta la llegada de 
paquetes: 
 
Cuando el paquete ha sido recibido se llama a la función got_packet donde se 
procesará el paquete. El paquete que se captura se encuentra en formato unsigned 
char y hay que parsearlo para estructurar los datos que transporta y poder consultar el 
payload. Veamos un ejemplo: 
 
Los paquetes que se capturan y son transportados a través del protocolo UDP 
procedemos a su extracción, debido a que este protocolo no está orientado a 
comunicación. Sin embargo en TCP sí hay envío y recepción de paquetes mientras se 
mantiene la conexión. 
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Una vez tenemos accesible el payload del paquete procedemos a ir creando las 
estructuras conexión, puertos y paquete correspondientes e insertándolos en la tabla 
de hash o actualizando la estructura principal con los paquetes nuevos. 
El siguiente paso es que la conexión en ese puerto se cierre y lo indique con un último 
paquete con el FLAG FYN activo. Esta señal la utilizaré para determinar cuando 
tenemos la información en nuestra estructura y comenzar por la extracción.  
Con este sistema surgen varios problemas, el primero es que dependiendo de la 
electrónica de red estos paquetes se reciben pero no llevan el FLAG FYN activo, y el 
segundo es que en ocasiones el paquete que transporta el FLAG FYN se recibe antes 
que algunos de los anteriores dejando incompleta la información a reconstruir. El 
primer problema he decidido solucionarlo implementando un thread, que cada cierto 
tiempo recorra la estructura de datos buscando las conexiones que llevan inactivas y 
fuerce su extracción. Las conexiones inactivas se comprueban comparando el instante 
del campo último perteneciente al nodo_puerto con el instante de cuando se realiza la 
comprobación. El código perteneciente a este comportamiento: 
 
Y la función de espera: 
 
El tiempo de espera está definido en la variable global 
ESPERA_EXTRACCION_AUTOMATICA para tener una mayor capacidad de cambio. 





4.6.2. Espera definida 
 
Para solucionar el problema de la llegada del paquete con el FLAG FYN activo antes 
que lleguen todos los anteriores, he decidió implementar un sistema de threads donde 
se creará uno cada vez que llegue un paquete con FLAG FYN y retrase su extracción en 
10 segundos (valor por defecto), de esta manera nos aseguramos que todos los 
paquetes se reciben y aseguramos unas extracciones completas. 
La problemática que supone este sistema es que los threads, a diferencia de los fork, 
comparten la memoria del proceso principal y no podemos utilizar variables 
temporales, porque cuando se crea el siguiente thread perdemos la información del 
anterior. Teniendo en cuenta lo anterior, es necesario utilizar un vector global donde 
se almacenen la información sobre la conexión por la que se espera. Este vector tiene 
un tamaño definido y se usará de manera cíclica, es decir, se irá completando con la 
información de las conexiones hasta que llegue a la última posición y el siguiente se 
almacenará en la primera posición. Veamos el código correspondiente: 
 
Utilizaremos la variable indice_argumentos para determinar la posición del último que 




En la función del thread le enviamos el valor del índice donde se han guardado los 
atributos de la conexión para luego poder buscar la conexión y el puerto que se van a 
extraer. 
 
Por especificaciones de la función ptread_create los argumentos que se envían solo 
pueden ser enviados con un cast (void *) y luego una vez en la función volver a 
hacerles el cast con el tipo que tenía antes, en este caso int. 
Para acabar este estado haremos un repaso de manera gráfica a los hilos de ejecución 
principales y los que se van ejecutando. 
 





El siguiente estado que nos encontramos después de la captura y la espera es el de la 
extracción. En este estado reconstruimos los datos almacenados de los paquetes y los 
escribimos en un fichero creado en el disco duro. Posteriormente se procederá a 
liberar de la memoria las conexiones que se han extraído. 
Las conexiones más comunes se realizan a través del protocolo HTTP y por ese motivo 
lo estudiaremos más a fondo. Este protocolo se utiliza principalmente para la 
comunicación entre servidores web y navegadores (clientes).  
 
Figura 12: Comunicación web (Fuente: es.kioskea.net) 
El protocolo lo podemos encontrar en dos versiones, la 1.0 que no tiene persistencia 
(en cada conexión se envía un único objeto) y la 1.1 que añade la persistencia y puede 
enviar más de un paquete en cada conexión TCP. Además este protocolo tiene unas 
estructuras concretas a seguir cuando se realiza un envío o recepción. Veamos un 





Figura 13: Peticion HTTP (Fuente: www.http.header.free.fr) 
 
Figura 14: Respuesta HTTP (Fuente: : www.http.header.free.fr) 
Teóricamente los envíos de múltiples archivos se hacen a través de puertos diferentes, 
es decir, que se abrirán tantos puertos como archivos se envíen. Realmente esto no 
ocurre así, sino que cuando se acaba de enviar el primer archivo, el último paquete no 
se envía con el FLAG FYN activo e inmediatamente después se empieza con el siguiente 
archivo. Veamos un ejemplo. 
 
Figura 15: Puerto con dos archivos (Fuente: elaboración propia) 
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La problemática que supone este comportamiento es que si se realiza una extracción 
de un puerto que contiene más de un archivo, en muchas ocasiones lo que 
obtendremos será un archivo ilegible y perderemos los dos archivos. 
La solución a este problema es crear una función de extracción de manera recursiva, 
para cuando nos encontremos con esta situación hacer llamar a la función con el 
paquete donde empieza el nuevo archivo y obtener así los dos archivos. Como la 
información está guardada de manera secuencial, en ningún caso accederemos a un 
archivo nuevo sin haber pasado antes por la cabecera HTTP. 
 
A través de este código se hace la llamada recursiva con el paquete aux, que es el 
paquete donde empieza otro archivo. Los demás parámetros se utilizan para no perder 
la información de la conexión y poder luego generar el log correctamente. 
Antes de empezar con la extracción hay limpiar el paquete inicial de todas las 
conexiones, porque este contiene la cabecera correspondientes al HTTP y si lo 
extrajéramos todo en conjunto, tendríamos una secuencia en el archivo que no 
reconocería y el resultado sería un archivo ilegible. 
Para esta limpieza utilizaremos la marca que en el protocolo HTTP indica que a 
continuación vienen los datos. Esta marca corresponde a un CR/LF (Carriage 
Return/Line Feed) que indica que la cabecera acaba allí y lo que viene a continuación 
son los datos que transporta. Esta marca visualmente se puede identificar como una 





Figura 16: Respuesta HTTP (CR/LF) (Fuente: Documentación XCA, FIB-UPC) 
Utilizando esta marca podemos separar la secuencia del payload del paquete que 
corresponde a la cabecera. 
 
A esta función le indicamos el paquete y la cota que corresponde a la posición del 
vector por donde se quiere reducir y al finalizar actualizamos la información del 
paquete con el nuevo vector y su tamaño correspondiente.  
Pero antes de eliminar la cabecera HTTP nos interesa guardarnos cierta información de 




Esta información nos la guardamos para cuando tengamos el archivo extraído poder 
conseguir que el archivo sea igual al original. Estos procesos los veremos en detalle 
más adelante. 
Antes de empezar su extracción es necesario identificar de qué tipo de archivo se trata 
para que cuando creemos el archivo en el disco tenga el formato que deseamos. 
 
Esta función se utiliza para encontrar el patrón de la cabecera de los archivos, para 
hacerlo llama a la función buscar con todos los patrones almacenados en 
vector_atributos hasta que encuentra el correspondiente. 
 
En el caso que en el payload no se encuentre ninguno de los patrones del archivo de 
configuración entonces la extensión del archivo extraído será por defecto .txt. 
 Ahora ya tenemos el paquete cortado y con su correspondiente extensión
extraer el contenido tenemos generar el árbol de directorios de donde se almacenará 
este archivo. 
El directorio donde se almacena el contenido de este programa e
variable global y a partir de esa ruta el programa organiza los archivos extraídos de la 
siguiente manera: 
Figura17: Árbol de directorios (Fuente: elaboración propia)
Esta estructura de almacenamiento se ha decidido implementar porque así el usuario 
tiene organizados cronológicamente los archivos, y cuando necesite buscar un archivo 
de una fecha en concreto le será mucho más fácil y rápido. Si el usuario no pudiera 
stá definido en una 
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acceder al ordenador en cuestión se pueden consultar los archivos a través de una 
interfaz web, esta implementación la detallaremos más adelante. 
El código responsable de generar la estructura anterior es el siguiente:
 
Como se puede observar en el código anterior, el directorio donde se almacena el 
archivo depende del instante en el que se extrae. La creación del directorio no se 
puede crear antes de abrir el fd del archivo, porque es posible que para ese mismo 
instante ya exista otro fichero, y después de abrir el fd no tendría sentido puesto que 
para abrirlo necesitas la ruta. 
Cuando ya se dispone del fd (File Descriptor) lo único que nos queda por realizar es el 
volcado de información que tenemos en memoria al archivo abierto. Esta escritura se 
realiza mediante un bucle que va recorriendo los paquetes correspondientes y 




Este bucle únicamente se detendrá si encontrara un paquete que contuviera la 
cabecera HTTP, que en ese caso se realizará una llamada recursiva. 
4.6.4. Métodos 
 
Int crea_directorio ( Char *directorio ) 
Descripción Crea un directorio con el nombre y ruta recibidos por parámetro, 
Parámetros Char *directorio: Ruta del nuevo directorio, 
Retorno 0 si se crea correctamente o -1 si hay algún error. 
 
Void extract ( Struct paquete *p, Struct in_addr ip_src, Struct in_addr ip_dst , u_short  
   th_sport, u_short th_dport, Char *proto ) 
Descripción Extrae los payload de la lista que empieza por p en un archivo. 
Parámetros 
Struct paquete *p: Paquete a partir del que se empieza la extracción. 
Struct in_addr ip_src, ip_dst: IP de origen y destino respectivamente. 
u_short th_sport, th_dport: Puertos de origen y destino respectivamente. 
Char *proto: Protocolo por el que ha sido recibido. 
Retorno --- 
 
Void extraer_udp (Const Char *payload, u_int size_udp_payload, Struct in_addr ip_src,  
 Struct in_addr ip_dst ,u_short th_sport, u_short th_dport ) 
Descripción Escribe el payload en un archivo. 
Parámetros 
Const Char *payload: Payload que va a ser volcado en un archivo. 
u_int size_udp_payload: Tamaño del payload. 
Struct in_addr ip_src, ip_dst: IP de origen y destino respectivamente. 
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u_short th_sport, th_dport: Puertos de origen y destino respectivamente. 
Retorno --- 
 
Void escribir_archivo (Int fd, Struct paquete *p ) 
Descripción Escribe el payload del paquete p en el archivo correspondiente a fd. 
Parámetros 
Int fd: fd del archivo donde se va a escribir el payload. 
Struct paquete *p: Paquete desde el que se consulta el payload. 
Retorno --- 
 
Char *encontrar_extension (Struct paquete *p) 
Descripción Busca un patrón que coincida con el contenido del payload del paquete p. 
Parámetros Struct paquete *p: Paquete desde donde se consulta el payload. 
Retorno 
Retorna la cadena correspondiente a la extensión del patrón encontrado o 
NULL en el caso de no encontrar coincidencias. 
 
Void ajustar_payload ( Struct paquete *p, Int cota) 
Descripción 
Redimensiona el payload del paquete p desde la posición cota hasta el final 
del vector. 
Parámetros 
Struct paquete *p: Paquete cuyo payload va a ser redimensionado. 
Int cota: Índice desde el que va a ser redimensionado el payload. 
Retorno --- 
 
Bool buscar ( Unsigned char *patron, Int size_patron, Struct paquete *p, Int ajuste) 
Descripción Busca el patron en el payload del paquete p.  
Parámetros 
Unsigned char *patron: Patrón a buscar. 
Int size_patron: Tamaño del patrón. 
Struct paquete *p: Paquete que contiene el payload donde se va a buscar. 
Int ajuste: Numero de control para indicar si queremos ajustar el payload. 






Una vez tenemos el archivo extraído, hay que comprobar que generar el 
correspondiente log con la información referente a la conexión y el archivo. Veamos 
un ejemplo de archivo log. 
  
El archivo además de la información referente a la conexión añade información como 
la ruta en la que se encuentra, el tamaño en bytes que ocupa, la cantidad de paquetes 
que se han usado para su transporte, y también indica si los datos del archivo han 
viajado comprimidos o truncados. La cantidad de paquetes y el tamaño del archivo se 
calculan a durante el proceso de extracción, más concretamente en cada iteración del 
bucle.  
El archivo log se crea en el mismo directorio que se encuentra el archivo al que le 
pertenece la información. Definimos el nombre que va a tener el archivo y lo creamos. 
 





Cuando la información del archivo ya está escrita en el archivo log solo nos queda 




Void crear_log ( Char *directorio, Char *nombre_fichero, Struct in_addr ip_src,  
 Struct in_addr ip_dst , u_short th_sport, u_short th_dport, Char *proto, Bool chunk, 
 Bool gzip, Char *fecha_llegada, int packs, int tam) 
Descripción 
Crea un fichero log con los parámetros recibidos y en el directorio 
especificado. 
Parámetros 
Char *directorio: Directorio donde se almacenará el archivo log. 
Char *nombre_fichero: Nombre del archivo que se ha extraido. 
Struct in_addr ip_src, ip_dst: IP de origen y destino respectivamente. 
u_short th_sport, th_dport: Puertos de origen y destino respectivamente. 
Char *proto: Protocolo por el que ha sido enviado. 
Bool chunk: Indicador de si los datos viajaban truncados. 
Bool gzip: Indicador de si los datos viajaban comprimidos. 
Char *fecha_llegada: Instante de extracción. 
int packs: Numero de paquetes que formaban el archive. 







Cuando nos encontramos con una conexión en la que los datos viajan truncados o 
comprimidos, una vez han sido extraídos hay que aplicarles una serie de cambios para 
obtener el archivo original. 
La compresión de los datos se utiliza para que las conexiones sean más ligeras y 
reducir así el número de bytes de envío, normalmente se utilizan para transportar 
páginas web ya que el texto plano es altamente comprimible. 
Cuando los datos viajan comprimidos  la cabecera HTTP contiene la siguiente entrada  
“Content-Encoding: gzip”, esto nos obliga a incorporar al programa herramientas que 
permitan la descompresión de estos datos. En este caso he decidido utilizar una 
herramienta llamada minigzip escrita por Jean-loup Gailly. Esta herramienta es una 
implementación muy reducida del conocido compresor gzip implementado por GNU, y 
que además cumple perfectamente con su propósito.  
Mientras los datos se encuentren cifrados hay que cancelar la búsqueda de patrones 
debido a que no se encontrarán coincidencias. Por defecto y para utilizar la 
herramienta minigzip los archivos deben contener la extensión “.gz”. 
 
Con la extensión definida y el payload redimensionado extraemos los datos de los 
paquetes al disco. Una vez tenemos el archivo comprimido en disco el próximo paso es 
descomprimirlo con minigzip.  
 
A file_uncompress se le pasa el contenido de la ruta completa donde se encuentra el 
archivo y esta función, incluida en minigzip, ya se encarga de tratarlo para 
descomprimir el contenido. 
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Esta herramienta presenta un problema con lo que a extensiones de archivo se refiere. 
Normalmente cuando realizamos una extracción de un archivo .gz, el archivo 
resultante lleva el mismo nombre que el comprimido pero sin la extensión .gz. Esto nos 
crea una situación desagradable para sistemas como Windows que no reconocen los 
archivos sin extensión. En sistemas Linux estos archivos se pueden abrir perfectamente 
sin la necesidad de añadirles extensión. 
Cuando la cabecera HTTP contiene la siguiente entrada “Transfer-Encoding: chunked”, 
esto nos está indicando que los datos que viajan en los paquetes de esta conexión se 
encuentran truncados. Los datos truncados tienen el mismo formato que los que no lo 
están, únicamente cambia que los paquetes siguen una estructura específica. La 
estructura es la siguiente: 
 
Figura 18: Estructura datos truncados (Fuente: oreilly.com) 
Veamos un ejemplo de una imagen truncada: 
 
Figura 19: Ejemplo datos truncados (Fuente: elaboración propia) 
En este caso solo teníamos un numero que especificaba todos los datos de la imagen, 
pero normalmente los datos se truncan en varios bloques. 
58 
 
Para leer los datos en este formato y poder reconstruir los datos originales he 
implementado una función que dado un archivo de entrada truncado y especificando 
uno nuevo de salida, interpreta la información truncada y la vuelca en el archivo de 
salida. 
 
El archivo resultante de la reconstrucción se almacena en el mismo directorio que el 
archivo extraído y contiene el mismo nombre, pero a este nuevo le añadimos al final el 
distintivo “_unchunk” para indicar que ha sido creado a través de este proceso.  A 
continuación vemos la implementación de este proceso. 
En primer lugar tenemos un bucle con el que vamos leyendo el número en 
hexadecimal que nos indicará cuantos caracteres vendrán a continuación. 
 
El fd (File Descriptor) corresponde al del archivo que se está extrayendo los datos. Los 
valores hexadecimales que se van leyendo del fd se van almacenando en un buffer 
hasta que encontremos un salto de línea. El valor almacenado en el buffer se 
transformará en valor decimal y realizaremos la lectura y escritura de tantos caracteres 




En el bucle de lectura y escritura se realiza carácter a carácter, debido a que el uso de 
un buffer de temporal modificaba parcialmente los datos y la reconstrucción no era 
satisfactoria. 
Cuando hemos acabado de volcar todo el bloque es necesario hacer una lectura de dos 
caracteres más, que corresponden al salto de linea que se añade al final del bloque. 
Antes de volver a empezar a leer valor es necesario que vaciemos el buffer que se usa 
para este cometido, ya que no podemos asegurar que todos los bloques tengan el 
mismo numero de caracteres. 
 
En el codigo anterior se observa que cuando leemos el numero 0 respetamos el 
formato de la estructura y finaliza la función, dando por acabada la extracción. 
También nos podemos encontrar con el caso que los datos estén comprimidos y 
truncados al mismo tiempo, en ese caso se procede a la descompresión de los datos y 
una vez descomprimido obtenemos el archivo truncado. El siguiente paso es tratar ese 
archivo como uno recibido directamente truncado, este proceso no presenta sin 







Void unchunk ( Char *file_in, Char *file_out ) 
Descripción 
Extrae los bloques de datos del archivo truncado file_in y los vuelca en el 
archivo file_out. 
Parámetros 
Char *file_in: Archivo truncado. 
Char *file_out: Archivo donde se extraerán los bloques de datos. 
Retorno --- 
 
Void file_uncompress ( Char *file ) 
Descripción 
Descomprime el archivo indicado en la ruta file en el mismo directorio donde 
se encuentra el archivo comprimido. 






5. Interfaz web 
 
Una vez creados los archivos en el disco duro si queremos consultar su contenido 
deberemos desplazarnos hasta la localización del ordenador destinado y buscar allí el 
archivo deseado. Esto supone un problema porque dependiendo del uso, es posible 
que el ordenador se encuentre en otra localización geográfica (otro edificio, habitación 
con control de acceso, etc.) y no sea posible su manipulación directa.  
Para solucionar este problema he decidido implementar una interfaz web con la que 
sea posible realizar consultas con un navegador, de esta manera solo debemos 
preocuparnos de tener acceso vía IP al ordenador. Para esta acceder a la web será 
necesario un servidor y en este caso, he decidido utilizar Apache por su simplicidad y 
compatibilidad. 
La interfaz consta de dos páginas, la inicial que permite al usuario introducir los 
criterios con los que quiere realizar la consulta, y una vez introducidos, navegamos 
hacia la otra página donde se muestran los resultados obtenidos. 
La primera página tiene el siguiente aspecto: 
 
Figura 20: Interfaz web – pantalla principal (Fuente: elaboración propia) 
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A través de esta interfaz podemos permitir al usuario realizar consultas, con criterios 
como buscar por intervalos de fechas y/o por contenido de los ficheros extraídos. 
La captura de los datos introducidos en cada campo se realiza mediante el uso de un 
formulario, para luego ser enviado a la otra página a través del método POST. A 
continuación se muestra el diseño de la página principal: 
 
Una vez el usuario introduce los criterios de búsqueda y pulsa en el botón buscar, 
antes de enviar los datos para procesar la petición, se realiza una comprobación 





En la otra página de la interfaz se muestran los resultados obtenidos de la búsqueda 
que ha introducido el usuario en una tabla como la siguiente: 
 
Figura 21: Interfaz web – Resultado búsqueda (Fuente: elaboración propia) 
En la tabla se muestran los archivos con los criterios de búsqueda ordenados por fecha 
de forma creciente, y para una misma fecha se ordenan también de forma creciente. 
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En el resultado se muestra también el nombre del archivo, el tamaño que ocupa en 
bytes y a continuación un botón que permitirá al usuario descargar el archivo deseado. 
Además de los archivos también se muestran sus correspondientes logs, con los 
detalles de la conexión, de transporte y de cifrado con el que se ha recibido. 
Para lograr este resultado el programa escrito en php procesa la consulta que 
introduce el usuario y sigue los siguientes pasos para busca los archivos: 
0. Definimos la ruta de acceso al directorio donde se encuentran los archivos en el 
programa (necesario la primera vez). 
1. Refinamos la ruta situándose en la primera fecha a consultar. 
2. Ordenamos crecientemente  por horas las carpetas donde se encuentran los 
archivos. 
3. Comprobamos si la carpeta esta en el rango de horas y días especificados. 
a. Si pertenece al rango, comprobamos si la consulta incluye texto a 
buscar. 
i. Si incluye, se muestran los archivos que contengan el texto. 
ii. Si no, saltamos al paso 4. 
b. Si no pertenece al rango, saltamos al paso 4. 
4. Nos situamos en la próxima carpeta y saltamos al paso 3. 
Vemos un ejemplo del código siguiente los pasos anteriormente descritos: 
 
El botón de descargar el archivo corresponde a un formulario en el que se envía la ruta 





Donde las variables $path y $archiv corresponden a la ruta y archivo que se quiere 
descargar. 
Como se puede ver en el código anterior, el contenido del formulario se envia a 
descargar.php a través del método POST a un programa llamado descargar.php, el 






6.  Planificación y costes 
 
Para realizar un proyecto es necesario una planificación inicial orientativa, que ayude a 
las personas implicadas en el proceso a tener una visión global y un orden definido de 
las tareas a realizar, con la finalidad de llevar a cabo una realización lo más eficiente 
posible. 
Se detallarán las tareas y fases que se han definido y realizaremos una comparación de 
la estimación inicial con la dedicación final a cada una de ellas. También detallaremos 
el coste que parcial por tarea y total que ha supuesto la realización del proyecto. 
6.1. Tareas 
 
El siguiente listado muestra las tareas en las que se ha decidido dividir la realización 
del proyecto en su totalidad, y una breve descripción de cada una de ellas. 
Tarea Descripción 
Preparación 
Obtención de información, software de desarrollo y 
manuales. Instalación de software y preparación del 
entorno. 
Aprendizaje previo 
Lectura de manuales, familiarización con tecnología y 
realización de las pequeñas aplicaciones de prueba. 
Definición de objetivos 
Definición de los objetivos que deben cumplirse para  llevar 
a cabo la realización de la aplicación. 
Introducción teórica 
Pequeña introducción teórica que ayudará a situar el 
proyecto dentro del contexto en el que se trabaja. 
Especificación 
Realización del análisis de requisitos de las funcionalidades 
que ha de cumplir la aplicación. 
Implementación 
Implementación de las funcionalidades especificadas, cada 
una de ellas con el lenguaje escogido. 
Pruebas y cambios 
Corrección de errores de compilación y ejecución que 
presenta la aplicación. 
Redacción de la memoria 




6.2. Diagrama de Gantt 
 
A continuación mostramos la planificación para las tareas descritas anteriormente 









6.3. Estimación de costes 
 
Ahora que ya conocemos cuales son las tareas en las que se ha dividido el proyecto y 
que se realiza en cada una de ellas, vamos a hacer una estimación del coste total del 
proyecto. 
En la siguiente tabla vemos las horas dedicadas a cada tarea y el coste que supone 
cada una de ellas: 
Tarea Horas Precio/h Coste 
Preparación 5 20 100 € 
Aprendizaje previo 70 20 1400 € 
Definición de objetivos 10 30 300 € 
Introducción teórica 30 20 600 € 
Especificación 35 30 1050 € 
Implementación 150 20 3000 € 
Pruebas y cambios 70 20 1400 € 
Redacción de la memoria 100 25 2500 € 
TOTAL 470  10350 € 
 
Además de estos costes, hay que añadir la compra de un nuevo ordenador que se 
destinará para la implantación de la aplicación. El software no tiene coste puesto que 
todo ha sido implementado con software libre. 
Material Coste 
Ordenador sobremesa 400€ 
 
El coste total del proyecto asciende a 10750€ aproximadamente. En este caso hemos 
contado con un programador y un analista con muy poca experiencia, sin embargo, si 
hubiéramos contratado a personal con experiencia habríamos disminuido 
considerablemente el número de horas , y consecuentemente el coste del proyecto, ya 
que los costes de aprendizaje y preparación se suprimirían y las horas de programación 
se disminuirían notablemente.    
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7.  Conclusiones 
 
Como se ha podido comprobar en el desarrollo de esta memoria todos los objectivos 
establecidos inicialmentes se han alcanzado de forma satisfactoria. Esto ha beneficiado 
tanto a mi personalmente como a la empresa para la cual se ha desarrollado este 
software.  
Personalmente, creo que para desarrollarlo completamente es necesario tener un 
conocimiento muy amplio en el ámbito en el que se trabaja. En mi caso, el tema de 
redes no era desconocido, gracias a la docencia impartida en la universidad tenia 
nociones sobre la tematica y esto ha contribuido a reducir el tiempo de aprendizaje. La 
tematica siempre me ha resultado muy interesante por la gran importancia que tiene y 
va adquiriendo en las comunicaciones tanto entre particulares como entre empresas. 
La principal dificultad que ha presentado la elaboración de este proyecto ha sido en la 
fase de pruebas. En cada prueba se establecia una conexión en la qué se realizaba un 
intercambio de información, pero este intercambio debido a aspectos de carga de la 
red, no siempre garantizaba el mismo orden de recepción. Esto provocaba que para 
conexión aparentemente iguales, el programa mostraba comportamientos diferentes 
o incluso aparecian errores inesperados. Esta fase ha sido la que mayor retraso ha 
provocado en el tiempo total del proyecto. Para cada prueba era necesario una 
revisión total del estado del programa. 
La aplicación ha sido provada en condiciones reales en la empresa y se ha verificado su 
correcto funcionamiento y su utilidad. Sin embargo, por problemas ajenos al proyecto 
no ha podido ser implantado aún en la empresa. 
En general, el balance del proyecto ha estado sido muy positivo, ya que me he iniciado 
en el ámbito de desarrollo de páginas web, que era totalmente desconocido para mi. 
Además he podido desarrollar un proyecto de principio a fin pasando por todas sus 
fases y experimentando las dificultades y retos que se presentan, llegando así a un 




7.1. Mejoras futuras 
 
La funcionalidad de este sistema presenta un problema importante en cuanto a 
ocupación del disco se refiere. Actualmente los discos duros han alcanzado una 
capacidad muy grande. Sin embargo, realizar una copia de todos los archivos de la red 
tiene un coste muy importante de espacio. Por las pruebas realizada se ha 
comprobado que una consulta a una página web puede suponer más de 300 archivos. 
Para solucionar este problema, en el futuro se puede implementar una funcionalidad 
que permita mover los archivos extraidos a otro disco duro o directorio en red y 
modificar la interfaz para que se incluyan los directorios en la busqueda. 
Una funcionalidad que será implementada posiblemente al poco de implantar la 
aplicación es la creación de estadisticas de carga de red, para detectar posibles cuellos 
de botella y hardware mal configurado que está generando tráfico inecesario. También 
se implementará una indexación de los archivos eficiente que permita realizar 
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