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Abstract
Two vectors v,w inZng are qualitatively independent if for all pairs (a, b) ∈ Zg×Zg there is a posi-
tion i in the vectorswhere (a, b)=(vi , wi). A covering array on a graphG,CA(n,G, g), is a |V (G)|×n
array on Zg with the property that any two rows which correspond to adjacent vertices in G are qual-
itatively independent. The smallest possible n is denoted by CAN(G, g). These are an extension of
covering arrays. It is known that CAN(K(G), g)CAN(G, g)CAN(K(G), g). The question
we ask is, are there graphs with CAN(G, g)<CAN(K(G), g)? We ﬁnd an inﬁnite family of graphs
that satisfy this inequality. Further we deﬁne a family of graphsQI(n, g) that have the property that
there exists aCAN(n,G, g) if and only if there is a homomorphism toQI(n, g). Hence, the family of
graphsQI(n, g) deﬁnes a generalized colouring. ForQI(n, 2), we ﬁnd a formula for both the chro-
matic and clique number and determine two necessary conditions forCAN(G, 2)<CAN(K(G), 2).
We also ﬁnd the cores of all the QI(n, 2) and use this to prove that the rows of any covering array
with g = 2 can be assumed to have the same number of 1’s.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Orthogonal array; Covering array; Software and network testing; Graph homomorphism; Core;
Generalized colourings
1. Introduction
Covering arrays, also known as qualitatively t-independent families of vectors or as
t-surjective arrays have been widely studied. They are generalizations of both orthogo-
nal arrays and Sperner systems. Bounds and constructions of covering arrays have been
derived from algebra, set systems, intersecting codes, design theory and Sperner systems
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0 0 1 1 1
0 1 0 1 1
0 1 1 0 1
0 1 1 1 0
Fig. 1. The optimal covering array CA(5, 4, 2).
[1,11,16,19,21,22]. Covering arrays have industrial applications to software and circuit test-
ing, switching networks, drug screening and data compression; they also havemathematical
applications to the construction of difference matrices, search theory and truth functions.
[2–4,10,12,14,15,20,23].
In this paper, we extend the deﬁnition of a covering array to include a graph structure.
This is an open problem in the conclusion of the second author’s thesis [18]. The binary case
of this problem has been studied by Seroussi and Bshouty who proved that determining the
existence of an optimal binary covering array on a graph is an NP-complete problem [15].
To start we deﬁne t-qualitatively independence and strength-t covering arrays.
Deﬁnition 1 (t-Qualitative independence). A set of vectors with entries from Zg are t-
qualitatively independent if for any t-subset, {vi}, of vectors and any ordered t-tuple of
elements (g1, g2, . . . , gt ) ∈ Ztg there exists a j such that for each vector vi the j th coordinate
vij = gi .
Deﬁnition 2 (Covering array). A t-covering array with alphabet size g, k rows and size n
is a k×n array on Zg with the property that any set of t rows is t-qualitatively independent.
This is denoted by t − CA(n, k, g).
This is the standard covering array that is considered in most literature on the subject.
In this paper, only 2-covering arrays are considered, they will simply be called covering
arrays and denoted CA(n, k, g). Similarly, any pair of 2-qualitatively independent vectors
will simply be called qualitatively independent.
The smallest possible size of a covering array is denoted
CAN(k, g) = min
l∈N
{l : ∃ CA(l, k, g)}.
Example 1. An example of a covering array CA(5, 4, 2) is shown in Fig. 1.
In testing applications, each row in the array represents a particular component of the
system being tested. It may be an input variable, a network node, a subroutine or a hardware
component. Each column in the array corresponds to a test on the system. The goal is to
produce an array with the fewest number of columns, hence tests. Strength two covering
arrays test all pairwise interactions. This requires far fewer tests than complete testing but
in practice provides good test coverage [3,6].
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Fig. 2. A graph G, with an optimal covering array CA(4,G, 2).
In Example 1, we give an array that could be used to test a network with four binary
nodes, all of which directly interact. This array would provide the blueprint for ﬁve tests. If
it was known that certain pairs did not interact, we would like to be able to test the network
with fewer than ﬁve tests. In Example 2, we will see that this is possible.
Graph structures, with a vertex for each component and an edge between interacting
components, will improve efﬁciency in many applications and provide a way to utilize
knowledge of internal structure to optimize covering arrays.
Deﬁnition 3 (Covering arrays on graphs). A covering array on a graph G with alphabet
size g, k = |V (G)| is a k × n array on Zg . Each row in the array corresponds to a vertex
in the graph G. The covering array has the property that pairs of rows which correspond to
adjacent vertices in the graph are qualitatively independent.
A covering array on a graph G will be denoted by CA(n,G, g). The smallest possible
covering array on a graph G will be written
CAN(G, g) = min
l∈N
{l : ∃ CA(l,G, g)}.
We call CAN(G, g) either the g-qualitative independence number of G or g-ary covering
array number of G depending on the point of view.
Example 2. An example of a covering array on a graph G with |V (G)| = 4 is given in
Fig. 2. This covering array is strictly smaller than CAN(4, 2) = 5.
Covering arrays on graphs are extensions of standard covering arrays, in particular for
Kk the complete graph on k vertices, CAN(k, g) = CAN(Kk, g). Complete graphs can be
used to get bounds on CAN(G, g).
We start with a review of some deﬁnitions and results from graph theory in Section 2. In
Section 3, we show that for all graphs G,
CAN(K(G), g)CAN(G, g)CAN(K(G), g). (1)
This upper bound is of particular interest because it allows the construction of cover-
ing arrays. Can determining CAN(G, g) be reduced to determining (G) and then CAN
((G), g)? We show that it cannot. We look for graphs G so that
CAN(G, g) < CAN(K(G), g). (2)
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In Section 4, we deﬁne a family of graphs QI(n, g) that satisfy this inequality. This fam-
ily has the property that any graph G has CAN(G, g)n if and only if there is a graph
homomorphism from G to QI(n, g). Similar to Kneser graphs, this new family converts
interesting combinatorial set systems into generalized colourings and homomorphisms on
graphs [8]. This family of graphs gives a characterization of covering arrays for all graphs.
In Section 5, we afﬁrmatively answer our motivating question with the graphQI(5, 2) and
an inﬁnite number of graphs which satisfy Inequality (2). In this section we also prove that
strict inequality is possible in the left-hand side of Inequality (1).
In Section 6, we show
(QI (n, 2)) =
(
n− 1

n2  − 1
)
and (QI (n, 2)) =
⌈
1
2
(
n

n2 
)⌉
,
and determine the cores of QI(n, 2). The structure of the cores implies that all rows of
covering arrays with g = 2 can be assumed to have equal weight. Additionally, we present
necessary conditions on a graph G to satisfy Inequality (2): letting CAN(K(G), 2) = c, c
must be even and(
c − 2
c
2
)
< (G)
⌈
1
2
(
c − 1
c
2
)⌉
.
2. Review of graph deﬁnitions
In this section, we give several deﬁnitions from graph theory and combinatorics that we
use in this article.
Deﬁnition 4. The weight of an n-bit binary vector is the number of 1’s in the vector, for a
vector s it is denoted w(s). We say that vector s dominates a vector t if and only if in all the
entries in which s has a zero, t has zero as well. This is written t ⊆ s.
There is a natural correspondence between length n g-ary vectors and partitions of an n-
set into g classes: The indices of the vector with a common letter are in the same class of the
corresponding partition. However, each partition has several g-ary words that correspond to
it. We can assume that the ﬁrst letter of every vector is 0 and further, when the vector is not
binary, that the ﬁrst appearances of each letter are in lexicographic order. If a vector is not
of this form, we can permute the letters so it is and this action does not change the partition.
This restriction will signiﬁcantly reduce the size of vector sets and their corresponding
graphs without loss of generality. For n-bit binary vectors we can alternately assume that
the most frequent letter is 0, this means the weight of the vector is no more than 
n/2. If a
vector has larger weight, exchange the 0’s and 1’s; this is equivalent to using the complement
of the corresponding set and thus does not change the 2-partition.
In the binary case, the poset with the dominance relation on the vectors coincides with
the poset of subsets of n ordered by inclusion. Since we can assume that w(s)
n/2, the
binary vectors correspond to the lower half of the poset of subsets of n. Vectors that are
related in the poset are not qualitatively independent. When g > 2 the vectors correspond
to partitions of n rather than subsets and we can’t use the poset.
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Deﬁnition 5. A proper colouring on a graph is an assignment of colours to each vertex
such that adjacent vertices receive a different colour. The chromatic number of a graph G,
(G), is deﬁned to be the size of the smallest set of colours such that a proper colouring
exists with that set.
Deﬁnition 6. A maximum clique in a graph G is a maximum set of pairwise adjacent
vertices. The maximum clique number of a graph G, (G), is deﬁned to be the size of a
maximum clique.
A proper colouringmust always contain at least asmany colours as the size of amaximum
clique.
Deﬁnition 7. The distance dG(x, y) between two vertices x and y in a graphG is the length
of the shortest path from x to y. The diameter of a graph G is the maximum distance over
all pairs of vertices in G.
Deﬁnition 8. An edge cover of a graph is a set of edges so that each vertex is the terminus
for some edge in the set.
We denote the number of edges incident to a vertex v by d(v) and the minimum value of
this over all vertices as (G).
3. Graph homomorphisms and covering arrays
Deﬁnition 9 (Godsil and Royle [8]). Let G and H be graphs. A mapping f from V (G) to
V (H) is a graph homomorphism if vertices f (x) and f (y) are adjacent in H whenever the
vertices x and y are adjacent in G. The core of a graph is the (unique up to isomorphism)
minimal induced subgraph, G• of G such that there exist homomorphisms
G• → G→ G•.
Aproper colouring ofGwith n colours is equivalent to a homomorphism fromG toKn. If
f : G→ H is a graph homomorphism then (G)(H) and(G)(H). Consequently
(G•) = (G) and (G•) = (G).
The next result is our ﬁrst bound on covering arrays on graphs.
Lemma 1. Let G and H be graphs. If f : G→ H is a graph homomorphism then
CAN(G, g)CAN(H, g).
Proof. From a covering arrayCA(n,H, g)we can construct a covering arrayCA(n,G, g).
Each row i ofCA(n,G, g) corresponds to a vertex vi inG. Set row i to be identical to the row
corresponding tof (vi) inCA(n,H, g). Since homomorphismspreserve edges, any adjacent
pair of vertices in G are mapped to adjacent vertices in H. Thus the rows in CA(n,G, g)
for any pair of adjacent vertices in G will be qualitatively independent, because they are
qualitatively independent in CA(n,H, g). 
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The covering number is monotonically increasing on graphs ordered by homomorphism.
In particular,
CAN(G, g) = CAN(G•, g).
Further, since there are homomorphisms,
K(G) → G→ K(G),
we can ﬁnd bounds on the size of a covering array on a graph from the graph’s chromatic
number and clique number.
Corollary 1. For all graphs G,
CAN(K(G), g)CAN(G, g)CAN(K(G), g).
In this paper, we will see that both of these inequalities can be strict. We produce an
inﬁnite family of graphs with the second inequality strict and later display a graph for
which both inequalities are strict.
4. Graphs that characterize covering arrays
In this section we deﬁne a family of graphs parameterized by g and n, the alphabet size
and number of columns of a covering array. These graphs are denoted byQI(n, g). To start,
we build the graph for the simplest, non-trivial case, QI(4, 2). Consider all the possible
vectors that could be rows in a covering array with n = 4 and g = 2. There are 2 conditions
we can put on such vectors: ﬁrst, each letter must occur at least g times in the vector; second,
the ﬁrst instance of each letter in a row appears in the same order as the natural ordering of
the letter (in particular the ﬁrst entry in a row is 0). In the case n = 4 and g = 2 the set of
all such possible vectors is simply:
{(0011), (0101), (0110)}.
We create a graph whose vertex set is all such vectors and the edge set is all pairs of
qualitatively independent vertices. In the case n = 4 and g = 2 this gives a triangle (as
each pair of vectors contain all the possible combinations of pairs from Z2g ).
Any covering array with four columns can only be written in terms of these three vectors,
thus any graph G with a covering array CA(4,G, 2) must have a homomorphism to this
graph,K3, shown in Fig. 3. This gives us a good characterization of the graphs whose binary
covering arrays are of size 4.
This family of graphs will prove to be very useful: ﬁrst, these graphs determine, up to
homomorphism, the covering array size for any graph; second, they provide an inﬁnite
family of graphs which satisfy Inequality (2); ﬁnally, they lead to more precise necessary
conditions for when a graph can satisfy Inequality (2). But ﬁrst we must give a deﬁnition
of these graphs.
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0011 0110
0101
Fig. 3. The graphQI(4, 2).
Deﬁnition 10. For two positive integers g and n, where ng2 we deﬁne the qualitative
independence graphQI(n, g). The vertices are all length n vectors over Zg , in which each
letter occurs at least g times. Additionally, the vectors have 0 in their ﬁrst position and the
ﬁrst appearances of each letter are in lexicographic order. Two vertices are adjacent if the
two vectors that they represent are qualitatively independent.
Clearly the g-qualitative independence number of QI(n, g) is at most n which leads to
a characterization of the covering array size for all graphs.
Theorem 1. For a graph G and non-negative integers g and n there exists a CA(n,G, g)
if and only if there exists a graph homomorphism from G→ QI(n, g).
Proof. Assume that there exists a CA(n,G, g), call this C. Consider a mapping f :
V (G) → V (QI (n, g)) that takes a vertex v ∈ V (G) to the vertex in QI(n, g) which
corresponds to the vector in C for v. Call this vector Cv . This mapping f is a homomor-
phism. To see this, consider two adjacent vertices {v,w} ∈ E(G). By deﬁnition of the
covering array, the vectors Cv and Cw are independent, and {Cv,Cw} ∈ E(QI (n, g)).
Conversely, if there is a homomorphism f fromG toQI(n, g), we can construct a covering
array C on G of size n. 
This establishes a bound on (G) for all graphs with CAN(G, g)n.
Corollary 2. Let G be any graph and g and n integers such that there exists aCA(n,G, g).
Then
(G)(QI (n, g)).
AsQI(4, 2) = K3, a graph G has a CA(4,G, 2) if and only if there is a homomorphism
of G to K3. This means that deciding if a graph has a covering array of size 4 on alphabet
2 is exactly the same as deciding if it is 3 colourable and the problem of ﬁnding covering
arrays on graphs is NP-complete [15]. Further this serves as our motivation for developing
formulas for the maximum clique size and chromatic number for the rest of these graphs.
First, we give a few facts about these graphs. The size of the vertex set for QI(n, 2)
is 2n−1 − n − 1, this is the number of subsets of n of size at least 2 and no more than

n/2. The size of QI(9, 3), QI(10, 3), QI(11, 3) and QI(12, 3) are 280, 2100, 10,395
and 40,425, respectively. The size of the vertex set grows rapidly in both n and g. With
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a ﬁxed alphabet size the larger graphs contain all the smaller graphs—more precisely,
QI(n1, g) ⊆ QI(n2, g) for all n1n2. In fact, the graph QI(n2, g) contains at least
gn2−n1 disjoint copies ofQI(n1, g).
These graphs are connected and have a surprisingly small diameter.
Lemma 2. The graphsQI(n, g) have diameter 2.
Proof. Given any two vertices, u and v, it is possible to construct a vertex w which is
qualitatively independent to both u and v. Form a bipartite graph C with g vertices in each
of the parts. Denote the ith entry in the vectors u and v by ui and vi . For each of the 0 i < n
we add the edge (ui, vi) to E(C). Since every letter occurs at least g times in both vectors
we have that (C)g. By a dual of König’s Theorem, C can be decomposed into (C)g
edge disjoint edge-covers [9]. Call these Ci . To the ﬁrst g edge covers we assign a unique
letter from the g-ary alphabet, to the rest we assign 0. To construct w for each i let wi be
the letter assigned to the Ci that contains the edge (ui, vi). To see that w is qualitatively
independent to u take any pair (gi, gj ) from Z2g . Consider the edge cover Cgi . In this edge
cover there is an edge which has gj as the terminus on the left side. This edge corresponds
to a position in the vectors, say position nij . By deﬁnition wnij = gi and unij = gj . So this
pair is covered betweenw and u. This will happen for all pairs, thusw and u are qualitatively
independent. Similarly,w and v are qualitatively independent. The vectorw is independent
to both u and v and adjacent to both inQI(n, g). 
Clearly, this also gives us that the graphsQI(n, g) are connected.
Next, we give a more interesting example,QI(5, 2). This leads to a formula for both the
clique number and chromatic number for the graphs QI(n, 2). For the remainder of this
paper we will mostly restrict our attention to g = 2.
5. First example of a graph with CAN(G, 2) < CAN(K(G), 2)
We have already shown that QI(4, 2) = K3. We will soon see that QI(5, 2) is a much
more interesting graph and in fact it is the ﬁrst example of a graph that has strict inequality
in Inequality (2).
Example 3. A representation of QI(5, 2) is given in Fig. 4. Two of the vertices (00110,
01001) are repeated and grayed to make the symmetry of the graph more apparent. The
complement of QI(5, 2) is the Petersen graph and we observe later that the complements
of the cores ofQI(n, 2) are Kneser graphs.
The number of vertices in V (QI (5, 2)) is
(4
2
) + (43) = 10 and |E(QI (5, 2))| = 30.
The graph QI(5, 2) is regular and each vertex has degree 6. The clique number is 4. An
example of a 5-colouring is given in Fig. 4, it is not hard to see that this is the smallest
possible colouring.
From the construction of QI(5, 2) it is clear that it has a covering array of size 5.
Further, since (QI (5, 2)) > 3 it cannot have a covering array of size 4. With the fact that
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01011
01001
00111
00110
01101
01010
01100
00011
01110 00101
colour vertices
1 00111 00011
2 01011 01010
3 01101 00101
4 01110 01100
5 01001 00110
Fig. 4. A 5-colouring on the graphQI(5, 2).
CAN(K5, 2) = 6 we have the following equation:
5 = CAN(QI (5, 2), 2) < CAN(K(QI (5,2)), 2) = 6.
Any graph G that has a covering array with g = 2 and n = 5 has a homomorphism into
QI(5, 2). This, unlike the case for n = 4 is not equivalent to ﬁnding a proper colouring
of G.
6. Formulae for clique size and chromatic number of QI(n, 2)
In this section the following formulae for maximum clique size and chromatic number
when g = 2 are established,
(QI (n, 2)) =
(
n− 1

n2  − 1
)
and (QI (n, 2)) =
⌈
1
2
(
n

n2 
)⌉
.
Further, the cores of the graphs QI(n, 2) are given in this section. From the cores it is
clear that we can require without loss of generality that the rows in any binary covering
array have weight 
n/2.
We conclude with the bounds,
CAN(K(G), 2)− 1CAN(G, 2)CAN(K(G), 2).
The binary vectors of length n with weight w are equivalent to w-subsets of an n-set and
thus also 2-partitions of an n-set. The requirement that the letters in a vector occur in their
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natural order means, for g = 2, that each vector begins with 0. Alternately, we may require
that each vector has weight equal to or less than 
n/2. If a vector does not, exchange
the 0’s and 1’s; this is equivalent to using the complement of the corresponding set and
thus does not change the 2-partition. If two binary vectors correspond to sets which have
the property that one contains the other, then the vectors are not qualitatively independent.
Similarly, if the sets are disjoint, the vectors are again not qualitatively independent. Vectors
are qualitatively independent if and only if the corresponding sets intersect each other but
neither is completely contained in the other. Finally, if we consider only vectors of weight
not greater 
n/2, then two distinct vectors with the same weight will be qualitatively
independent if and only if their corresponding sets intersect.
From [11] the exact value of the maximum clique for g = 2 is known, it is the maximum
size of an qualitatively independent family of subsets of n,
(QI (n, 2)) = max
k∈N
{k : ∃ CA(n,Kk, 2)} =
(
n− 1⌊
n
2
⌋− 1
)
.
When n is even the set of all vectors with weight n/2, starting with 0 is a maximum clique.
When n is odd the set of all vectors with weight (n − 1)/2 starting with 0 is a maximum
clique.
Theorem 2.
(QI (n, 2)) =
⌈
1
2
(
n

n2 
)⌉
.
Proof. Consider all the vectors in QI(n, 2) as subsets of n of size no more than 
n/2,
as described above. Consider the poset of subsets of n ordered by inclusion, the vectors
of QI(n, 2), considered as subsets, are contained in the lower half of this poset. It is well
known that this poset can be decomposed to
(
n

n/2
)
disjoint chains and each chain contains
exactly one set of size 
n/2 [7]. Further, each such chain corresponds to an independent
set inQI(n, 2).
It is not hard to see that there is a matching on the set of vectors with weight 
n/2,
considered as subsets of n, so that the matched subsets are disjoint. When n is even, this
just matches every n/2-subset with its complement. When n is odd we use the fact that the
graph induced on this level of the poset is vertex transitive to establish the existence of a
matching that is perfect or of deﬁciency 1 [8]. Using this matching, it is possible to deﬁne
a
⌈(
n

n/2
)
/2
⌉
matching on the chains. Any two vertices in a matched pair of chains have
the property that either one contains the other or one contains the complement of the other.
In either case the vertices are not qualitatively independent, hence all the vertices in the
matched chains can be assigned the same colour in a proper colouring of QI(n, 2). This
produces a
⌈(
n

n/2
)
/2
⌉
colouring on the graphQI(n, 2).
Finally, this is the best possible colouring ofQI(n, 2). Consider the vertices ofQI(n, 2)
with weight 
n/2 as subsets of n. Two such vertices may be assigned the same colour if
and only if the subsets are disjoint. It is clear that there can not be 3mutually disjoint subsets
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of n with size (n − 2)/2. So it is not possible to properly colour these vertices with fewer
than
⌈(
n

n/2
)
/2
⌉
colours. 
Theorem 3. For n even, the core ofQI(n, 2) is K( nn/2)/2.
Proof. By the comments above the graphQI(n, 2) has a clique of size
(
n−1
n/2−1
) = ( n
n/2
)
/2
and a homomorphism to K( nn/2)/2. 
Let F(n, 2) be the induced subgraph of QI(n, 2) containing the vertices with weight

n/2.
Theorem 4. For n odd, the core ofQI(n, 2) is F(n, 2).
Proof. Using the chains from the proof of Theorem 2 there is a homomorphism from
QI(n, 2) to F(n, 2).
From here all that is needed is to show that F(n, 2) is itself a core.
Let F •(n, 2) be the core of F(n, 2). Since F(n, 2) is vertex transitive F •(n, 2) is also
vertex transitive and thus,
|V (F •(n, 2))| divides |V (F(n, 2))| =
(
n
(n− 1)/2
)
.
Also, as F •(n, 2) is a core,
(F •(n, 2)) = (F (n, 2)) =
⌈
1
2
(
n
n−1
2
)⌉
.
Together these give two possibilities for |V (F •(n, 2))|, either it is ( n
(n−1)/2
)
/2 or
(
n
(n−1)/2
)
.
If |V (F •(n, 2))| = ( n
(n+1)/2
)
/2 then F •(n, 2) would have to be the complete graph. This
is not the case since (F •(n, 2)) = (F (n, 2)) < ( n
(n−1)/2
)
/2. Thus |V (F •(n, 2))| =(
n
(n−1)/2
)
, and as it is an induced subgraph, F •(n, 2) = F(n, 2). This means F(n, 2) is a
core and in particular it is the core ofQI(n, 2). 
We will denote the core of the graphQI(n, g) byQI •(n, g). The cores of these graphs
allows us to reduce without loss of generality the form of the covering arrays.
Theorem 5. If there exists a CA(n,G, 2) it is always possible to ﬁnd a covering array
where the rows are vectors with weight 
n/2. Moreover, if n is even, it is possible to ﬁnd
such a covering array with the rows all beginning with 0.
Proof. The core ofQI(n, 2) for n even isKr where r = 1/2
(
n
n/2
)
and F(n, 2)when n odd.
In the even case the core could be the subgraph of vectors with weight n/2 that start with
0. In the odd case the core could be the set of vectors with weight (n+ 1)/2. In particular,
for any graph G with a homomorphism from G→ QI(n, 2), there is a homomorphism to
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this core of vectors with weight 
n/2. The desired covering array on G can be pulled back
through this homomorphism. 
This last theorem is useful for computer searches for covering arrays [13]. It is an open
problem if it is possible to extend this theorem for larger alphabet sizes.
Conjecture 1. If there exists a CA(n,G, g) it is always possible to ﬁnd a covering array
where the rows are partitions with part sizes as equal as possible.
From the formulae for maximum clique size and chromatic number it is not hard to
calculate that for all n5,
(QI •(n− 1, 2)) < (QI •(n, 2))(QI •(n, 2)) < (QI •(n+ 1, 2)).
From this inequality we have the following result,
Lemma 3. For all n4, CAN(QI •(n, 2), 2) = n.
Proof. Clearly,CAN(QI •(n, 2), 2)n. If for somen,CAN(QI •(n, 2), 2) < n therewould
be a homomorphism
QI •(n, 2)→ QI •(n− 1, 2).
This contradicts (QI •(n− 1, 2)) < (QI •(n, 2)). 
We conjecture that for larger alphabets there are no homomorphisms from
QI(n, g)→ QI(n− 1, g).
Conjecture 2. For all ng2, CAN(QI (n, g), g) = n.
It is interesting to note that for all n odd,
CAN(QI (n, 2), 2) < CAN(K(QI (n,2)), 2).
Indeed, from [11] we know that
CAN(K(QI (n,2)), 2) = min
{
l :
(
l − 1

 l2 − 1
)
(F (n, 2))
}
.
Since l = n+ 1 satisﬁes the equation(
n

n+12  − 1
)
=
(
n
n+1
2
)
>
⌈
1
2
(
n
n+1
2
)⌉
,
and l = n does not, CAN(K(QI (n,2)), 2) = n+ 1.
This gives an inﬁnite family of graphs that are strict for Inequality 2. Using this we can
get a lower bound on CAN(G, 2).
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Corollary 3. For any graph G
CAN(K(G), 2)− 1CAN(G, 2)CAN(K(G), 2).
Moreover, if CAN(K(G), 2) is odd then
CAN(G, 2) = CAN(K(G), 2).
Proof. We know that CAN(G, 2)CAN(K(G), 2).
Let CAN(K(G), 2) be odd andm+1 = CAN(K(G), 2). Assume CAN(G, 2)m. Then
there is a homomorphism from G intoQI(m, 2). From Theorem 2, (QI (m, 2)) = (m−1
m/2
)
,
thus (G)
(
m−1
m/2
)
. By deﬁnition,
CAN(K(G), 2) = min
{
l :
(
l − 1

 l2 − 1
)
(G)
}
.
Since (G)
(
m−1
m/2
)
, the minimum occurs when lm. This means that CAN(K(G), 2)m
< CAN(K(G), 2) this contradiction gives CAN(G, 2) = CAN(K(G), 2).
Next, assume thatm = CAN(K(G), 2) is even and that CAN(G, 2)m− 2. Then there
is a homomorphism from G toQI(m− 2, 2) and
(G)(QI (m− 2, 2)) = 1/2
(
m− 2
(m− 2)/2
)
.
Since
CAN(K(G), 2) = min
{
l :
(
l − 1

 l2 − 1
)
(G)
}
,
CAN(K(G), 2)m−1. This is a contradiction withm = CAN(K(G), 2), and the theorem
holds. 
Since it is possible to construct triangle free graphs with arbitrarily large chromatic
number it is possible to construct graphs with strict inequality in the left-hand side of
Inequality (1).
The result of these theorems are necessary conditions on G for
CAN(G, 2) < CAN(K(G), 2).
These are:
(1) CAN(K(G), 2) = c must be even, and
(2) (c−2c
2
)
< (G)
⌈
1
2
(
c−1
c
2
)⌉
.
The only chromatic numbers less than 3000 that satisfy these bounds are:
{5} ∪ [16, 18] ∪ [57, 63] ∪ [211, 231] ∪ [793, 858].
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Fig. 5. The graph EC9.
It is interesting to note that the complements of the cores of QI(n, 2) are Kneser graphs.
In particular,
QI(n, 2)• =
{
Kn−1: n2 , n even,
K
n: n−12 , n odd.
The vertices of bothQI(n, 2)• and these Kneser graphs are subsets with edges correspond-
ing to intersecting sets and disjoint sets, respectively.
There are many examples of graphs with CAN(G, 2) < CAN(K(G), 2). For a complete
list of small graphs |V (G)|11 see [13].
Example 4. The next graph is 5-chromatic, has clique number 4 and is edge-critical on 9
vertices. It is the unique minimal (in number of vertices) 5-chromatic edge-critical graph
with a covering array of size 5, EC9. The vertex set of this graph is {0− 8}. It is shown in
Fig. 5.
EC9 is a subgraph ofQI(5, 2), and a minimal covering array on it is
0 1 2 3 4 5 6 7 8
0 0 0 0 0 0 0 0 0
0 0 1 0 1 1 1 0 1
1 0 0 1 1 1 1 1 0
1 1 1 0 0 0 1 1 0
1 1 1 1 1 0 0 0 1.
7. Larger alphabet sizes
When g > 2 the problem of ﬁnding standard covering arrays and covering arrays on
graphs becomes much more difﬁcult. First, we give a simple bound on both the chromatic
number and clique number of the graphs QI(n, g), next we ﬁnd an upper bound for the
chromatic number of the graphsQI(g2, g), and ﬁnally we give an example of a graph with
CAN(G, 6) < CAN(K(G), 6).
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Corollary 4. For any g and for n1 < n2
(QI (n1, g))(QI (n2, g)) and (QI (n1, g))(QI (n2, g)).
This follows simply from the fact that QI(n1, g) ⊆ QI(n2, g) for n1n2. An open
problem is to ﬁnd when these inequalities are strict. We have been able to ﬁnd graphs with
CAN(G, g) < CAN(K(G), g) for g > 2. In fact, for many of these, the difference is large
compared to the case where g = 2.
Example 5. The graphQI(9, 3) has clique number 4 and is 6-chromatic. To establish this
chromatic number we show a 6-colouring in Theorem 6 and use J. Culberson’s exhaustive
colourability checking program smallk [5] to eliminate the possibilities of a 5 colouring.
This combined with results from [21,22] now give that
CAN(QI (9, 3), 3) = 9 < CAN(K(QI (9,3)), 3) = CAN(K6, 3) = 12.
In this example the difference between CAN(QI (9, 3), 3) and CAN(K(QI (9,3)), 3) is 3
whereas for g = 2 the biggest difference possible is only 1.
Theorem 6. For any integer g
(QI (g2, g))
(
g + 1
2
)
.
Proof. To start, pick any g + 1 positions in the vectors, say the last g + 1 to avoid the
leading zero. Since there are g letters in our alphabet, for each vector at least one letter will
occur twice in these g + 1 places. As there are only g2 letters in each vector, any pair of
vectors that have letters repeated in the same positions have one pair from Z2g repeated and
will not be qualitatively independent. There are
(
g+1
2
)
possible ways to repeat a letter in
these g + 1 positions. Each of these will be a colour class. Assign each vector to a colour
class that corresponds to its repeated letters; this will give a proper colouring ofQI(g2, g).

The choice of alphabet size in our ﬁnal example is motivated by the fact CAN(4, 6) =
37. This means there may be graphs with (G) = 4 and CAN(G, 6) < CAN(K(G), 6).
For alphabet sizes smaller than 6 we would need to look at graphs with higher chromatic
numbers.
Example 6. The 5-wheel,W5 shown in Fig. 6 has clique number 3 and is 4-chromatic. The
covering array, CA(36,W5, 6), in Fig. 7 and results from [21] establish that
CAN(W5, 6) = 36 < CAN(K(W5), 6) = CAN(K4, 6) = 37.
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Fig. 6. The 5-Wheel,W5.
0 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 5
1 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
2 0 5 2 1 3 4 4 2 5 3 1 0 1 4 3 2 0 5 3 0 1 4 5 2 2 1 0 5 4 3 5 3 4 0 2 1
3 0 2 1 4 3 5 2 5 1 4 0 3 2 0 5 3 1 4 1 2 5 3 0 4 0 1 5 3 4 2 5 0 1 4 2 3
4 0 2 4 1 3 5 4 3 0 2 1 5 1 4 0 2 5 3 2 5 1 0 3 4 2 3 4 1 5 0 2 5 1 0 3 4
5 0 4 1 5 2 3 2 5 3 0 1 4 4 3 5 2 0 1 5 1 2 4 3 0 1 0 4 3 5 2 3 2 0 1 4 5
Fig. 7. A CA(36,W5, 6).
8. Conclusion
Considering the graph structure on covering arrays and the natural family of graphs
QI(n, g), we determine that
∃ CA(n,G, g) ⇔ ∃ a homomorphism f : G→ QI(n, g).
Thus the problem of ﬁnding covering arrays on graphs is equivalent to determining homo-
morphisms to the family of graphsQI(n, g).
An interesting parallel arises with this observation. The chromatic number of a graph
(G) is determined by the existence of a homomorphism into a complete graph. The circular
chromatic number, c(G), is determined by homomorphisms into a circulant graph. The
fractional chromatic number, ∗(G), is determined by a homomorphism into a Kneser
graphs. In this sense, the covering array number, CAN(G, g) is a generalized colouring
number. These generalized colourings convert interesting set system problems into graph
theory problems.
Further, our graphs QI(n, g) are especially related to Kneser graphs. Kneser graphs
contain information about intersecting sets. The graphs CAN(G, g) have partitions rather
than sets as vertices hence contain information about intersecting partitions. This offers a
new approach to the hard problem of studying qualitatively independent families of vectors.
Theﬁrst questions are the standardones for graphs. In particular, determining(QI (n, g))
and (QI (n, g)) for g3. These are not easy, indeed, solving (QI (n, g)) solves the
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standard covering array problem. It is also interesting to ask what are the fractional and
circular chromatic numbers of these graphs?
Another natural question is for which n1, n2, g1 and g2 is there a homomorphism be-
tween the graphsQI(n1, g1) andQI(n2, g2)? This question is similar to Stahl’s conjecture
[17] which hypothesizes that for q1 and 0r < n there is a homomorphism Km:n →
Kqm−2r:qn−r . In conjecture 2, we hypothesize that there is no homomorphism
QI(n, g)→ QI(n− 1, g),
at present this is as far as we are willing to speculate.
We do, however, know about the existence of such homomorphisms in one case. From
results in Sections 6 and 7, since CAN(K6, 2) = 6 and⌈
1
2
(
5
3
)⌉
= 5 < (QI (9, 3)) = 6 1
2
(
6
3
)
= 10
we know that
QI(9, 3)→ QI(6, 2) butQI(9, 3) → QI(5, 2).
Finally, onemotivation for introducing a graph structure was to optimize covering arrays for
their use in testing software and networks based on internal structures. An important con-
sideration which we have not considered in this paper is what are the graphs that correspond
to real software and real networks?
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