A finite-dimensional complex space with indefinite scalar product [·, ·] having v− = 2 negative squares and v+ ≥ 2 positive ones is considered. The paper presents a classification of operators that are normal with respect to this product. It relates to the paper [1], where the similar classification was obtained by Gohberg and Reichstein for the case v = min{v−, v+} = 1.
Introduction
Consider a complex linear space C n with an indefinite scalar product [· , ·] . By definition, the latter is a nondegenerate sesquilinear Hermitian form. If the ordinary scalar product (· , ·) is fixed, then there exists a nondegenerate Hermitian operator H such that [x, y] = (Hx, y) ∀x, y ∈ C n . If A is a linear operator (A : C n → C n ), then the H-adjoint of A (denoted by A [⊥] is defined as the set of all vectors x ∈ C n : [x, y] = 0 ∀y ∈ V . If V is nondegenerate, then V [⊥] is also nondegenerate and V+V [⊥] = C n . A linear operator A acting in C n is called decomposable if there exists a nondegenerate subspace V ⊂ C n such that both V and V [⊥] are invariant for A. Then A is the orthogonal sum of A 1 = A| V and A 2 = A| V [⊥] . Since the conditions AV [⊥] ⊆ V [⊥] and A [ * ] V ⊆ V are equivalent, an operator A is decomposable if there exists a nondegenerate subspace V which is invariant both for A and A [ * ] . Pairs of matrices {A 1 , H 1 } and {A 2 , H 2 }, where H 1 and H 2 are Hermitian, are called unitarily similar if A 2 = T −1 A 1 T , H 2 = T * H 1 T for some invertible T ; in case when H 1 = H 2 they are H 1 -unitarily similar. Throughout what follows by a rank of a space we mean v = min{v − , v + }, where v − (v + ) is the number of negative (positive) squares of the quadratic form [x, x] , or (it is the same) the number of negative (positive) eigenvalues of the operator H. Note that without loss of generality it can be assumed that v − ≤ v + (otherwise H can be replaced by −H; the latter (invertible and Hermitian operator) has opposite eigenvalues).
Our aim is to obtain a complete classification for H-normal operators acting in the space C n of rank 2, i.e., to find a set of canonical forms such that any H-normal operator could be reduced to one and only one of these forms. This means that for any invertible Hermitian matrix H with v = 2 and for any H-normal matrix N we must point out one and only one of the canonical pairs of matrices {Ñ ,H} such that the pair {N, H} is unitarily similar to {Ñ,H}.
Since any H-normal operator N : C n → C n is an orthogonal sum of H-normal operators each of which has one or two distinct eigenvalues (Lemma 1 from [1] ), it is sufficient to solve our problem only for indecomposable operators having one or two distinct eigenvalues.
Thus, in this paper we consider only indecomposable operators having one or two distinct eigenvalues and assume that 2 = v − ≤ v + .
Finally let us introduce some notation. Denote the identity matrix of order r × r by I r , the r × r matrix with 1's on the secondary diagonal and zeros elsewhere by D r , and a block diagonal matrix with A, B, . . ., C diagonal blocks by A ⊕ B ⊕ . . . ⊕ C:
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Some Properties of Indecomposable H-normal Operators
The results of this section hold for any finite-dimensional space with indefinite scalar product.
Proposition 2.1 Let an indecomposable H-normal operator N acting in C n (n > 1) have the only eigenvalue λ; then there exists a decomposition of C
n into a direct sum of subspaces
S, S 1 such that
where N ′ : S 0 → S 0 , N 1 : S → S, N ′′ : S 1 → S 1 , the internal operator N 1 is H 1 -normal, and the pair {N 1 , H 1 } is determined up to the unitary similarity.
Proof: Since N and N [ * ] commute, the subspace S 0 defined by (1) is nontrivial. For N to be indecomposable S 0 must be neutral. Indeed, otherwise ∃v ∈ S 0 : N v = λv, N
[ * ] = λv, [v, v] = 0, therefore, V = span{v} is a nondegenerate subspace that is invariant both for N and N [ * ] , hence, N is decomposable. Thus, S 0 is neutral. Let us take advantage of the following well-known result: for any neutral subspace V 1 ⊂ C n there exists a subspace V 2 (V 1 ∩ V 2 = {0}) such that
Therefore, for S 0 there exists a neutral subspace S 1 such that H| (S0+S1) has form (3). Since the subspace (S 0+ S 1 ) is nondegenerate, the subspace S = (S 0+ S 1 ) [⊥] is also nondegenerate and C n = S 0+ S+S 1 . As ∀v ∈ C n (N − λI)v ∈ S 0 , the matrices N and H has form (2) with respect to the decomposition C n = S 0+ S+S 1 . Since N is H-normal, the internal operator N 1 is H 1 -normal.
It is seen that only the subspace S 0 is fixed; S and S 1 may change. However, the pair {N 1 , H 1 } is unique in a sense, namely, it is determined up to the unitary similarity. Indeed, any transformation T such that T S 0 ⊆ S 0 has the form 4 N 1 T 4 so that the pair {N 1 , H 1 } is unitarily similar to { N 1 , H 1 }, Q.E.D.
Remark: the decomposition C n = S 0+ S+S 1 was constructed in [1] , section 6 so that the first part of this statement is borrowed from [1] .
Corollary: to go over from one decomposition C n = S 0+ S+S 1 to another by means of a transformation T it is necessary that T would be block triangular with respect to both decompositions.
Theorem 2.2 If an H-normal operator N acting in a space C n of rank k ≥ 1 is indecomposable, then either (A) or (B) holds:
(A) N has two eigenvalues and n = 2k; (B) N has one eigenvalue and 2k ≤ n ≤ 4k.
Proof: First show that n ≥ 2k. Indeed, n = v − + v + ≥ 2 min{v − , v + } = 2k. Now prove (A). Let N have two distinct eigenvalues. Then, according to Lemma 1 form [1] , C n is a direct sum of two neutral subspaces of the same dimension m which are invariant for N and N [ * ] . Since in a space with indefinite scalar product no neutral space can be of dimension more than rank of a space, m ≤ k and n ≤ 2k. But it is established before that n ≥ 2k. Hence, n = 2k and the proof of (A) is completed. Now prove (B), i.e., show that if N has one eigenvalue, then n ≤ 4k. For k = 1 the proof is given in Theorem 1, [1] . Suppose inductively that for all i ≤ k the size of indecomposable operators having one eigenvalue is not more than 4i × 4i. Let v − = k + 1, v + ≥ v − , N have the only eigenvalue λ. According to Proposition 1, one can assume that the matrices N and H has form (2). Let
be a decomposition of the internal operator N 1 into an orthogonal sum of indecomposable operators,
− be the number of negative eigenvalues of H (i) 1 is not more than v
, and the size of an indecomposable operator in a space of rank 0 is equal to 1, by the inductive hipothesis dimS (i) ≤ 4v
has only positive eigenvalues, N ′′ 1 is a usual normal operator having one eigenvalue λ, therefore, N ′′ 1 = λI so that
If dim S ′′ = r > 2s, then the system
has a nontrivial solution X = (x 1 , . . . , x r ) T (where Y T is Y transposed). Therefore, there exists a nonzero vector v = r i=1 x i w i (w i are the basis vectors of S ′′ ) that satisfies the condition (N −λI)v = (N [ * ] −λI)v = 0, i.e., v ∈ S 0 . But S 0 ∩ S = {0}. This contradiction proves that dim S ′′ ≤ 2s. Thus, n = 2 dim S 0 + dim S ′ + dim S ′′ ≤ 2s + 4(k + 1 − s) + 2s = 4(k + 1), Q.E.D. Since an indecomposable operator cannot have more than two eigenvalues (Lemma 1, [1] ), either (A) or (B) is true so that the proof of the theorem is completed.
The Classification of Indecomposable H-normal Operators
The principal aim of this paper is to prove the following result: If N has two distinct eigenvalues λ 1 , λ 2 , then {N, H} is unitarily similar to {(4),(5)}:
If N has one eigenvalue λ, dim S 0 = 1, the internal operator N 1 is indecomposable, and n = 4, then {N, H} is unitarily similar to {(6),(7)}:
If N has one eigenvalue λ, dim S 0 = 1, N 1 is indecomposable, and n = 5, then {N, H} is unitarily similar to one and only one of pairs {(8),(11)}, {(9),(11)}, {(10),(11)}:
If N has one eigenvalue λ, dim S 0 = 1, N 1 is decomposable, and n = 4, then {N, H} is unitarily similar to one and only one of pairs {(12),(15)}, {(13),(15)}, {(14),(15)}:
If N has one eigenvalue λ, dim S 0 = 1, N 1 is decomposable, and n = 5, then {N, H} is unitarily similar to {(16),(17)}:
If N has one eigenvalue λ, dim S 0 = 1, N 1 is decomposable, and n = 6, then {N, H} is unitarily similar to one and only one of pairs {(18),(20)}, {(19),(20)}:
If N has one eigenvalue λ, dim S 0 = 2, and n = 4, then {N, H} is unitarily similar to one and only one of pairs {(21),(23)}, {(22),(23)}:
If N has one eigenvalue λ, dim S 0 = 2, and n = 5, then {N, H} is unitarily similar to one and only one of pairs {(24),(26)}, {(25),(26)}:
If N has one eigenvalue λ, dim S 0 = 2, and n = 6, then {N, H} is unitarily similar to {(27),(28)}:
If N has one eigenvalue λ, dim S 0 = 2, and n = 7, then {N, H} is unitarily similar to {(29),(30)}:
If N has one eigenvalue λ, dim S 0 = 2, and n = 8, then {N, H} is unitarily similar to {(31),(32)}: 
The following sections contain the proof of this theorem.
Two Distinct Eigenvalues of N
Suppose an indecomposable H-normal operator N has 2 distinct eigenvalues. Then (Lemma 1,
has only one eigenvalue λ 1 (λ 2 ). According to Theorem 1, m = 2 and n = 4. Note that the subspaces Q 1 and Q 2 are determined up to interchanging. Since N is indecomposable, at least one of the operators N 1 , N 2 is not scalar. Consequently, one can assume N 1 = λ 1 I. If both N 1 and N 2 are not scalar, then we can fix Im{λ 1 − λ 2 } > 0 if Im{λ 1 − λ 2 } = 0 and Re{λ 1 − λ 2 } > 0 if Im{λ 1 − λ 2 } = 0 (let us remember that λ 1 = λ 2 ). Now Q 1 and Q 2 are determined uniquely.
As H is nondegenerate, for any basis in Q 1 there exists a basis in Q 2 such that
Let us fix a basis in Q 1 such that
N is H-normal if and only if
From (34) it follows that N * 2 = αN 1 + βI. As N 2 = αN * 1 + βI has the only eigenvalue λ 2 , we conclude N 2 = λ 2 I + x(N * 1 − λ 1 I) (x ∈ C). Thus, we have reduced N to the form
Show that forms (35) with different values of x are not H-unitarily Jsimilar. To this end suppose that some matrix T satisfies the conditions
where
From (36) it follows that T is block diagonal with respect to the decomposition
It can easily be checked that (35) is indecomposable so that we have proved the following lemma:
Lemma 4.1 If an indecomposable H-normal operator acts in a space C n of rank 2 and has 2 distinct eigenvalues λ 1 , λ 2 , then n = 4 and the pair {N, H} is unitarily similar to canonical pair {(4),(5)}: 
One Eigenvalue of N
Throughout what follows we will assume that N has only one eigenvalue λ so that N and H have form (2). Since the neutral subspace S 0 cannot be more than two-dimensional, there appear two cases to be considered: dim S 0 = 1 and dim S 0 = 2. Now let us prove the following proposition which holds for all spaces with indefinite scalar product:
Proof: Assume the converse. Suppose some nondegenerate subspace V is invariant both for N and for
is the H i -adjoint of N i (i = 1, 2). Let us define
Since the operators N 1 and N
This contradicts the condition dim S 0 = 1. Thus, N is indecomposable. If dimS 0 = 1, then rank of S is equal to 1, therefore, to classify the internal operator N 1 we may apply Theorem 1 from [1] . Since the indecomposability (or decomposability) of N 1 is a property which does not change under the unitary similarity of the pair {N 1 , H 1 }, we must consider both the case when N 1 is indecomposable and that when N 1 is decomposable.
dim S 0 = 1 and N 1 is Indecomposable
If N 1 is indecomposable, then, according to Theorem 1, 2 ≤ dim S ≤ 4 (recall that rank of S is equal to 1). Therefore, 4 ≤ n ≤ 6. Let us consider the alternatives n = 4, 5, 6 one after another.
n = 4
According to Theorem 1 of [1] , one can assume that N 1 and H 1 are reduced to the form
Throughout what follows only H-unitary transformations are used unless otherwise stipulated. This means that for each case we fix some form of the matrix H and find out to what form it is possible to reduce the matrix N without the change of H. The condition of the H-normality of N is equivalent to the system
If a = 0, then e = 0, therefore, the vector v 2 from S (v i are the basis vectors) belongs to S 0 , which is impossible. Thus, a = 0. Replace the vector v 1 by av 1 and v 4 by v 4 /a. This transformation reduces N − λI to the form
Further, apply the transformation
to the matrix N − λI. We obtain:
It follows from (39) that b ′′ = ir 1 (r 1 ∈ ℜ). Taking the transformation
we reduce N − λI to the final form
where r 2 = Im{c ′′ z}. Let us prove that the numbers z, r 1 , r 2 are H-unitary invariants. Indeed, let T be an H-unitary transformation of the matrix N to the formÑ , wherẽ
This means that T satisfies conditions (36) and (37). From Corollary of Proposition 1 it follows that T is block triangular with respect to the decomposition
z is also an H-unitary invariant of N , i.e.,z = z. Applying condition (36), we see that T is uppertriangular and its diagonal terms are equal to each other. From (37) it follows that |t 11 | = 1. Therefore, without loss of generality one can assume that t 11 = 1 (we replace our matrix T by the matrix T ′ = t 11 T ; the latter has the same properties (36), (37) ).
Thus,
For T to be H-unitary it is neccessary and sufficient to have
for T to reduce N to the formÑ it is neccessary and sufficient to have As Ret 23 = 0, ir 1 t 23 ∈ ℜ, consequently, zt 13 + zt 13 + ir 1 t 23 + |t 23 | 2 ∈ ℜ. But i(r 2 − r 2 ) ∈ ℑ. Therefore, r 2 = r 2 . Thus, the numbers z, r 1 , r 2 are H-unitary invariants.
Due to Proposition 2 matrix (40) is indecomposable so that we have proved the following lemma:
has the only eigenvalue λ, dimS 0 = 1, the internal operator N 1 is indecomposable, then the pair {N, H} is unitarily similar to canonical pair {(6),(7)}:
where z, r 1 , r 2 are H-unitary invariants.
n = 5
According to Theorem 1 of [1] , it can be assumed that the pair {N 1 , H 1 } has either form (48) or (49):
For a while we will consider both the cases together, assuming that
The condition of the H-normality is equivalent to the system
As above (see the case when n = 4), one can check that a = 0, hence a can be assumed equal to 1, so g = z ′2 . Having in mind these equalities, take the (H-unitary) transformation
It reduces N − λI to the form
Now apply either the transformation
to the matrix N − λI. We get
Now we shall distinguish cases (48) and (49).
There remains to check the H-unitary invariance of the numbers r 1 , r 2 , r 3 . To prove this, let us suppose that some H-unitary matrix T reduces (53) to the form
From condition (36) N T = TÑ it follows that T is uppertriangular with diagonal terms which are equal to each other. According to Theorem 1 from [1], r 1 is an H 1 -unitary invariant for N 1 . We already know that in this case r 1 must be an H-unitary invariant (see the previos case n = 4), i.e., r 1 = r 1 . For T to be H-unitary, i.e., to satisfy (37), |t 11 | must be equal to 1. Therefore, as in case n = 4, one can assume that t 11 = 1. Thus, T has the form
Condition (36) amounts to system (55) - (60), (37) to system (61) - (66): 
Express t 35 in terms of t 23 , t 24 , t 45 from (59) and substitute this expression in (62), taking into account that t 12 = t 23 = t 34 = t 45 and expressing t 24 in terms of t 12 and t 13 from condition (56). We obtain ir 2 − i r 2 = 2ir 1 t 12 + 2Ret 13 + |t 12 | 2 . Since Ret 12 = 0 (equation (61)), we have 2ir 1 t 12 ∈ ℜ, hence, the right hand side of the condition obtained is real and the left one is imaginary. Therefore, r 2 = r 2 .
Since t 13 = t 24 − ir 1 t 12 (condition (56)), t 25 can be expressed in terms of t 12 , t 24 and t 14 in the following way (see condition (57)): t 25 = i( r 3 − r 3 ) + ir 2 t 12 + 2ir 1 t 24 + t 14 . By substituting this expression in (63), we get ir 3 − i r 3 = ir 2 t 12 + ir 1 (2t 24 + |t 12 | 2 ) + 2Re{t 12 t 24 } + 2Ret 14 . Because of condition (66) ir 1 (2t 24 + |t 12 | 2 ) is real as well as the rest terms of the right hand side, hence, r 3 = r 3 . We have proved the H-unitary invariance of r 1 , r 2 , r 3 .
(b) z ′ = z, |z| = 1, 0 < arg z < π, x = r 1 ∈ ℜ. Applying conditions (51), (52) of the H-normality of N , we get
We shall join these cases, assuming that
Let us prove the H-unitary invariance of the numbers z, r 1 , r 2 , r 3 (or x). Suppose some matrix T realizes the H-unitary transformation of N to the formÑ , wherẽ
By Theorem 1 of [1] , z and r 1 are H 1 -unitary invariants, hence, they are H-unitary invariants, i.e.,z = z, r 1 = r 1 . Further, from (36) it follows that T is uppertriangular with diagonal terms which are equal to each other. Applying (37), we get that T has form (54). Now condition (37) is equivalent to system (61) - (66) , the right hand side is real. Therefore, Im[iz(x −x)] = 0. If z = i, then this condition means (r 3 − r 3 )Rez = 0, hence r 3 = r 3 because Re z = 0. If z = i, then Im[i( r 3 − r 3 )] = 0, hence also we get r 3 = r 3 . This concludes the proof of the H-unitary invariance of z, r 1 r 2 , r 3 .
Due to Proposition 2 all obtained forms are indecomposable. They are not H-unitarily similar because their internal matrices N 1 are not H 1 -unitarily similar due to Theorem 1 of [1] . Thus, we have proved the following lemma:
has the only eigenvalue λ, dimS 0 = 1, the internal operator N 1 is indecomposable, then the pair {N, H} is unitarily similar to one and only one of canonical pairs {(8),(11)}, {(9),(11)}, {(10),(11)}:
where z, r 1 , r 2 , r 3 are H-unitary invariants.
n = 6
In this case, according to Theorem 1 from [1] , the matrices N 1 and H 1 can be written in the form 
The condition of the H-normality of N is equivalent to the following system:
From (74) and the condition 0 < α ≤ π/2 it follows that p = 0. Then from (73) we obtain that also a = 0. Hence, the vector v 2 ∈ S belongs to S 0 , which is impossible. This contradiction proves that for indecomposable operator N : C 6 → C 6 dimS 0 = 1. Recall that if n > 6, then the operator N 1 is always decomposable (Theorem 1 of [1] ). Thus, we have obtained the classification for all indecomposable operators N having also indecomposable internal operator N 1 .
dim S 0 = 1 and N 1 is Decomposable
If the operator N 1 is decomposable, then it can be represented as an orthogonal sum of indecomposable operators N
1 . Without loss of generality it can be assumed that H (1) 1 has one negative eigenvalue. Denote H
by N 3 . Since H 3 has only positive eigenvalues, one can assume that H 3 = I. N 3 is a usual normal operator having the only eigenvalue λ, hence, N 3 = λI.
Show that the size of N 3 is equal to 1 × 1. Indeed, let dimV 2 = k, dimV 3 = l > 1 (V 2 and V 3 are the subspaces of S corresponding to N 2 and N 3 , respectively), V 2 = span{w
l }. Then, by the above,
2 − λI)x = 0}), hence, without loss of generality it can be assumed that w
, some nonzero vector from S belongs to S 0 . This is impossible so that dim V 3 = 1.
As N 2 is indecomposable and rank of V 2 is less than or equal to 1, dim V 2 ≤ 4 in accordance with Theorem 1. Thus, 1 ≤ dimV 2 ≤ 4, dimV 3 = 1 so that 4 ≤ n ≤ 7. Consider the cases n = 4, 5, 6, 7 one after another.
n = 4
Then dimV 2 = 1, dimV 3 = 1, Since H 1 = −1 ⊕ 1 is congruent to D 2 , we will assume that H 1 = D 2 so that H = D 4 . Having fixed H = D 4 , we will apply, as is customary, only H-unitary transformations.
The condition of the H-normality of N is now equivalent to the following:
Since the assumption a = b = 0 contradicts the condition S ∩ S 0 = {0} (because then either v 2 or v 3 belongs to S 0 ), one can assume that a = 0 and, therefore, a = 1 (see the paragraph after (39)). Keeping in mind that a = 1, reduce N − λI to the form 
we reduce N − λI to the form
One can assume that c ′′ = 0. To achieve this it is sufficient to apply the transformation This follows the desired equality z =z.
. Consider the transformation
where t is a root of the equation 1 + t 2 = 1/̺ 2 + (t̺ + r) 2 . Its discriminant D/4 = 1/̺ 2 + ̺ 2 + r 2 − 2 is nonnegative so that t is in fact real. Subjecting to (78), the matrix N − λI becomes the following:
Note that if r ′ = 0, then there exists a nonzero vector v = αv 2 + βv 3 ∈ S 0 , which is impossible. Applying
Now there remains to show that the numbers z and r are H-unitary invariants. First note that for a block triangular matrix
to reduce N − λI to the formÑ − λI, where
it is necessary and sufficient to have
If
then for (79) to be H-unitary it is necessary and sufficient to have 
where z, r are H-unitary invariants.
n = 5
Then dimV 2 = 2, dimV 3 = 1 and, according to Theorem 1 from [1] , after interchanging the 3-rd and 4-th rows and colomns, we get: The condition of the H-normality of N is equivalent to the system
It is readily seen that a = 0, consequently, it can be assumed that a = 1 and g = z 2 (see the paragraph after (39)). Applying now the transformation
we get
We can assume that r 2 > 0 because otherwise v 3 ∈ S 0 , which is impossible. From condition (89) of the H-normality of N it follows that c ′′ = r 1 + and there exists a matrix T such that N T = TÑ (condition (36)) and T T [ * ] = I (condition (37)). Recall that T has block form (79) so that conditions (80) -(87) hold. From (82) it follows that t 23 = 0 and zt 44 =zt 22 . Since t 22 t 44 = 1 (87), z|t 44 | 2 =z, i.e.,z = z, |t 44 | = 1. Therefore, one can assume that
because it is allowed to divide T by its term t 22 = t 44 of modulus 1. Now from (83) it follows that t 45 = itz, r 1 t 33 = r 1 . As r 1 , r 1 > 0, t 33 = 1 and r 1 = r 1 . Since t 12 = −t 45 (condition (85)) and t 24 + ( 
where r 1 , r 2 , z are H-unitary invariants.
n = 6
In this case dimV 2 = 3, dimV 3 = 1. The matrices N − λI and H, according to Theorem 1 from [1] , have the form: 
For a while we will consider these two cases together, assuming that 
Then the condition of the H-normality of N is equivalent to the system
As is customary, we can assume that a = 1, h = z 2 . Let us use the (H-unitary) transformation 
Further, take the transformation 
From (36) it follows that 
Using (87), we get: t 54 = 0, |t 11 | = 1. As above (see the argument before Lemma 5), we can assume that t 11 = 1. Then t 34 = −t 23 (condition (87)) and i( r 1 − r 1 ) = t 34 − t 23 (condition (82)), hence, r 1 = r 1 and Ret 23 = 0. Further, from (83) it follows that r 2 = r 2 t 55 , from (87) that |t 55 | = 1. As r 2 , r 2 > 0, r 2 = r 2 and t 55 = 1. Thus,
Substituting T 4 in (80), we get t 12 = it, t 13 = t 24 − r 1 t; replacing T 5 by −T 4 H 1 T * 2 in (83), we have i r 3 = ir 3 − 2Ret 24 − t 2 , hence r 3 = r 3 . This completes the proof of the H-unitary invariance of r 1 , r 2 , r 3 . (b) 0 < arg z < π, x ∈ ℜ. Applying the condition of the H-normality, we get 
n = 7
We will show that this alternative is impossible. Indeed, if dimV 2 = 4, dimV 3 = 1, then, in accordance with Theorem 1 of [1] , 
Therefore, the conditions of the H-normality of N are as follows:
Since sinα = 0, q = 0, hence a = 0. Thus, (N − λI)v 2 = (N [ * ] − λI)v 2 = 0 which contradicts the condition S 0 ∩ S = {0}.
Thus, we have classified all indecomposable operators with one-dimensional subspace S 0 . Now let us consider the case when dim S 0 = 2.
dim S 0 = 2
Let S 0 be 2-dimensional. Since the operator H 1 = H| S has only positive eigenvalues, one can assume that H 1 = I. N 1 is a usual normal operator having the only eigenvalue λ, hence, N 1 = λI. As a result, we have
Below we will not stipulate that the pair {N, H} has form {(95),(96)}. For N to be H-normal it is necessary and sufficient to have
According to Theorem 1, for indecomposable operators n ≤ 8. Let us consider the cases n = 4, 5, 6, 7, 8 one after another.
n = 4
In this case C 4 = S 0+ S 1 ,
Condition (97) reduces N − λI to the formÑ − λI:
Then conditions (98) -(100) must be satisfied:
Since N 2 is invertible, (98) holds only if T 3 = 0. Hence, T is H-unitary iff
From system (101) - (102) it follows that without loss of generality we can consider only block diagonal transformations of the form T = T 1 ⊕ T * −1 1 because T 2 does not figure in equations (98) -(100). Thus, the only condition (99) N 2 = T 1 N 2 T * 1 must be satisfied. Applying Proposition 3 from Appendix, we obtain that the submatrix N 2 can be reduced to one of the canonical forms
For the latter form the operator N is decomposable because the nondegenerate subspace V = span{v 1 , v 3 } is invariant both for N and N [ * ] . For the former we obtain the following canonical form:
(b) rg N 2 = 1. Then N 2 = ka kb la lb , |a| + |b| = 0, |k| + |l| = 0.
If la = kb, then v = bv 3 − av 4 = 0 belongs both to S 0 and S 1 , which is impossible (S 0 ∩ S 1 = {0}). Thus, we can assume that la = kb. Taking the transformation T = T 1 ⊕ T * −1 1
, where
we obtain one more canonical form: 
where r, z are H-unitary invariants.
Proof: The possibility to reduce N to one of forms (21), (22) is proved before the lemma. The argument in (a) above shows that these forms are not similar, hence, they are not H-unitarily similar. Thus, we must only prove the indecomposability of N . Show that the first canonical form is indecomposable. Assume the converse. Let some nondegenerate subspace V be invariant for N and N [ * ] . Then there exists a nonzero vector w 1 ∈ V : w 1 ∈ S 0 . Therefore,
Since min {dim V, dim V [⊥] } ≤ 2, it can be assumed that dimV ≤ 2. As the vectors w 1 and w 2 are linearly independent, we get dim V = 2. Therefore, the vectors (N − λI)w 2 and (N [ * ] − λI)w 2 must be linearly dependent, i.e., the following condition must be satisfied:
Since (103) breaks if either a or b is equal to zero, we can rewrite (103) as follows:
Discriminant of (104) is equal to r 4 − 2r 2 − 3. Since r 2 ≥ 3, it is nonnegative. Therefore,
b re iπ/3 + e −iπ/3 ) = 0. Thus, the subspace V is degenerate, i.e., the operator N is indecomposable.
For the second matrix N we see that the vectors (N − λI)w 2 and (N [ * ] − λI)w 2 (w 2 = av 3 + bv 4 + v, v ∈ S 0 ) can be linearly dependent only if a = b = 0. Therefore, N is also indecomposable. This concludes the proof of the lemma.
n = 5
The matrix N − λI has the form
so that condition (97) of the H-normality of N amounts to the system |a| = |g| ab = gh |b| = |h|.
The latter means that g = az, h = bz (|z| = 1). Note that a and b are not equal to zero simultaneously because otherwise v 3 ∈ S 0 , which is impossible. Take the transformation T = T 1 ⊕ I ⊕ T * −1 1
and reduce N − λI to the form
Now we fix the form of the submatrices N 1 and N 3 so that the following transformations will change only the submatrix N 2 . At first, apply the transformation
, and reduce N 2 to the form
Now let us consider two cases:
Then one can assume that |f ′′ | = 1 (to this end it is sufficient to put v 2 = |f ′′ |v 2 ,
we reduce N 2 to the diagonal form N 2 = c ′′′ ⊕ z 1 . Now the nondegenerate subspace V = span{v 2 , v 5 } is invariant for N and
Thus, e ′′ = 0. Taking transformation (106) with
has the only eigenvalue λ, dimS 0 = 2, then the pair {N, H} is unitarily similar to one and only one of canonical pairs {(24),(26)}, {(25),(26)}:
Proof: The possibility to reduce N to one of forms (24), (25) is proved before the lemma. Hence, it is necessary to show that these forms are indecomposable, are not H-unitarily similar to each other and their terms z, r are H-unitary invariants. These statements may be proved as follows.
For the block triangular matrix
to satisfy condition (36) N T = TÑ , where
If H has form (96), then for (107) to be H-unitary it is necessary and sufficient to have
If an H-unitary transformation T reduces matrix (25) (the second) to form (24) (the first), then from Corollary of Proposition 1 it follows that T has block form (107) and, according to (36), , |z| = |z| = 1, r,r ∈ ℜ > 0, then T has form (107), the submatrix T 1 having form (115) and t 11 = t 33 . Since |t 33 | = 1 (condition (114)), we can assume that t 11 = t 33 = 1. Replace T 6 by T * −1 1
and apply (110); we havẽ z 2 = z 2 . Now substitute T * −1 1
for T 6 and −T 1 T * 5 for T 2 in (109). We obtain 
From (118) it follows that |t 22 | = 1,z = z. Hence, 1/t 22 = t 22 , t 35 = zt 12 and r =rt 22 . Therefore, r =r|t 22 |, i.e.,r = r. Thus, the numbers z, r are H-unitary invariants of canonical form (25). That z is an H-unitary invariant of (24) can be checked in the similar way. There remains to prove that matrices (24) and (25) are indecomposable. The proof is by reductio ad absurdum. Suppose some nondegenerate subspace V is invariant for N and N [ * ] (N has form (24)). As min{dim V, dim V
[⊥] } ≤ 2, we can assume that dim V ≤ 2. Since there exists a vector w 1 = 0 ∈ S 0 : w 1 ∈ V , there exists also a vector w 2 = av 3 + bv 4 + cv 5 + v ∈ V (v ∈ S 0 , |b| + |c| = 0). As the vectors (N − λI)w 2 = av 1 + b(v 2 + zv 3 ) and (N [ * ] − λI)w 2 = azv 1 + bv 3 + cv 1 must be linearly dependent, we obtain b = 0. But in this case the subspace V will be degenerate because [(N − λI)w 2 , w 2 ] = 0. This contradiction proves the indecomposability of (24). Now let us check the indecomposability of (25). Suppose a nondegenerate subspace V is invariant both for N and N [ * ] . Then, as before, ∃w 1 = 0 ∈ S 0 : w 1 ∈ V and ∃w 2 = av 3 + bv 4 + cv 5 + v ∈ V (v ∈ S 0 , |b| + |c| = 0). Therefore, the vectors (N − λI)w 2 − z 2 (N [ * ] − λI)w 2 = brv 2 −crz 2 v 1 and (N −λI)w 2 = av 1 +brv 2 +bz 2 v 3 +czv 2 have to be linearly dependent. Hence, b = 0 ⇒ c = 0. The contradiction obtained proves that (25) is also indecomposable. The proof of the lemma is completed.
n = 6
The submatrix N 1 is not equal to zero because then condition (97) of the H-normality of N implies N 3 = 0 so that v 3 , v 4 ∈ S 0 , which is impossible. Thus, we must consider two alternatives: rg N 1 = 2 and rg N 1 = 1. ; it takes N 1 to I. Since N 1 has become equal to I, N 3 , according to (97), has become unitary. Recall that any unitary matrix is unitarily similar to some diagonal one with nonzero terms of modulus 1; moreover, this representation is unique to within order of diagonal terms. Thus, ∃U (U U * = I) : N 3 = U * N 3 U , where
If we subject N − λI to the transformation T = U ⊕ U ⊕ U , then N 3 maps to (119) and N 1 = I does not change. Note that if z 1 = z 2 , N is decomposable. To check this it is sufficient to reduce
to the diagonal form by means of transformation (105) with the submatrix
(this transformation does not change N 1 and N 3 ). Now the nondegenerate subspace V = span{v 1 , v 3 , v 5 } is invariant for N and N [ * ] , hence, N is decomposable. Thus, for N to be indecomposable N 3 must be equal to zI. Show that in case when z = −1 N is also decomposable. Indeed, apply the transformation
where U is a unitary matrix reducing N 2 + N * 2 to the diagonal form (U is known to exist). Then N 2 becomes diagonal; we already know that in this case N is decomposable.
Thus, N = zI, z = −1. Now we will apply only transformations preserving the submatrices N 1 and N 3 . First let us take (105) with
and carry submatrix (120) to the form
Further, apply transformation (105) with
where Re{t 13 + zt 13 } = Re e ′ , Re{t 24 + zt 24 } = Re h ′ (since z = −1, these equations are solvable for any e ′ and h ′ ). After this transformation
One can assume that g ′ = r 3 ∈ ℜ ≥ 0. To this end it is sufficient to put v 2 = e i arg g
. Now apply the transformation
We get:
As above, we can assume that g ′′ ∈ R ≥ 0. For N to be indecomposable g ′′ must be nonzero so that g ′′ > 0. This is the final form of the matrix N − λI: 
Let us show that z, r 1 , r 2 are H-unitary invariants. To this end suppose that an H-unitary matrix T reduces (121) to the form
By Corollary of Proposition 1, T must have block triangular form (107), therefore, systems (108) - (110) and (111) - (114) . Now from (110) it follows thatz = z. Combining (112) and (109), we get
and write out the general form for 2 × 2 unitary matrix
then we obtain
Summing these equalities, we get
It is easy to check that if Re{zt + t} = 0 (z = −1), then Im{zt + t} = 0. In our case t ′ 11 + t ′ 22 plays the role of t, therefore, we have zt
Hence r 1 = r 1 . Let us check that from the obtained equality r 1 = r 1 it follows that r 2 = r 2 . Indeed,
the determinant of zN * 2 − N 2 , which does not change the similarity, is equal to −r 2 1 (z + 1) 2 + zr 2 2 , hence r 2 2 = r 2 2 . Since sign of r 2 coincides with that of r 2 , r 2 = r 2 . The proof of the H-unitary invariance of the numbers r 1 , r 2 is completed.
(b) rg N 1 = 1. Let us show that in this case N is decomposable. In fact,
we reduce N 1 to the form
Without loss of generality one can assume that a = 0 and, therefore, that a = 1 (this may be achieved by putting v 2 = av 2 , v 6 = v 6 /a). If b = 0, apply the transformation
to the matrix N − λI (we mean that a = 1). Then we obtain
According to (97),
Since v 4 ∈S 0 , sinα = 0. Therefore, we can apply the transformation T of form (105), where
(N 2 has form (120)). Under the action of T the submatrices N 1 and N 3 do not change but the submatrix N 2 becomes diagonal. Now the nondegenerate subspace V = span{v 1 , v 5 } is invariant for N and N [ * ] , hence, N is decomposable.
Lemma 5.9 If an indecomposable H-normal operator N (N : C 6 → C 6 ) has the only eigenvalue λ, dimS 0 = 2, then the pair {N, H} is unitarily similar to canonical pair {(27),(28)}:
Proof: It is necessary to prove only the indecomposability of the canonical form because the rest was proved before the lemma. Suppose that a nondegenerate subspace V satisfies the conditions N V ⊆ V , N
[ * ] V ⊆ V . As above, we can assume that dimV ≤ 3 (see the proofs of the previos lemmas). Since ∃w 1 = 0 ∈ S 0 : w 1 ∈ V , ∃w 2 = av 5 +bv 6 +v ∈ V (v ∈ (S 0 +S), |a|+|b| = 0). The vectors (N −λI)(N [ * ] −λI)w 2 = av 1 +bv 2 and (N − λI − z(N [ * ] − λI))w 2 = air 1 (1 + z)v 1 − br 2 zv 1 + bir 1 (1 + z)v 2 + ar 2 v 2 must be linearly dependent because otherwise S 0 ⊂ V and dim V ≥ 4. Therefore, −b 2 r 2 z = a 2 r 2 . Since z = −1, a = b = 0. This contradiction proves that N is indecomposable. The proof of the lemma is completed.
n = 7
As in case when n = 6, one can check that N 1 = 0, therefore, we must consider the cases rg N 1 = 1 and rg N 1 = 2. Show that the former alternative is also impossible. Indeed, if rg N 1 = 1, then N 1 = ka kb kc la lb lc , |a| + |b| + |c| = 0, |k| + |l| = 0.
Applying the transformation T = T 1 ⊕ I ⊕ T * −1 1
Then from condition (97) of the H-normality of N it follows that
Since there exists a nontrivial solution {α i } , where
It reduces N 1 to the form
Then we get
and get the final form of the submatrix N 1 :
Now consider the submatrix
If v and w are both equal to zero, then v 5 ∈ S 0 . Therefore, we can assume that |v| 2 + |w| 2 = 0 and can apply the transformation T = T 1 ⊕ T 1 ⊕ I ⊕ T 1 , where
′ v 6 and replace t ′ by |t ′ |. Now we can assume that s ′ ∈ ℜ ≥ 0 and if s ′ = 0, then t ′ ∈ ℜ ≥ 0. Now let us apply condition (97) of the H-normality of N . We obtain:
Let us show that in case when α = 0 N is decomposable. Indeed, under the action of (105), where
becomes diagonal. The nondegenerate subspace V = span{v 1 , v 3 , v 6 } is now invariant for N and N [ * ] , hence, N is decomposable.
Thus, α = 0. Applying transformation (105) with 
Show that z 1 , z 2 , α, β are H-unitary invariants. Suppose an H-unitary matrix T reduces N − λI to the formÑ
. Therefore, T has block triangular form (107) and conditions (108) - (114) hold. Combining (108), (114), and (111), we get:
. Now from (110) it follows that T 4 = t 11 ⊕ t 22 (|t 11 | = |t 22 | = 1), t 22 sinαcosβ = t 11 sinαcosβ t 11 z 1 sinα = t 22 z 1 sinα t 22 sinβ = t 55 sinβ, Proof: We have to prove only the indecomposability of the canonical form because the rest was proved above. The proof, as is customary, is by inductio ad absurdum. Suppose a nondegenerate subspace V is invariant for N and N
[ * ] ; then we can assume (see the proofs of the previous lemmas) that dim V ≤ 3 and ∃w 2 = av 6 + bv 7 + v ∈ V (v ∈ (S 0 + S), |a| + |b| = 0). Then some nontrivial linear combination of the vectors (N [ * ] − λI)w 2 = av 3 + bv 4 + v ′ (v ′ ∈ S 0 ) and (N − λI)w 2 = a(−z 1 z 2 cosαv 3 + z 1 sinαv 4 ) + b(sinαcosβv 3 + z 2 cosαcosβv 4 + sinβv 5 ) + v ′′ (v ′′ ∈ S 0 ) must belong to S 0 . This implies b = 0 ⇒ a = 0. The contradiction obtained proves that N is indecomposable. The proof is completed. As in case when n = 7, one can check that for the condition S ∩ S 0 = {0} to hold the rank of N 1 must be equal to 2. Without loss of generality it can be assumed that det a b e f = 0.
As before (in case when n = 7), taking the block diagonal transformation T = T 1 ⊕ I ⊕ T * −1 1
The results for the previous case n = 7 let reduce the submatrix N 1 to the form (I 0). Indeed, there exists a transformation
, where T 2 = T * −1 2 
Now consider the submatrix N 3 and its submatrices N 
N 3 has form (124), |z 1 | = |z 2 | = 1, 0 < β < γ ≤ π/2, 0 ≤ α < π/2, z 1 = 1 if γ = π/2, z 2 = 1 if α = 0.
Check the H-unitary invariance of the numbers α, β, γ, z 1 , and z 2 . To this end suppose that an H-unitary matrix T reduces N − λI to the formÑ − λI, where N − λI has form (125), (124) Modulus of the left hand side must be equal to that of the right hand side, i.e., cosαcosβ = cosαcosγ. Since cosα = 0, cosβ = cosγ, hence, β = γ. But for our canonical form β < γ. This contradiction proves the indecomposability of the operator N . We have considered all alternatives for an indecomposable operator N and have obtained canonical forms for each case. Thus, we have proved Theorem 2. which is impossible because the imaginary part of the left hand side is equal to Im{ √ 3e −iπ/2 + e 2iπ/3 } = − √ 3/2. Therefore, t 12 = 0, hence (condition (137))z = z, i.e., z is an invariant. This concludes the proof of the proposition.
