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Abstract—In diffusion-based molecular communication,
information particles locomote via a diffusion process,
characterized by random movement and heavy tail distribution
for the random arrival time. As a result, the molecular
communication shows lower transmission rates. To compensate
for such low rates, researchers have recently proposed the
molecular multiple-input multiple-output (MIMO) technique.
Although channel models exist for single-input single-output
(SISO) systems for some simple environments, extending the
results to multiple molecular emitters complicates the modeling
process. In this paper, we introduce a technique for modeling
the molecular MIMO channel and confirm the effectiveness via
numerical studies.
Index Terms—Molecular communication, random movement,
molecular MIMO, channel model.
I. INTRODUCTION
Molecular communication (MC) is quite different from
traditional electromagnetic wave communication in that MC
conveys information by utilizing molecules. Communication
on such a small scale is a challenging task [1]. Recently,
researchers have been focusing on MC due to its potential
for enabling complex applications of nano-technology that
require collaboration of very small entities. For example, MC
can be utilized in nano-scale communications for nano-robots’
communication and for health-monitoring issues [1]–[3].
Compared to traditional electromagnetic wave-based com-
munication, MC in nano-scale communication has three ad-
vantages. First, low energy consumption is one of the im-
portant needs of nano-scale communication and MC shows
better performance (in terms of energy consumption) than do
traditional methods. Second, MC is able to decrease the size
of the antenna– validated by many examples in nature [1]–[4].
Finally, the biocompatible characteristics for in vivo systems
demonstrated by MC are greater than those of traditional
communication [1]–[3], as long as harmless molecules are
used.
In diffusion-based MC, the received signal is determined
by the received molecules and the information particles move
randomly via a diffusion process, which shows random move-
ment. One of the main challenges in MC is to develop valid
models for representing the received signal in different envi-
ronments. Studies on MC, such as modulation, detection, and
receiver design utilize the channel models that depend on the
environment conditions [5]–[9]. Previous studies have mostly
focused on the molecular single-input single-output (SISO)
communication system. Indeed, few studies have focused on
the molecular multiple-input multiple-output (MIMO) commu-
nication system. In [10], the authors presented an analytical
channel model for an absorbing receiver in a 1-dimensional
(1D) environment. In [11], the authors enhanced the channel
model by considering the flow effect. In [12], the authors
presented a theoretical molecular channel model for a 3D
environment. The model is based on a point transmitter and an
absorbing spherical receiver, where the expected cumulative
number of received molecules is formulated with respect to
time. In [13], the channel model from [12] has been enhanced
by adding the receptor effect. When we consider a molecular
MIMO channel with two absorbing antennas, analytical deriva-
tion becomes intractable. Therefore, semi analytical methods
are utilized in which the channel taps are acquired from
simulations and plugged into analytical derivations. In [14],
the authors presented a molecular MIMO channel model using
simulation data. What is known to be a hard problem is
calculating an exact channel model for the molecular MIMO.
Therefore, we need a more practical method for acquiring the
channel taps without simulation.
Modeling the molecular MIMO channel with absorbing
receiver antennas is still an open issue. In this paper, we
propose a machine learning based approach to model a 2× 2
molecular MIMO channel with point transmitter antennas and
absorbing receiver antennas. We utilize an artificial neural
network (ANN) based channel modeling technique. We de-
velop two different techniques that utilize the ANN method–
one-machine and two-machines techniques. The differences
between the two is one thing investigated here. Then, we
utilize the model of the proposed technique for bit error rate
(BER) calculations.
II. SYSTEM MODEL
Consider a 2 × 2 molecular MIMO system, as depicted
in Fig. 1. It shows two point transmitters and two spherical
receivers attached to a cuboid body. In this model, we assume
perfect alignment of antennas. Transmitter antennas are sepa-
rated by distance h, which also holds for the receiver antennas.
The radius of a spherical receiver antenna is denoted by R.
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Fig. 1. The system model of the 2 × 2 molecular MIMO communication
with two point transmitters and two spherical receivers.
The distance between corresponding transmitter and receiver
antennas is denoted by d.
When molecules are emitted from the point transmitter an-
tennas, they propagate in the 3D environment by the diffusion
process. The diiffusion process is characterized by the diffu-
sion coefficient D. Receiver antennas absorb the molecules
that hit the receiver surface and each receiver antenna counts
the number of received molecules. Absorbed molecules are
counted only once (i.e., molecules contribute to the molecular
signal only once). We assume that if a molecule hits the cuboid
body, then the molecule is reflected to the medium.
In this paper, we utilize the SISO channel model to develop
a molecular MIMO channel model. In [12], the authors pre-
sented and analyzed expectations of SISO channel response
is presented and analyzed from the perspective of channel
characteristics. The authors presented the formula for the
fraction of molecules that hit the receiver until time t, as
follows:
F 3Dhit (t) =
R
d+R
erfc
(
d√
4Dt
)
(1)
where d and erfc(.) represent the distance and the complemen-
tary error function. When there is only one spherical receiver,
there is a circular symmetry, all the points at the same radius
are equivalent and the solution for the system of differential
equations is enabled. However, this model cannot define the
molecular MIMO channel exactly. Hence we use the above
SISO channel model with additional adjustment parameters
for each receiver antenna.
III. PROPOSED TECHNIQUE FOR CHANNEL MODELING
Finding model parameters for the 2× 2 molecular MIMO
channel defines all the required data for evaluating the channel
impulse response. In this communication system, there are four
emission cases: only transmitter 1 (Tx1) or 2 (Tx2) emits,
two transmitters emit simultaneously, and none of them emit
molecules. Due to the rectangular symmetry of the topology,
we can model the molecular MIMO channel by considering
the emission of a single transmitter. In this case, we can
formulate all four cases by just using the channel response
of the single emitter case. Therefore, by using the molecular
MIMO communication simulator, we collected data for the
channel response of receiver 1 (Rx1) and 2 (Rx2) when a
single antenna emitted molecules.
The proposed technique consists of two processes: fitting
the channel model parameters and learning the patterns in the
input-output dataset by ANNs. After the training phase, the
trained ANN is able to predict the channel model parameters
effectively without the need of simulations. A representative
scheme of the proposed technique is depicted in Fig. 2.
A. Channel Model and Fitting
For fitting the simulation data, we use two different model
functions. Because Rx1’s and Rx2’s responses exhibit different
schemes due to the distance difference, we use the correspond-
ing distances in model functions. We consider the case that
only the Tx1 emits molecules for analyzing the cumulative
channel functions at the Rx1 (i.e., F11(·)) and Rx2 (i.e., F21(·)).
We use three scaling factors for the model function, which is
given as follows:
F11(t, b1, b2, b3) = b1
R
d+R
erfc
(
d
(4D)b2 tb3
)
(2)
where b1, b2, and b3 represent the model fitting parameters.
These model-fitting parameters are introduced so as to com-
pensate for the discrepancy between the SISO and MIMO
models. Similarly we define the response at the Rx2 (due to
the cross link interference) as follows:
F21(t, b4, b5, b6) = b4
R√
d2+h2+R
erfc
( √
d2+h2
(4D)b5 tb6
)
(3)
where b4, b5, and b6 are model fitting parameters.
To find the model parameters, we use the nonlinear least
squares curve-fitting technique. Assuming that we have N ob-
servations during the simulation, we formulate the parameter
estimation problem with m parameters as follows:
argmin
b1,...,bm
N∑
k=1
(
Fij(tk, b1, ..., bm)− S3Dij (tk)
)2
(4)
where S3Dij (t) corresponds to the mean simulation data that is
representing the ratio of hitting molecules until time t. Please
note that for each receiver we use the corresponding model
function from (2) or (3).
The output of the curve-fitting process consists of the model
parameters. Hence, we obtain model parameters for each
simulation case, which forms the dataset of the next process.
This dataset structure is depicted in Fig. 2 (i.e., the model
parameters in the fitting data set blocks).
B. Training Artificial Neural Network
We propose to model the channel response in the diffusion-
based 2 × 2 molecular MIMO communication system with
two point transmitters and two spherical receivers by using
a machine-learning technique. We used one of the popular
machine-learning techniques– ANN. ANN has simple and
neuron-like nodes with thresholds and the connections with
weights. Basically, the thresholds and the weights are adjusted
by back-propagation (which evaluates the gradient and takes
a step accordingly to minimize the loss function) for learning
the input-output pattern.
The dataset is divided into two disjointed subsets as training
(TDS) and validation (VDS) datasets. TDS is utilized for
Fitting Data set 
Training Data Set 
Input  param  : [d, h, R, D] 
Output param : [𝒃𝟏, 𝒃𝟐, 𝒃𝟑, 𝒃𝟒, 𝒃𝟓, 𝒃𝟔]  
Validation Data Set 
Input  param  : [d, h, R, D] 
Output param : [𝒃𝟏, 𝒃𝟐, 𝒃𝟑, 𝒃𝟒, 𝒃𝟓, 𝒃𝟔]  
Training ANN 
one-machine 
ANN  
Performance 
Analysis 
Prediction param:  
[𝒃𝟏
′ , 𝒃𝟐
′ , 𝒃𝟑
′ , 𝒃𝟒
′ , 𝒃𝟓
′ , 𝒃𝟔
′ ]  
ANN 1 
Simulation Data set 
Training Data Set 
Input  param  : [d, h, R, D] 
Output param : [𝑭𝒉𝒊𝒕(𝒕)]  
Validation Data Set 
Input  param  : [d, h, R, D] 
Output param : [𝑭𝒉𝒊𝒕(𝒕)]  
F
it
ti
n
g
  
M
o
d
el
 P
a
ra
m
et
er
s 
Training ANNs 
two-machines 
Prediction param:  
[𝒃𝟏
′ , 𝒃𝟐
′ , 𝒃𝟑
′ ]  
ANN 1 ANN 2 
Prediction param:  
[𝒃𝟒
′ , 𝒃𝟓
′ , 𝒃𝟔
′ ]  
Fig. 2. The flowchart of the proposed techniques: one-machine and two-machines. From left to right, the process 1 deals with fitting model parameters by
utilizing the dataset from the simulator; the process 2 deals with training ANNs on the training dataset that is obtained from the process 1. The output from
process 1 consists of input-output pairs where the input is (d, h, R, D) and the output is the model parameters (i.e., bi’s).
training the ANN to get the desired output for given inputs. For
the ANN training, we used back-propagation with Bayesian
regularization, which updates the weights and bias values ac-
cording to Levenberg-Marquardt optimization. Bayesian regu-
larization helps to minimize a combination of squared errors
and weights together. Hence, it helps to determine the ANN
parameters that generalize the pattern in the input-output pairs
without overlearning. After the learning phase, we utilize the
trained ANN to estimate the channel parameters for different
cases. Note that a trained ANN does not require any simulation
data, i.e., the required inputs are the system parameters such
as d, h, R, and D.
Furthermore, we considered the effect of the number of
ANNs for the modeling purpose. Hence, to realize a machine
learning technique, we considered two different methods– one-
machine and two-machines (Fig. 2). First, to train a single
ANN, we used the input parameters of d, h, R, D and
considered all the output parameters as model parameters
(i.e., b1, b2, b3, b4, b5, b6). Second, for two ANNs, we
used the input parameters of d, h, R, D in a similar way
but we considered the output parameters separately. The first
ANN’s output parameters were b1, b2, b3 and the second
ANN’s were b4, b5, b6. The first ANN predicts the channel
model parameters of Rx1, which is aligned with the emitting
transmitter and the second ANN predicts the channel model
parameters of Rx2. For both techniques, we used the same
number of hidden layer nodes, i.e., one-machine technique’s
ANN consists of 30 hidden layer nodes, so each ANN of the
two-machines technique uses 15 hidden layer nodes.
C. Using ANN Output for Theoretical BER Evaluation
For a case study, we utilized the ANN results to evaluate the
BER of a selected case. In this molecular MIMO communica-
tion system, information is sent using a sequence of symbols
that are spread over sequential time slots (ts). We considered
binary concentration shift keying (BCSK) modulation at each
antennas, i.e., N molecules are emitted for a bit-1 and no
emission is done for a bit-0 [15], [16]. Demodulation takes
place at the end of each symbol slot and BCSK symbols
are demodulated by thresholding the number of received
molecules at Rx1 (NRx1 ) and Rx2 (NRx2 ) in a given symbol
slot. The demodulated symbol at the mth symbol slot of Rxi
is denoted by sRxim . In MC, the number of received molecules
is highly affected by previous emissions, which causes inter-
symbol-interference (ISI). For tractability, we consider a finite
number of symbol slots for ISI and we neglect the insignificant
part of the ISI. With a given ISI window (η), the number
of received molecules at the mth symbol slot is the sum of
Binomial distributed random variables where each summand
represents the number of hitting molecules due to a previous
emission. For tractability, if we use Gaussian approximation
for Binomial random variables and if we consider an ISI
window of η, then the general case is formulated as follows:
NRxi [m] ∼ N(µ, σ2)
µ =
η∑
k=0
NsTxim−k Fii[k] +
η∑
k=0
Ns
Txj
m−k Fij[k]
σ2 =
η∑
k=0
NsTxim−k Fii[k] (1−Fii[k])
+
η∑
k=0
Ns
Txj
m−k Fij[k] (1− Fij[k])
(5)
where N(µ, σ2), NRxi [m], sTxik , and Fij[k] denote a Gaussian
random variable with mean µ and variance σ2, the number
of received molecules for Rxi at the mth symbol slot, the bit
value for Txi to send at the kth symbol slot, and probability
of hitting to Rxi for the molecules emitted from Txj at the kth
following symbol slot. Please note that Fij[0] corresponds to
the hitting probability at the current symbol slot. By using the
output of the ANN technique, we are able to model NRxi [m],
which enables the evaluation of BER analytically as follows:
Pe =
∑
s
Tx1
m−η:m, s
Tx2
m−η:m
P
e|sTx1m−η:m, s
Tx2
m−η:m
P(sTx1m−η:m)P(s
Tx2
m−η:m) (6)
where
P
e|sTx1m−η:m, s
Tx2
m−η:m
=
1
2
P(sRx1m 6= sTx1m |sTx1m−η:m, sTx2m−η:m)
+
1
2
P(sRx2m 6= sTx2m |sTx1m−η:m, sTx2m−η:m).
(7)
These probabilities are evaluated by the tail probabilities of
the Gaussian random variable that is defined in (5).
IV. RESULTS AND ANALYSIS
Common system parameters for simulations, TDS, and VDS
are presented in Table I. From the given datasets, each of
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Fig. 3. The received signal plots for d = 2 µm, h = 1 µm, R = 3 µm,
D=100 µm2/s with the time resolution of 1ms. F11 is shown on the top
response plot and F21 is shown on the bottom plot.
TABLE I
RANGE OF PARAMETERS USED IN THE EXPERIMENTS
Parameter Value
Number of emitted molecules 3 000
Duration of channel simulations (tend) 1.5 s
Replication 500
TDS Distances (d) {3, 5, 7, 9, 11} µm
VDS Distances (d) {2, 4, 6, 8, 10} µm
Distance between antennas (h) {0, 1, 2} µm
Diffusion coefficients (D) {50, 100} µm2/s
Receiver radius (R) {3, 5, 7} µm
the VDS and TDS have 5× 3× 2× 3=90 different cases,
making a total of 180 cases. Each simulation case is replicated
500 times to estimate the mean channel model.
A. Received Signal Analysis
In Figs. 3 and 4, the received signals are plotted for sim-
ulation data, curve-fitting, and ANN (one-machine and two-
machines) techniques. Note that the ANN technique requires
no simulation data, while the curve-fitting method does. After
training an ANN, we estimated channel model parameters for
VDS by giving only the system parameters as input.
It can be seen from Fig. 3 and 4 that the trained ANN esti-
mates the channel model parameters effectively for d = 2 µm
and d = 8 µm cases. We observe that the trained ANNs per-
form better at longer distances, a finding that will be detailed
and quantified in the following subsection.
B. RMSE Analysis
To analyze the performance of one-machine and two-
machines, we evaluated the root mean square error (RMSE) of
cases with respect to simulation data in terms of the channel
response. In Tables II and III, the mean RMSEs of the channel
responses for the given methods are presented for different
TDS sizes. In the tables, the cases are grouped by the number
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Fig. 4. The received signal plots for d = 8 µm, h = 1 µm, R = 5 µm,
D = 50 µm2/s with the time resolution of 1ms. F11 is shown on the top
response plot and F21 is shown on the bottom plot.
TABLE II
MEAN RMSE VALUES FOR ANN TECHNIQUES WITH FULL TDS
D = 50 µm2/s D = 100 µm2/s
One ANN Two ANN One ANN Two ANN
d = 2 µm
F11(t) 0.1561 0.1596 0.3043 0.2827
F21(t) 0.0437 0.0458 0.0537 0.0540
d = 4 µm
F11(t) 0.0574 0.0575 0.0922 0.0924
F21(t) 0.0195 0.0201 0.0229 0.0234
d = 6 µm
F11(t) 0.0395 0.0395 0.0538 0.0537
F21(t) 0.0176 0.0177 0.0217 0.0218
d = 8 µm
F11(t) 0.0305 0.0305 0.0383 0.0383
F21(t) 0.0152 0.0153 0.0198 0.0199
d = 10 µm
F11(t) 0.0239 0.0239 0.0303 0.0304
F21(t) 0.0133 0.0133 0.0182 0.0183
of ANNs, d (distance between transmitter and receiver), and
D (diffusion coefficient).
In Table II, mean RMSE values are given for different
groups of input parameters. The main takeaway of these results
is that the one-machine method learns the channel model
parameters slightly better than the two-machines method. A
second takeaway is that the proposed techniques perform better
when we increase the distance. For the short distances, the
compensation parameters cannot work effectively enough to
model the molecular MIMO channel parameters. The gain of
the proposed technique is higher for the longer distances both
in terms of RMSE (i.e., the modeling performance) and the
run-time (simulations for the longer distances require much
more run-time).
We also analyzed the dataset requirements of the proposed
methods by considering only half of the TDS for training
(we removed data randomly for the half TDS). We observed
different performance for ANNs according to amounts of
input data. When we trained the ANN using full TDS one-
TABLE III
MEAN RMSE VALUES FOR ANN TECHNIQUES WITH HALF TDS
D = 50 µm2/s D = 100 µm2/s
One ANN Two ANN One ANN Two ANN
d = 2 µm
F11(t) 0.1875 0.1688 0.3155 0.3222
F21(t) 0.0628 0.0553 0.0799 0.0729
d = 4 µm
F11(t) 0.0592 0.0590 0.0922 0.0926
F21(t) 0.0231 0.0219 0.0275 0.0270
d = 6 µm
F11(t) 0.0404 0.0401 0.0543 0.0540
F21(t) 0.0188 0.0184 0.0237 0.0229
d = 8 µm
F11(t) 0.0314 0.0312 0.0390 0.0388
F21(t) 0.0165 0.0156 0.0207 0.0205
d = 10 µm
F11(t) 0.0247 0.0246 0.0309 0.0306
F21(t) 0.0147 0.0137 0.0182 0.0188
machine technique showed better performance than the two-
machines technique, as shown in Table II. This situation is
reversed, however– the two-machines technique shows a better
performance– when we used half of the TDS for the training
phase (Table III). Hence, the one-machine technique performs
better at modeling the channel, though it requires more data
for training.
C. Case Study: Theoretical BER Analysis
As a case study, we considered the channel model from
ANN and evaluated the BER by using (6). To validate our
model, we also ran simulations with the given parameters
and obtained the empirical BER results. Simulations were
replicated with consecutive 106 bits. In Fig. 5, we observe
that the simulation and model results are remarkably close for
the selected case from VDS. In the zoomed inset plot, we can
see a small deviation from the simulation result.
V. CONCLUSION
In this work, we have developed a novel technique to model
the molecular MIMO channel with two point transmitters
and two absorbing spherical receivers. Currently, the literature
offers no analytical model for the molecular MIMO channel
in the literature yet. Therefore, we approached the problem
from a novel perspective and we applied ANN-based tech-
niques, namely one-machine and two-machines techniques. We
showed that the proposed ANN-based techniques effectively
model the molecular MIMO channel. In general, the one-
machine method performs slightly better than the two-machine
method. This performance depends, however, on the TDS
size. Moreover, we showed how to utilize the channel model
for theoretical BER calculations as a case study. For future
work, we will focus on higher order antenna systems and TDS
properties to select an appropriate ANN number.
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