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ABSTRACT

High Frequency (HF) communication has been shown to be a useful
communication technique from the very beginning of World War I and it accelerated
during World War 11. This is attributed to its simplicity, ability to provide near globe
connectivity at low power without repeaters, moderate cost, and ease of proliferation [I].

In fact, the HF communication system utilizes the ionosphere [2][3][4]to refract the skywave signals to a distant receiver. This ionospheric channel has some disadvantages.
First, it is a non-stationary channel as the HF frequency propagation is a function of the
sun spot activities, solar winds, and diurnal variations of the ionization level [ 5 ] . Second,
the channel produces distortion in both signal amplitude and phase. As the different
ionospheric layers move up or down, independent Doppler shifts on each propagation
mode are introduced. Multipath fading [6] caused by multiple refractions of the signal
fiom the ionosphere with or without ground reflection causes performance degradation in
the HF system.
Some techniques have been developed to improve HF performance [I]. One
example is Space-Diversity [7], which uses more than one antenna at distant spaces to
combine the received signal. Angle-of-Arrival Diversity that takes advantage of the fact
that different modes have different arrival angles at the receiver, and so, highly
directional antenna for example, can be used to improve the system performance.
Another method of improving HF performance is to use different frequencies to transmit

and receive messages. This method is known as Frequency diversity. Using timediversity, one can add a degree of redundancy to the transmitted message through the use
of different types of coding, interleaving, etc.
In the military standard, MIL-STD- 188- 11OA [8], a convolutional encoder
[9][10] followed by interleaver [Ill-[14] was used to scramble and transmit the data in
different bit rates. In the presence of multipath fading [ 151, a training sequence is
transmitted in an interleaved fashion with the data symbols with a 50% duty cycle. This
has the disadvantage of losing half the bandwidth. At present, the recent advances of the
Digital Signal Processing (DSP) [16][17] make it possible to reduce the bit-error-rate
"BEY and increase the transmission bit rate [18] through the usage of adaptive
equalization [ 191-[211 which will be the focus of this dissertation.
Equalizers such as, Transversal Equalizer [ 161, Blind Equalizer [22], Training
waveform Equalizer [23], and Minimum Mean Square Error (MMSE) [20] Adaptive
Equalizer have been applied into various communication systems. This proposal work
will be to initially apply some of the previous developed equalizer to the HF channel
specifically. Thereafter, new adaptive channel equalization [24],[25] will be developed to
compensate for transmission channel impairments due to bandwidth limitations,
multipath propagation, and rayleigh fading [211 conditions in mobile environments. A
new technique for frequency offset prediction has been developed and finally, a new
approach for MIL-STD-188- 110A high frequency single-tone modem employing
orthogonal Walsh-PN codes has been implemented.
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CHAPTER ONE: THE IONOSPHERE

When the solar radiation reaches the atmosphere region, which extends from
about 30 to 375 miles above the earth's surface, electrons are stripped fiom the atoms and
consequently positively charged ion particles are produced [26]. This process is known as
ionization, and the region of these electrically charged particles is known as the
ionosphere. This production of the electrons occurs only during the daylight since solar
radiations are required. One of the most important features of the ionosphere region is
that the atmosphere pressure in the ionosphere is extremely small. As a result, collisions
between the charged ions and the free electrons (loss of electrons) are very slow and
occur day and night [27]. Figure 1.1 depicts the process of production and loss of
electrons in the ionosphere region of the atmosphere.

\

V

Uncharged
Molecule

Free Electron

m

Positively Charged Ion

Figure 1.1: Production (Top) and Loss (Bottom) process of electrons in the atmosphere

Because the chemical composition of the air varies with height, and because the
ability of different gases of the atmosphere to absorb solar radiation at different
frequencies varies within the ionosphere, different layers of the ionosphere with different
electron density as a function of height can occur. Four layers or regions of varying
ionization are classified depending on their altitude [28][29]. Figure 1.2 depicts these
various layers and their electron densities as a function of height. One should notice that
the curve of electron density has several maxima [29]. The higher the layer, the more
dense and more ionized it will become.

Altitude in mik

Figure 1.2: An approximately to scale drawing showing the various ionosphere layers and
the approximate distribution of electrons

In 1920, Appleton [29] discovered the first layer and gave it the letter E for
electric waves. Later on, layers D and F were discovered. Figure 1.3 depicts these layers
and their corresponding height from the earth's surface.
F2 155-375 Miles

\

Figure 1.3: The ionosphere D,E, and F regions

The following subsections are a brief description of each layer.

1.1 The D-Region
The D region extends from 30 to 55 miles above the earth's surface. The
ionization of this region takes place only during the day and reaches its maximum when
the sun is at its zenith and decays toward the sunset. Signal absorption happens at this
layer.

1.2 The E-Region
Above the D region and at an altitude of between 60 and 90 miles, the ionization
of the E layer reaches its maximum ionization at noon and reaches its minimum activities
at midnight. Sometimes, this region, known as Sporadic E [I], can have enough electron
density to support sky wave propagation at the upper HF band.

1.3 The F-Region
The most important region for the propagation of high frequency (HF) radio is the
F region, which extends from 90 to 375 miles above the earth's surface. This region tends
to be heavily ionized which enables it to refract sky waves. Most importantly, this region
retains its ionized properties even after sunset and since it is located at a higher altitude, it
allows longer communication paths.
The F layer consists of two distinct layers, namely, F1 and F2. The F2, at altitude
155 to 375 miles, has the most electrons lifetime and hence, more availability for HF
communication. F 1,which extends at altitude between 90 to 155 miles, exists in the
daytime and disappears at night leaving F2 available for HF refraction.

1.4 Reflection and Reflection of Skv Waves by the Ionosphere

Because the chemical composition of the air varies with height, the dielectric
constant (k), and hence the refractive index (n) (n = ,/dielectric constant, k ) of the air
will also vary with height and in general, will decrease with increased height. This

reflective index of the air will determine the behavior of the signal traveling in the
atmosphere. The reflective index is related to the modified reflective index Mas [I:

where
n = refractive index

h = height above ground
a = radius of earth (= 6.37 x lo6m)

The variation

dM
of M with height is a very important factor in radio
dh

propagation. At high altitudes, the dielectric constant (and hence, n ) is independent of
height. As a result, M increases 0.048 units per A. At low altitudes and near the surface of
the earth, the dielectric constant decreases linearly with increasing height and therefore,

M increases linearly at a constant rate less than 0.048 units per A.
When a ray travels in the atmosphere, the change in the refractive index with
height causes the ray to bend away from the regions of low dielectric constant toward
regions of high dielectric constant [30]. Four possible cases might occur, depending on
the dielectric constant:

In the first case, when the dielectric constant doesn't change with height, the wave
will travel in a straight line and will not be bent as shown by a in Figure 1.4 The second
case is when the dielectric constant increases with height. In this case, the wave path will
bend away from the earth as shown by b in Figure 1.4 If the dielectric constant decreases
with height, which is a typical condition of the atmosphere, the wave path will be bent,
i.e., refracted toward the earth and allows for long distance communication as shown by c
5

in Figure 1.4 In the final case, which occurs when the dielectric constant decreases with
dM
height at a rate that keeps M constant (dh

= O), the

curvature of the ray will be the as

that of the earth as shown by d in Figure 1.4.

Figure 1.4: Effect of different rates of variation of refractive index n with height on radio
wave path
When a radio wave reaches the ionosphere, the electrons in the ionosphere affect
the path of the radio wave and cause the wave to be bent away f?om the region of high
electron density toward the region of lower electron density. In this part of the
atmosphere, each electron in the ionosphere acts as a small radio antenna that reradiates
the energy of the passing radio wave.
The amount of bending of the radio wave path caused by the ionosphere is related
to the refractive index of the ionosphere by [30]:

where
n = refractive index

k = equivalent dielectric constant relative to that of fiee space
N = number of electrons per cc
f = frequency, kc
From Equation (1.2) it is clear that the real part of the refractive index is always
less than unity. It is also clear that the deviation of the refractive index from unity
becomes greater with higher electron density and lower frequency.
The phase velocity of a wave traveling through the ionosphere is inversely
proportional to the refractive index and is given by:
phase velocity =

velocity of light
n

From Equation (1.2), n < 1 for the ionized medium and hence, the phase velocity
in the ionosphere is always greater than the velocity of light. This difference in phase
velocity increases with increasing electron density. As a result, when a wave enters the
ionosphere, it starts bending as it travels through the higher electron density region of the
ionosphere.
A wave travels at a point P (Figure 1.5) in the ionosphere in a direction given by
Snell's law as:

+

n sin = sin @o
where
n = refractive index at point P
@= angle of refraction at point P

& = angle of incidence at lower edge of the ionosphere
An interesting point in the ionosphere is the point P, where the angle of
reflection @= 90' and the refiactive index n = sin &. At this point, the smaller the angle
of incidence &, the higher the electron density (and hence, the smaller the refractive
index) required to return the wave toward the earth. When & = 0,which corresponds to a
vertical incidence, the refiactive index must be zero in order for the reflection to occur.

f 2.
From equation (1.2) this occurs when the electron density N = 81
Since each layer of the ionosphere has a maximum electron density, then the
maximum frequency that will be reflected from that layer independent of the incidence
angle is equal to f =

K

- ,where N corresponds to the maximum electron density of the

layer. Frequencies below this frequency (also known as the critical frequency) will be
reflected from the layer irrespective of the angle of incidence. To reflect waves with
frequency higher than the critical frequency, the angle of incidence has to be changed
such that n = sin @o is satisfied, otherwise, the wave will pass through the layer.

Figure 1.5: Reflection of a radio wave in the ionosphere
8

CHAPTER TWO: IONSPHERIC VARIATIONS

Many factors affect the stability of the ionosphere; some of these are described
below.

2.1 Solar Cycle

The solar cycle varies between 9 to 14 years [I]. At solar maximum, more
radiation is emitted from the sun and therefore, higher frequencies above 30 MHz will
successfully propagate. On the other hand, solar minimum will support only the lower
frequencies of the HF band, less than 20 MHz.
Sudden ionospheric disturbances (SID) due to solar flares may occur and increase
the ionization of the D region, causing more absorption of the HF signals. This is also
called short wave fade-out and has more effect on low fiequencies than high fiequencies.

2.2 Diurnal Variations
During the day and around noon, solar radiation causes more electrons to be
produced in the ionosphere and therefore hgher frequencies can be used for propagation.
During the afternoon and toward the evening, D, E, and F1 regions start to disappear
causing less absorption of the radio waves and therefore, operating fiequencies become
lower.

2.3 Sporadic E

Sporadic E can be used for HF communication when its electron density reaches a
point where it can refiact HF frequencies. Sporadic E sometimes obscures the F region
and prevents the signal fiom reaching the F region. This phenomenon is known as
sporadic E blanketing [26]. If Sporadic E is partially transparent, refraction of the signal
fiom both the F region and the Sporadic E region may lead to partial transmission or
fading of the signal as depicted in Figure 2.1.

Figure 2.1 : Signal passes through the Sporadic E
-------- Partially transmitted by the Sporadic E and the F layer.
Passes through Sporadic E and refracted by the F layer.

Due to irregularities in the F region, this region becomes diffise and spread F
occurs. In this case, radio waves are refracted from different locations and heights at
slightly different times, which scatter the radio wave.

2.5 Variation in the absorption
Absorption occurs in the D region during the daytime and becomes insignificant
at night. The degree of absorption varies with the solar cycle, being greatest around solar
maximum, summer, and during the middle of the day. Huge explosions in the sun
(Flares) emit radiation that ionizes the D region and increases HF absorption [26].

CHAPTER THREE: HF COMMUNICATIONS

As depicted in Figure 3.1, the HF band covers the frequencies between 3 and 30
MHz of the radio fiequency. Using the following relationship between frequency and
wavelength for electromagnetic waves [3 11:

where, f is the frequency in MHz, h is the wavelength in meter, and c is the free space
velocity of light ( =300x 1o6 meter per second), then, the corresponding wavelength would
be between 10 and 100 meters. This wavelength is shorter than the wavelength used by
commercial broadcast stations, which is why HF is refmed to as "short wave".
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3.1 Types of HF propagation

The path in which an HF radio signal propagates to its destination receiver
determines the type of HF propagation. The two basic types of propagation, ground wave
and sky wave propagation [I], are depicted in Figure 3.2 and described below:

Transmitber
Antenna

Receiver
Antenna

Figure 3.2: Propagation paths of the HF radio signal
3.1.1 Ground Wave Propagation

In this type of propagation, waves travel alone the surface of the earth in the
absence of the ionosphere. This type can be classified into three different categories:
Direct wave or Line-of-Sight (LOS)wave, Surface wave, and Ground-Reflected wave.

3.1.1.1 Direct Wave or Line-of-Sight (LOS) Wave

In this type of ground wave propagation, the wave travels in a straight line to its
destination. This requires that the transmitter and the receiver antennas see each other to
be able to communicate. The antenna's height is a very important factor in determining
the range of propagation.

3.1.1.2 Surface Wave

Surface wave propagation travels along the earth's surface and the range of
propagation depends on the Frequency, conductivity of the surface, and polarization. In
this type of propagation, a distance of 200 to 250 miles over the sea can be reached, while
a distance of less than 20 miles over the land is possible.

3.1.1.3 Ground-Reflected wave

This is the last ground wave propagation component in which the surface of the
earth is used to reflect the wave between the transmitter and the receiver.

3.1.2 Sky Wave Propagation

In sky wave propagation, the ionosphere is a critical factor in the HF propagation
performance. Beyond Line-of-Sight (BLOS) communication is possible in this type pf
propagation. When the transmitted signal reaches the ionospheric region, the different
layers of the ionosphere absorb, refract, or pass these waves. As mentioned in chapter 2,
absorption occurs in the D layer and during the daytime, while refraction from the F layer
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and sometimes from the E layer (when Sporadic E occurs), making communication
possible around the clock. Different ionospheric variations discussed in chapter 2 are
responsible for HF performance.
The following sections discuss the different definitions used in HF
communication such as Maximum Usable Frequency (MUF), hop length, propagation
modes, etc.

3.2 HF Freauencv Ranee
Even though the HF frequency band extends from 3 to 30 MHz, not all of the
frequencies are able to refract from the ionosphere at all times. Usable frequencies are
determined by the ionospheric status. Maximum Usable Frequency (MUF) [32]
determines the maximum frequency that the ionosphere can refract to the earth and any
frequency higher than this upper limit will penetrate the ionosphere to the outer space.
Since refraction is possible via the E and F layers during the day using different
frequencies, Maximum Usable Frequency associated with the E layer is called EMUF,
while FMUF is associated with the F layer.

On the other hand, as frequency reduced, absorption increases to a point where
the signal is completely absorbed. This absorption occurs in the lower layer of the
ionosphere which is the D layer,. This frequency lower limit is called Lower Usable
Frequency (LUF). These MUF and LUF are not fixed and vary from time to time
depending on the ionospheric variations due to solar cycle, seasonal variations, and other
variations of the ionosphere.

Eighty five percent (85%) of the MUF is called the Frequency of Optimum
Transmission (FOT), and is shown in Figure 3.3.

F R E Q U E N C Y OF OPTIMUM
T R A N S M I S S I O N (FOT)
ABOUT8596 OF M U F
P E N E T R A T E THE
IONOSPHERE
TO T H E S P A C E
A B S O R B E D B Y THE

M AXlM U M

Figure 3.3: MUF, LUF, and FOT frequencies of the HF region

3.3 Hop Length

The distance that a radio wave can reach after refracted from one of the
ionospheric layer to the earth is called the hop length [26]. This distance is determined by
many factors, including the layer altitude fi-om which these waves refracted. The higher
the layer is, the longer the hop length. Another factor that affects transmission distance is
the transmission elevation angle. For example, at a 4 degree elevation angle, a hop length
of 3200 km can be achieved from the F layer at a 300 krn height, while at the same
elevation angle of 4 degrees, and using the E layer at a height of 100 km, the hop length
is 1800 km as shown in Figure 3.4 More than one hop can be used for longer distances.
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F Region
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E Region
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Figure 3.4:Hop length for the E and F layers at height of 100 km and 300 km
respectively, and antenna elevation angel of 4 degrees
3.4 Propagation Modes

The way in which a radio wave travels to the designated receiver can take
different paths and can occur with a combination of more than one layer. In the same
layer, the minimum number of hops required between the transmitter and the receiver is
called the first order mode and each extra hop increases the mode by one as depicted in
Figure 3.5
Sometimes, more than one refkaction between two or more ionospheric layers can
occur without being reflected from the ground. This occurrence is known as chordal and
ducted modes [26], and is shown in Figure 3.6

Figure 3.5 : Example of HF radio wave propagation modes

F Region

Region

Figure 3.6: Chordal, Ducted, and Complex propagation modes

CHAPTER FOUR: THE HF CHANNEL

HF communication is characterized by multipath propagation as well as fading.
Transmitted signals travel over several propagation modes to the receiver via single or
multiple hops from the E and F ionospheric layers. The signals arriving at the receiver
may be spread in time by as much as a few milliseconds.
Ionospheric conditions cause distortion in both signal amplitude and phase and
when different ionospheric layers move up or down, independent Doppler shift*on each
propagation mode is introduced. Multipath arises from paths with different time delays
of the HF channel.
Natural inhomogeneities in the ionosphere cause multipath spreads of 20 to 40 ps
on each propagation path, and the highflow and ordinarylextraordinaryrays results in a
path spread of about 200 ps. A maximum multipath spread of 100 ps is common for
single hop links (800-2000 krn). In this case, all paths travel via the same refkaction area
and hence, the difference in the Doppler spread on different modes is not that significant.
The HF channel is often a very slow fading channel, with a typical Doppler spread of
0.01 Hz. For multi-hop skywaves, the Doppler shift differences can range from to 1 to 2
Hz (fades per second.)

* An offset in frequency as perceived by a receiver, from the nominally transmitted frequency fi)caused
by relative motion of the channel, @-%/c,
where v is the relative velocity and c is the speed of light

4.1 Multipath

Multipath, in general, occurs when the transmitted signal travels toward the
receiver though two or more paths nearly simultaneously [33] as shown in Figure 4.1

Figure 4.1 : Two Ray Multipath Fading Model

The received signal , y(t), is given by:

where X(t) is the transmitted signal, XR(t)is the received signal, 01 is a constant, and XR.
(t-T) is the ground reflected signal, delayed by time %
If the two received signals happen to be in phase, the combined received signals
will be stronger. However, since the arrival time of the signal is a h c t i o n of the path
length, these different paths signals usually arrive out of phase. This occurrence, called
"fading", causes the signal level to vary in the time domain.

In HF communications, multipath fading [IS]is the most important cause of
signal distortion [6], [34] which degrades the system's performance. The different layers
of the ionosphere make it possible to refract the signal to the receiver through different
paths nearly simultaneously (multipath), or from two or more layers simultaneously
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(multimode), from the Sporadic E, E, F1, or F2. Sometimes, it is possible for the signal to
bounce from one or more ionospheric layers (multihop), as depicted in Figure 4.2.
Signals arriving at the receiver may spread in time by as much as few milliseconds [I].

Figure 4.2: Multipath fading
4.2 Watterson Based Channel Simulator

HF propagation involves several interrelated phenomena that result in a highly
variable medium. Though over the air tests are possible, HF propagation conditions are
almost impossible to repeat. Therefore, a means to create an artificial ionospheric test
medium that can be reproduced at will is a valuable tool to acquire.
Computer simulation is one way to obtain quantitative results. Simulation results
based on theoretical concepts can provide the basis for establishing expected performance
characteristics, and serve as a guide for software and hardware requirements1
expectations. A combination of simulation1stimulation tools can provide an essential

justification for continuing development work without the risk especially if they use real
time processes.
Watterson et a1 [35], using wide-band HF emissions over a path between Bolder,
CO and Washington, DC, proposed a model for a narrow band HF channel. This model

forms the basis for most modem HF channel simulation work and is used frequently for
both software and hardware channel simulations.
The HF channels are non-stationary in both frequency and time, but if considered
over small bandwidths (<10 kHz) and sufficiently short times (<10 minutes), most
channels can be considered stationary and therefore can be represented by a stationary
model. This model, known as the "Watterson Gaussian-scatter HF ionospheric channel
model", is based on these assumptions.
The HF channel is modeled as a tapped delay line, with one tap for each
resolvable mode (or path) in time [36]. The delayed signal is modulated in amplitude and
phase by a complex random tap-gain time-dependent h c t i o n given by:

gi ( t )= g , ( t )exp {( j 2

ic

f;, 0 )+ gib(0exp { ( j 2 ir f;,0 )

where a and b describe the ith elements for each of the two magnetoionic path
components in the model, andja andJb denote their fiequency shifts. The two functions
gja(r)and gib(r) are statistically independent, complex bivariate Gaussian random sample
fbnctions of an ergodic process, each having zero mean and equal variances that produce
Rayleigh fading. The above structure allows us to model fading, delay spread, frequency

spread, and Doppler shifts. The spectrum of the two-magnetoionic components is then
given by:

a;, and a control signal attenuation, @a and ~b control the fiquency spread& andAb
control the Doppler frequency shifts. The Watterson model shown in Figure 4.4 uses the

RMS values of the two magnetoionic component to effectively place a deep notch in the
HF channel as seen in the Figure 4.3.

Figure 4.3: Tap Gain Frequency Spectra for 2 Ray Model

The real input signal is transformed to an analytical signal by a Hilbert transform
[37] before it is fed to an I/ Q tapped delay line with a two-ray model. RNGl is a
Gaussian random variable that is processed by an IIR LPF to simulate the frequency
spread. RNG2 is used to produce the Doppler shift.

Figure 4.4: Watterson Based HF Channel

Figures 4.5 through 4.7 depict a realization in time and frequency domain of flat,
good, and poor HF channel conditions respectively and generated using Oregon
Hardware-Software Factory HF channel simulator based on the Watterson model.

flul.wav 151 Cool Edit Pro

Figure 4.5: Flat HF channel condition. Time domain on top and frequency domain on
bottom

Figure 4.6: Good HF channel Condition. Time domain on top and frequency domain on
bottom

Figure 4.7: Poor HF channel Condition. Time domain on top and frequency domain on
bottom

4.3 Channel Equalization
To compensate for transmission channel distortion, channel equalization can be
used [19], [38]-[40]. One definition of equalization as given in the second edition of
Telephony's Dictionary [4 11 is "the reduction of frequency distortion and/or phase
distortion of a circuit by introducing networks to compensate for the difference in
attenuation, time delay, or both, at the various frequencies of the transmission band".
Channel equalization is normally accomplished with respect to finite impulse
response (FIR) filters with adjusted or fixed taps weights that adjust based on the channel
characteristics. Different types of equalizers exist, the simplest of which is shown in
Figure 4.8, is the transversal filter with easily adjusted tap weights [16]. One drawback to
this type of equalizers is that once the tap weights are adjusted, they remain fixed during
the transmission of data. Adaptive equalizers on the other hand, have the ability to adjust
the tap weights in an adaptive way in order to produce an undistorted output from
distorted input. The Blind equalizer [22] is an example of an adaptive equalizer and is
depicted in Figure 4.9. The training waveform adaptive equalizer [23], shown in Figure
4.10, is the most robust and effective equalizer, provided that the system can afford the
overhead associated with the transmission of the training waveform.

Figure 4.8: Transversal Equalizer
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Figure 4.1 0: Training Waveform Equalizer

4.3.1 Zero Forcing Equalizer

The transversal equalizer [16] consists of a T seconds tapped delay elements and

has ( 2 N + I ) tap coefficients feeding a summing junction. The tap gains or coefficients
h-~+].
...ho,hl,...hN are unknowns that need to be computed. Usually a pulse is sent to
generate the received pulse x(t) at the sampling time. The process for the operation is as
follows:
1. Send a test pulse through the transceiver.

2. Measure the received channel response to the pulse, x(t) at the sampling
times.
3. Solve a system of linear Equation by Matrix inversion.

4. Set gains of tap weights.

The desired output of the transversal is given by:

This output is sampled at t = tk = (k+N)T, the the output is given by:

y(t,) =

C h,, x[(k+N)T,-(n+

N)T, ] = C h nx[(k-n)T, ]

In an index domain the output is given by:

Ideal ,for no Intersymbol Interference ( ISI):

With (2N+1) taps this requirement becomes

Equation 4.6 can be written in matrix format as:

Matrix inversion is performed and Equation 4 yields:

This simplifies to:

The solution is the middle column of the inverse matrix.

Tap Gain Calculation Example

In this example, the channel is assumed to have a sinc function as an impulse
response. Additive Gaussian noise and random time jitter is added to the channel
impulse response as shown in the MATLAB script file listed below:

If an impulse was transmitted and 2N+ 1=13 samples of the channel impulse
response were measured and given by:

0.0058]

The Pr matrix, defined as the input correlation matrix, is formed as formulated below:

The Inverse of PR is performed and the resulting inverse matrix is given by:

4.3.2 Minimum Mean Square Error Adaptive Equalizer

One of the drawbacks of the zero forcing equalizer is that the process requires the
transmission of a single impulse carrying enough power to be received with an acceptable
signal to noise ratio. The pulse needs to be transmitted before the start of the data
transmission phase, such that the channel impulse response x(t) is sampled for the matrix
inversion process at the receiver. Another drawback is of course the non-adaptive nature
of the zero forcing equalizer.
A minimum mean square error (MMSE) criterion [16] is often used in designing

an adaptive equalizer. The tap weights of the FIR filter are adjusted such that the mean
square error between the received samples x@T), and a desired sequence dp). An
MMSE adaptive equalizer is depicted in Figure 4.1 1.
The output of the equalizer is given as:

The tap weights are to be computed such as the mean square error between the
output y(t) and a desired signal d(t) is minimized.

Figure 4.1 1: Training Waveform for Minimum mean square error equalizer

The error between the output y(t) and a desired signal d(t) is given by:

e(t) =

-Y 0 )

The mean square error is the expected value of the square of e(t) and is given by:

5 = E { [ d ( t )- y(t)12)
This simplifies to:

The MSE is a quadratic concave function of ha and hence has a minimum when:
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Using the chain rule, this yields:

Carrying out the differentiation yields:

E { [ d ( t )- y ( t ) ] x ( t- m T ) )

for

m = 0, f 1, f 2,.... f N

E { d ( t ) x ( t - m T ) ) = E { y ( t ) x ( t- m T ) )
The expected values on both sides are crosscorrelation functions given by:

and hence

for

m = O , fl,f 2,.... + N

The condition for minimum mean square error, after dropping the constant T is then
given by:

Rxd( m ) =

h, R, ( n - m )

This is very similar to the Zero forcing equalizer condition given by Equation 4.6
rewritten below:

except that autocorrelation and crosscorrelation functions are used instead of the input
and output sample points. The condition for minimum mean square error can be written
in matrix form as:

The MMSE condition is achieved by solving for the FIR filter taps in the matrix Equation

shown below:

The solution is formulated by:

4.3.3 Toeplitz Matrices

An N by N square matrix whose elements in any diagonal are equal is called a
Toeplitz matrix [42]. A Toeplitz matrix is completely defined by its first row and its first
column. If the first row is identical to its first column then the Toeplitz matrix is called a
Toeplitz hermitian matrix.
The autocorrelation of a real signal is always an even positive function and the

MMSE condition reduces to the task of finding the inverse of a toepliz matrix. Matrix
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inversion techniques such as Gauss elimination technique have a complex computation
process. The Levinson-Durbin algorithm is an efficient matrix inversion algorithm for
toeplitz matrices.

4.3.4 Levinson-Durbin Algorithm

If the desired signal d(t) is equal to x(t) then the equalizer structure will be as
shown in Figure 4.9.

b

Adaptive Algorithm

Figure 4.5 : Blind Equalizer with Levinson-Durbin Algorithm
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In this case the cross-correlation samples are replaced with the samples of the
autocorrelation function. For conventional purposes, a minus sign is added to the signal
estimate.

The number of taps is N, and the MMSE condition becomes:

These are called the Yule-Walker equations, and are iteratively solved by the
levinson-Durbin Algorithm [42]. The goal is to find all the filter tap weights hF;) for a
given N. The algorithm starts by finding the first order predictor (N=l) tap weight hl(l),
use this results for the second order predictor (N=2) tap weights h2(2) and h2(l) and so
forth.
The Levinson-Durbin Algorithm starts with the Yule-walker Equation rewritten below:

Solve for h2(2) in Equation 4.13

Substituting for hl(l) from Equation 4.12 in Equation 4.15, one obtains

Substituting for h2(l) from Equation 4.17 in Equation 4.14, one obtains

This simplifies to:

So, to summarize for N=2:

The tap weights of the mth order predictor are expressed in terms of the (m-1) the order
predictor as follows:

dm&) and Km need to be determined, and the process starts by partitioning the m by m

autocorrelation matrix R, as follows:

Where R bt ,-I

= [R, (m- 1)

R, (m- 1) .... R, (I)],which is the transpose of the

autocorrelation vector taken in reverse order ("FLIPLR" operation in MATLAB), and the
MMSE is used to find the solution of:

The solution is:

R, ( m ) + [R, ( m - 1) R, ( m - 2 )

K,

=-

Summarizing:

...

R, ( I ) ]

[

h,-l(')

1

MA TLAB Implementation
A MATLAB script example using the above Equation is given below:

%Levinson-DurbinAlgorithm
clear all
close all

km(1)=-R(2)/R(I) ;
P(2) =R (I) *(1-km(l) *km(1)) ;
m=1
hh =km(l)
for j=2:N

h(l j-1)

= hh(1j-1)

+ kmj) *fliplr(hh(l:j-1));

end;

MA TLAB Results

The result is given by:

Verification bx Matrix inversion method:

CHAPTER FIVE: MIL-STD-188-11OA

With the increase of HF applications in both of the military and civilian areas, the
basic radio components vary fiom vendor to vendor depending on the application and
techniques involved. Although differences exist, radio attribute standards have been
established to allow easy interoperable for all radios. In HF area, these standards include
equipment specifications, signal processing, waveform, design, etc. One of these
standards addresses basic HF system design and procurement. This standard, issued in

199 1, is the military standard [8] MIL-STD- 188- 110A: Equipment Technical Design
Standards for Common Long-Haul1 Tactical Data Modems. This chapter presents the
MIL-STD- 188-11OA in great detail.

5.1 Modulator

Before a digital signal is transmitted over HF channel, different modulation
techniques are used to convert the message digital symbols into better waveforms. These
techniques improve the system performance against various channel impairments, such as
noise, fading, multipath, etc. Table 5.1 lists variety of modulation techniques
recommended in MIL-STD- 188-11OA. This research work concentrates on a study case
with an HF radio channel of 3-KHz bandwidth, 8-ary PSIS modulation, and data rates
150-24000 bps.

Table 5. 1
Modulation Techniques Recommended by MIL-STD- 188- 11OA

Channel

Modulation Type

Data rate (bps)

VF (4 KHz)

FSK

1 150

VF (4 KHz)

FSK

I1200

VF (4 KHz)

(various)

600 or 1200

VF (4 KHz)

(various)

2400

VF (4 KHz)

DPSK

4800

VF (4 KHz)

QAM

4800,7200,9600

VF (4 KHz)

(various)

2 9600

LF radio (3 KHz)

FSK

I 150

MM radio (3 KHz)

FSK

1 150

HF radio (3 KHz)

FSK

1 150

HF radio (3 KHz)

PSK

75-4800

UHF radio (3 KHz)

FSK

1150

Definitions:
Data signaling rates: expressed in bit per second (bps), and defined as the rate in which
data samples are generated.

Modulation rate: expressed in baud (Bd), and defined as the rate in which symbols are
generated.
Symbol: a number of bits grouped together as k-bit entities. k in bitslsymbol

In case of binary signaling, where the symbol is either one or zero, (k=1 bit/symbol), data
signaling rate and modulation rate are equal, otherwise:
Data signaling rate = k x Modulation rate (Bd)
If the number of all possible modulated symbols is M, then k=log2M bitslsymbol.

In the case of &ary PSK, for example, each symbol is k=log2 (8) =3 bitslsymbol, and
with a data signaling rate of 6000 bitslsecond, the modulation rate = 600013 = 2000 baud

5.1.1 Frequency Sift Keying (FSK) data modulators-demodulators (modems) for

single-channel radio equipment

For single-channel radio equipment, the different characteristic frequencies of the
various FSK [33] modems are shown in Table 5.2.

Table 5. 2
Characteristic frequencies of FSK data modems for single-channel radio equipment

Channel

Lower Frequency

Center Frequency

Higher Frequency

LF radio

915

1000

1085

MM radio

1615

1700

1785

HF radio

1575

2000

2425

UHF radio

500

600

700

5.1.1.1 Narrow-Shift FSK modems

The characteristic frequencies given in Table 5.2 will be used with a shift of 170

Hz for a single radio operation of this type of binary Narrow-Shift FSK modulation with

+

a tolerance of 4 Hz.

5.1.1.2 Wide-Shift FSK Modems

A shift of 850 Hz with the characteristic frequencies in Table 5.2 for a singlechannel telegraph operation over high Frequencies (HF) radio links and with a baud rate
less than 150 baud (Bd) with a tolerance o f f 4 Hz.

5.1.1.3 Speech-Plus-Telegraph Operation

A shift of 85 Hz f 4 Hz, will be used with Table 5.3 when binary FSK modulation
is used.
Table 5. 3
Characteristic frequencies of FSK data modems for single-channel speech-plus- telegraph
operation

I Parameters

I Characteristic Frequencies (Hz)

I

I Lower Frequency

1 2762.5

Center Frequency

2805.0

Higher Frequency

2847.5

5.1.2 FSK Data Modems for Voice Frequencies (VF)Channel Operation

Operating over the VF channel, a bit error ratio (BER) of less than 1 bit error in
10' data bits 99% of the time will be met when operating over Military C 1 type circuit as
defined in the Defense Communications Agency Circular (DCAC). For design objectives

(DO), BER shall be less than 1 bit error in lo6, with a throughput equal or greater than
50% during the 99% of the time the network in use.

5.1.2.1 FSK data modems for 150 bits per second (bps) or less

For this type of modem, with a single-channel telegraph, the following should be
met:

5.1.2.1.1 Operational Characteristics

Both 2-wire, half-duplex, and Cwire, full-duplex, operation should be supported
by the modem. To stop the transmission and reverse the direction of data flow, a break-in
signal should also be supported.

I

5.1.2.1.2 Modulation Characteristics
A shift of 85 Hz with a binary FSK modulation with characteristic frequencies
shown in Table 5.4 and a tolerance o f f 4 Hz. should be provided by the modem.

Table 5.4
Characteristic frequencies of FSK data modems for 150 bps or less

-

Parameters

Characteristic frequencies (in Hz)

Lower Frequency

1232.5

Center Frequency

1275.0

Higher Frequency

1317.5

5.1.2.1.3 Carrier Suppression

When there is no transmission, the modulator output will be removed
automatically with the modulator output continuing for 2.5 f 0.5 second after the
suppression of the carrier.

5.1.2.1.4 Break-in signal characteristics
The break-in signal has to be a one with 1180 Hz f 3 Hz and with a signal level
equal to that for the quasi-analog data at the modulator output. The demodulator should
detect the break-in signal with a signal level from -35 dbm to -5 dbm.
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5.1.2.2 FSK data modems for 1200 bits per second (bps) or less

5.1.2.2.1 Modulation Characteristics
For a data-signaling rate of 600 bps, a Phase-Continuous FSK modem with a 400
Hz f 5 Hz shift of the characteristic frequencies shown in Table 5.5 shall be used. For the

+

1200 bps rate, a shifi of 800 5 Hz of the same characteristics Frequencies shall be used.
Table 5. 5
Characteristic frequencies of FSK data modems for 1200 or less

Characteristic frequencies (in Hz) for:
Parameters

600 bps or less

1200 bps only

(400 Hz shift)

(800 Hz shift)

Lower Frequency

1300

1300

Center Frequency

1500

1700

Higher Frequency

1700

2100

5.1.2.2.2 Modulation Output Spectrum
The transmitted signal should have spectrum energy less than 40 db below the
maximum spectrum energy level for all frequencies above 3400 Hz.

5.1.3 HF data MODEMS
This section will discuss the general requirements for a single-tone, serial transmit
waveform, HF MODEM.

The HF MODEM will be designed to operate at the HF frequency band shown in
Figure 3.1 and will be capable of modulating and demodulating serial (single-tone)
waveforms at a bit rate of 75,150,300,600,1200, and 2400 bps over the HF channel.
Two modes of operation are possible, frequency hopping and fixed frequency. These
modes will be designed using 8-ary PSK [33] modulation technique. A bit rate of 48000
bps is a design objective using uncoded serial tone MODEM.

5.1.3.2 Voice Digitization

Voice digitization can include one or more of the following modes:
a- North Atlantic Treaty Organization (NATO)
b- Binary frequency shift keying (FSK) mode
c- Advanced narrowband digital voice terminal (ANDVT)
d- Sixteen-tone differential phase keying (DPSK)
e- Thirty-nine-tone DPSK mode
f- Sixteen-tone DPSK mode for digital data applications
g- Frequency-hopping mode

5.1.4 Serial (single-tone) mode

The modulator will use 8-ary PSK signaling on a single carrier frequency to
transmit the serial binary data at a 2400 symbols/sec. Baud rate (Bd).
The transmitter modulated waveform consists of a preamble, forward error
correction coding (FECC) [43], interleaver [12], [44], gray code decoder (for 48000 bps)

[33], data scrambling by a Pseudo Noise (PN) sequence [45], channel symbol formatting
followed by an 8-ary PSK modulator. The HF MODEM transmits a 4-second HF burst at
the allowed HF frequency band as depicted in Figure 5.1. Figures 5.2-7 depict the
MODEM structure. The following sections describe the modulator in detail.

--- - -
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Figure 5.1 : A 4-second HF Burst
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5.1.4.1 Synchronization Preamble Generation

The transmitted waveform for all rates will start with a synchronous preamble to
achieve frequency and time synchronization at the demodulator. In the presence of
interleave, the time required to load it (the interleave) with one block message will be the
duration of the synchronous preamble. For a short interleave settings, which is the case in
this proposal, the preamble consists of a three-200 ms segments, with each segment
consisting of 15-tribit channel symbols as depicted in Figure 5.8.

Figure 5.8: One 200 ms synchronization preamble segment

where the three-bit value of Dl and D2 correspond to the bit rate according to Table 5.6

Table 5.6
Dl and D2 symbols settings for short and long interleavers

Bit rate

Short Interleave

Long Interleave

Dl

Dl

4800

7

6

-

-

2400 (Secure voice)

7

7

-

-

2400 (Data)

6

4

4

4

Each one of these three-bit channel symbols will be mapped into a 32-tribit
number as shown in Table 5.7. This gives a total synchronous preamble duration of 0.6 s.

In the case of long interleave setting, the preamble will consist of 24-200 ms segments as
described above, which gives a total preamble duration of 4.8 s.

Table 5. 7
Channel symbol mapping for synchronization preamble

Channel Symbol Tribit Number
000

00000000000000000000000000000000

00 1

04040404040404040404040404040404

010

00440044004400440044004400440044

01 1

04400440044004400440044004400440

100

00004444000044440000444400004444

101

04044040040440400404404004044040

The last step before fetching the synchronous preamble sequence to the 8-ary PSK
modulator is to scramble this sequence with a synchronous sequence randomizer
generator as discussed in the next section.

5.1.4.2 Synchronous Seauence Randomher Generator
The 15-tribit channel symbols, after being mapped into a 32-tribit number, will be
scrambled with a synchronous sequence randomizer generator as shown in Figure 5.9.
The scrambling sequence is shown in Figure 5.10

ch. s m . 0 w c h . sm.3 w c h . svm. 1 H c h . s m . 0 H c h . svm. 2
ch. sm.1 H c h . snn.3 H c h . X O r m k h .

*-+I

snn. 1

Scrambling sequence (32 tribit, 15 times, one fbr
each of the 15 channel symbols)

Figure 5.9: Synchronization preamble channel symbols randomization process

Figure 5.10: Synchronization preamble scrambling sequence

The scrambling sequence generator is a PN pulse generator of the residue type
based on a 16thorder primitive polynomial depicted in Figure 5.1 1.

ASB

+ +

MdB

LSB

Figure 5.1 1: Synchronization preamble randomizer generator
The primitive polynomial for the generator is given by:

5.1.4.3 Data Generation

The generation of the data symbols will go through different steps, including
Forward Error Correction Coding (FECC) [46], [47], block interleaving, Gray code
decoding (for higher rates), data scrambling by a Pseudo-Noise (PN) sequence, channel
symbol formation, and 8-ary PSK modulation.

Once the preamble has been generated, the modulator will start generating the
data symbols. The data transmitted waveform will contain two types of information,
message information (UNKNOWN DATA, U), and training symbols (KNOWN DATA,
N) used to train the taps of the channel equalizer at the demodulator side. For fixedfrequency operation, the toggling period between the UNKOWN DATA and the
KNOWN DATA is a h c t i o n of the data signaling bit rate. A sequence of 20 tribit
UNKNOWN DATA symbols followed by 20 tribit KNOWN DATA from the data
scrambling PN generator forms a 50% duty cycle of the alternating K and U subsequence
for 150,300,600,1500 bps. At 2400 and 4800 bps, a sequence of 32 UNKNOWN
DATA symbols followed by 16 KNOWN DATA symbols will be generated which will
produce a duty cycle of (Ul(U+K) = 32/(32+16) = 213. For 75 bps, there is no generation
of KNOWN DATA and so a 100% duty cycle of UNKNOWN DATA generation will be
accomplished. The UNKOWN DATA will complete the sequence of steps discussed
below.

5.1.4.3.1 FECC

A Convolutional encoder [46] of constrain length 7 will be used for forward error
correction coding for data rates of 75, 150,300,600, 1200, and 2400 bps. The two
polynomial generators and the encoder block diagram for both frequency hopping and
fixed-fkequency are shown in Figure 5.12.

Input
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I

Figure 5.12: FEC encoder block diagram

5.1 A.3.1.1 FECC for Frecluencv Hopping

Table 5.8 illustrates the convolution encoder rate associated with each data bit
rate for frequency hopping operation. At 75, 150,300,600, and 1200 bps data rates, two
bits at the encoder output (one from each of the two polynomial generator's output, rate
% ), will be generated for each input data bit; and thereafter, two bits will be repeated in

pairs 0,0,2,4, and 8 times for rates 1200,600, 300, 150, and 75 respectively. At the high
rate (2400 bps), the rate will move to 2/3 and will be accomplished by omitting the fourth
bit of the interleaver output. The coded bit stream for each rate is also shown in Table

5.8. For example, the coded bit stream for 600 bps = 300 bps* 2*2 = 1200 bps since each
bit will output 4 bits.

Table 5. 8
Error correction coding and coded bit stream for fiequency-hopping operation

Data rate (bps) Coded bit

2400

Effective code

Method for achieving the code

stream

rate

rate

3600

213

Rate 213 punctured
convolutional code

1200

2400

%

Rate 112 code

600

1200

%

Rate 112 code

300

1200

%

Rate 112 code repeated 2 times

150

1200

118

Rate 112 code repeated 4 times

75

1200

1/16

Rate 112 code repeated 8 times

5.1.4.3.1.2 FECC for Fixed-Frequency

The same technique discussed above will be used for fixed-frequency operation
with convolution encoder constrain length of 7, rate, and coded bit stream according to
Table 5.9.

Table 5.9
Error correction coding and coded bit stream for fixed-frequency operation.

Data rate (bps) Coded bit
stream
4800

Effective code

Method for achieving the code

rate

rate

No coding

No coding

2400

4800

?h

Rate '/2

1200

2400

?4

Rate 1/2 code

600

1200

?h

Rate 1/2 code

300

1200

?4

Rate 1/2 code repeated 2 times

150

1200

1/8

Rate 112 code repeated 4 times

75

150

?4

Rate 1/2

The concept of convolutional encoder and viterbi algorithm (hard decision
decoding) is discussed in Appendix A, [49].

5.1.4.3.2 Interleaving

HF medium unlike gaussian noise, introduces errors that are not spread randomly
in the data stream. In fact, the natural behavior of the ionosphere introduces errors that
occur in bursts [50]-[52]. Therefore, using the block interleave technique helps to
spreading the error over the whole block. Viterbi decoding at the demodulator side will
work better on recovering the error bits than if they were not randomized. Block
interleave is used for all rates except for the 4800 bps. The interleaver will be capable of
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filling a matrix size of one block, 0.6 s for short interleave setting and 4.8 s for long
interleave setting, for all data rates.
Two interleaver matrices will be used so that while one is being loaded, the other
is being fetched to the symbol formation which will be discussed later.
5.1.4.3.2.1 Interleaver Load
The interleaver matrix dimensions for both frequency-hopping and fixedfrequency operation are shown in Table 5.10.

Table 5. 10
Interleaver matrix dimensions.

Bit rate (bps)

Long Interleaver Setting

short Interleaver Setting

Number

Number

Number

Number

of rows

of columns

of rows

of columns

2400

40

576

40

72

1200

40

288

40

36

600

40

144

40

18

300

40

144

40

18

150

40

144

40

18

75 (Freq.-

40

144

40

18

20

36

10

9

hopping)
75 (Fixed-Freq.)

The interleaver matrix will be filled with the UNKNOWN data from the encoder as
follows:
The first interleaver input bit will be loaded into column 0, row 0, the second bit
into row 9, the third bit into row 18 and so on by increasing the row location by 9
module (number of rows) until all (number of rows) are loaded. The column location will
be increased by one and the row process will be repeated until the matrix if filled. The
same procedure will be followed for data rate 75 bps except that the row location will
increase by 7 instead of 9.

5.1.4.3.2.2 Interleaver Fetch

Bits will leave the interleaver matrix starting with the first bit location at row
zero, column zero, then incrementing the row location by one and decrementing the
column location by 17 (modulo number of column in the interleaver matrix). Thus, for
1200 bps with a short interleaver setting, the second fetch location will be from row 1,
column 19, and the third bit will be from row 2, column 2. This process will continue
until the row number reaches its maximum value, then the row number will reset to zero
and the column number will equal to its current value plus one. This process will
continue until the entire matrix is fetched to the symbol formation part. This fetching
process is the same for both frequency-hopping and fixed-frequency except:
a- For frequency-hopping hopping, 2400 bps, the forth bit of the interleaver
output will be omitted to generate an encoder rate of 213 punctured
convolutional code.

b- For fixed-frequency operation, 75 bps, the column number will be
decremented by 7 instead of 17.
5.1.4.3.2.3 Interleaver's bits grou~ing

The interleaver output bits will be grouped together as one, two, or three bit
channel symbols. The bit rate will decide the number of bits that must be fetched to form
the channel symbol according to the Table 5.1 1.

Table 5. 1 1
Bits-per-channel symbol.

Data rate (bps)

Number of bits fetched per channel
symbol

2400

3

75 (frequency-hopping operation)

1

75 (fixed-frequency operation)

2

5.1.4.3.3 Modified-Gray Decoder (MGD)

MGD [33] is used to guarantee that an error affects only one bit when symbol
errors involving adjacent phases occur at the receiving modulator. MGD is not applied
for rates 150-600 bps and 75 bps (frequency-hopping) where one-bit channel symbols are
used. At these rates, the input bits will leave the MGD without being changed. For the
other rates, 75 (fixed-frequency), 1200,2400, and 4800 bps, MGD is used according to
Tables 5.12 and 5.13.

Table 5. 12
MGD at 2400 and 4800 bps.

0

0

0

Modified-Gray
Decoded value
000

0

0

1

001

0

1

0

01 1

0

1

1

010

1

0

0

111

1

0

1

110

1

1

0

100

1

1

1

101

Input bits
MDB

MSB

LSB

Table 5. 13
MGD at 75 bps (fixed-Frequency) and 1200bps

Modified-Gray

Input bits
MSB

LSB

Decoded value

0

0

00

0

1

01

1

0

11

1

1

10
I

5.1 -4.3.4 Symbol Formation for Data Transmission
The one, two, or three-bit channel symbol leaving the MGD will be mapped into a
tribit number that will be scrambled later with a three-bit number fiom the data sequence
randomizer generator to form a three-bit number. This three-bit number will index into
one of the 8-phases used in the 8-ary PSK.As mentioned before, the data generation
phase will consists of two types of data generation, the UNKNOWN DATA (U) and the
KNOWN DATA (K). Accordingly, symbol formation will consist of two parts, one for
each data type as discussed below:
a- UNKNOWN DATA symbol formation
The MGD output channel symbols will map into one of the 8-ary tribit number
according to the number of bits forming the symbol as follows:
For rates 150-600 bps and 75 bps (frequency-hopping), where one bit is mapped
into a channel symbol, the symbol formation output will be a tribit number: 0 or 4. This
formation can be done by considering the input bit (d) fiom the MGD to be the MSB of a
three-bit register with the other two bits (MDB and LSB) being zeros as shown in Figure

MSB
d

MDB
0

LSB
0

Figure 5.13: Channel symbol formation for rates 150-600 bps

For rates 1200 bps, where two bits are mapped into a channel symbol, the symbol
formation output will be a tribit number 0,2,4, or 6 which can be done by placing the

first (dl) and second (d2) MGD outputs in the MDB and MSB of the three-bit register
respectively as shown in Figure 5.14.

I

MSB

I

MDB

1

LSB

Figure 5.14: Channel symbol formation for rate 1200 bps

For rates 2400 and 4800 bps, where in this case, the three bits of the MGD will
form the channel symbol, the symbol formation output will be a tribit number between 0
and 7 with the first (dl), second (d2), and third (d3) MGD outputs being the LSB, MDB,
MSB of the three-bit register respectively as depicted in Figure 5.15.

MSB
d3

MDB
d2

LSB
dl

Figure 5.15: Channel symbol formation for rates 2400 and 4800 bps

The last case, 75 bps, fixed-frequency operation, uses a different transition format
since no repeat coding and no KNOWN DATA will be used. The two bits from the MGD
will be mapped into a 32-tribit number shown in Table 5.14, except at the end of the
synchronous preamble where Table 5.15 will be used.

5.1.4.3.5 Data Sequence Randomizing Generator
The symbol formation three-bit number output will be scrambled by a three-bit
number fkom the data sequence randomizing generator to produce a three-bit channel
symbol used in the 8-ary PSK modulation. The data scrambling generator is a 12-bit shift
register with initial conditions and the primitive polynomial given by:
10 1110 10110 1 (binary) or BAD (hexadecimal)

The data scrambling generator is shown in Figure 5.16:

LSB

BUE

MSB

Figure 5.16: Data sequence randomizer generator

The registers are shifted eight (8) times before a tri-bit number is read. The Initial
conditions are reset every 160 tri-bit numbers, such that the PN sequence has a period of
160 tri-bit symbols.

A MATLAB SIMULINK simulation of the data sequence randomizer generator
shown above has been used to generate the 160 tribit symbols as depicted in Figure 5.17
and Table 5.16 respectively.

EAMitlibbh~rr.mblel2.mdl

deO

convettar
*

A 12-bitshilt register Scrambling Ganarator
IC= 101110011 1 1 or BAD (Hex)

Integer yedor

*

Dedmal Output
Dedrnrbd by

Figure 5.17: SIMULINK simulation of the 160 tibit data scrambling sequence generator

Table 5. 16
160-tibit Data Scrambling Sequence

5.1 A.4 8-ary PSK Modulation

PSK [33] is widely used for military and commercial communication systems.
The 8-ary PSK (M=8) analytic expression is given by:
7

s, (t) = igcos(2&t + q (t)
T

where the phase ~9~(t) is one of 8 - phases indexed by the three - bit scrambler register output
2ni
di( t )= M
f, = 1800Hz,
T is the symbol time duration.
and E is the symbol energy

An 8-ary PSK phases state constellation diagram is shown below in Figure 5.18
while Table 5.1 7 and Table 5.8 show the waveform data's phase characteristics for the
frequency-hopping and fixed-frequency operation. An 8-ary PSK waveform with
sampling frequency, Fs, 48000 Hz, Baudrate, Fd, 2400 Hz, and carrier frequency, Fc,
equal to 1500 Hz is shown in Figure 5.19.
Table 5. 17
Frequency hopping operation waveform characteristics

Information
rate

Coding rate

Channel rate

Bits1 channel
symbol

2400
1200
600
300
150
75

213

3600
2400
1200
1200
1200
1200

3
2
1
1
1
1

?4
%
%

118
1/16

8-Phase
channel
symbol
1
1
1
1
1
1

Table 5. 18
Fixed-frequency operation waveform characteristics

8-Phase
channel
symbol

No. of
unknown
8-phase
symbols

No. of
known
8-phase
symbols

3

1

32

16

4800

3

1

32

16

?h

2400

2

1

20

20

600

%

1200

1

1

20

20

300

?4

1200

1

1

20

20

150

1I8

1200

1

1

20

20

75

%

150

2

32

All

0

Information
rate

Coding rate

Channel Bits1
channel
rate
symbol

4800

(no coding)

4800

2400

%

1200

LEGEND:

O0 to 3 1 So = Phases (Degree)
0, 1 , 2 , 3 , 4 , 5,6,and 7 = Triihnumbers
(O), (1) = One-bit channel symbol
(OO), (0 l), (1 O), and (1 1) = Two-bit channel symbol
(OOO), (00 l), (0 lo), (0 1 l), (1 OO), (1 0 1), (1 lo), and (1 1 1) = Thre-bit channel symbol

Figure 5.18: State Constellation Diagram of 8-ary PSK
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Figure 5.19: An 8-ary PSK waveform

5.1.4.4.1 Probability of Symbol Error for MPSK
The symbol error performance, PdM), for M-ary PSK equally likely coherent
detection can be expressed [33] as follows:

P, (MI = 2 Q ( f 5 sin
No

$1

where
PdM) is the probability of symbol error
Q is the complementary error function or co-error function

Es = Eb(logz M)is the energy per symbol
Eb is the energy per bit

No is the single-sided noise power spectral density
~ = 2 ' i sthe size of the symbol set
k is the number of bits in each symbol.
the parameter EdNo can be express as the ratio of average signal power (Qto
average noise power (N), SIN (or SNR) as:

where W is the bandwidth and R is the bit rate.
For M-ary PSK and symbol duration of T , the bit rate can be express as:

we can then write

The PE(M)performance given in equation 5.2 versus E f i is depicted in Figure

:
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Figure 5.20: Symbol Error Probability for coherently detected MPSK
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CHAPTER SIX: A NOVEL ALGORITHM FOR FREQUENCY
OFFSET PREDICTION IN MPSK MODULATION SYSTEMS

A new approach for frequency offset prediction in M-ary phase shift keying with
a synchronization preamble is presented in this chapter. The preamble is normally
composed of a finite set of data symbols with attractive correlation properties, such as PN
sequences, Walsh-Hadamard sequences, or barker code sequences. When the transmitted
carrier suffers fiom a frequency offset, the receiver must predict and compensate for the
induced frequency offset during the preamble synchronization process and before the
data demodulation process. The approach presented in this chapter offers an easy
implementation of the frequency-offset predictor/corrector on DSP platforms. A crosscorrelation of the received signal and a set of reference waveforms (Bins) is performed.
Each reference waveform (Bin) corresponds to the transmitted preamble with an inserted
reference frequency offset. This new approach offers frequency offset estimation with
less than 1 Hz error. The theoretical predictions of this approach show very good
agreements with results obtained from computer simulation, and DSP implementation on
a TMS320C54x platform.

6.1 Frequency Offset

Due to the instabilities of the transmitter and receiver oscillators and Doppler
shifting [53]of the received carrier, a relative frequency offset ( A f ) between the received
and the transmitted signal will occur. This relative frequency offset will cause a
continuous phase different (A+) between the generated frequency at the receiver and the
received frequency as a fhnction of time. This frequency offset manifests itself as the Inphase and Quadrature components of the symbol rotate [37].

6.2 Phase Shift Keying

PSK is widely used for military and commercial communication systems. In
carrier-phase modulation, the transmitted information over a communication channel is
impressed on the carrier phase (p).Since the carrier phase range is 0 Ip S 2n, the
transmitted digital information via digital-phase modulation divides this range into M
2n.m
carrier phases. These phases are defined as % = -,for m=O, 1,. ..,M-1, where ~ = 2 ~ ,
M

and k is the number of information bits per transmitted symbol.
The general representation of an M-ary-phase-modulated signal waveform is
given in [33] as:

Sm ( t ) = g " S [ m o t

+ mm(t)]

where E is the symbol energy, T is the symbol time duration and 0 It < T.

In noncoherent detection techniques [37], [54], a continuously varying phase
difference (caused by the relative frequency offset) between the received carrier and the
receiver-generated frequency will cause system performance degradation. In order to
prevent serious degradation, especially in the presence of large Doppler offsets such as
radio channels including short-wave ionospheric propagation (HF) and tropospheric
scatter, some form of carrier tracking or Doppler compensator must be used [55]. In the
next section, a new algorithm to perform such frequency-offset detection will be
presented.

6.3 Frequency Offset Prediction
For a frequency offset (Af ), a relative phase change is defined as:

and a frequency offset vector (Linear Phase) is given by:

8 =A@n

,n2O

where Fd is the Baud rate (symbol/sec.) and n is the discrete time.
From Figure 6.1, the In-phase (2) and quadrature (Q) components of the current symbol
are:

I

= cos

p

Q = sin yl
And the rotated I and Q are

Imaginary

eal

Figure 6.1 : Frequency offset ( Af ) effect on the I and Q symbols

For an array of (I, Q ) symbols,

I: = I, cos(A4.n)- Q,sin(A@.n)

For example, if Af

= 0, i.e.

A@=0, then

1; = In

Qi = Qn
A cross correlation [42], [56] between the received signal (5') of length N and the
reference signal (R) of length M "usually the preamble"; Ns= M, will be used to predict
the frequency offset as follows:
The cross correlation sequence between S and R is defined as:

For complex sequence R=Rl+jRQ and S=SI+jSQ, (7) becomes:

x

~ ( nR)*(n-I)

x

s * ( ~ ) R(n-I)

M -l+l

rSR
(I) =

n=l

M-1+1

rsR(I) =

O S Z I N-M

where '*' denotes the complex conjugate operation and 'Re', 'Im' denote real and
imaginary parts respectively.
We note that rss (0) = Es and ,r (0) = E R 9which are the energies of S(n) and
R(n), respectively. And,

for the case when S(n)=R(n), (6.10) becomes:
Irm(lj(

rm(o) = ER

which means that the correlation has its maximum value when it matches perfectly with
itself ( i.e. at zero lag).
Now consider a perfect match, i.e. S=R and an MPSK modulation, I

+ e2= 1,

and no frequency offset. From (6.9.a), (6.9.b), and (6.1 1)

Next consider a frequency offset of Af, substituting (6.6.a) in (6.9.a) gives:

x
M- 1

=

M- 1

=
n=O

[R12(n) cos(A@.n)+ R Q (n)cos(A@.n)]
~

cos(A@.n)[l~r~
(n) + RQ2(n)]

and substituting (6.6.b) in (6.9.b) gives:

M-1

=

- s i n ( ~ @ . n ) [(n)
R ~+~R12(n)]

n=O

Now, the correlation power as a hction of frequency offset Af is defined as:

or the magnitude square of the correlation power is defined as:

Figure 6.2 depicts the magnitude square of the correlation power given in (6.15) for
M=96, Fd=2000 symbollsec., and Af ranges form -75 Hz to 75 Hz.
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Figure 6.2: Magnitude Square of correlation power for M=96, and Fd=2400 symbol/sec

In general, if both R and S have encountered a frequency offsets of Af and Af
respectively, then

M-1

=

C { [RI'(n) c o s ( ~ + ~ n ) c o sn)]
( ~++[
~ M(n)
~s i n ( ~ + ~ n ) s i nn)]
( ~+~
n=O

[RQ '(n) sin(^+^ n ) s i n ( ~ n)]
@ ~+ [RQ '(n) cos(~@s
n)cos(~@
n, ]~}

M-1

=

C { [Rz (n) c o s ( ~ ~)COS(A#~
h
n)] + [M (n) sin(^@^ n)sin(fWRn)l +
n=O

[ R Q(n)
~ sin(^+^ n ) s i n ( ~ n)]
@ ~+ [RQ' (n)c o s ( ~ n)cos(A&n)]
#~
}

and the correlation power as a function of frequency offset is defmed as:

or the magnitude square of the correlation power is defined as:

From (6.18) we notice that the correlation power has its maximum (ER= jM)
whenever the frequency offset in both signals is the same, which means:

Af R = Af S.
One drawback of (6.18) or (6.19) is that they require a reference signal at
every frequency offset. For example, if we expect a frequency offset range between -75
to 75 Hz, then we need to store 151 reference signals at 1Hz frequency offset apart to get
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a frequency offset prediction of 1Hz error resolution. When implemented on DSP, this
requires a lot of memory and time. One solution would be to store reference signals of a
few bins; with each bin corresponding to some preset frequency offset. Frequency offset
would then be predicted by using correlations and interpolations between the received
signal and these bins. The optimum number of frequency offset bins is a function of the
desired frequency offset error resolution and the minimum operating signal to noise ratio
which will be the focus of the next section of this chapter.
Figure 6.3 illustrates the magnitude square of the correlation power given in (6.19), for
M=96, Fd=2400 symbol/sec., Afs ranges form -75 Hz to 75 Hz with 1 Hz apart, and A ~ R
ranges form -75 Hz to 75 Hz with 18.75 Hz apart.

Figure 6.3: Magnitude Square of correlation power given in (6.19)for reference Bins
located at -75 to 75 Hz with 18.75 Hz apart and a signal frequency offset ranges fiom

6.4 Optimum Number of Bins

The minimum number of reference bins as a function of SNR,for a frequency
offset prediction resolution equal to or less than the resolution of the interpolation
technique used, is limited by the maximum frequency separation between the adjacent
bins. An analytical relationship between the minimum required SNR and the maximum
frequency separation between adjacent bins is introduced in this chapter. This technique
is capable of predicting a frequency offset in a given range and a minimum SNR.It is
usefbl to find the maximum frequency separation between bins and consequently, the
number of preset reference bins need to be stored and correlated against in the DSP. The
parameters used in the formulation of this analytical technique are depicted in Figure 6.4
and are defined as:

NF = Noise Floor; the power level at which the adjacent bins' correlation power
functions intersect

F = The frequencfls) at where NF occurs, (Hz)
? = Maximum frequency separation between

adjacent bins, (Hz)

Fbx= bin x 's preset frequency, (Hz)

M

= length of reference signal (preamble)

N

z number of preset bins

Fd = Baud rate (symbollsec.)

R" = Frequency offset Range (Hz)
We will start our derivation of the optimum number of bins formula by
finding

F" . F

can be evaluated mathematically by equating the correlation power
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hnctions of the adjacent bins and finding the fiequency at which the two hnctions are
equal and have maximum power among all the other intersection points. The maximum
condition is required because there exists more than one fiequency at which the two
functions intersect but only one fiequency gives NF.
Another method is to compute F graphically. F can be expressed as:
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Figure 6.4: Magnitude Square of correlation power and optimum number of bins
parameters

The SNR is defined as the ratio between the maximum value of the magnitude square of
the correlation power and NF, and is given by:

SNR =

)I2

IE(F~, ~ b ,
9

Substituting (6.1 9) in (6.2 1) gives:
SNR =

M~

(g{ c o sFd( g (F- Fbx)n)}j +(F{sin(-Fd2n ( F- - FbJn)
n=O

SNR =

n=o

[e
n=o

1 v1

[elSM$

{cos(l
~d F..})'
+ n=O
F-)})'

This analyticalformulation given by Equation (6.23) is used to find

S" giving M

and the minimum operating SNR. The minimum SNR allowed for correct fiequency
offset prediction is 1 (0 dB) and occurs when

S

-=O;

2

(S" =0) which means that an infinite

number of bins is required.
For M=96, the minimum SNR required for the fiequency offset predictor to work
correctly as a function of

S" is depicted in Figure 6.5.

The result depicted in Figure 6.5

shows that as the SNR increases, S" increases, and therefore the number of preset bins
(N) increases. The number of preset bins is calculated as:
N = ceil

(Frequency offset Range, R) - 1

s"

+ ll

Where the 'ceil' function indicates the nearest integer toward infinity. The
following steps summarize this analytical technique used to calculate
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S" .

Step 1. Determine the minimum SNR offered by the channel.
Step 2. Plot the anahtical formulation for

S" traveling from zero to a point where SNR is

achieved.
Step 3. Use Equation (6.24) to find the number of bins.

0

.
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16
18
Maximum frequency separation between adjacent bins, Hz

20

Figure 6.5: Analytical relation between the bins' frequency separation and the signal to
noise ratio

Another important operation in the implementation of this analytical method is
the choice of the interpolation technique used to interpolate between the given bins since
the interpolation resolution will dictate the resolution of the predictor. One technique is to
create sub-bins; with each sub-bin corresponding to a preset frequency offset that ranges

s s

from - -to - with increments depending on the desired resolution (1 Hz error used in
2 2
this chapter). The method then corrects the received signal for a frequency offset
corresponding to the bin (binx) that gives maximum correlation power (this guarantees

s s

that the frequency offset error is within - -to - range) and this acts as a coarse-tuner.
2 2
The correlation power between the sub-bins and the corrected signal will be used as a
fine-tuner. Finally, the sub-bin and binx are added together to calculate the total predicted
frequency offset. The number of preset reference bins needed for a resolution A is

I :I

approximately N + - .

6.5 Performance Evaluation
This section shows experimental results of this approach, prediction a frequency
offset between -75 to 75 Hz (R" =15 1) in the presence of AWGN with minimum SNR of
4 dB, for MIL-STD- 188-110A HF MODEM [8]. In this type of MODEM, a 96 tribit

(M=96) preamble is used for signal detection. The received sequence will be correlated
with a set of preset bins as discussed above to predict the frequency offset within 1 Hz
error. Using the relation given in Equation 6.23 and from Figure 6.5,
make N integer, a value of

S" =2 1.02 Hz, to

S" =18.75 Hz is used. From Equation 6.24, N=9 and a total

saving of (15 1-9-19 = 123) bins can be achieved using the interpolation technique
discussed above. The frequency offset prediction technique discussed in this chapter has
been simulated in MATLAB and implemented on a sixteen bit fixed-point Texas

Instrument's TMS320VC549-100 digital signal processor. Figure 6.6 (heavy dotted line)
depicts MATLAB simulation results of the frequency offset prediction error for a SNR of
4 dB. Figure 6.6 also depicts the predicted frequency offset error (solid line) as a function
of fkquency offset ( A n , in the presence of AWGN with signal-to-noise ratio SNR=O dB.
As we expected, the first choice of

S" =18.75 Hz was good for a minimum SNR of 4 dB

but not for a 0 dB minimum SNR. The TMS320VC549-100 results for the same test are
shown in Figure 6.7 where as above, the heavy dotted line corresponds to a SNR = 4 dB,
and the solid line corresponds to a SNR = 0 dB.
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Figure 6.6: MATLAB results of the Frequency offset Prediction Error
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Figure 6.7: TMS320C549 results of the Frequency offset Prediction Error

CHAPTER SEVEN: IMPLEMENTATION OF MIL-STD-188-1 IOA
HF SINGLE-TONE MODEM EMPLOYING ADAPTIVE
EQUALIZATION TECHNIQUES

A general structure for MILSTD- 188-11OA single-tone high frequency (HF)
demodulator is presented. In this demodulator, the transmitted data (Unknown data, U),
together with the training sequence (Known, K), is used to train the adaptive equalizer
employing the optimum block adaptive algorithm with individual adaptation of
parameters (OBAI) [57]-[611, (Appendix B) and form a decision-directed OBAI
(DDOBAI) training waveform adaptation technique. The performance enhancements are
achieved by training the equalizer with a longer signal "desired" rather than the training
signal, which usually forms about 50 percent duty cycle of the alternating K and U subsequences and by employing a complex version of the OBAI technique.
A computer simulation (Appendix C) of the multi-rate HF modulator1

demodulator (Modem), based on the MILSTD- 188-11OA [8], has been used to
investigate the performance of the HF single-tone Modem. This Modem is capable of
modulating and demodulating serial (single-tone) waveform at a bit rate of 150,300,600,
1200, and 2400 bit per second (bps). An Adaptive equalizer [57]-[65] that employs the
training method together with the decision-directed [62] OBAI method has been
employed.

The modulator will use 8-ary PSK signaling [33], [67] on a single carrier
fi-equencyto transmit the serial binary data at a signaling rate of 2400 symbols per
second.
The transmitter-modulated waveform will consist of a preamble, forward error
correction coding (FECC) [33] with constrain length 7 and rate %, interleave [33], data
scrambling by a Pseudo Noise (PN) sequence [33], channel symbol formatting, followed
by an 8-ary PSIS modulator. The HF Modem transmits a 4-second HF burst at the
allowed HF frequency band. Figure 5.2 depicts the Modem structure for bit rate 150 bps,
where the channel symbols, 0, 1,2,3, Dl, and D2 are 32-tribit Walsh h c t i o n s [33] and
D 1, D2 corresponds to the transmitted bit rate. The next two rates, 300 and 600 bps, are
achieved by reducing the repeat block to 2 times and no repeat respectively, while the
other two rates, 1200 and 2400 bps, result from using two and three bits in formatting the
channel symbol, respectively.

7.2 The Demodulator

The general structure of the HF multirate demodulator is depicted in Figure 7.1.
The receiver delivers an audio signal centered at an 1800 Hz carrier. The audio carrier is
sampled at 7200 samples per second and In-phase and Quadrature samples are formed
[37]. Preamble detection is used to acquire synchronization via correlation techniques
[42]. Frequency offset [68], [69] and channel weight estimates are computed during the
preamble acquisition. Frequency offset correction is done prior to data demodulation.

Training symbols (KNOWN DATA, N) are extracted and used to update the channel
weights. PN scrambling is removed. Repeated soft-bits are combined, and fmally, viterbi
decoding [35] is used to demodulate the HF message. This chapter will concentrate on
the formulation of the training waveform adaptive equalizer and the performance of the
system. Preamble detection for HF systems is given in [70].

Refaonce Pus

Figure 7.1: HF Demodulator
7.2.1 Preample Detection

The HF burst waveform preamble is composed of a number of 96 chip (96 tri-bit
symbols), 8-ary PSK frames. The preamble detection scheme implemented is based on
the conelation between the received frames and a reference of 96 chip, 8-ary PSK frame.
To provide a means for reliable signal detection, in the presence of non-stationary
channel and frequency offset, the detection correlation is performed over a set of nine

different reference frames (bins); with each fiame corresponds to some preset fiequencyoffset, allowing for better acquisition performance with up to +/- 75 Hz.
A PN sequence generator described in chapter 5 is used to generate the preamble
with good auto-correlation characteristics. The auto-correlation sequence of M samples of
y(n), y(n)=O for n<O and n 2 M, is

Where the factor 1/Mis a normalization factor and the index I is the (time) shift (or lag).
For the preamble given in chapter 5, the autocorrelation sequence, without normalization,
is depicted in figure 7.2. As one expect, the autocorrelation sequence attains its maximum
value at zero lag (I=0) since the signal matches perfectly with it self

Figure 7.2 Autocorrelation sequence of preamble PN sequence

7.2.2 Channel Weight Estimation
The non-stationary HF channel causes distortion in both signal amplitude and
phase [37]. Channel equalization [64]-[67] is used to estimate the channel and
compensate for this distortion and other channel impairments due to bandwidth
limitations, multipath propagation, and Raleigh fading conditions [57]. MILSTD- 188110A implements a training waveform adaptive equalizer by transmitting a training

sequence (KNOWN DATA, N) in an interleaved fashion with the data symbols to update
the channel weights. The initial channel weights are estimated on the preamble, which
consists of 4-96-chip segments (Walsh functions 0, 1, and 3 repeated 4 times [35] and
scrambled by a PN sequence). Channel symbol 2 is not used for either preamble detection
or channel weight estimates, but instead it is used for the automatic gain control (AGC)
[35]. Once the preamble is detected and the frequency offset is measured, the reference,
R, is connected to the "training sequence reference" and the received 96-chip preamble
sequence, S([),is matched with the 96-chip reference sequence, R(4, 1s 15 L, where L is
the length of the processed signal-block (=96 during the preamble detection), to estimate
the initial channel weights using the OBAI algorithm as depicted in Figure 7.3 as
follows:
The

FIR output in the current frame is given by:

In vector notation, we can write y([) as:

where W =[ Wo W I

... wMITis the weight vector of the FIR Adaptive processor,
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Ri = [RrRcl

...

is the M+l (=N) sequential reference samples, M is the order of

adaptive filter, N is the number of the independent coefficients in the adaptive filter, and

T stands for transpose.
The error between the output y(Z) and the desired output S(Z) in the current frame (block)
is given by:

4 0 = S(0 - v ( 0
= s([)- R :

by writing the error for all L error signals in the current kame, we obtain the error

expression in a matrix vector form as:

e=S-[G]W

(7.4)

where e is the Lx 1 error vector, S is the Lx 1 desired signal, and G is the LxN input
signal matrix defined as:

For a bock adaptive algorithm using the OBAI algorithm, the general form of the
coefficient updating formula is given in [59]-[63] as:

wherej is the block (frame) number.
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Figure 7.3 : DDOBAI training waveform equalizer

The advantages of this type of adaptation over ordinary block FIR adaptive
algorithms is that the convergence factor [59]-[63] is obtained that is tailored for each
adaptive filter coefficient and is updated at each block iteration, whereas it is fixed for all
coefficients and at all iterations in the other case. The convergence factors are chosen to
minimize the mean squared error in the processed block. The adaptive filtering algorithm
discussed above requires knowledge of the desired response and an input signal to form
the error signal needed for the adaptive process to knction. Two methods have been used
together to form this error signal, the training method and the decision-directed method.

In the first method, a PN sequence (also known as a maximal-length sequence) is
transmitted in an alternating fashion with the user data to train the equalizer. In the
second method, a good replica (facsimile) of the transmitted data (UNKNOWN DATA,
U) is produced at the output of the decision device in the receiver and used together with
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the received data at the input of the decision device (before decision being made) to form
the error signal and therefore the adaptation process. When matrix inversion is required in
the adaptation algorithm, employing the decision-directed method allows for the
processed blocks to be overlapped and hence, matrix inversion lemma [4] can be used to
eliminate matrix inversion.
To apply this algorithm to our system, where the input signal is received in the
form of In-phase ( I ) and Quadrature (Q), Equation 7.6 has been rewritten to update a set
of complex weights, with the real weights applied to the 'I' channel and the imaginary
weights applied to the 'Q ' channel. To begin the formulation, the following parameters
are defined.

RI

= the In-phase component of the reference signal

RQ

= the Quadrature component of the reference signal
= the In-phase component of the input signal

SQ

= the Quadrature component of the input signal

GI

= LxN

In-phase input signal matrix

GQ

= LxN

Quadrature input signal matrix

= the In-phase components of [G]T e
qQ

= the Quadrature components of [G]T e

FI = the In-phase components of [GP[G]
EQ = the Quadrature components of [G]T [G]

= the In-phase error signal

= the Quadrature error signal

eQ

WI

the real part of the adaptive filter coefficients

WQ

= the imaginary part of the adaptive filter coefficients

Having the parameter definition above, the error in the 'I' and 'Q' is given by

e1

= SZ - { [Gfl

e~

=SQ

[WI] - [GQ] [WQ]

-r [ ~ [WQI
a - [GQI [WIII

and

41

= [NIT
[eIl+

4~

=

PI

=

PQI -

[GelT[eQI

weiT[ ~ I I

[ G A[GA
~ + [ G Q ] [GQ]
~

XQ = [ w T[GQI +

weiT[GA

and hence, Equation 7.6 for the In-phase and Quadrature channels is given by:

Where 'real' and 'imag' stands for real and imaginary parts respectively.
For the block least mean square (BLMS) [57]-[6 11 algorithm, where the convergence
factor (p) is constant, the coefficients updating formula becomes:

Using the parameters' definitions above, Equation 7.15 for the In-phase and Quadrature
becomes:

The channel weights are updated during different stages of the demodulation
process. The First update is performed on the preamble and the data rate Walshes.
Consequent updates are performed on the training sequences (KNOWN DATA, K) and
the predicted data (UNKNOWN DATA, U) after making a decision on them.
As mentioned earlier, the transmitted HF waveform starts with a synchronization
preamble segment. Detecting the preamble depends on detecting the sequence of channel
symbols 0, 1, and 3 (PN modulated) and hence, once this sequence has been detected, the
rest of the channel symbols (0, 1,3, Dl, and D2) can be used to update the channel
weights. The same technique is used to update the channel weight on the training
sequence (KNOWN DATA, K). At this point of adaptation, the previous data symbols
(U) are estimated using the current channel weights and used together with the training
symbols (K) to train the weight taps of the equalizer as depicted in Figure 7.3.

7.3 Performance Evaluation

In this section, the performance of the HF multi-rate Modem will be presented. A
computer simulation of the Modem was used to compute and plot the good cyclic
redundancy check (CRC) as well as the bit error rate (BER) for rates 150,300,600, 1200
and 2400 and a number of l,2,3,4, and 5 blocks over an extreme flat fading channel
(Frequency Spread = 1 Hz) [7 11 in the presence of AWGN. The number of user's input
bits depends on the transmitter bit rate and the number of blocks and is given by:

1632
number of bits = number of blocks * (bit rate * -)
2400

.

which includes six bits that are used to flush the convolution encoder.
For each rate, each block number, and at a given SNR, the simulator computes the
average of the CRC and the BER over 100 iterations as depicted in Figures 7.4- 13. The
simulator has the ability to run a software demodulator with different equalization
methods such as (OBAI), optimum block adaptive (OBA), OBAS (OBA shifting) [60],
BLMS, or a hardware implementation of the demodulator on the Texas Instrument
TMS320C549 DSP platform. The results were compared to those obtained from
Global2Way Inc's (previously Terion Inc.) demodulator that employs a Training
Waveform Equalizer (TWE) using least mean squares (LMS) algorithm. Figures 7.14- 17
shows the performance for bit rates 150 and 300 bps when an "Extreme" HF channel
condition is used.
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CHAPTER EIGHT: QUASI CDMA DIRECT CONVERSION MILSTD-188-1lOA HF SINGLE-TONE MODEM

A new approach for MIL-STD- 188-11OA high frequency (HF) single-tone
modulator1 Demodulator (Modem) employing orthogonal Walsh-PN codes is presented
in this chapter. In this type of Modem, two different users will use the same frequency
within the HF band at the same time in a quasi code-division multiple-access (CDMA)
mode for data communication. This technique increases the capacity of the HF
communication channel and works very effectively when a network of distinct
geographical location receivers is employed. This technique is utilized by Global2Way

Inc. (previously Terion Inc.) who employ a network of HF antennas at eight remote base
stations (RBS) that are located in eight different states within the continental U.S. The
availability of high-speed digital signal processors (DSP) allowed us to have one DSP
demodulator that is capable of demodulating the two orthogonal transmitted messages in
parallel instead of having two demodulators for each receiver.
A computer simulation (Appendix D) of the multi-rate HF Modem, based on the
MIL-STD-188-110A [8], has been used to investigate the performance of the quasi
CDMA [7 11 HF single-tone Modem. This Modem is capable of modulating and
demodulating serial (single-tone) waveforms at a bit rate of 150, 300, and 600 bit per
second (bps). It is also capable of running a real-time demodulator that has been

implemented on a sixteen bit fixed-point Texas Instrument's TMS320C549- 100
digital signal processor.

8.1 Globa12Way9sHF Network
The Globa12Waytstwo-way-messaging system is a multi-channel, multi-platform,
and multi-technology communication system. The Network Operation Center (NOC),
located in Melbourne, Florida, is the reference origin of the two-way communications
coordinate system. A message originating from a customer terminal is sent from the
NOC via a satcom uplink down-linked to FM base stations scattered around the country.
The FM base station decodes the information then rebroadcasts it on its radio broadcast
data system (RDBS) sub-carrier. The mobile unit on a truck receives the RDBS subcarrier. The information received could be an email message, Acknowledgment (Ack),
remote initiated frequency (RIF), system initiated frequency (SIF), or query. The mobile
unit also receives global positioning system (GPS) data. The mobile unit then sends
information using an HF transmitter. The HF signal is refracted by the Ionosphere and is
received by one or more of the eight fixed location Receive Base Stations (RBS) in the
United States. The signal is demodulated at the RBS site and shipped to the NOC via
frame relay. The HF modem is housed in two disjointed subsystems. The modulator
component is housed in the Intelligent Transceiver Unit (ITU) in the mobile vehicle. The
demodulation component is located at the RBS sites. This two-way communication
network is depicted in Figure 8.1. The continental United States is divided into forty-four
(44) 5 degree by 5 degree HF sectors. These sectors are centered around a fixed ITU
called "pingers." These pingers periodically transmit a one block HF message over the
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Global2Way HF frequency bands. The RBS sites receive the pinger signals and then
relay the results to the NOC, which determines which HF frequencies are propagating.
RIFs are then issued to various sectors.
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Figure 8.1 : GlobalZWay's Two-Way communication network

8.2 The MIL-STD-188-1lOA MODEMS
Each of the two HF modulators (one orthogonal to the other) will use 8-ary PSK
signaling [33], [67] on a single carrier fiequency to transmit the serial binary data at a
signaling rate of 2400 symbols per second.
The transmitter-modulated waveform consists of a preamble, forward error
correction coding (FECC) [33] with constrain length 7 and rate %, interleave [33], data
scrambling by a Pseudo Noise (PN) sequence [33], channel symbol formatting, and an 8132

ary PSK modulator. The HF Modem transmits a Csecond HF burst at the allowed HF
frequency band. Figure 5.2 depicts the Modem structure for bit rate 150 bps, where the
channel symbols, 0, 1,2,3, Dl, and D2 are 32-tribit Walsh functions [33] obtained from
a Hadarnard matrix as follows:
A Walsh function of length n-bits can be generated using a Hadamark matrix by noting
that all the rows and columns of hadamark matrices are Walsh sequences.

A Hadamard matrix (Hk)of dimension 2kx 2kcan be constructed from Hk-Imatrix as
follows:

where k=loga(n).
and the Hadamard matrix for k l is given as

Hzcan be generated as

Consequently, a family of 32-bit Walsh (k=5) functions can be obtained from H5.

H5gives 32 Walsh functions, each with 32 bits. The modulator uses a 3-bit channel
symbol for the preamble and the bit rate, and hence just the first eight Walsh functions
(first 8 rows) are used in the Modem. Table 5.7 shows the mapping of the channel symbol
to a 32-bit Walsh function where D 1, D2 corresponds to the transmitted bit rate. These
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Walsh functions are then modulated by a PN sequence given in [8] and shown in Figure
5.10.

The 300 bps rate is achieved by reducing the repeat block to 2 times, while the
rate of 600 bps results from using two bits in formatting the channel symbol instead of
one bit. The performance of this system depends strongly on the choice of the preamble
since the detection of the preamble will determine the user. The preamble consists of 496-chip segments (Walsh functions 0, 1, and 3 repeated 4 times with each Walsh function
being modulated by a 32-bit PN sequence). Two PN sequences with a good
autocorrelation properties and minimum cross-correlation properties have been used in
this system. The sequences were chosen by running a MATLAB routine that searches a
12-bit shift register sequence generator output's for two 32-bit segments that have the
above properties. The data scrambling PN sequences are chosen based on a syrnbol-bysymbol orthogonality, where each symbol used by one of the two transmitters has a 90'
shift with the corresponding symbol in the other transmitter.
Each ITU receives a RIF in the sector its in and begins transmission using one of
the Global2Way licensed HF frequencies coded by the RIF. Presently, the RIFS are
distinct among the different HF sectors. With the use of orthogonal codes, two or more
ITUs in the same sector can use the same frequency at the same time, in a quasi CDMA
mode. Unlike a classical CDMA environment, the Global2Way HF environment does not
require signal power level control.
Figure 8.2 depicts an illustrative example of the orthogonal codes Modem
Deployment. In this example, let us assume that two trucks, each located in the same HF
sector, are transmitting over the same frequency at the same time. This scenario is not

presently possible without potentially destructive collisions. Let us assume that each
truck is now using a code orthogonal to the other, and CiSjFk denotes each ITU. Where
1

the subscripts i, j, and k denote the truck ID, sector ID and frequency respectively. In the
and C2SaFI (The two
example depicted in Figure 8.2, the ITUs are modeled as CIS33FI,
trucks are in sector 33 and are transmitting at the same frequency, using code 1 and code

Figure 8.2: Orthogonal Modem Deployment Example

Let the signal received at each of the 8 RBS's be denoted by Sipj,i=1,2 is the
signal origination index, and J=1,2,3...8 is the RBS index. For example, SIP3is the
signal transmitted by ITU 1 and received by RBS 3. Each RBS can receive either one or
both signals depending on the signal level difference between them and signal to noise

ratio. Having both orthogonal ITUs transmitting at different frequencies at the same time
can never be worse than using a single code and a single ITU. Unlike a true CDMA
system, this system does not have to have an equal power level at one of the RBS's. Both
orthogonal signals being received with equal power is not necessary and it is not harmful
either.

8.3 The Demodulator
The general structure of the HF multirate demodulator (where each demodulator
has a reference preamble and data scrambling PN sequence corresponding to one of the
two transmitters) is depicted in Figure 7.1. The receiver delivers an audio signal centered
at an 1800 Hz canier. The audio carrier is sampled at 7200 samples per second and Inphase and Quadrature samples are formed [37]. Preamble detection is used to acquire
synchronization via correlation techniques [42]. Frequency offset [68], [69] and channel
weight estimates are computed during the preamble acquisition. Frequency offset
correction is done prior to data demodulation. Training symbols (KNOWN DATA, N)
are extracted and used to update the channel weights. PN scrambling is removed.
Repeated soft-bits are combined, and finally, viterbi decoding [33] is used to demodulate
the HF message. This chapter will employ decision-directed block least mean square

(BLMS) algorithm 1571-[611 to update the adaptive equalizer filter coefficients. 8.4
Performance Evaluation

In this section, the performance of the Quasi CDMA HF multi-rate Modem will
be presented. For each one of the data rates 150,300, and 600 bps, three different tests
have been performed to investigate the effect of the received power level difference
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between the two signals, the signal-to-noise ratio (SNR) effect, and the SNR penalty of
using orthogonal HF Modems compared to a single HF Modem.

In the first test, two HF transmitters were used to generate the test signals. One
transmitter has the present MIL-STD- 188-1 1 OA preamble and data scrambling codes,
while the second transmitter uses quasi-orthogonal codes for the preamble and the data
scrambling. Both transmitters generated one block of 96 bits messages, M1 and M2.The
transmitters' outputs were mixed together with a signal power level difference ranging
from -6 db to +6 dB and sent to the demodulator with a random delay between the two
signals uniformly distributed fiom 0 (total overlap) to 0.87 seconds (at least one symbol
overlap). 100 sample runs were used for each signal level and the results are depicted in
Figure 8.3. It is clear from these results that one of two outcomes is possible. Either both
signals are received at the same receiver, or the signals are received at different receivers
(due to the distinct geographical locations of the HF receiver sites).
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Figure 8.3: Received Power Level Different Effects on the Quasi CDMA for bit rates
150,300, and 600 bps

The second test was performed to predict the effects of signal to noise ratio on
system performance. The above transmitters were used to generate the test signals. Both
signals were set to be equal power levels. The composite signal was sent to the
demodulator over an extreme flat fading channel (Frequency Spread = 1 Hz) [7 11 and in
the presence of AWGN ranging from -5 to +5 dB with a random delay between the two
signals as mentioned above. 100 sample runs were used for each signal to noise ratio
value, and the results for data rates 150, 300, and 600 bps are depicted in the Figures 8.4,
8.5, and 8.6 respectively.
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Figure 8.4: Signal to Noise Ratio (SNR) Effects on the Quasi CDMA for bit rate 150 bps

Figure 8.5: Signal to Noise Ratio (SNR) Effects on the Quasi CDMA for bit rate 300 bps
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Figure 8.6: Signal to Noise Ratio (SNR) Effects on the Quasi CDMA for bit rate 600 bps

The last test was performed to predict the signal to noise ratio penalty for using
two orthogonal code modems at the same time instead of a single modem transmission.
The above transmitters were used to generate the test signals. Both signals were set to
have a power level difference of O,3, and 6 dB. The composite signal at each power level
difference was sent to the demodulator over an extreme flat fading channel (Frequency
Spread = 1 Hz) in the presence of AWGN ranging from -5 to +5 dB with a random delay
between the two signals. 100 sample runs were used for each signal to noise ratio value,
and the results for data rates 150, 300, and 600 bps are depicted in the Figures 8.7, 8.8,
and 8.9 respectively. The heavy curves annotated by "single Code" represent the
performance curve obtained by not using orthogonal codes.
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Figure 8.9: Signal to Noise Ratio (SNR) Penalty of the Quasi CDMA for bit rate 600 bps

CHAPTER NINE: CONCLUSION

HF MODEMS have been used for a long time in both the military and
commercial applications. Harris Corporation and Global2Way Inc. (previously TERION
Inc.) are some of few companies who adopted the MIL-STD-188- 110A MODEMS to
communicate over the HF channel. The overhead associated with the transmission of the
training waveforms limited the use of the HF bandwidth since half the bandwidth is used
to transmit these training sequences. At the same time, Adaptive DSP has not been used
in a way that increases the transmission bit rate while reducing the bit-error-rate (BER)
by making the demodulator more adaptive to the HF channel impairments.

In chapter six, we introduced a novel algorithm for the prediction of carrier
fiequency offset [68], [69] in M-ary PSK signaling systems. Our method is based on the
correlation power between the received and reference signals and is usually performed on
the preamble at the beginning of the demodulation process. It is also possible to update
this estimate of the fiequency offset after preamble detection when training waveform
Modem is used (i.e., to predict kequency offset due to Doppler shift as it is the case in
radio channels). The estimator is computationally efficient and allows performing
prediction with less than 1 Hz error. A simulation and DSP results demonstrating the
performance of the novel method were provided.

In chapter seven, we introduced a novel demodulator algorithm for high
frequency wmmunication systems based on the MIL-STD- 188-11OA. Our method is
based on the employment of a decision-directed OBAI technique together with the
training waveform adaptive equalization to train the equalizer weight taps [24], [25],
[72]. We also provided simulation results demonstrating the performance of the system.
From the results provided in Fig (4- 13) it is easy to see the 3-dB loss in the performance
of the system by moving to the next data rate. This is caused by dividing the modulator
gain by half when a next rate is being transmitted, either from the repeat side or from the
channel symbol formatting side. One should also notice that the BER Performance,
Figures 7.4,7.6,7.8,7.10 and 7.12) is independent of the number of transmitted blocks,
whereas the CRC Performance, Figures 7.3,7.5,7.7,7.9, and 7.1 1) is block dependent
since the probability of error increases as more bits are transmitted.

In chapter nine, we introduced a novel modem algorithm for high frequency
communication systems employing the MIL-STD- 188- 11OA. Our method is based on the
orthogonal Walsh-PN codes [73], [74] and the employment of a decision-directed BLMS
(DDBLMS) technique together with the training waveform adaptive equalization to train
the equalizer weight taps. This technique can be very effective when used with a system
that employs multiple HF receiver sites that are located at distinct geographical locations.

In such application, unlike a classical CDMA environment, the HF system does not
require the use of signal power level control. Each receiver can receive either one or both
signals, depending on the signal level difference between them and signal to noise ratio.
One important fact is that having both orthogonal transmitters transmitting at different

frequencies at the same time to two different receivers can never be worse than using a
single modem. Finally, we provided simulation results demonstrating the performance of
the system. From the results provided, it is easy to see the 3-dB loss in the performance
of the system by moving to the next data rate. This is of course, due to dividing the
modulator gain by half when a next rate is being transmitted, either from the repeat side
or From the channel symbol formatting side.

APPENDIX A

CONVOLUTIONAL ENCODER-DECODER ( RATE %, K=3)

The main problem in communication systems is the effect of various channel
impairments, such as noise, fading, and jamming. Many techniques such as higher power
transmitters and large antennas have been adopted to improve the channel performance,
but the wst in money and bandwidth was very high. Another technique was the use of
channel d i n g . By using this approach, the data sequence was transferred into a better
sequence by adding more bits, called "redundant bits", to the original data bits. These
redundant bits could then be used for the detection and correction of errors.
Introduction: Channel coding has two parts, channel encoding and channel decoding. In

channel encoding, the system produces a coded signal with better distance properties than
those of their unwded counterparts. Channel dewding reproduces the original signal
from the encoded bit sequence.
The first part of this chapter introduced the Convolutional encoder with constrain
length K=3, two modulo-2 adders, and K=l, that is, the message bits are shifted into the
encoder one bit at a time; thus the code rate Wn (n is the number of encoder output
branches ) is %. Various methods of representing the convolutional encoder were
discussed. The polynomial representation of the encoder has been adopted in the
implementation and programming of the encoder where the message vector, m, is
expressed as a polynomial, m(X), and then multiplied by the first generator polynomial
gl (X)=l +x+x2 and the result then interlaced with the result of multiplying the message
vector by the second generator polynomial g2(x)=1+x2.
In the second part, the convolutional decoder using the Viterbi algorithm is
discussed and used in the implementation and programming of the decoder for the
encoder discussed in first part. Finally, an application is introduced.

Convolutional Encoder: In this part of the coding process, Source data is

transformed as blocks. Each block, or some times called information bit or message bit is
a k data bits and can be represent one of 2kmessages. When the encoder transformes the
blocks, it adds a number of bits to the original k-bit data block. The new blocks are called
code bits or channel symbols and contains n bits, where n-k is the number of bits the
encoder adds to the original block and it called the redundant bits, party bits, or check
bits. Therefore, redundancy can be defined as the ratio of the redundant bits to the
original block bits, that is (n-k)/k, and the ratio of the data bits to the transformed n-bits,
kln, is called the Code Rate. Code rate has different values, depending on the encoder
design. For example, its value may be %, 113,213, %, %. For the code rate = K, K/n=1/2,
2k=n, which means that the Redundancy = (n-k)/k = (2k-k)/k = k/k = 1 (100 %
redundancy). So, the bandwidth of the uncoded system needs to be doubled in order to
transform the coded source data bits.
Constrain Length: In the case of convolutional encoding, the convolutional code

is describe by n, k and K. Where kln is the code rate, K is called the Constraint length and
it is present in the number of k-tuple stages in the encoder shift register. K is used to
control the redundancy. In the case of convolutional codes, the encoder has memory so
that k-tuples together with K- 1 input k-tuples determine the n-tuple emitted by the
convolutional encoding procedure [3 31.
Polynomial Generator:The encoder connections can be characterized by

generator polynomials. In the case of the convolutional encoder, the connection between
the encoder shift register and the modulo-2 adder can be represented by K-1 or less
polynomial.

For example, as in our case, if the connection vector is g =[1 1 11 where 1 means
that a connection between the shift register and the modulo-2 adder exist, while 0 means
that this connection doesn't exist, then the generator polynomial can be written as, g(x) =
1 + x + xA2,where g is the connection vector and K is the constrain length. The encoder
output can be found by multiplying the input message vector (represented as a
polynomial m(x)) by the generator polynomial, that is, U(x) = the output sequence =
m(x). g(x). In case of two connection vectors, the output sequence, U(x), will be
interlaced between m(x).gl(x) and m(x).g2(x), where gl, g2 represent the connection
vectors.

Implementation of the Generator:The following figures show a convolutional
encoder with rate=1/2, K=3. Figure A. 1 is the state diagram in which the states represent
the possible contents of the rightmost K-1 stages of the register. The path between the
states represents the output branch words. In Figure A.2, a tree diagram is shown as
another representation of the state diagram. In this representation, the time dimension has
been added. Figure A.3 shows the trellis diagram which came after the fact that the tree
diagram repeats it self after K branching, where K is the constrain length.
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Figure A. 1 : State Diagram
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Figure A.3: Encoder Trellis Diagram (rate %, K=3)

Figure A.2: Tree Representation of the Encoder (rate %, K=3)

Convolutional Decoding: The next step in communication systems after channel

encoding is to process the received signal that has been corrupted with noise by the

demodulator and then by the decoder. In this chapter, we are going to use the trellis
structure for the decoding of convolutional codes since it is possible to configure a
decoder that can eliminate the path that could not possibly be candidates for a maximum
likelihood sequence. Many algorithms could be used for decoding convolutional codes.
Examples of these algorithms are the sequential decoding, feedback decoding, and the
viterbi decoding. The viterbi method for decoding of convolutional codes will be
discussed in the following section.

The Viterbi Convolutional Decoding Algorithm: The viterbi algorithm is a
maximum likelihood decoding procedure that takes advantage of the fact that a
convolutional encoder is a finite state device. If the constraint length, K,relatively small,
i.e. K <= 8, the decoder can perform optimal decoding with relatively few computations.
For our project, the encoder is shown in Figure A.4, and the encoder trellis diagram is
shown in Figure A.5.

Figure A.4: Convolutional Encoder (rate %, K=3)

Figure A.5: Encoder Trellis Diagram (rate %, K=3)

The Vetirbi decoder performs either hard decision or soft decision decoding.
Here, we are going to perform hard decision in which the received codewords are binary
data. For the decoder trellis, we are going to label each trellis branch at time ti with the
hamming distance. The hamming distance is defined as the number of indices where the
received code symbols and the corresponding branch word from the encoder trellis don't
match. Figure A.6 shows the decoder trellis diagram for our encoder (Figures A.4, A.5)
with input data sequence m=l 1 0 1 1.. .. So, by applying this sequence to our encoder
and by refemng to figures 1 and 2, we will get the following transmitted codeword U= 11
0 1 0 1 00 0 1.. ..Suppose now that the transmitted sequence has been corrupted by noise

.

and we got the following received sequence, Z= 11 0 1 0 1 10 0 1...

Figure A.6: Decoder Trellis Diagram (rate %, K=3)

The labels on the decoder trellis branches are accumulated by the decoder on the
fly. For example, at time t 1, the code symbols received are 11. By comparing these codes

with the branch word 00 from the encoder trellis at a state 00

+ 00 transition, we see that

both bits are not matched. we label that branch with a metric of similarity =2 (hamming
distance). On the other hand, if we compare the same code symbols received at time t 1
with the branch word 11 from the encoder trellis at a state 0 0 3 10 transition, we see that
both bits are matched. So we label that branch with 0 (hamming distance) and we
continue labeling the branches as the symbols are received at each time ti as shown in
Figure 3. Using Viterbi decoding, if two paths in the trellis merge to a single state, the
optimum path, which is the one that has the minimum hamming distance (know as the
survivor), will be kept. The other path will be eliminated. At time ti, we could calculate
the cumulative hamming path metric as the sum of the hamming distance metrics along
that path up to time ti.

A step-by-step description of the Viterbi algorithm in our example is as follows:

1- i= 1;the current computation index
2- At time ti, compute all possible paths between the four states (a,b,c, and d) at time ti

and the four states at time t(i+l). If there is more than one path, keep the one with
optimum path metric (the minimum hamming distance). Keep the input path leading
to each state at time t(i+l) and its path metric value. Check if the beginning of the
whole path at (ti) to t(i+l) is a single connection (suniving path). If it is, keep the
path as the result of the decision. If not, go to step 3. In our example, the only
transition is from state 00 to state 00 or to state 10 and there is only one path to each
of these states. State 00

+ 00 transition has a branch metric value 2; state 00 910

transition has branch metric value 0, as shown in Figure A.7.

Figure A.7: Survivors at t2
3- If i+l is not the encoder of the codeword transfer, i=i+ 1, go to step number 2. Repeat
step number two for i=2. By examining our example, we find that at time t2, there are
two possible branches leaving each state with the following hamming distances (d):
(a)=3, d(b)=3, d(c)=2, and d(d)=O as shown in Figure A.8.
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Figure A.8: Survivors at t3
4- Following this algorithm, we see that at time t3, two branches diverging fiom each
state, and therefore two paths entering each state at time t4. According to viterbi
algorithm, we will keep the path with minimum cumulative path metric as shown in
Figure A.9.

5- Now, we see that there is one connection (surviving path) between t l and t2 which
corresponds to a state transition 00

+ 10. Knowing that this transition is produced by

input bit one, the decoder outputs a one as the first decoded bit.

6- We continue this procedure of eliminating all paths but one till we get the decoded
bits. Figures A. 10 and A. 11 show the next two steps in the decoding process at times
t4 and tS respectively, while Figure A.12 shows the final surviving path which
corresponds to the decoded bits.

Figure A.9: Survivors at t4

Figure A. 10: Survivors at t5

Figure A. 11: Survivors at t6

Figure A. 12: The Final Surviving Path of the Trellis Decoder

Experimental Results: The following are some computer results of the EncoderDecoder program. In each experiment, the input data sequence, m, the transmitted
codeword, U, the decoder-received sequence, 2, and the decoder output sequence are
shown. A decoder-received sequence with one, two, three, and four bit errors is presented
too.

>)

'A Received message with NO error';

Enter your input sequence bits between brackets & separated by spaces, example:[l 0 11
[100111000111011]
Input sequence, m=100111000111011
Transmitted Codeword, U=11 10 11 11 01 10 01 11 00 11 01 10 01 00 01 01 11
Decoder Received Sequence=1110111101100111001101100100010111
Decoder Output Sequence =I00 111000111011

))

'A Received message with ONE error';

))

conv-Encoder

Enter your input sequence bits between brackets & separated by spaces, example:[l 0 11
[100111000111011]
Input sequence, m=100111000111011
Transmitted Codeword, U=11 10 11 11 01 10 01 11 00 11 01 10 01 00 01 01 11
))

conv-Decoder

Enter your input sequence between brackets & separated by space. Example: [l 1 0 01
[111011110110011100110110010~010111]

Decoder Received Sequence =I110111101100111001101100101010111
Decoder Output Sequence

=100111000111011

))

'A Received message with TWO errors';

))

conv-Decoder

Enter your input sequence between brackets & separated by space. Example: [l 1 0 01

[111011110110011100110110010~01011~

Decoder Received Sequence =1110111101100111001101100101010110
Decoder Output Sequence =100111000 111011

))

'A Received message with THREE errors';

Enter your input sequence between brackets & separated by space. Example: [l 1 0 01

[lllollplolloollloollolloolo~ololl~
Decoder Received Sequence =1110110101100111001101100101010110
Decoder Output Sequence =100 111000 1110 11

))

'A Received message with FOUR errors';

))

conv-Decoder

Enter your input sequence between brackets & separated by space. Example: [ l 1 0 01

[llloll~lolloolploollolloolo~ololl~
Decoder Received Sequence =I1101 10101100101001101100101010110
Decoder Output Sequence

=100 1 1 10l0 1 1 10 1 1

Summary:Convolutional encoder-decoder has been shown to be a u s e l l tool in
the coding process. Each input sequence bit is encoded to another bit sequence then
transmitted. On the receiving part, these encoded bits are then re-processed and the
original data sequence is retrieved. The use of Viterbi algorithm reduced the
computational load by taking advantage of the special structure in the code trellis. Hard decision decoding, in which the decoder-received bits, are quantized to two levels, zero

and one, has been used. The error performance was realistic as can be seen from the
experimental results part.

APPENDIX B

A FAST BLOCK FIR ADAPTIVE DIGITAL FILTERING
ALGORITHM WITH INDIVIDUAL ADAPTATION OF
PARAMETERS-A REPORT ON PAPER WRITTEN BY WASFY
MIKHAEL AND FRANK WU

Adaptive algorithms are used to derive the parameters of unknown systems. In
this appendix, a general formulation for block finite impulse response (FIR) adaptive
digital filtering is presented. For more details about this subject, please refer to the
complete paper in [58]. Other good sources can be found in [57], [59]-[611.

B.l Block Adaptive Algorithm
aSignals are processed in blocks instead of sequential samples
Convergence factor(s) are chosen to minimize the mean square error in the processed
block
.Blocks could be disjoint or overlap. Figure B. 1 illustrates an example of a signal
processed in blocks of length L, which are overlapping by (L - K), and with coefficients
being updated once every K samples. Notice that when L=K, the blocks will be disjoint
*Processingsignal in overlapping blocks allow for matrix inversion elimination (matrix
inversion lemma)
.Better performance and computational advantages of this technique has been achieved
Block #: 1

-

-

--

K

Block # i

-

-*

L

L-K
Overlap

Block # 2

Figure B. 1: Signal Fetch Diagram

F

B.2 The O h u m Block Adaptive Akorithm with Individual Adaptation of
Parameters (OBAI) Algorithm
.Convergence factor in previous adaptive algorithms took two possibilities:
Constant convergence factor p~ for all coefficients and all blocks (BLMS)
.Time-varying convergence factor ~ ( jwhich
)
is the same for all coefficients and
is updated once per block iteration (j),(OBA, OBAS)
The OBAI Algorithm

In contrast to previous proposed adaptive algorithms, OBAI employs individual
r
convergence factors, one per adaptive filter coefficient, and updated once ~ eblock
iteration in a sense that minimize the block mean-square m o r (LS sense)

B.2.1 Employ OBAI to derive the parameters of unknown system
In Figure B.2, the adaptive filter, T(z) is used to derive the parameters of the

unknown system given in F(z) using the OBAI algorithm.
noise nl( j )

-

FILTER
F(z)

x(i + (j-1)L)
ADAPTIVE FILTER

-

M

T(z)=

Earg-'

srij>

Lo

Figure B.2: The Adaptive System.

Parameters definition

.k = time index

= jth block index
*M= order of Adaptive filter T(z)
ON= # of indep. Coefficients (=M+l)
*wi(i) E ith coeff. of the jthblock (i=O.. .M)

*x(k)i kth input signal (k=1,2,. ..)
*dfi) = Fh desired signal in the jth block (1= 1..L)
*nfi) = Fh noise in jth block (/=I.. .L)

.

*yr(i)= Fh output in the jth block (I= 1 ..L)
*er(i) = Ph error signal in the jfiblock

The LMS sequential algorithm using the steepest-descent method is given by:
wk+l= Wk + p(-Vk)

where V is the gradient.
Following the same steps in deriving the LMS algorithm but using a block of
samples instead of one input sample will be used to derive the OBAI as follows:
.The

Fh

error signal in the jfi block is given by:

.Or in matrix fonn

(Be 1

e(j)=d(j)+n(j)-[~]iw(j)
Lxl Lxl Lxl LxN Nxl
where [ G ] is
~ theinput signal matrix at the jth block

The estimate block gradient vector is then given by:

The time-varying convergence factor is given by:

*The coefficient general updating formula is given by:

*Choosep,(j)'s (i=1 ...N) at each block iteration such that the total squm-error in the
next block {eT(i+l)e(j+ 1)),

is

*Applyingtaylor's series expansion, we obtain the error expression in matrix-vector form

as:

Where,

A~(jF~(j+l)-w(j)

and hence,

a(eT(l+l)eo)=),
a~,,0')
*choosingeach comrergence h t o r in [MU)such that the sum of the squareerror at the

next block iteration is minimized, i.e.
Gives the following :

*Theoptimal convergence factors can be given as:

Therefore, the OBAI algorithm can be written as:

B.3 The Block Least Mean-Sauare IBLMS) Akorithm
*If we let pB,(j) = pB= constant, the BLMS algorithm can be written as:

B.4 The O~timumBlock Adantive Shifkin~IOBASI Akoritbm
.If we let pBi(i)= pB(j)

which is the same for all coefficients and updated at each block iteration, OBAS
algorithm can be written as:

)d = constant

)d(l),

same for allblocks

I K=L

Figure B.3: Lineage of Equalizers derived from the OBAI algorithm

B.4 Performance Comparison
The system shown in Figure B.2 has been simulated with several unknown filters.
A user friendly Graphical User Interface (GUI) that computes and plots the normalized

error energy (NEE) versus the number of samples is shown below. It also animate the
adaptation process of the adaptive filter to the T(z)unknown system F(z). The NEE is
defined as

NEE = "O

n

a=

~ ( e " ) l dm

Adaptive Filters
Simulation
..,
- * .

- - "...

Equalizer Type
The following Equalizers are available:
BLMS, OBAI, OBAS, OBA, LMS, HA (Homogeneous Adaptive), and IA (Individual
Adaptation).

SNR (dB)
The ratio of signal power to noise power, in decibels

Unknown Filter, F(z)
Three different types of unknown transversal filters are available and they are:

Compare NEEs
Compare the normalized error energy among the different types of the equalizers

Figures B.4-B.6 shows the NEE for the adaptive equalizers listed above
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Figure B.4: The Normalized Error Energy (NEE) versus the Number of Samples using
BLMS, OBAI, OBAS, OBA, LMS, HA, and IA.The unknown filter F(z) is Fl(z). For the
Adaptive Filter, M = 5, L = 12. The input is zero-mean while noise.
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Figure B.5: The Normalized Error Energy (NEE) versus the Number of Samples using
BLMS, OBAI, OBAS, OBA, LMS, HA, and IA. The unknown filter F(z) is F2(z). For the
Adaptive Filter, M = 5, L = 12. The input is zero-mean while noise.
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Figure B.6: The Normalized Error Energy (NEE) versus the Number of Samples using
BLMS, OBAI, OBAS, OBA, LMS, HA, and IA. The unknown filter F(z)is F3(z).For the
Adaptive Filter, M = 5, L = 12. The input is zero-mean while noise.
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MIL-STD-188-11OA SIMULATOR
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Bit Rate
The transmission rate in bit per second (bps). Available rates are: 150, 300,600,
1200, and 2400 bps.

Number of Blocks
The number of transmitted data blocks (1, 2, 3,4, and 5 data blocks).
Carrier Frequency Offset (Hz)
A scalar that indicates the transmitter's oscillator frequency offset error.
Carrier Phase Offset (degree)
A scalar that indicates the transmitter's oscillator phase offset error.
Number of Iterations
A scalar that indicates the maximum number of runs.
Block Length (Bits)

The number of bits in a Block. Block length depends on the transmission rate and
it includes the CRC bits, four bits indicating the total blocks in the message, and the
convolution encoder flushing bits (six zero bits).
Block Length = ((bit rate)*1632)/2400.
Total Number of Data Bits
The number of actual user messages. It is equal to the Block Length in bits minus
42 (32 bits CRC, 4 bits number of total blocks, and 6 bits flushing).
Sound Wave )))
An option that allows the user to play the HF message through the speakers.
Channel Model
Indicates whether the channel is a Gaussian or a Watterson-based HF channel. If
Watterson is chosen, a list of HF conditions will be displayed as shown below.
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Moderate
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SNR (dB)
The ratio of signal power to noise power, in decibels. The SNR can be specified

as a range of values in the following format: Minimum SNR value :Maximum SNR value
Equalizer Type
The demodulator adaptive equalizer type.

Platform
A MATLAB simulation of the demodulator employing the previous adaptive
equalizer techniques or a real time implementation on the Texas Instrument
TMS320C549- 100 DSP platform.
Note: if TMS320C549 is chosen, the appropriate program must be loaded into the DSP
board's flash.
Modulator Output
Plots the modulator output in the time domain.
Channel Output
Plots the time domain modulator output after it passes through the channel.
Equalizer Taps Animation
Enables1 Disables the animation display of the filter taps (coefficients), shown in
the middle bottom window.
CRC vs. SNR as a Fcn of #Block(s):
Plots the good CRC statistics versus the SNR as a function of the number of
blocks.
BER vs. SNR as a Fcn of #Block(s):
Plots the BER statistics versus the SNR as a function of the number of blocks.
CRC vs. SNR as a Fcn of Bit-Rate(s):
Plots the good CRC statistics versus the SNR as a function of the transmitted bit
rate.
BER vs. SNR as a Fcn of Bit-Rate(s):
Plots the BER statistics versus the SNR as a function of the transmitted bit rate.
Equalizer Coefficients
Animation of the Equalizer taps updates.
Iteration Number
The current iteration.

Good CRC
Indicates that all the transmitted bits of the current iteration have been received
with zero error.

Bad CRC
Indicates that at least one bit error has occun-ed during the demodulation of the
transmitted bits of the current iteration.

No Sync
Indicates that the demodulator has failed to detect the preamble.
Total Bits
The number of bits that have been demodulated. This number is equal to the total
number of bits transmitted minus the convolution encoder flushing bits.

Total Bit Errors
The number of bit errors in the demodulated message of the current iteration.
Bit Error Rate (BER)
The bit error rate in the demodulated message of the current iteration.
Frequency Offset
The predicted frequency offset of the transmitter oscillator in Hz.
RUN

Start the modulation/ demodulation process. This button will be replaced by
another one shown below until the process has finished.

Close
Close the Simulator Graphical User Interface (GUI) and all the figures. In the case
when the DSP platform is selected, this button will close the RS232 serial
communication.
Figures C. 1-4 shows a typical output of the simulator.
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MIL-STD-188-11OAORTHOGONAL MODEM SIMULATOR
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Channel # 2

Transmitter # 1
Enable/ Disable the first transmitter.
Transmitter # 2
Enable1 Disable the second transmitter.
Power Difference (dB)
A scalar (positive or negative) that define the power difference between the first
and the second transmitter's output
For each transmitter, the following are defined:

Bit Rate
The transmission rate in bit per second (bps). Available rates are: 150, 300,6001200, and 2400 bps.

Number of Blocks
The number of transmitted data blocks (1,2,3,4, and 5 data blocks).
Carrier Frequency Offset (Hz)
A scalar that indicates the transmitter's oscillator frequency offset error.
Carrier Phase Offset (degree)
A scalar that indicates the transmitter's oscillator phase offset error.
Block Length (Bits)
The number of bits in a Block. Block length depends on the transmission rate and
it includes the CRC bits, four bits indicating the total blocks in the message, and the
convolution encoder flushing bits (six zero bits).
Block Length = ((bit rate)* 1632)/2400.
Total Number of Data Bits
The number of actual user messages. It is equal to the Block Length in bits minus
42 (32 bits CRC, 4 bits number of total blocks, and 6 bits flushing).
Sound Wave )))
An option that allows the user to play the HF message through the speakers.
Channel Model
Indicates whether the channel is a Gaussian or a Watterson-based HF channel. If
Watterson is chosen, a list of HF conditions will be displayed as shown below.

SNR [a)

Extreme
FkrtterFadin

SNR (dB)
The ratio of signal power to noise power, in decibels. The SNR can be specified
as a range of values in the following format: Minimum SNR value :Maximum SNR value
Number of Iterations
A scalar that indicates the maximum number of runs.
Good CRC
Indicates that all the transmitted bits of the current iteration have been received
-withzero error.
Bad CRC
Indicates that at least one bit error has occurred during the demodulation of the
transmitted bits of the current iteration.
No Sync
Indicates that the demodulator has failed to detect the preamble.
Total Bits
The number of bits that have been demodulated. This number is equal to the total
number of bits transmitted minus the convolution encoder flushing bits.
Total Bit Errors
The number of bit errors in the demodulated message of the current iteration.

Bit Error Rate (BER)
The bit error rate in the demodulated message of the current iteration.
Frequency Offset
The predicted frequency offset of the transmitter oscillator in Hz.

Number of Iterations
A scalar that indicates the maximum number of runs.
Equalizer Type
The demodulator adaptive equalizer type.
Platform
A MATLAB simulation of the demodulator employing the previous adaptive
equalizer techniques or a real time implementation on the Texas Instrument
TMS320C549- 100 DSP platform.
Note: if TMS320C549 is chosen, the appropriate program must be loaded into the DSP
board's flash.
Iteration Number
The current iteration.
RUN
Start the modulation/ demodulation process. This button will be replaced by
another one shown below until the process has finished.

/ Please W d .
Close
Close the Simulator Graphical User Interface (GUI) and all the figures. In the case
when the DSP platform is selected, this button will close the RS232 serial
communication.
Figures 8.3-9 in chapter eight shows a typical output of the simulator.
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