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Absbuct- One of the fundamental limitations 
of artificial neural network learning by gradient 
descent is the susceptibility to local minima dur- 
ing training. This paper presents a new approach 
to learning, in which the gradient descent rule 
in the Backpropagation learning algorithm is re- 
placed with a novel “Global Descent” formalism. 
This methodology is based on a recently developed 
global optimization scheme, acronymed TRUST, 
which formulates optimization in terms of the flow 
of a special deterministic dynamical system. We 
test the ability of the new dynamical system to 
overcome local minima with common benchmark 
examples and a pattern recognition example. The 
results demonstrate that the new method does in- 
deed escape encountered local minima, and thus 
finds the global minimum solution to the specific 
problems. 
I. INTRODUCTION 
Neural networks with massively parallel processing units 
provide an effective approach for a broad spectrum of a p  
plications - pattern mapping, pattern completion and pat- 
tern classification. The most influential development in 
this area was the invention of the Backpropagation algo- 
rithm [l], which is a systematic method for training mul- 
tilayer artificial neural networks. 
Despite its popularity, Backpropagation learning by 
gradient descent has two major drawbacks - the slow 
convergence time and the presence of local minima. First, 
there is no guarantee that the network can be trained 
in a reasonable amount of time because the convergence 
process may be exceedingly long. Second, there is no 85- 
surance that the network will train to the best configura- 
tion possible, since a local minimum can trap the training 
algorithm in an inferior solution, whereas ideally a global 
minimum is desired to solve the problem. In this paper we 
primarily discuss the latter problem and propose a novel 
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methodology to overcome it. Emphasis will be given on 
those function learning tasks, where the network maps a 
set of input patterns to a set of output patterns. 
Statistical training methods [2, 3, 41 have previously 
been proposed to alleviate the local minima problem. 
These methods introduce noise to connection weights dur- 
ing training, but suffer from extreme slow convergence due 
to their probabilistic nature. Here, we propose a new de- 
terministic dynamical system, “Global Descent,” which 
consists of a single vector differential equation. The sy5 
tem has recently been introduced [5] for general optimiza- 
tion problems and has been shown to be very effective 
in globally optimizing energy or cost functions due to its 
global descent property. In the context of artificial neural 
networks, Global Descent provides a simple extension to 
the Backpropagation algorithm by replacing the gradient 
descent method during training. 
The new formalism has been tested for common bench- 
marks, like the XOR and parity functions, and also for a 
pattern recognition example using 60 patterns. The re- 
sults demonstrate that Backpropagation associated with 
Global Descent escapes encountered local minima and in 
practice almost always converges to the globally minimal 
solution. 
Section 2 reviews Backpropagation and the emergence 
of the local minima associated with gradient descent. Sec- 
tion 3 presents the Global Descent algorithm and discusses 
its behavior together with convergence properties. Section 
4 provides the results of the benchmark simulations and, 
finally, section 5 summarizes our conclusions. 
11. LOCAL MINIMA PROBLEM ASSOCIATED WITH 
BACKPROPAGATION 
Backpropagation is a learning algorithm that gives a pre- 
scription for changing the connection weights of a feed- 
forward network to learn a training set of input-output 
pairs without any prior knowledge of the mathematical 
function that maps them. More specifically, it uses gradi- 
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where, w’ and v’ are the row-concatenated vector represen- 
tation of the weight matrices W and V respectively. To 
train the network, the weights of each unit are adjusted 
to minimize the above energy function, thereby reducing 
the error between the actual and target outputs. In the 
Backpropagation algorithm, this is accomplished by using 
gradient descent, which changes the weights in proportion 
to the negative energy gradient. Thus, it is hoped to find 
a global minimum to (3), which will correspond to the 
optimal weights that solve the specific mapping problem. 
To apply gradient descent, we first calculate the energy 
gradient for the hidden-to-output connections 
e, 
e2 
P 
(4) 
aE[w‘, .‘I-- - - E e r  s’(g’) $ 
dVij 
c 
and then for the input-to-hidden connections 
P I  
c i  
Figure 1: A two layer feed-forward network, showing the 
notation. aE[w’, v’] --- - E E ef s’(gr) vij s‘(h$) 2: . ( 5 )  dwjk 
ent descent to adjust the weights following the local slope 
of the error surface towards a minimum. For the sake of 
completeness and clarity first we briefly review the Back- 
propagation algorithm below. 
Without loss of generality, we assume a two-layered 
feed-forward network with one hidden layer, as shown in 
Figure 1. Let 9‘ and 8 ,u = 1,2,. . . , p  be the input and 
target output patterns respectively. 
Given pattern ,u, hidden unit j receives a net input h$ 
and produces output 6, 
k 
where, s(.) is a sigmoidal function of the form 
1/(1+ ezp(-( . ) ) ) .  Output unit i receives g’ and produces 
the final output z;, 
gf = vij $ ; %’ = s(g’). 
j 
Bias to the units are not explicitly formulated but can be 
considered as an extra input clamped to +1 and connected 
to all units in the network. 
As an error energy measure, or cost function, we choose 
the squares of the differences between the actual and tar- 
get output values summed over the output units and all 
pairs of input/output patterns 
Finally, we apply gradient descent to equations (4) and 
( 5 )  to get the weight dynamics 
where 9 is the learning rate. 
Thus, training of the network consists mainly of weight 
adjustments performed according to (6). Clearly, gradient 
descent is a dynamical system whose stable equilibrium 
point only locally minimizes the error energy function. 
This works well with simple convex error surfaces, which 
have a unique minimum, but it often leads to nonopti- 
mal and unacceptable solutions with the highly convo- 
luted nonconvex surfaces encountered in practical prob- 
lems. Once the algorithm gets trapped in a local mini- 
mum, application of more training iterations fails to im- 
prove learning. Ideally, only the global minimum of the 
error energy in equation (3) satisfies the convergence of 
the output patterns to the desired ones. 
In the next section, we propose a novel dynamical sys- 
tem, called “Global Descent,” which can be substituted 
for gradient descent in the Backpropagation algorithm to 
overcome the aforementioned limitations. 
111. GLOBAL DESCENT FORMALISM 
The “Global Descent” approach outlined below is based 
on a novel deterministic methodology for unconstrained 
global function optimization. This method, acronymed 
‘TRUST’ [5] ,  has been tested on standard benchmark 
functions and has been shown to be very efficient in locat- 
ing the global minimum of multi-dimensional functions 
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with substantially faster rate of convergence than any 
competing global optimization technique [5]. The algo- 
rithm has already been employed, with encouraging re- 
sults, to robotics applications [6, 71. Since the primary 
purpose of this paper is the adaptation of the TRUST for- 
malism to Backpropagation learning (hence named Global 
Descent) in artificial neural networks, we present here the 
methodology by only briefly reviewing its dynamics. Ref- 
erence [5] should be consulted for greater details. 
Global Descent formulates global optimization &s the 
solution to a system of deterministic differential equations, 
where E[$, v’] of (3) is the function to be optimized with 
the connection weights being the states of the system. Let 
9 denote (13, v’) and have elements %b. Global Descent is 
based on the following equation 
W+I 1 
P a b  = -11- 
&ab 1 + a p ( E [ d ]  - E [ + * ]  + g) 
+q k: ( p a b  - pzb>”3u(E[+]  - E[$* 1) (7) 
where, cp’* is a fixed value of @, which can be a lo- 
cal minimum or an initial weight state, U(.) is the 
Heaviside step function, and U is a shifting parameter 
(its influence is discussed in [5],  in numerical applica- 
tions we typically take U = 2). The first term in the 
RHS of equation (7) is a “subenergy gradient,” with 
1/(1+ exp(E[+] - E[+*] + 6)) being the “gradient mul- 
tiplier,” while the second term is a “non-lipschitzian ter- 
minal repeller,” whose properties will be discussed further 
below. The parameter k > 0 is referred to as the “power” 
of the repeller, whose magnitude can be determined us- 
ing the analysis of [5]. In the simulations of Section 4, 
k = 0.001 gave good results. 
The dynamics in (7) is achieved upon application of 
gradient descent to the “cost function” 
1 
+ exp(-(E[+] - E[+*] + U)) c[cp’,cp’* = log (1 
a b  
The first term in the RKS of equation (8) is a nonlinear, 
but monotonic transformation of E[$], which preserves 
all of its properties relevant for optimization, i.e. it has 
the same critical points as E[$] and the same relative or- 
dering of the local and global minima. Additionally, it 
works like a filter by flattening only the portions of the 
energy surface E[$] which lie above E[+*]  and leaves it 
nearly unmodified elsewhere. The term x , b ( ( P a b  - v,:a)4/3 
is referred to as the “repeller energy term,” which creates a 
convex surface with a unique minimum located at + = cp“. 
In effect, as seen in Figure 2, C[+,@*] of (8) transforms 
Figure 2: A one-dimensional schematical representation 
of the cost function C[p, v, ] for an arbitrary error energy 
E [PI. 
the current local minimum of E[+] into a unique maxi- 
mum such that gradient descent can escape from it to a 
lower valley. 
Thus, when the gradient descent in equation (6 )  is re- 
placed by the Global Descent of (7), the Backpropagation 
algorithm escapes the encountered local minimum of the 
multidimensional functional E[$] of (3), due to the fol- 
lowing characteristics of the Global Descent system. 
The dynamical system (7) autonomously switches be- 
tween the following two phases: 
Phase I This phase, which is effectively a tunneling 
phase, is characterized by E[$] 2 E[+*]. Since for 
this condition the subenergy gradient magnitude is 
nearly zero in the vicinity of the local minimum 
(cp‘”) , the dynamical system (7) behaves approxi- 
mately as: 
@ab t7 k ( V a b  - ‘P10b)1’3 
This system represents a terminal repeller, origi- 
nally introduced by Zak [8], which has a repelling 
unstable equilibrium point at p a b  = & , ,  i.e. at the 
local minimumof the energy functional E[+]. Thus, 
due to this repeller, the dynamical system (7), when 
initialized with a small perturbation from (+* ), will 
be repelled from the local minimum until it reaches 
a lower basin of attraction, where E[+] < E[$*]. In 
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effect, this phase tunnels through portions of E[$]  
where E[?] 2 E[$ ' ] .  
Phase I1 This phase, which is a minimization phase, is 
characterized by E [ @ ]  < E[$'] .  The gradient mul- 
tiplier term has approximately unit magnitude, and 
the repeller term is identically zero. Thus (7) be- 
haves as: 
Wcp'l 
(Pab - 17- 
%'ab 
Clearly this phase implements minimization via gra- 
dient descent. 
In order to provide a clearer picture of the Backpropa- 
gation with Global Descent, we outline its implementation 
in terms of a step-by-step procedure. First let us assume 
the two-layered feed-forward network has K units, with M 
input-to-hidden weights and N hidden-to-output weights, 
and will be trained for p input-output patterns. 
1. Calculating the activation of the units, defining the 
error energy and finding the energy gradients will 
be performed using equations (1) through ( 5 )  as in 
standard Backpropagation. However, training will 
be performed by using Global Descent dynamics in 
(7), which will be substituted for the former gradient 
descent law of equation (6 ) .  
2. To initiate the dynamics, we pick an arbitrary do- 
main in the form of hyper-parallelpiped of dimen- 
sion M + N ,  and choose (3' ) as one corner of the 
domain. In effect, a repeller is placed at (cp" ) and 
the dynamical system in (7) is given initial condi- 
tions (cp" + ZV) where ZV is a small perturbation 
which drives the system into the domain of interest. 
3. If E[$' + Z V ]  < E[@* ] , the system immediately 
enters a gradient descent phase (phase I1 above), 
which equilibrates a t  a local minimum (cp"' ). 
4. We then set (cp" )  = (a''), and perturb ((p') to 
(cp"' + ZV ). Note that consistency in the flow direc- 
tion is necessary. 
5 .  Since (@*) is a local minimum, E [ @ ]  2 E[+'*]  
holds in a neighborhood of (+'* ). Thus, the sys- 
tem enters the repelling phase (phase I above), 
and the repeller located a t  (cp" ' )  repels the sys- 
tem until it reaches a lower basin of attraction, 
where E [ @ ]  < E[+'* ] .  In effect, this phase tunnels 
through all of the state space region with error en- 
ergy values that lie above the last found lower local 
minimum. As the dynamical system enters the next 
basin, the algorithm automatically switches to gra- 
dient descent, leading to minimization of E [ + ]  in 
(3). By using the energy gradient flow the system 
will equilibrate a t  the next lower local minimum, 
(d").  We then set (cp" ) = (G2* ) and repeat the 
process. 
6.  If E[cp'* + Z V ]  2 E[$']  when the training is initi- 
ated, (7) is initially in a tunneling phase. The tun- 
neling will proceed to a lower basin, at which point 
it enters the minimization phase and follows the be- 
havior discussed above. 
7. The successive minimization and tunneling compu- 
tational processes continue until a suitable stopping 
criterion is satisfied. If an exact solution for the 
weights exist such that for the specific problem in- 
put patterns can be accurately mapped to the tar- 
get output patterns, then the global minimum at 
E[$]  = 0 will set the stopping criteria. However 
if an exact solution does not exist, the global min- 
imum associated with E[$] > 0 can be located by 
ocular inspection (it is detected as the lowest local 
minimum) of the energy E [ @ ]  vs. the number of 
training epochs curve, which will indicate the opti- 
mal solution to the problem. Additionally the global 
minimum satisfies the criteria of a local minimum 
(i.e. energy gradients for all weights being close to 
zero). 
As stated earlier, [5] provides further detailed descrip 
tion of the convergence properties of the algorithm. It is 
worth noting that training the network in the batch mode 
(i.e. weights are adjusted after presenting all input-output 
patterns) is required, since the system in (7) necessitates 
a unique energy surface E[$]  of (3) for all patterns. 
Evidently, the structure of the dynamical system in 
(7) is highly parallel, allowing implementation in a form 
whose computational complexity is only weakly dependent 
on problem dimensionality (i.e. M + N here). 
IV. EXAMPLES AND APPLICATIONS 
This section presents results of benchmark tests car- 
ried out for comparison of standard Backpropagation and 
Backpropagation associated with Global Descent. Our 
first two examples are problems that are often used for 
benchmarking a network [9]: the XOR and the parity 
problem. We also consider a pattern recognition exam- 
ple of 60 input-output patterns as an application. In 
all of them we demonstrate that for some initial weights, 
learning with the standard Backpropagation gets caught 
in a local minimum and either gives an inferior solution 
or even may be unable to solve the problem. Backprop 
agation with Global Descent on the other hand escapes 
the encountered local minima and converges to the global 
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Table 1: Input, target, output results and local minimum 
weight states for XOR function 
2 
3 
4 
0.60 I I I ’  
0.0 1.0 1.0 0.961 0.963 
1.0 0.0 1.0 0.493 0.964 
1.0 1.0 0.0 0.498 0.031 
- Cbbol 0. --- Cmdimt 0. 
~ 1 0  = 1.3643 
~ 1 1  = -18.58 
~ 1 2  = -5.4145 
pattern # I t l  I t 2  I Target I Local I Global 
1 I 0.0 I 0.0 I 0.0 1 0.056 I 0.030 
W ~ O  = 5.5906 
~ 2 1  = 19.143 
~ 2 2  = -7.6285 
~ 1 0  = 9.7378 
~ 1 1  = -10.88 
~ 1 2  = -9.7378 
minimum of the error energy function. For simplicity we 
will refer to the former as gradient descent and latter as 
Global Descent. 
A .  The XOR Problem 
We begin with the exclusive-or problem since it is a claasi- 
cal problem requiring hidden units and since many other 
difficult problems involve an XOR as a subproblem. The 
truth table with the input and target patterns of the XOR 
function is shown in the first four columns of Table 1. One 
of the common problems in doing the XOR problem with 
a standard back-error paradigm is the presence of the local 
minima [IO, 111. 
We employed the smallest number of units in the net- 
work that can accomplish the XOR function: two units in 
the hidden layer, one in the output layer. The network re- 
quired two external inputs, and bias units as demonstrated 
in Figure 1. The network with nine connection weights 
presented a 9-dimensional optimization problem. 50% of 
all simulations with random initial weights got stuck in 
a local minimum when using gradient descent. Figure 3 
shows a comparison simulation of gradient descent and 
Global Descent for a specific random initial weight set. 
As the dashed line indicates, gradient descent got caught 
in a local minimum causing 12.74% error (i.e. 0.255/2.0) 
and thus evaluated only the first two entries in the train- 
ing set correctly and failed for others as indicated in the 
fifth column of Table 1. Application of more training iter- 
ations in this case failed to get better convergence. Global 
Descent, on the other hand, as the solid line of Figure 3 
shows, escaped the local minimum by tunneling through 
functionally higher values of the error function (seen as 
hill) and located the global minimum with only 0.11% er- 
ror and solved the XOR problem as demonstrated in the 
sixth column of Table 1. 
It is also worth noting . ,at gradient descent fails to 
0.00 
0.0 200.0 400.0 600.0 
Number d Training Iterations (Epochs) 
Figure 3: Global vs. Gradient Descent for XOR function 
escape the critical point even after four million training 
iterations. Furthermore, to disprove the popular specu- 
lation that the XOR and similar functions do not have 
local minima but rather po%sess almost flat regions with 
extremely small slopes [12], we have calculated the eigen- 
values of the Hessian matrix for the local weights shown 
in Table 1, and found that they all have positive values 
which proves the existence of true local minima. 
B.  The Parity Problem 
The parity problem is essentially a generalization of the 
XOR problem to K inputs and has been extensively dis- 
cussed by Minsky and Papert [13]. The single output unit 
is required to be on if an odd number of inputs are on, and 
off otherwise. It is often used for evaluating network per- 
formances and has been classified as a challenging prob- 
lem, since the output changes whenever any single unit 
changes, i.e., the most similar input patterns correspond 
to different target patterns. This fact has been observed 
to cause local minima for certain initial weights. 
The network topology has four inputs, four units in the 
hidden layer and and a single output unit. Thus training 
the network gives rise to a 25-dimensional optimization 
problem, (i.e., E[@] in (3) contains 25 states as the con- 
nection weights). The training set has 16 input-target 
patterns. Figure 4 shows a performance comparison be- 
3.0 
- Clobol D. --- Cmdmnt D. 
0.0 1 m . 0  20000.0 3oooO.O 
Number of Training Iterations (Epochs) 
Figure 4: Global vs. Gradient Descent for Parity function 
tween the aforementioned methods for a specific random 
initial weight set. While gradient descent produced an un- 
acceptable local solution with a 17.59% error, Global De- 
scent after escaping through two consecutive local minima 
converged to the global solution with 0.22% error. 
C. A Pattern Recognition Example 
We also considered a simple pattern recognition exam- 
ple of 60 patterns [14]. Figure 5 shows a set of two- 
dimensional training patterns from three classes. This 
requires the design of a neural network recognizer with 
three output neurons, each of which shall be on if the 
coordinates of a sample of the corresponding class is pre- 
sented, i.e. a "winner take all" network is necessary. Sev- 
eral simulations suggested that a t  least two units in the 
hidden layer were required to solve the problem. Fig- 
ure 6 presents our results. Gradient descent trained the 
network to learn the patterns with 13.77% (i.e., 12.4/90) 
error due to a local minimum in the 15-dimensional error 
energy. Performing the same experiment with Global De- 
scent solved the problem globally with a 0.32% total error 
for all 60-patterns. 
It is important to note that in all the simulations above, 
we mainly concentrated on the local minima problem. 
The issue of rate of convergence was not the objective 
of this paper, therefore we used the simple Euler integra- 
1 
I 
2 
2 2  I 
J I 
1 1  
3 a 
J 
Figure 5: Training patterns for Pattern Recognition 
30.0 
- Clobol D. --- Gradient D. 
s20'o Q) 
0.0 10000.0 2oooo.o 
Number of Training Iterations (Epochs) 
Figure 6: Global vs. Gradient Descent for Pattern Recog- 
nition 
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tion scheme which resulted in a relatively large number of 
iterations (i.e., epochs). Better integration schemes can 
speed up convergence. 
V. CONCLUSION 
This paper has introduced Global Descent in the con- 
text of artificial neural networks to improve learning. The 
methodology, which is based on a deterministic dynamical 
system, is proposed as a candidate for replacing the gradi- 
ent descent formalism in the Backpropagation algorithm, 
in order to eliminate the local minima problem. Theoret- 
ically, convergence of the method to a global minimum is 
not formally guaranteed due to the constant perturbation 
direction vector TP. However, in practice, due to its global 
descent property, the system dynamics escapes local min- 
ima valleys with help of the repeller effect, and flows into 
lower valleys of the error energy function using the infor- 
mation it gets from the gradient term. Indeed, previous 
studies [5, 6, 71 and the benchmark simulations of Back- 
propagation with Global Descent demonstrate that it can 
escape encountered local minima, and in almost all cases 
converges to the globally optimal solution of a specific 
problem. 
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