A middle-atmosphere simulation of the past 25 years (from 1980 to 2004) has been performed with a chemistry-climate model (CCM) of the Meteorological Research Institute (MRI) under observed forcings of seasurface temperature, greenhouse gases, halogens, volcanic aerosols, and solar irradiance variations. The dynamics module of MRI-CCM is a spectral global model truncated triangularly at a maximum wavenumber of 42 with 68 layers extending from the surface to 0.01 hPa (about 80 km), wherein the vertical spacing is 500 m from 100 to 10 hPa. The chemistry-transport module treats 51 species with 124 reactions including heterogeneous reactions. Transport of chemical species is based on a hybrid semi-Lagrangian scheme, which is a flux form in the vertical direction and an ordinary semi-Lagrangian form in the horizontal direction. The MRI-CCM used in this study reproduced a quasi-biennial oscillation (QBO) of about a 20-month period for wind and ozone in the equatorial stratosphere. Multiple linear regression analysis with time lags for volcanic aerosols was performed on the zonal-mean quantities of the simulated result to separate the trend, the QBO, the El Chichón and Mount Pinatubo, the 11-year solar cycle, and the El Niño/Southern Oscillation (ENSO) signals. It is found that MRI-CCM can more or less realistically reproduce observed trends of annual mean temperature and ozone, and those of total ozone in each month. MRI-CCM also reproduced the vertical multi-cell structures of tropical temperature, zonal-wind, and ozone associated with the QBO, and the mid-latitude total ozone QBO in each winter hemisphere. Solar irradiance variations of the 11-year cycle were found to affect radiation alone (not photodissociation) because of an error in making the photolysis lookup table. Nevertheless, though the heights of the maximum temperature (ozone) in the tropics are much higher (lower) than observations, MRI-CCM could reproduce the Correspondence to: K. Shibata (kshibata@mri-jma.go.jp) second maxima of temperature and ozone in the lower stratosphere, demonstrating that the dynamic effect outweighs the photochemical effect there. The ENSO signals of annual mean temperature, zonal wind, and ozone are generally reproduced in the troposphere and below the middle stratosphere. The volcanic signals of temperature increase and ozone decrease are much overestimated for both El Chichón and Mount Pinatubo.
Introduction
The stratospheric ozone has decreased since the late 1970s because of the increase in the reactive chlorine produced from photodissociation of man-made chlorofluorocarbons (CFCs) and halons under strong ultraviolet (UV) radiation in the stratosphere. When the stratospheric temperature is very low and less than certain critical values (about 187 K and 195 K) during winter to spring, polar stratospheric clouds (PSCs) appear, on the surfaces of which heterogeneous reactions proceed, leading to the alteration of normal gas-phase partitioning of odd nitrogen (NO y ), odd chlorine (ClO y ), and odd bromine (BrO y ). The heterogeneous reactions, for example, convert reservoir species such as HCl and ClONO 2 into active species such as Cl 2 and hence enable catalytic cycles involving reactive nitrogen, chlorine, and bromine, i.e. NO x , ClO x , and BrO x , to efficiently destroy ozone. The most prominent phenomenon associated with the combined effect of the halogen increase and PSCs is the Antarctic ozone hole (Chubachi, 1984; Farman et al., 1985) defined as the area of total ozone of less than 220 Dobson Units (DU). The ozone hole developed almost every year from the early 1980s to
Published by Copernicus Publications on behalf of the European Geosciences Union. the middle 1990s. Since then it has nearly saturated at very severe levels with small interannual variations except for a few years, when planetary waves propagating from the troposphere are unusually active. A similar severe ozone hole is expected to continue to appear up to about 2020 , even though the equivalent effective stratospheric chlorine (EESC) decreases after reaching a maximum value around 1998 (e.g. Randel and Wu, 2007) unless the dynamic perturbation (wave activity) is unusually strong (e.g. Newman et al., 2004) . This is because the decrease rate of the equivalent effective Antarctic stratospheric chlorine (EEASC) is expected to be very small up to about 2020, after which EEASC will diminish rather quickly . Similarly, severe ozone depletion occurs in the northern polar region if the winter stratospheric temperature is cold enough to form PSCs though not as frequently as in the Southern Hemisphere (e.g. Rex et al., 2006) .
The increase in the well-mixed greenhouse gases (GHGs) such as CO 2 , CH 4 , and N 2 O due to human activities increases the net downward terrestrial radiation at the tropopause, and this radiative perturbation warms the troposphere and continent/ocean as global warming, and simultaneously cools the stratosphere. Both stratospheric cooling and tropospheric warming can crucially impact the stratospheric circulation because the tropospheric circulation change affects the generation of planetary and/or gravity waves, which changes the divergence of the waves propagating from below and, in turn, the mean meridional circulation (e.g. Sigmond et al., 2004; Butchart et al., 2006) in the stratosphere through downward control (Haynes et al., 1991) . Ozone, a non-well-mixed GHG, also contributes to global warming through terrestrial radiation if it increases in the troposphere (Lacis et al., 1990) . In contrast, a stratospheric ozone increase locally warms the stratosphere and simultaneously suppresses global warming in the troposphere through solar radiation. Conversely, a stratospheric ozone decrease induces cooling in the stratosphere as demonstrated in both polar regions (e.g. . A change in the lower stratospheric H 2 O also affects the local radiative balance and is a possible contributor to stratospheric cooling (e.g. Forster and Shine, 1997) . As a result, the variations in well-mixed and non-well-mixed GHGs force the stratosphere to change directly through radiation and indirectly through dynamics driven by the waves propagating from the troposphere.
Solar irradiance variations affect the stratosphere as well as the troposphere. The 11-year solar cycle is the most prominent cycle giving rise to large impacts on the stratospheric temperature (e.g. Scaife et al., 2000) and ozone (e.g. McCormack and Hood, 1996) through substantial irradiance variations of several percent at UV wavelengths. Though the total solar irradiance variations of the 11-year solar cycle are at most 0.1% (e.g. Lean et al., 1997) , its signal can be detected from the upper stratosphere down to the surface in the observed geopotential data (e.g. Coughlin and Tung, 2004) . Indeed, the 11-year solar-cycle effect on the upper stratosphere is readily understood as a direct result of the UV irradiance changes (e.g. Brasseur, 1993) , but the mechanism of its effect on the middle and lower stratosphere is not necessarily well clarified. For example, Kodera and Kuroda (2002) demonstrated that the Brewer-Dobson circulation is weakened during the solar maximum through the wave-mean flow interaction in the subtropical upper stratosphere of the winter hemisphere, which induces warming and ozone increase in the tropical lower stratosphere. However, this mechanism cannot explain the observed minimum signals of temperature and ozone in the tropical middle stratosphere.
Huge volcanic eruptions eject large amounts of SO 2 gas into the stratosphere, and the SO 2 gas eventually condenses into volcanic sulfate aerosols through gas-to-particle conversion. Volcanic aerosols produce large perturbations in heterogeneous reactions on the aerosol surface as well as in radiative heating, and thereby heavily disturb the stratospheric chemistry and dynamics. Giant volcanic eruptions are sporadic but occasionally occur, at least a few times a century (e.g. Siebert and Simkin, 2002) , and the volcanic aerosols from one eruption remain in the stratosphere for up to several years depending on its magnitude (Deshler et al., 2006) , inducing crucial variations in ozone and temperature in the stratosphere. For example, after the Mount Pinatubo eruption in June 1991, the largest eruption in the 20th century, record low values (two standard deviations below a normal value, i.e. −2 σ ) of global (65 • S to 65 • N) total ozone (e.g. Gleason et al., 1993) and anomalously warm (+3 σ ) zonal mean temperature in the middle stratosphere (e.g. Labitzke and McCormick, 1992) were observed.
Chemical transport models (CTMs) and chemistry-climate models (CCMs) are very useful for investigating stratospheric ozone or other constituent changes, albeit having different frameworks, because ozone and other constituents are prognostic variables in these models. CTMs are forced by observed or general circulation model (GCM)-generated meteorological fields without feedback between chemistry and dynamics through radiation, while CCMs use GCMgenerated meteorological fields with feedback. So far, timeslice or time-varying simulations have been made with CTMs focusing on the stratospheric ozone (e.g. Chipperfield, 1999; Hadjinicolaou et al., 2005; Stolarski et al., 2006) or with CCMs (e.g. Austin et al., 2003; Dameris et al, 2005; Tian and Chipperfield, 2005; Austin and Wilson, 2006; Garcia et al., 2007) . CCMs of the stratosphere cover a wide range of integration periods with different complexities in the modules of chemistry and dynamics, and hence Austin et al. (2003) evaluated uncertainties and assessments of seven CCMs and one GCM using parameterized chemistry, with a particular focus on polar ozone. Following this, Eyring et al. (2006) made a similar intercomparison of thirteen CCMs' simulations, including the result of the Meteorological Research Institute (MRI), for the recent past over two decades or more under the specification of a common scenario of reference 1 (REF1) of Chemistry-Climate Model Validation Activity (CCMVal) for SPARC . The REF1 scenario includes nearly all the observed forcings such as sea-surface temperature (SST), sea ice, well-mixed GHGs, halogens, solar cycle, and volcanic aerosols.
This study describes long-term variations and trends that appeared in the REF1 simulation from 1980 to 2004 by the chemistry-climate model of the Meteorological Research Institute (MRI-CCM), with different aspects from the analysis of Eyring et al. (2006) . The simulation data used in this study is based on a new REF1 simulation, which differs from the data used in the intercomparison (Eyring et al., 2006) because the transport scheme for chemical constituents was thoroughly updated to decrease model biases in chemistry after the data had been submitted for the intercomparison. Multiple linear regression analysis was applied to the temperature, zonal wind, and ozone to objectively separate the trend, the QBO, the El Chichón and Mount Pinatubo, the 11-year solar cycle, and El Niño/Southern Oscillation (ENSO) signals, and the simulation and observations were compared for each signal.
CCM simulation

Model
The dynamics module of the MRI-CCM is based on an MJ98 GCM with an eta-ordinate (Shibata et al., 1999) . To reproduce the quasi-biennial oscillation (QBO) in the tropical stratosphere, the non-orographic gravity wave drag (GWD) scheme of Hines (1997) is incorporated with an enhanced gravity wave source over the tropics, instead of Rayleigh friction. In addition, the biharmonic horizontal diffusion is weakened only in the middle atmosphere, where the efolding time at the maximum wavenumber 42 is set at 150 h, which is slightly less than the previous value of 180 h (Shibata and Deushi, 2005a). The chemistry-transport module is taken from the stratospheric one of the MJ98 CTM with HF-related species and reactions incorporated, resulting in 36 long-lived and 15 short-lived species with 80 gas phase reactions, and 35 photodissociations, six heterogeneous reactions on PSCs and three heterogeneous reactions on sulfate aerosols. It should be noted that the chemistry module covers the whole model domain, but does not include detailed processes for tropospheric chemistry. Radiatively active gases providing feedback from chemistry to dynamics are O 3 , CH 4 , and N 2 O. MRI-CCM employs the spectral-transform method using triangular truncation at the maximum wavenumber 42 (T42) with a horizontal resolution of 2.8 by 2.8 degrees in longitude-latitude space and has 68 layers (L68) extending from the surface to the mesopause (∼0.01 hPa) with 500 m vertical spacing from 100 to 10 hPa. This T42L68 CCM is the same as the one used in the intercomparison of CCMs (Eyring et al., 2006) except for the transport scheme of chemical constituents.
MRI-CCM adopts a hybrid semi-Lagrangian transport scheme, which is compatibly solved with the continuity equation and has different forms for horizontal and vertical directions . The horizontal form is an ordinary semi-Lagrangian scheme, while the vertical form is equivalent to a mass-conserving flux form in transformed pressure coordinates specified by the vertical velocity. However, the hybrid semi-Lagrangian transport scheme describes only the general formulation without specifying how to calculate abundances at horizontal departure points in the transformed vertical coordinates. The previous scheme (Cubic3) uses a cubic interpolation of neighboring abundances in the horizontal direction and also uses it for overhead column abundances in the vertical direction . A new PRM5 scheme is developed for the Cubic3 scheme by improving both vertical and horizontal procedures to simulate better distributions of chemical constituents. The vertical procedure employs the piecewise rational method (PRM) (Xiao and Peng, 2004) , and the horizontal procedure uses a quintic interpolation. PRM, which uses an analytically integrable rational function in reconstructing in-cell profiles from cell-averaged values, exhibits better performance for sharp gradient profiles than the piecewise parabolic method (PPM) (Colella and Woodward, 1984 ) using a parabolic function. This improvement of the transport scheme led to substantial improvements of decreasing ozone positive biases, particularly in the tropical upper troposphere and lower stratosphere (not shown) and of the tape-recorder effect of water vapor in the tropical stratosphere (Mote et al., 1996) . Details of the PRM5 scheme and its impacts on the chemistry and dynamics are described by Shibata et al. (2008) 1 .
Simulation setup
A CCM integration is performed under the CCMVal REF1 scenario , in which both natural and anthropogenic forcings of SST, sea ice, greenhouse gases, halogens, the 11-year solar cycle, and volcanic aerosols are given daily through interpolation from monthly mean values. The integration period covers November 1979 to December 2004, prior to which a spin-up integration was made for about 10 years using 1970 conditions followed by transient conditions up to November 1979. The general conditions of the REF1 are described in Eyring et al. (2005) and references therein, so specific treatments of the forcings are described here.
The SSTs taken from the UK Met Office Hadley Centre data (HadISST1) are corrected to retain temporal variability even when interpolated from monthly to daily values, similarly to those in the Atmospheric Model Intercomparison Project (AMIP) II (Taylor et al., 2000) . (2003) and their extended data through 2004 are specified at the surface. In addition, the abundances of CCl 4 , CFCl 3 , CF 2 Cl 2 , and CH 3 Cl are multiplied by a factor (α) each month, α=(CCl y )/(4(CCl 4 )+3(CFCl 3 )+2(CF 2 Cl 2 )+(CH 3 Cl)), as in to represent the abundance of total chlorine atoms (CCl y ) in organic chlorine compounds, which includes other chlorine-bearing species such as CF 3 CCl 3 , CH 3 CCl 3 , and CHF 2 Cl in the real atmosphere. This factor is approximately 1.3, though it varies with the date. The 11-year solar cycle is given as irradiance data of 1nm spectral resolution, from which a lookup table for photodissociation and solar fluxes of coarser spectral intervals for radiative heating calculation were made as in Sekiyama et al. (2006) . After the simulation of the entire period, however, an error was found in a program processing a lookup table for each month, resulting in lookup tables not being varied temporally. Thus, the effect of the 11-year solar cycle is included only through the radiative heating. Volcanic aerosols are taken into account from the zonal-mean stratospheric aerosol optical depth at 0.55 µm and effective radius based on Sato et al. (1993) and their extended data (http://data.giss.nasa. gov/modelforce/strataer), and from the surface-area densities (SADs) of sulfate aerosols, similar to those used by Jackman et al. (1996) and updated by D. B. Considine (NASA Langley Research Center) (Eyring et al., 2006) . The integration period included two giant volcanic eruptions, El Chichón 
Climatology
Wind and temperature
Climatological fields of the simulated seasonal-and zonalmean zonal wind and temperature for the 1990s (10 years from 1990 to 1999) are illustrated in Fig. 1 , together with the reanalysis data of ERA-40 (Uppala et al., 2005) . Even when ozone and other radiatively active gases are treated interactively, the overall features of observed wind and temperature (e.g. ERA-40; CIRA-86 (Fleming et al., 1990) ) are more or less realistically reproduced to similar extents as those in most middle atmospheric GCMs . It should be noted that ERA-40 represents modeled data above the upper stratosphere, not necessarily observed data. In the following, climatological fields are described only around the solstice seasons (December to February and June to August) because the degrees of agreement and disagreement with observations are of similar magnitudes between the solstice seasons and equinox seasons (March to May and September to November).
During the northern winter (December to February) the subtropical jet is well reproduced, compared to observations (ERA-40), with respect to the core strength and extent in both hemispheres except for a deeper westerly wind region in the tropical upper troposphere, accompanied by a stronger equatorward extension of the westerly wind. Instead, the northward extension of the subtropical jet is underestimated around 60 • N. In the northern stratosphere, the separation between the subtropical jet and the polar night jet is not well simulated, as revealed from the significantly stronger wind than observed (see the contour of 20 m/s) in the col between the two jets, arising from a cold bias in the polar lower stratosphere. In contrast, the polar upper stratosphere has a warm bias, resulting in a much weaker polar night jet having a slighter equatorward tilt with altitude than observed. This underestimated polar night jet stems from stronger wave activities, which are initiated by stronger GWD and amplified through the wave-mean flow interaction, inducing overestimated poleward ozone transport as described later. The easterly wind in the northern high-latitude mesosphere is due Fig. 2 . Evolution of the deseasonalized zonal-mean zonal wind averaged between 5˚S and 5˚N from 100 to 1 hPa for the simulation (upper) and observation (ERA-40) (lower). Color shading is the same for both panels, but the contour interval is 5 m/s for the simulation and 10 m/s for the observation. Arrows represent the eruption dates of El Chichón and Mount Pinatubo. solely to GWD, yielding a clear equatorward tilt of the polar night jet above the stratopause. Coincident with the poor separation of the two jets in the winter hemisphere, there appears to be an upward extension of the subtropical jet in the summer hemisphere, leading to an upward shift of the zerowind altitude in southern high latitudes.
During the southern winter (June to August), the southern subtropical jet has stronger equatorward and weaker poleward extension, similar to the northern subtropical jet during the northern winter. The polar night jet is more or less realistically reproduced above the middle stratosphere due to the weak wave activities in the Southern Hemisphere, whereas it is overestimated with a cold bias in the lower stratosphere and the separation from the subtropical jet is less clear than in the observations. There appears to be a mesospheric easterly wind in southern high latitudes, similar to that during December to February in northern high latitudes, but the former magnitude is twice (60 m/s) as large as the latter, reflecting the difference in the vertical wind profiles below the middle mesosphere. The summer subtropical jet in the Northern Hemisphere is well simulated with the zero-wind line being almost at the observed altitude, in contrast to that during December to February in the Southern Hemisphere. 
QBO
Figures 2 and 3 depict the equatorial (5 • S to 5 • N) zonalmean zonal wind and ozone deseasonalized by subtracting the long-term monthly means for the simulation and observations. The observed ozone is based on the Halogen Occultation Experiment (HALOE) (Russell et al., 1993) . The MRI-CCM of this version also reproduced the QBQ in zonal wind and ozone with its features being very similar to the previous version (Shibata and Deushi, 2005b ) simulated under annually repeating forcings, but the period is much shortened (to about 20 months) from the previous value of 31 months through a substantial decrease in ozone positive bias in the tropical lower stratosphere (not shown) arising from the improved transport scheme for chemical constituents.
This shortening of the QBO period can be ascribed to the decrease of the solar heating feedback of ozone because the terrestrial radiation of ozone plays a minor role in the QBO heating budget (Shibata and Deushi, 2005b) . The quantitative relationship between the ozone feedback and the QBO period will be described in another paper (Shibata et al., 2008 1 ). Though the simulated QBO amplitude of the zonal wind is smaller than the observations in the stratosphere similar to those in other QBOs by three-dimensional models (e.g. Takahashi, 1999; Butchart et al., 2003; Giorgetta et al., 2006) , the simulated QBO still has some observed features: stalling sometimes occurs during the descent of the westward wind; the amplitude of zonal wind peaks at 20 hPa; vertical wind shear is stronger in the eastward acceleration than the westward one; and longer duration of the eastward wind than the westward wind below about 50 hPa (e.g. Baldwin et al., 2001; Pascoe et al., 2005) . The simulated ozone QBO also captures observed characteristics such as the amplitude peaking at 30 to 40 hPa and diminishing rapidly below 50 hPa (e.g. Randel and Wu, 1996; Logan et al., 2003) . The lag correlation between ozone and zonal wind reveals that the phase of the ozone QBO precedes that of the zonal wind QBO by about a quarter cycle below 20 hPa (not shown) as it does in observations (Hasebe, 1994) even though the simulated QBO period is much shorter than the observed one.
In the upper stratosphere, however, the simulated QBO amplitudes of zonal wind and ozone are much larger than observations, particularly above 5 hPa as in the previous version (Shibata and Deushi, 2005b) . In contrast, the ozone QBO at about 10 hPa is underestimated in the simulation, and so the vertical structure of double peaks with alternating sign was not well reproduced in the simulation. In addition, a decreasing trend is evident in the simulated ozone, while no such trend can be seen in zonal wind of the simulation and the observations. This decreasing trend in the simulated ozone is statistically significant below the middle stratosphere as well, as will be described later.
It should be noted that the simulated QBO phase is very different from the observed QBO phase due to the period differences as can readily be seen from Figs. 2 and 8. Likewise, the QBO phase relation with the seasonal cycle is very different from observations. Thus, the atmospheric and chemistry responses to the imposed forcings may differ from observed ones not only in the tropics but also in the extratropics through the mean meridional circulation (e.g. Plumb and Bell, 1982) associated with the QBO, even if the various observed forcings are used.
Ozone
The simulated and observed climatological seasonal cycle of the zonal-mean total ozone for the 1990s is depicted as a function of months in Fig. 4 . The observed ozone is taken from satellite measurements by the total ozone mapping spectrometer (TOMS) and solar backscattered ultraviolet (SBUV), i.e. TOMS/SBUV merged total and profile ozone datasets based on the version 8 retrieval algorithm (http://code916.gsfc.nasa.gov/Data services/merged). The model reproduced the overall seasonal evolution of the total ozone but exhibited positive biases everywhere. The relatively high positive biases in northern high latitudes and in southern mid-latitudes from winter to spring in each hemisphere stem from the overestimated poleward ozone transport. As annual mean values, the positive biases are slightly less than 20 DU in the tropics and reach 20 to 40 DU in the extratropics of both hemispheres as illustrated in the 1990s' ozone (Fig. 5) . Interannual variations of the simulated annual-mean total ozone are about 6 DU in the tropics, 10 DU in the northern latitudes, and 16 DU in the southern high latitudes, while the corresponding observed values are 2, 4, and 3 DU. Note that the observed values in high latitudes are calculated from those days when TOMS measurements were made. The simulated extratropical total ozone in the Northern Hemisphere peaks in April/May, about one month later than observations, because the simulated transition in dynamics from winter to spring, i.e. from westerly to easterly winds, is retarded by about one month in the stratosphere. In contrast, the minimum total ozone appears in September as in observations. In the tropics, the minimum axis of the simulated total ozone crosses the equator from north to south in mid-winter and again from south to north in mid-summer, unlike the observed months around the spring equinox and autumnal equinox. In the southern extratropics, a maximum total ozone appears around 50 • S from July to November, and the ozone hole occurs inside the strong and persistent polar vortex in October/November, about one month later than observations. This is due to a much deeper simulated polar-vortex than observed that retards the seasonal change from winter to spring by about one month as in the Northern Hemisphere. • TOMS △ PRM5
• TOMS Fig. 7 . Evolutions of the annual maximum area of the Antarctic ozone hole (<220 DU) in units of 10 6 km 2 (left) and the annual minimum of total ozone in DU (right). Triangles represent simulated data, and filled circles represent observed data (TOMS/SBUV).
The time evolution of the total ozone for the entire period (1980 to 2004) is displayed in Fig. 6 , together with the observed (TOMS/SBUV) total ozone for 1980 to 2001. The model simulates larger interannual variations in the northern high latitudes than in southern high latitudes, similar to the observations. The simulated ozone hole area increased year by year beginning in the early 1980s and eventually became saturated from the late 1990s. Quantitatively, however, the model significantly underestimates the maximum ozone hole area until the late 1990s, while the simulated minimum total ozone quantitatively coincides well with the observation, as depicted in Fig. 7 . It is evident that the simulated total ozone exhibits prominent decreasing trends in the extratropics of both hemispheres and in the tropics, whereas the observation has no decreasing trend in the tropics (e.g. Fioletov et al., 2002) . The details of the trend are described below using a multiple linear regression analysis.
Specific signals in regression analysis
Multiple linear regression analysis is used to isolate specific signals from the zonal-mean anomalies in temperature, zonal wind, and ozone data for the simulation and observations (e.g. Randel and Cobb, 1994; Bodeker et al., 2001) . Reference (explanatory) variables are the mean value, the linear trend, the QBOs at 20 and 50 hPa, volcanic aerosols of El Chichón and Mount Pinatubo, ENSO, and the 11-year solar cycles. Thus the regression model for ozone is
and likewise for temperature, where α and (are time lags (in months) of less than or equal to 12. Coefficients A through G (referred to as signals henceforth) are expanded by annual, semiannual, and triannual cycles to explain seasonality.
The QBO reference terms are taken from the zonal-mean zonal winds over the equator at 20 and 50 hPa (henceforth referred to as QBO20 and QBO50). It should be noted that QBO20 and QBO50 are not orthogonal both in the simulation and ERA-40, being different from the QBO empirical orthogonal functions (EOFs) 1 and 2 (e.g. Crooks and Gray, 2005; Stolarski et al., 2006) . However, QBO20 and QBO50 are approximately a quarter-cycle apart as depicted in Fig. 8 , indicating that they can be treated as independent reference variables. The volcanic reference terms are the global-mean optical depths at 0.55 µm with time lags α and β to represent delayed responses of ozone and temperature. The time lags α and β are calculated that the correlation between the regressed data and target data is largest at each point for α≤12 and β≤12. The ENSO reference term is the Southern Oscillation Index (SOI), and the solar reference term is the 10.7 cm radio flux (F10.7) in solar units (10 −22 W m −2 Hz −1 ). The coefficients in the regression model are calculated with the least-squares method against deseasonalized monthly-mean data, which are set to zero for missing data Since the square root of the ratio is the correlation coefficient between the regression data and target data, a ratio of 0.55 corresponds to 0.74 for the correlation coefficient. In addition, the regression model can explain the variance for ozone better than the variance for temperature in the stratosphere both for the simulation and observations (SBUV) as in Randel and Cobb (1994) .
The results of the regression models require some attention. Sensitivity tests on the trend term (Bojkov et al., 1990; SPARC, 1998) demonstrated that the trend term is relatively insensitive, i.e. about 10% changes, to the inclusion or exclusion of the QBO, solar and other terms, as long as the time series is sufficiently longer than the 11-year solar cycle (SPARC, 1998) . The trend standard errors, however, could be sensitive. The time series of the current analysis covers approximately two 11-year solar cycles for the CCM simulation (25 years) and ERA-40 (22 years), so that the trend signal is expected to be valid for these two data sets. The ozone trend signal is also roughly valid in the tropics mid-latitudes and between 60 • S and 60 • N, where data of over 20 years is used. However, the trend signal derived in this study differs from those based on different regression models, as will be described later, because the multiple linear regression analysis does not necessarily yield unique signals and could result in different signals for different reference sets because some of the reference variables are not orthogonal to each other. Figure 9 displays the linear trend (K/decade) of the annualand zonal-mean temperature from 60 • S to 60 • N for the simulation and observation (ERA-40). The model reproduces the statistically significant cooling trend throughout midand low-latitudes in the stratosphere and mesosphere with a maximum cooling exceeding 2.5 K/decade at the stratopause from 40 • S to 30 • N. Statistically significant cooling can also be seen in the southern polar region below 10 hPa, Figure 10 depicts the linear trend (%/decade) of the annual-and zonal-mean ozone from 60 • S to 60 • N for the simulation and observation, the latter of which is taken from reconstructed data from the Stratospheric Aerosol and Gas Experiment (SAGE I and II) (McCormick et al., 1989) data with a multiple linear regression model using the decadal trend, solar cycle, and EOF1 and 2 of the QBO (Randel and Wu, 2007) as reference variables. The simulation reproduced SAGE I/II observed features of a latitudinally symmetric ozone decrease trend with maxima in the extratropical upper stratosphere (2 to 5 hPa), a second maximum in the tropical lower stratosphere (50 to 100 hPa), and a minimum (or positive) in between (∼25 hPa) in the tropics (e.g. WMO/UNEP, 2003; Newchurch et al., 2003; Randel and Wu, 2007) , although the observed trends from SAGE I/II do not necessarily quantitatively agree with each other depending on analysis periods and methods. The simulated maxima in the extratropical upper stratosphere of −14 to −16%/decade are twice as large as the observed values of −6 to −8%/decade. In contrast, the simulated second maximum of −4%/decade in the tropics is two-thirds of the observed trend of −6%/decade. These two observed maximum amplitudes in Fig. 10 are analyzed as larger values of −12 and −8%/decade for 1979 to 2005 in Randel and Wu (2007) . This discrepancy comes from the difference in the reference variables of the multiple linear regression models, as stated before. Figure 11 plots the linear trend (DU/year) of the zonalmean total ozone as a function of month from 90 • S to 90 • N for the simulation and observation (TOMS/SBUV). The simulation captured the observed major characteristics of the severest total ozone depletion associated with the ozone hole in southern high latitudes during late winter (August) to early summer (December), and the second maximum ozone decrease in northern high latitudes during early spring, March to April, although the simulation somewhat overestimated the absolute values. In contrast, the model calculated a persistent total ozone decrease in the tropics throughout the year, similar to a small but significant negative annual mean trend of a CTM simulation , in conspicuous contrast to the observed (TOMS/SBUV) near-zero value. However, as pointed out by Randel and Wu (2007) , the trend based on TOMS/SBUV data might indicate the tropospheric positive ozone trend canceling the stratospheric negative trend because the vertically integrated column ozone from SAGE I/II does exhibit a significant decrease of 8 DU from 1979 to 2005 in the tropics. If this is true, the simulated weak but significant negative trend in the tropics well reproduced the observed stratospheric ozone decrease because the model did not include detailed tropospheric chemistry.
Trend
QBO signals
The meridional structure of the simulated annual mean QBO wind signals are shown together with the observation in Fig. 12 . The simulated QBO20 wind signal has a three-cell vertical structure of alternating sign, extending to the mesosphere with a positive cell from 50 to 10 hPa, a negative cell above 0.8 hPa, and the other positive cell above in the mesosphere. Though the vertical extent of the positive cell centered at 20 hPa is slightly smaller, the simulated signal in the stratosphere agrees well with the observed stratospheric twocell structure, the vertical profile of which is very similar to the QBO weight profile yielding the best fit to the total ozone QBO (Randel et al., 1995) . The signal peaks over the equator and is latitudinally symmetric with half-widths of about 20 degrees in the stratosphere. The QBO50 zonal wind signal has a similar but vertically phase-shifted three-cell structure with a negative cell from 20 to 2 hPa, and positive cells below and above this range. It is qualitatively in good agreement with the observed three-cell signal in the stratosphere, though the observed signal shows only the peripheral part of the uppermost positive cell between 2 and 1 hPa. It should be noted that the peak values of the QBO50 signal are approximately twice as large as those of the QBO20 signal for the simulation, and the QBO50 reference amplitude is about half of the QBO20 reference amplitude (Fig. 8) . As a result, the product of the signal and reference is of similar magnitude in the multiple linear regression model (Eq. 1). Also, the ratio of the reference amplitudes (QBO20/QBO50) in the observations is about two, and the ratio of the signal amplitude is about 0.8 for the positive cells and 0.4 for the negative cells. Thus, the products of the signal and reference are approximately the same magnitude for the negative cells but are much larger for QBO20 than for QBO50.
The QBO signals of QBO20 and QBO50 exhibit a wider latitudinal extent of about ±30 degrees in the mesosphere than in the stratosphere (about ±20 degrees), coinciding with satellite measurements by the high-resolution Doppler imager (HRDI) on the Upper Atmosphere Research Satellite (UARS) (Burrage et al., 1996) . There is also a slight hint of this above 2 hPa in the QBO50 zonal wind signal (Fig. 12 ) of ERA-40 available up to 1 hPa. A similar feature is just visible in the analysis using a higher ERA-40 dataset up to 0.1 hPa , in which the QBO references are the QBO EOF 1 and 2. Although the QBO amplitude in the mesosphere is barely discernible and diminishing monotonically with altitude in the ERA-40 (Baldwin and Pascoe et al., 2005) , the mesospheric QBO distinctly appeared in MRI-CCM and is analyzed by . Figure 13 depicts the simulated and observed annual-mean QBO20 and QBO50 temperature signals, both of which peak over the equator with latitudinal symmetry as the wind signals in Fig. 12 . In the equatorial region, their latitudinal extents are narrower than those of the wind signals, with half-widths of about 15 degrees in the stratosphere and 20 degrees in the mesosphere. The QBO20 temperature signals have a three-cell structure very similar to that of the QBO50 wind signals, while the QBO50 temperature signal has a four-cell structure with a positive cell from below 100 to 30 hPa, a negative cell to 7 hPa, the other positive cell to 0.3 hPa, and the other negative cell above.
The extratropical QBO temperature signals are out of phase with the tropical QBO ones in both hemispheres. These extratropical QBO signals arise from the secondary meridional circulation induced by the main equatorial QBO (e.g. Plumb and Bell, 1982) and can be seen preferentially in the winter hemisphere (e.g. , where the Brewer-Dobson circulation is much stronger than in the summer hemisphere, though the extratropical QBO signal in the winter hemisphere is not analyzed all year around, i.e., it disappears some winters . Thus, the latitudinal symmetry in the extratropical QBO temperature signal in Fig. 13 is not the real picture but a virtual structure made through the annual mean operation.
The simulated annual-mean QBO20 ozone signal (Fig. 14) exhibits a four-cell structure over the equatorial region, a negative cell up to 60 hPa, a positive cell up to 20 hPa, the other positive cell up to 2 hPa, and the other negative cell above. Since a pressure level of about 20 hPa corresponds to a critical altitude separating the photochemistry control region above and the transport control region below (e.g. Hasebe, 1994) , the QBO20 ozone positive signal below 20 hPa is consistent with the QBO20 temperature positive signal, both of which are brought by a downdraft associated with the QBO westerly shear zone. Extratropical negative signals in temperature and ozone are also consistent with each other because there is an updraft as a return arm of the equatorial QBO in each hemisphere. In contrast, the QBO20 ozone positive signal above 20 hPa in the stratosphere can be interpreted as a response to the cooling (Ling and London, 1986) or to the transport of NO x -poor air (Chipperfield et al., 1994) . In the simulation, for example, the QBO20 temperature signal (Fig. 13) exhibits a major cooling peak of about 1.4 K/(10 m/s) and the QBO20 NO x signal (not shown) shows a very weak reduction peak of about 0.3×10 −2 ppbv/(10 m/s) at 10 hPa. A detailed analysis on this, however, is beyond the scope of this paper. The simulated QBO20 ozone signal of these two positive cells below 3 hPa qualitatively agrees with the observation (SBUV/TOMS), although the minimum value between them is too low in the simulation.
The simulated annual mean QBO50 ozone signal, which has a four-cell structure in the equatorial stratosphere (Fig. 14) , qualitatively agrees with the observed one for the negative cell centered around 3 hPa, positive cell centered at 10 hPa, and negative cell centered around 30 hPa, albeit the lowest one is not statistically significant. However, the simulated positive cell below 30 hPa with the largest magnitude centered at 70 hPa in the equatorial lower stratosphere cannot be seen in TOMS/SBUV data in spite of there being no data below 50 hPa. As will be described below, this intensive positive cell in the lowermost stratosphere is the cause of a significantly large response of total ozone in the equatorial region, whereas almost no response can be seen in the observed data.
In the observed total ozone data (Fig. 15) , positive values of the QBO20 signal cover the equatorial region from approximately 10 • S to 10 • N with a slight peak in October/November. In the extratropics, negative (out-of-phase) values extend in mid-latitudes with maxima of the same magnitude as the equatorial signal in mid-latitudes of both hemispheres during the winter-spring season in each hemisphere, March in the Northern Hemisphere, and August/September in the Southern Hemisphere. These features are very similar to those regressed to the QBO 30 hPa wind (Randel and Cobb, 1994) or to the vertically weighted QBO wind with a peak at 20 hPa (Randel et al., 1995) .
The simulation qualitatively reproduced the observed features with similar magnitudes, but the locations or dates of maxima are skewed and the mid-latitude negative values during the winter-spring season do not extend to high latitudes in the winter hemisphere, unlike observations (e.g., Randel and Cobb, 1994) and the mechanistic chemistry model simulation (Kinnersley and Tung, 1999) . In the equatorial region, a maximum appears in June/July with a weak second maximum in December, while a weak minimum appears in March. The northern mid-latitude negative maximum occurs around 40 • N similarly to but about two months earlier than the observed one. The southern mid-latitude negative maximum appears around 30 • S in July/August and is approximately one month earlier and 10 degrees equatorward than the observed one.
The simulated QBO50 total ozone signal has statistically significant values in the tropics, where a maximum occurs in July/August and minima appear in March and December, while the observed data has no statistically significant value in the tropics (Fig. 15) . This feature in the simulation is consistent with the ozone signals in the lowermost stratosphere, where the simulated ozone has a large positive signal (Fig. 14) . Statistically significant and negative (outof-phase) minima appear in the extratropics of the observed data about two month behind the QBO20 ozone minimum signals in both hemispheres. The model barely reproduced the southern mid-latitude minimum alone.
Solar signals
The current simulation does not include the temporal variations of photodissociation due to the solar irradiance variations as stated above, so the simulated solar signal reflects only responses to the radiative heating of the 11-year solar cycle, indicating that some attention is required to interpret the model result. Figure 16 depicts the annual mean solar temperature signals in K per 100 solar units from 100 to 0.1 hPa between 60 • S and 60 • N for the simulation and observation (ERA-40). Note that the values in Fig. 16 should be multiplied by 1.3 to obtain differences between solar maximum and minimum because the 130 solar units of F10.7 correspond, on average, to the difference between the solar maximum and minimum. The simulation has two latitudinally symmetric strong warming areas in the mesosphere and in the lower stratosphere and a cooling area in between them over the tropics. The mesospheric warming extends down to about 3 hPa and has a broad depth peak centered at 0.5 hPa. Interestingly, the magnitude and vertical and meridional extents of this mesospheric warming are very similar to those due to the UV heating alone between solar maximum and minimum under a fixed dynamical heating assumption (Shibata and Kodera, 2005) . The lower stratospheric warming extends from 20 to 80 hPa with a peak at about 70 hPa and this is probably due to dynamics, because UV impact scarcely penetrates into the middle stratosphere. The cooling and weak warming area between the two strong warmings is not statistically significant.
The observed annual mean solar temperature signal also has two strong warmings and a minimum warming in between with latitudinal symmetry. The observed higher altitude warming signal is shallower with a maximum around 3 hPa and possesses a wider latitudinal extent than the simulated one. The discrepancy in the upper stratosphere between the simulation and observation is mainly from the current simulation not reproducing the ozone increase through photodissociation change in the upper stratosphere due to the 11-year solar cycle. It is worthwhile to point out that MRI-CCM simulates a statistically significant 2 to 3% increase in annual mean ozone at about 3 hPa (not shown) for the difference between solar maximum and minimum time-slice runs, in which the photodissociation process is correctly treated, as in other CCMs (e.g. Tourpali et al., 2003; Egorowa et al., 2004) . On the other hand, the second maximum warming of 0.8 K around 50 hPa between 30 • S and 30 • N in observations is reproduced in the simulation, though the height is lower and the magnitude is underestimated to be 0.5 K. This indicates that the upper stratospheric warming associated with ozone increase due to UV enhancement might have minor effects on the tropical lower stratospheric warming.
The satellite measurements or other upper-air observations are not long enough to stably and accurately analyze the 11-year solar cycle but, in total, include barely two cycles. As a result, the solar signal is detected differently depending on analysis methods or conditions employed (e.g. Scaife et al., 2000; Labitzke et al., 2002; Hood, 2004; Crooks and Gray, 2005) . Even using ERA-40 data with the multiple linear regression analysis, the resultant solar temperature signal by Crooks and Gray (2005) is different, particularly in the tropical lower stratosphere, from that in this study. This is because some of the reference terms are not equivalent between the two analyses. simulation and observation (TOMS/SBUV). Interestingly, without the effect of photodissociation variations, the simulation reproduced a positive maximum signal around 3 hPa and a negative signal around 20 hPa in the tropics, and the positive signal has a wider latitudinal extent with better symmetry than the negative signal. This dipole vertical structure is also seen in the observed signal, although the two observed signals are located at higher altitudes. Note that the negative signal can also be analyzed in TOMS/SBUV and SAGE data (Lee and Smith, 2003; Hood, 2004; Randel and Wu, 2007) , but the statistical significance is low in both satellite data (Hood, 2004; Randel and Wu, 2007) . In the tropical lower stratosphere, however, the simulated positive signal seems to be related to mid-latitude positive signals of both hemispheres and is very different from the observed signal. Figure 18 displays the evolutions of the simulated global (65 • S to 65 • N) volcanic temperature signals for about a half year before and about three and a half years after the El Chichón and Mount Pinatubo eruptions, along with the observed signals (ERA-40). The model reproduced qualitatively well the warming due to El Chichón volcanic aerosols with respect to its timing and extent until the middle of 1983, but after this date the model failed to simulate the observed seasonal cycle, which peaks during the northern autumn in 1983 and 1984. After the Mount Pinatubo eruption, the model reproduced the observed warmings such as the first warming in the 1991/92 winter, the second and third warmings during autumn in 1992 and 1993, albeit an excess weak warming during the early summer in 1992. Quantitatively, however, the model overestimates the warming magnitude for the two eruptions, in particular for El Chichón, as in other model simulations (e.g. Dameris et al., 2005; Kirchner et al., 1999) . One reason for this is the disagreement between the simulated and observed QBOs, because the QBO significantly impacts the effect of volcanic aerosols (e.g. Randel et al., 1995) through the mean meridional circulation.
Volcanic signals
When El Chichón erupted, the ERA-40 QBO wind was easterly and had almost peaked at 50 hPa, above which strong westerly shear was descending (Fig. 2) , while the simulated QBO wind is approximately westerly and reaches maximum at 50 hPa, indicating that the QBO phase in ERA-40 is opposite to that in the simulation. However, during the eruption of Mount Pinatubo, the observed QBO wind at 50 hPa is almost a transition state from westerly to easterly and the westerly lasts abnormally long, i.e. the descent of the next easterly stalls for several months around 50 hPa (Fig. 2) , after the eruption. The simulated QBO wind is near a peak value, and no abnormal feature can be seen for the descent of the next westerly after the eruption. Such differences in the QBO phase against the eruptions between the observed and simulated data are in part responsible for the CCM errors because the vertical shear of the QBO is directly related to the secondary meridional circulation, which produces large effects in up-and downdraft regions. In addition, these differences might produce the difference in the response errors of the CCM between the two eruptions, although the spatial distribution of the volcanic aerosols is based on observations and has nothing to do with the QBO phase in the CCM.
The global (65 • S to 65 • N) volcanic total ozone signals for the El Chichón and Mount Pinatubo eruptions are depicted in Fig. 19 . The simulated ozone decrease peaked in February 1983 similar to the observed one for the El Chichón eruption, but the simulated magnitude was about two-fold larger than the observed one. Other ozone decrease extremes in August 1982 and 1983 , January 1984 , and February 1985 were underestimated but their timings were correctly reproduced, although the simulated extreme in July 1984 cannot be seen in the observation. For the Mount Pinatubo eruption, the simulation does not capture the observed features well, except for the temperature signal. The simulated ozone decrease peaked in March 1992, about four months after the observed maximum decrease in October 1992, and its magnitude is about three-fold larger than the observed one. In addition, other observed ozone peaks centered in August 1992 and 1993 are not reproduced at all in the simulation. The overall overestimation in the simulated ozone decrease comes primarily from an overestimation of ozone loss due to the heterogeneous reactions on the volcanic aerosol surface, because the gas-phase reactions could not produce such a severe ozone decrease. Furthermore, radiative and dynamic effects are also responsible for this overestimation (e.g. Tie et al, 1994; Kinnison et al., 1994) . The radiative effect refers to the warming below the middle stratosphere due to the solar and terrestrial heating of volcanic aerosols, leading to increases in the reaction rates of odd-oxygen loss, and the dynamic effect refers to the enhanced upward transport of ozone-poor air, which is a dynamic response to the radiative heating. Both effects thereby induce ozone loss below the middle stratosphere in the tropics.
ENSO signals
Figure 20 depicts the annual average ENSO signals of zonalmean temperature (K per −1 standard deviation of SOI) from 1000 to 1 hPa for the simulation and observations. ENSO is a coupled ocean-atmosphere fluctuation with east-west seesawing SST between the eastern and the western tropical Pacific Ocean. The SST in the eastern tropical Pacific rises by 1 to 2 K above normal during an El Niño warm event and decreases by a similar amount below normal during a La Niña cold event (e.g. Philander, 1989) . In addition, ENSO possesses strong seasonality such that the atmospheric response becomes largest during the northern winter, though it can be seen in other seasons. The zonal-mean component with annual averaging as shown in Fig. 20 is thus smaller than the non-zonal component during the mature stage. The tropical troposphere warming during El Niño in Fig. 20 is due to the latent heat release increase coming from enhanced convective activity. The cooling below the middle stratosphere in the tropics (Reid, 1994; Crooks and Gray, 2005) is due to an enhanced updraft (not shown), while the midlatitude, warming in the 20 to 150 hPa region centered around 35 • S and 35 • N, is caused by an enhanced downdraft (not shown). The CCM reproduced well the spatial pattern of the tropospheric warming and the stratospheric cooling in the tropics, while the amplitudes are about a half of the observed ones. The mid-latitude stratospheric warmings in the simulation are slightly larger than the observed warmings. The annual average ENSO signal of zonal-mean zonal wind (Fig. 21) demonstrates that the tropospheric response occurs virtually in the subtropics, peaking at about 25 • S and 25 • N . The intensification of the subtropical jet thus occurs in the equatorward flank in both hemispheres and is approximately in thermal wind balance with the ENSO temperature signal. The CCM reproduced the subtropical jet response with regard to the strength and extent, though the response is somewhat underestimated in both quantities. However, there are large discrepancies between the simulated and the observed signals in the tropical stratosphere. One reason could be interference between QBO and ENSO through aliasing in the multiple linear regression model . Figure 22 illustrates the annual average ENSO signal of zonal-mean ozone from 100 to 0.1 hPa for the simulation and observations (TOMS/SBUV). Due to the enhanced updraft in the tropics and the corresponding downdraft in the midlatitudes of both hemispheres, there is an ozone decrease in the tropics and an ozone increase in the mid-latitudes centered at 35 • S and 35 • N for both the simulation and observation. It should be noted that the ozone decrease in the tropics occupies a thicker region below 15 hPa than the cooling below 50 hPa and that it is latitudinally asymmetric in contrast to the symmetric cooling.
Discussion
The QBO in the equatorial stratosphere crucially affects the stratospheric dynamics in both the tropics and in mid-and high latitudes through the wave-mean flow interaction. For the westward QBO wind, a zero-wind line seems to work as a critical line (e.g. Andrews et al., 1987) for stationary planetary waves in the winter hemisphere, and stationary planetary waves are thereby apt to deflect poleward, leading to their larger westward momentum deposition in high latitudes. As a result, a weaker polar vortex and warmer polar temperature appear. For the eastward QBO wind, however, there is no critical line in the winter hemisphere, so that stationary planetary waves are apt to deflect equatorward, inducing a stronger polar vortex and colder polar temperature. This relation between the QBO phase and the polar vortex magnitude in the Northern Hemisphere was first demonstrated by Holton and Tan (1980) from monthly data for a 16-year period (1962 to 1977) , but the statistical significance was marginal due to the small numbers of the QBO phase. Recently, Naito and Yoden (2005) proved that the above relation (Holton-Tan relation) holds true with high The Holton-Tan relation can also be reproduced with threedimensional mechanistic models (e.g. Holton and Austin, 1991; Hampson and Haynes, 2006) and with GCMs by imposing the observed QBO wind (Hamilton, 1998) .
The simulated QBO has a smaller amplitude and a shorter period than the observed QBO (Figs. 2 and 8) , and thus the mean meridional circulation associated with the QBO also differs with respect to period and intensity, giving rise to different influences on chemical constituents in the tropics. In addition, both the zonal wind field in the subtropical stratosphere and the phase relationship between the QBO and seasonal cycle in the simulation substantially differ from those in observations, causing different extratropical responses to the QBO. This is because the phase alignment or relationship between the QBO and seasonal cycle plays an important role in the extratropical responses (e.g. Gray and Dunkerton, 1990; Hampson and Haynes, 2006) .
The QBO also affects the responses to the 11-year solar cycle (e.g. Labitzke, 1987; Labitzke and van Loon, 1988) and volcanic aerosols (e.g. Randel et al., 1995; Lee and Smith, 2003) , so that the simulated responses to these forcings may be skewed to a certain degree due to the differently reproduced QBO, requiring some caution in interpreting the model result. The response to volcanic aerosols due to eruptions in the tropics such as the El Chichón and Mount Pinatubo eruptions especially needs a correct phase relationship with the QBO because the large amount of volcanic aerosols initially formed in the QBO domain are subject to dynamical heating or cooling associated with the mean meridional circulation depending on the QBO phase. For example, if the simulated QBO phase is westerly, i.e. opposite to the observed easterly phase, then radiative heating due to volcanic aerosols and dynamical heating are both positive, leading to warming errors. For the correct QBO phase (easterly), dynamics brings cooling through the downdraft, resulting in the suppression of radiative heating.
The simulated trend is probably free from the effect of the QBO because the simulated QBO wind does not exhibit a trend like the observed one. However, the validity of the assumption used in the multiple linear regression analysis on ozone must be treated with care. Specifically, the trend of annual mean ozone is linear everywhere over the entire period from 1980 to 2004. The observed ozone, however, has recently exhibited a turnaround over certain latitude and altitude ranges. Fioletov et al. (2002) , for example, found that ground-based station and satellite (TOMS and TOMS/SBUV) total ozone had no practical decreasing trend from 1988 to 2000 in northern mid-latitudes (35 • to 60 • N). Newchurch et al. (2003) demonstrated that SAGE I/II combined with HALOE data provides evidence of a slowdown in stratospheric ozone losses since 1997. Hadjinicolaou et al. (2005) showed that TOMS/SBUV total ozone increased between 35 • and 60 • N after 1994, in contrast to a decreasing trend over the previous years (1979 to 1993) and that this upward trend is reproduced by the CTM forced only by transport changes. Therefore, a piecewise-linear model, rather than a linear model (e.g. Reinsel et al., 2005) , is preferable for accurate representation of the observed trend and simulated trend more accurately, in spite of the increase of parameters.
Summary
A simulation of the middle atmosphere for the past 25 years (from 1980 to 2004) was performed with MRI-CCM by imposing observed natural and anthropogenic forcings of SST, sea ice, greenhouse gases, halogens, the 11-year solar cycle, and volcanic aerosols. These forcings are introduced daily through interpolation from monthly mean values. The monthly mean SSTs are corrected to retain temporal variability even when interpolated from monthly to daily values. The concentrations of well-mixed GHGs (CO 2 , CH 4 , and N 2 O) and those of halogens are specified at the surface. In addition, the abundance of each chlorine-bearing species is multiplied by a constant factor (∼1.3) each month to realistically represent the abundance of total chlorine atoms (CCl y ) in organic chlorine compounds. After the simulation, the solar forcing was found to have an error that prevented the photodissociation coefficients from being varied with the solar cycle, so that the 11-year solar cycle exerted forcing on the model through radiation alone.
MRI-CCM adopts a hybrid semi-Lagrangian transport scheme, which is an ordinary semi-Lagrangian scheme in the horizontal direction and equivalent to a mass-conserving flux form in the vertical direction. The current PRM5 scheme, which uses a quintic interpolation in the horizontal direction and employs a piecewise rational method for overhead column abundances in the vertical direction, produced a substantial decrease of ozone positive biases, particularly in the tropical upper troposphere and lower stratosphere, compared to the previous scheme with cubic interpolation for both the horizontal and vertical directions. As a side-effect of the decrease of ozone in the tropical lower stratosphere, the QBO period shortened from 31 to 20 months through the decrease of the solar-heating feedback of ozone. The other features of the QBO are very similar to those of the previous one with a 31-month period simulated under annually repeating forcings.
Multiple linear regression analysis has been performed for temperature, zonal wind, and ozone to separate the trend, the QBO, the El Chichón and Mount Pinatubo, the 11-year solar cycle, and the ENSO signals for the simulation and observations. It was found that MRI-CCM can more or less realistically reproduce the observed trend of annual mean temperature and ozone such as a maximum cooling of 2.5 K/decade near the tropical and subtropical stratopause and a maximum ozone decrease of 12 to 14%/decade at 2 to 3 hPa height around 30 to 60 • latitude in both hemispheres. The total ozone exhibits severe spring-time decreases of 3 to 4%/decade in the northern high latitudes and of 5 to 6%/decade in the southern high latitudes, which is 1%/decade higher and 2%/decade higher than the observed values.
The annual mean QBO signals of temperature and zonal wind are well reproduced as for the meridional structures, which have two-or three-cell forms of alternating sign in the stratosphere in spite of a shorter QBO period of 20 months. Similarly, the simulated ozone QBO signal also captures the observed meridional structure of vertical multi-cells. The seasonality of the mid-latitude total ozone QBO, which extends poleward with the opposite sign of the equatorial total ozone QBO in the winter hemisphere, is also quantitatively reproduced for the QBO20 signal, albeit there is no extension to high latitudes in the spring time.
The vertical three-cell structure of alternating sign in the tropical stratospheric temperature and ozone due to the 11-year solar cycle is qualitatively simulated, though the photodissociation coefficients are held constant irrespective of the solar cycle. The simulated solar signal in the upper stratosphere and above, where photodissociation plays a crucial role, does not reflect the photochemical response to UV evolution but rather reflects the radiative response, so that careful attention is required for interpreting the solar signal of this study. Nevertheless, the fact that the second maxima of temperature and ozone in the tropical lower stratosphere and the minima above are reproduced demonstrates that the dynamic effect is much larger than the photochemical effect below the middle stratosphere in the tropics.
The global (65 • S to 65 • N) volcanic temperature increase signals due to the El Chichón and Mount Pinatubo eruptions are twice as large as the observed signals, but the seasonal variations are approximately the same because the spatial distribution and radiative properties of the volcanic aerosols are based on the observed values. However, the global volcanic ozone decrease signals are significantly overestimated, in particular for Mount Pinatubo, though the observed surface-area densities of the volcanic aerosols are imposed.
The annual average ENSO signal for the zonal mean temperature in the tropics is well reproduced in terms of the spatial pattern of the tropospheric warming and the stratospheric cooling, although the amplitudes are underestimated by about half. The simulated mid-latitude stratospheric warmings in both hemispheres are slightly higher than the observed values. The ENSO signal of zonal-mean zonal wind, represented as the subtropical jet intensification in the equatorward flank in both hemispheres, is also well captured. The stratospheric ENSO ozone signal, revealed as an ozone decrease in the tropics and an ozone increase in the midlatitudes centered at about 35 • S and 35 • N, though slightly overestimated, is well reproduced.
