Abstract. We construct a mild solutions of the Navier-Stokes equations in half spaces for nondecaying initial velocities. We also obtain the uniform bound of the velocity field and its derivatives.
Introduction
Consider the Navier-Stokes equations in the n-dimensional half space R Here, u = u(x, t) = (u 1 (x, t), . . . , u n (x, t)) and p = p(x, t) represent the unknown velocity vector field and the pressure, respectively, of the fluid, and a is a given initial velocity vector field, with ∇ · a = 0 and a| xn=0 = 0, which may not decay at infinity. In this paper, we concentrate the existence and the uniqueness of solutions for nondecaying initial data a.
There are several results in the whole space R n for such a problem. It is well-known that for a ∈ L ∞ (R n ) there is a unique local in time solution u for the Navier-Stokes equations with
where R j = (−∆) −1/2 ∂ ∂xj is the Riesz operator. Refer to [1] and [7] for survey and references. In R 2 , this solution can be extended globally in time [7] . In [10] , it is shown that for linearly growing initial data of the form a = b − M x, the Navier-Stokes equations admit a unique local in time solution in L p (R n ), where M is an n × n matrix with constant real entries and b ∈ L p (R n ). As mentioned in [11] , for u = g(t), then (u, p) always solves (1.1) in R n with p = −g ′ (t) · x, no matter what function g is. Therefore, solution u with a constant initial data is not unique without assuming (1.2). In [11] , it is shown that for initial data a ∈ L ∞ (R n ) with ∇ · a = 0, if (u, p) is a solution with
loc ([0, T ); BMO), then (u, ∇p) is uniquely determined by a, and ∇p = ∑ ∇R i R j u i u j in the distributional sense. Recently, in [14] , the BMO space for the pressure is replaced by the generalized Campanato space.
Up to now, in the half space case, the local in time existence of mild solution of the Navier-Stokes problems is provided in [16] with continuous, bounded initial data. In this article, we also work on the existence and the uniqueness of (strong) mild solutions for the Navier-Stokes equations with nondecaying initial data in R n + . See also [9] for the rotating Navier-Stokes equations with nondecaying data.
Recently, we have an information of P. Maremonti [12] 's existence result on the Navier-Stokes equations with bounded and continuous initial data. However, our result is different in the sense that our initial data is assumed to be just bounded, and our estimate of the linear and nonlinear operator is from different technique.
We transform (1.1) into the abstract differential equations ∂ ∂t u + Au = −Pdiv(u ⊗ u), (1.3) where A = −P∆ is the Stokes operator and P is the Leray projection operator, which is represented as ln |x| if n = 2, and ω n denotes the surface area of the unit sphere in R n . Using the solution operator of the Stokes equations in R n + , the solution of (1.3) is formally expressed in the integral form
We define a bilinear operator B by
A mild solution of the Navier-Stokes equations is defined as following.
is called a mild solution of Navier-Stokes equations (1.1) on (0, T ), if u satisfies
in the sense of distribution. Here, S ′ is the set of distributions.
Solonnikov [16] has expressed the solution operator of the Stokes equations in R n + in the integral form
The function Γ(x, t) is the n dimensional Gaussian kernel defined by Γ(x, t) ≡
4t . Stokes solutions in R n + have also been derived in [17] . This solution formula have been used in the L q framework, mainly for 1 < q < ∞ (see [4, 6] , see also [2, 3, 8, 15] for the L 1 or L ∞ estimates of the Stokes flow or its gradient). The solution formula in [16] has been used mainly for L ∞ framework (see [5, 13, 16] ). The goal of this paper is to construct strong mild solution of the NavierStokes equations in R n + when the initial data is in L ∞ (R n + ). For the construction of the solutions, the following estimate plays important role: for F with 0 on
Especially, the estimate (1.10) is used for the gradient of the velocity.
The followings are the main theorems.
be the given vector field diva = 0 and a| xn=0 = 0. Then there is a positive time T > 0, and there is a mild solution u ∈ 
We compare our results with those in [16] with several points of view. In [16] , to get the short time existence of mild solution, the estimates (1.7)-(1.9) are provided, but (1.10) is not.
In this paper as well as the boundedness of the velocity, we obtain a higher regularity, and hence our solution is not only mild solution but also strong solution for a short time. 
We also compare our result with those in [12] , where the classical solution u is constructed when the initial velocity a is bounded and continuous and the pointwise estimate of pressure function is also given. For the pointwise estimate of the pressure, the continuity assumption of the given initial data has been necessary.
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Preliminaries

Let us consider the Stokes problems in
In [16] solution u of the Stokes problems (2.11) is formally given by
For later usage, we use the notations:
) ,
denotes the characteristic function which is 1 on R n + , and otherwise 0.
And we have
Proof. Let us consider the case k ̸ = n. Differentiate G ij in terms of x k variable, then we have
The last term of the right hand side of the above identity comes from the fact that
Hence we obtain the identity (2.12). Now consider the case k = n. Notice that
Hence, we obtain that
. Therefore if we differentiate G ij in terms of x n variables, then we have
Let f be a Hölder continuous function with the exponent
Proof. The proof is given in Appendix A. □ Now we define the Hardy space
Define
and define BMO(R n + ) be the space of functions f so that there isf ∈ BMO(R n ) with
The above proposition is well known and we omit the proof. Instead, we give the proof that 1 R n
Proof. The proof is given in Appendix B, where we follow the idea in [8] . □
. Then, we also have the following estimate.
Proof. The proof is given in Appendix C. □ Remark 2.2. In Lemma 2.4, Corollary 2.5, and Lemma 2.6, the results hold true even if we replace 1 R n
Moreover, making use of the properties of the Gaussian kernels, we have
Proof. The proof is given in Appendix D. □
Estimate of ∇e
The following is well known (see Solonnikov [16] and Shimizu [15] ).
Proposition 3.1.
. In this section we would like to show that
Recall Proposition 2.1 that
We have the identity
Applying the known result (3.14) of Proposition 3.1, we have the following estimate.
. From the divergence free property of e −At PdivF, we have that
Hence we have the following estimate.
Lemma 3.3.
Direct computation shows that
Moreover, since G in = 0 if i ̸ = n, we have
From Proposition 2.1, we have
Apply Proposition 2.2 for i, l ̸ = n, then we have
Hence we have that for i, l ̸ = n,
Note that ∫
where
. Thus, we obtain that for i, l ̸ = n,
Combining the above estimates (3.15) and (3.16), we obtain
If F = (F jk ) = 0 on x n = 0, taking integrations by parts, ∂ xn (e −At PdivF) i can be written by
Hence
From the known result (3.13) of Proposition 3.1, we have
Hence, we have only to estimate ∫
For the estimation, we will make use of the Hardy space theory. First let us estimate ∫
is the linear sum of the terms
Recall the well known result that
are in Hardy space H 1 (R n ) for any fixed x ∈ R n . By the boundedness of the Calderon-Zygmund type transforms in Hardy spaces, we obtain that ∫
We rewriteH
By Lemma 2.7 we have ∫ 
Note that
Recall the well known result that 1 R n 
Recall Lemma 2.6 that for any a = (w, 
Divide the domain of integration into two parts that
By integrations by parts
By the anti-symmetry, the second term is zero, hence we have
Recall the fact that ∂ yi J kl is in Hardy space whose norm is bounded by Ct −1 . If we integrate I over R n + in terms of y variables, then we have ∫
Note that J kl ((w, 0), y, t) = ∂ w lJ kl (w, y, t). Since ∂ w lJ kl (x, y, t) = 0, by integration by parts, we obtain that
If we integrate II over R n + in terms of y variables, then we have ∫
for any fixedw,x ∈ R n−1 whose norm is bounded by Ct −α/2 andJ kl is linear sum of the terms
By the boundedness of Calderon-Zygmund type transforms in Hardy spaces, we obtain that ∫
Hence we have ∫
Therefore we conclude that:
Lemma 3.4.
. Combining Lemma 3.2, Lemma 3.3 and Lemma 3.4, we have the following estimate for ∇e −tA PdivF.
Proof of Theorem 1.2
Set u 1 = e −tA a and u 0 = 0. For given u n−1 , define u n recursively by
In [16] , it is well known that
and from Proposition 3.1 we have the estimate
Hence we have the following estimate for ∥u n ∥ ∞ .
Hence we have the inequality
By (3.13) of Proposition 3.1, we have the estimate
and by Theorem 3.5, we have the estimate
Hence we have the following estimate for ∥∇u n ∥ L ∞ (R n + ) .
This implies that {u
Then we also have the following estimate for ∥w n ∥ ∞ .
. By the lower semi-continuity, we have
Proof of Theorem 1.3
Let u and v be the mild solution of the Navier-Stokes equations in the class L Here, 0 < α < 1.
Set w = u − v, then w satisfies the integral equation
Apply Proposition 3.1, then we obtain the following Gronwall inequality
This again implies that X(t) = 0 for all 0 < t ≤ t 0 . Then from (5.24) we have
Iterating the estimate (5.26), we obtain
Here, we noted that
Then from (5.27) we have the Gronwall inequality
and Y (t 0 ) = 0. Solving the above Gronwall inequality we conclude that Y (t) ≡ 0 for t 0 < t < T . Applying this result to (5.27), then we have
Therefore we conclude that ∥w(t)∥ ∞ = X(t) = 0 for all 0 < t < T , that is, u(t) = v(t) for all 0 < t < T . 
If j = n, we have
and
Obviously,
Divide I ϵ by I 1 ϵ and I 2 ϵ defined by
Now it remains to show that
Taking change of variables and sending ϵ to the zero, we obtain 
If i = n, j ̸ = n or j = n, i ̸ = n, then by the anti-symmetry of wiwj nωn|w| n+1 ϕ ′ (|w|) in terms of w n variables, we have
Appendix B. Proof of Lemma 2.4
Let 
Then we have that ∫ Therefore, we conclude that Since, for 0 < α < 1,
we obtain that ∫ 
