We study the synthesis of policies for multi-agent systems to implement spatial-temporal tasks. We formalize the problem as a factored Markov decision process subject to so-called graph temporal logic specifications. The transition function and the spatial-temporal task of each agent depend on the agent itself and its neighboring agents. The structure in the model and the specifications enable to develop a distributed algorithm that, given a factored Markov decision process and a graph temporal logic formula, decomposes the synthesis problem into a set of smaller synthesis problems, one for each agent. We prove that the algorithm runs in time linear in the total number of agents. The size of the synthesis problem for each agent is exponential only in the number of neighboring agents, which is typically much smaller than the number of agents. We demonstrate the algorithm in case studies on disease control and urban security. The numerical examples show that the algorithm can scale to hundreds of agents.
INTRODUCTION
We consider a system where multiple agents coordinate to achieve a set of spatial-temporal tasks defined over an underlying graph modeling the interaction between the agents. For example, in the graph in Figure 1 , each node represents an agent, and each agent has its own set of states and actions. We draw edges between neighboring agents that exchange their current state information. For each agent, the transition function between its states also depends on the current state of the neighboring agents. The labels at each node of the graph provide information about the agents related to the task. The spatial-temporal task specified for each agent depends both on the agent itself and its neighboring agents. For example, the different nodes in a graph as shown in Figure 1 can model different police officers. The states of each node can represent the intersections that the corresponding police officer is monitoring in a city. An edge between two nodes exists if the two corresponding police officers can share their state information. The task might be "agent 3 or a neighboring agent of 3 should be in the intersection labeled as blue in every two time steps". Each agent has its own set of states and actions. We draw an edge between two agents if they share the current state information. The color of the states gives the label for each agent.
We model the behavior of each agent as a Markov decision process (MDP) [27] , which has been widely used to model and solve sequential decision-making problems. We can represent the states of the overall multi-agent system by explicitly enumerating all possible states of the agents, meaning each agent is interacting with all other agents. The resulting state space of the composed MDP will scale exponentially in the number of agents, and the representation will be impractical for policy synthesis. The interaction between the agents is typically sparse, and each agent in the system exchanges their current state information with only a few other agents. Examples of such systems appear in biochemical networks [26] , smart grids [8] , swarm robots [24] , and disease control [7] .
Because of the sparsity of the interaction between agents, the composed MDP is typically a factored MDP [6, 10, 13, 14] , which provides an efficient representation for MDPs with multiple agents. In factored MDPs, the transition probabilities of an agent often depend only on a small number of other agents that are neighbors in the underlying graph. Such a representation alleviates the need for explicitly enumerating all possible states of the agents, and facilitates the synthesis of policies for systems with a large number of agents.
Related work in factored MDPs typically focuses on defining a reward function and computing a policy to maximize the expected reward. A wide range of tasks, such as avoiding certain parts of an environment, cannot be expressed in any reward function [17, 20] . Linear temporal logic [1, 25] is a language that can concisely express such tasks. However, linear temporal logic cannot express spatialtemporal tasks involving multiple agents and is limited to singleagent tasks.
Our first contribution is to represent spatial-temporal tasks in a specification language called graph temporal logic (GTL) [35] . GTL formulas represent tasks such as "the police officer at node 3 or their neighboring officers should visit intersection labeled as blue in every two hours". GTL is an extension of linear temporal logic and focuses on the spatial-temporal properties of the labels on a graph. We use GTL formulas to express tasks that concern a set of agents on the graph.
Expressing the spatial-temporal tasks as GTL specifications gives us the following advantages. 1) GTL provides a concise way to constrain the behavior of the agents to satisfy the spatial-temporal tasks, which cannot be done by designing a reward function in general. 2) GTL resembles natural languages, thus requirements specified by practitioners can be translated into GTL specifications.
3) GTL specifications can be converted into a deterministic finite automaton [35] , which facilitates the policy synthesis utilizing the techniques in formal methods.
Our second contribution is to develop a centralized algorithm for the factored MDP policy synthesis problem subject to GTL specifications. We first derive the centralized algorithm based on a linear programming problem (LP). The proposed LP is a generalization of the LP formulation for MDPs subject to linear temporal logic specifications [1, 9] . By solving the LP, we synthesize a policy for each agent, which is a function of the states of the agent and its neighboring agents on the graph.
Our third contribution is to develop a distributed algorithm, since the centralized algorithm may not scale to a large number of agents. We develop the distributed algorithm by extending the centralized synthesis algorithm. Specifically, the algorithm decomposes the centralized problem into smaller synthesis problems, one for each agent. The algorithm then solves the smaller synthesis problems in parallel at each iteration. The running time of the algorithm is linear with the number of agents in the graph and exponential with the number of neighbors for each agent, which is typically much smaller due to the sparsity of the graph.
We demonstrate the effectiveness of the algorithm on two examples with a large number of agents. In the first example, we consider disease management in crop fields with GTL specifications [28] . A contaminated crop field can infect its neighbors, and the yield of that crop field decreases. The GTL specifications ensure that some of the crop fields are treated immediately to prevent the spreading of disease. We consider maximizing the expected yield of the crop fields while ensuring that some of the crop fields are treated immediately. We also show that the decentralized algorithm outperforms the centralized algorithm with a large number of agents. Specifically, the running time of the decentralized algorithm scales linearly with the number of agents. In the second example, we consider an urban security problem. The objective of the problem is to assign patrol tasks to police officers such that certain critical locations in the city are sufficiently monitored. We express the task of monitoring the critical locations in GTL specifications. The police officers need to coordinate with each other to satisfy the GTL specifications. The results show that the proposed distributed algorithm scales to hundreds of agents while ensuring that the agents achieve tasks that are specified in GTL formulas. Related work. Related work on factored MDPs considers maximizing an expected reward (or, minimizing an expected cost). The existing results consider optimizing for a value function using approximate linear programming [10, 13, 14] , approximate policy iteration [23, 28] , and approximate value iteration [6, 14] . However, optimizing for a value function may not be sufficient to ensure safety or performance guarantees in time-related tasks that include multiple agents. Reference [17] shows that no reward structure, in general, is not sufficient to capture tasks that are given by temporal logic specifications.
The work in [29] considers the problem of coordinating multiple homogeneous agents subject to constraints on the number of agents achieving a task given in temporal logic specifications. However, they do not allow agents to be heterogeneous and do not differentiate between different agents on different tasks. Recent work in [16] proposes a spatial-temporal logic for swarm robots. The proposed logic is less expressive than GTL, and their solution approach involves solving a mixed-integer linear program, which is significantly more challenging-in theory and in practice-than the optimization problems that arise in the proposed approach. Reference [32] proposes a framework for potential-based collision avoidance of multi-agent systems with temporal logic specifications. However, the proposed controller is centralized, and the controller does not scale to a large number of agents.
Related work on multi-agent partially observable MDPs (POMDPs) exploited similar graph-based interactions between agents. The work in [21] exploits the graph structure between the agents and synthesizes a policy that maximizes an objective. [19] describes a dual mixed-integer linear program to synthesize finite-state controllers for decentralized POMDPs by generalizing the LP formulation for MDPs that we also utilize. A dynamic-programming based approach is used in [31] to compute finite-length policies for decentralized POMDPs. [31] uses heuristics to improve the scalability of the exact dynamic-programming based methods [18] , which can only synthesize policies for up to a handful time steps.
PRELIMINARIES
A probability distribution over a finite set X is a function µ : X → [0, 1] ⊆ R with x∈X µ(x) = µ(X) = 1. The set X of all distributions is Distr(X). For two sets A, B we define A ⊆ B if B contains all elements of A.
Definition 2.1 (Undirected graph). Let G = (V , E) be an undirected graph, where V = {1, . . . , M } is a finite set of agents and E is a finite set of edges. We use e = {1, 2} to denote that the edge e ∈ E connects 1 and 2 ∈ V . For agents i, j, we call j a neighboring agent of i, if there is an edge e that connects i and j. Let N (i) ⊆ V be the set of agent i and the neighboring agents of the agent i. We denote N (i, j) = N (i) ∩ N (j) and N (i \ j) = N (i) \ N (j). The number of agents in V is given by M = |V |.
Factored MDP Definition 2.2 (Factored MDP). A factored Markov decision process (MDP) M = (S, s I , Act, P, π , L, R) on the undirected graph G = (V , E) is defined by a finite set S of states, which is given as a Cartesian product of the states for each agent i in the graph, i.e., S = S 1 × S 2 × · · · × S M , an initial state s I ∈ S, a finite set Act = Act 1 × Act 2 × · · · × Act M of actions, a transition function P = P 1 × P 2 × · · · × P M , where for each agent i, P i : S N (i) × Act N (i) → Distr(S N (i) ) gives the transition function for agent i, where S N (i) and Act N (i) denote the Cartesian product of the sets of states and actions of the agents in N (i) respectively, a finite set π of atomic propositions, a labeling function L = L 1 × L 2 × · · · × L M , where L i : S N (i) → 2 π that labels each state s ∈ S N (i) with a subset of atomic propositions L i (s) ⊆ π and a reward function
assigns a reward to state-action pairs for agent i. We use s(t) to denote the states of all agents in V at time index t.
We give two examples to illustrate the concepts related to factored MDPs. The first example shows the relationship between the agents in the graph. The second example illustrates how the transition probabilities between states of an agent depend on the neighboring agents. We denote the edges between the agents in the graph with green lines in Figure 2 . For i ∈ V , we denote the state space and action space of the agent i as S i and Act i , and we denote the state j in S i as s j i . We treat s j i and s l k to be different states if i k or j l. For this example,
Example 2.4. We show an example of the transition probabilities between states of the agent 1 in a factored MDP in Figure 3 . For this example, we assume that S N (1) = {s 1 , s 2 , s 3 }, for s 1 ∈ S 1 , s 2 ∈ S 2 , s 3 ∈ S 3 and Act N (1) = Act 1 , meaning the transition probability of the agent 1 is a function of the states of agent 1 and the neighboring agents, and the action of agent 1. The transition probabilities between the states of S 1 are given with red lines in Figure 3 . For example, in Figure 3 , the transition probabilities between states in S 1 for a given action α 1 1 is a function of s 1 ∈ S 1 , s 2 ∈ S 2 and s 3 ∈ S 3 . Definition 2.5 (Policy). A memoryless and randomized policy for
Applying a policy σ ∈ Pol M to a factored MDP M yields an induced factored Markov chain M σ . Given an induced factored MC M σ , starting from the initial state s I , the state visited at step t is given by a random variable X (t). The probability of reaching state s ′ from state s in one step, denoted P(X (t + 1) = s ′ |X (t) = s) is equal to P σ (s ′ |s). We can extend onestep reachability over a set of trajectories ϱ σ , i.e., P(X (n) = s(n), . . . , X (0) = s(0)) = P(X (n) = s(n)|X (n − 1) = s(n − 1)) · P(X (0) = s(0), . . . , X (n − 1) = s(n − 1)). We denote the set of all trajectories in M under the policy σ by Tr σ (M).
Graph Temporal Logic
We review the theoretical framework of graph temporal logic (GTL) introduced in [35] .
We denote Y as the set of states for the edges, which is given as a Cartesian product of the states for each edge
. . } be a discrete set of time indices. We use y(t) to denote the states of all edges in E at time index t. 
{3, 2} e 5 Figure 4 : An example of a graph-temporal trajectory of time length 2 on an undirected graph, with the red items indicating node labels, and the blue numbers indicating edge labels. The first item in the labels is for time index 1, and the second item in the labels is for time index 2. Definition 2.9 (Node and edge propositions). [35] An atomic node proposition is a Boolean valued map on S, which is a predicate. An edge proposition is a Boolean valued map on Y .
Let π be an atomic node proposition, and O(π ) be the subset of S for which the atomic proposition π is true. Similarly, let ρ be an edge proposition, and O(ρ) be subset of Y for which ρ is true.
A graph-temporal trajectory д = (s, y) satisfies an atomic node proposition π at a node v and at a time index t, which we denote as (д, v, t) |= π , if and only if s v (t) ∈ O(π ). A graph-temporal trajectory д = (s, y) satisfies an edge proposition ρ at an edge e and at a time index t, which we denote as (д, e, t) |= ρ, if and only if y e (t) ∈ O(ρ).
Example 2.10. Referring back to the example in Figure 1 , we show an example with 4 police officers. The node and edge labels are from a graph-temporal trajectory д for a time index 1 and 2. The node labels represent the intersection that the corresponding police officer is monitoring, and the edge labels represent the distance between two neighboring officers. The atomic node proposition π = (x = blue ∨ orange) is satisfied by д at nodes 1, 2, and 4 at time index 1, and at nodes 2, and 3 at time index 2. The edge proposition ρ = (y ≤ 2) is satisfied by д at e 1 , e 3 , and e 4 at time index 1, and at e 1 , e 2 , and e 5 at time index 2.
Definition 2.11 (Neighboring operation). [35] Given a graphtemporal trajectory д = (s, y) on a graph G, an edge proposition ρ, and a subset V ′ ⊆ V of nodes, we define the neighboring operation
are the set of nodes that can be reached from V ′ through an edge e if the edge proposition ρ is true by graph-temporal trajectory д at time index t. We can apply neighboring operations successively.
Example 2.12. For the graph-temporal trajectory д on the graph G at time index 1 in Figure 4 ,
We define the syntax of a GTL formula φ recursively as [4, 35] 
where n and N are positive integers, π is an atomic node proposition, ρ j for j = 1, . . . , n are edge propositions. The formula ∃ N (⃝ ρ n · · · ⃝ ρ 1 )φ reads as "there exists at least N nodes under the neighboring operation ⃝ ρ n · · · ⃝ ρ 1 that satisfy the formula φ". ¬ denotes negation of a formula, and ∧ denotes conjunction of two formulas. X and U are temporal operators, where X represents "next" and U represents "until". ∼i is a parametrized temporal operator representing "parametrized eventually", where ∼∈ {≥, ≤}, which denotes that the formula should be satisfied within or after i time steps. Many common operators that can be found in linear temporal logic such as ∨ (disjunction), (eventually), □ (always), □ ∼i (parametrized always), U ∼i (parametrized until) and ⇒ (implication) can be derived from the above-mentioned operators.
We define the satisfaction relation (д, v, t) |= φ for a graphtemporal trajectory д at node v and at time index t with respect to a GTL formula φ as [4, 35] 
A graph-temporal trajectory д at a node v at a time index t satisfies the formula ∃ N (⃝ ρ n · · · ⃝ ρ 1 )φ if there exist at least N nodes in (⃝ ρ n · · · ⃝ ρ 1 )(v, t) where the formula φ is satisfied by a graph-temporal trajectory д at time index t. We also define that a graph-temporal trajectory д satisfies a GTL formula φ at a node v, denoted as (д, v) |= φ, if д satisfies φ at node v at time index 0.
For the GTL formulas that we consider, specifically syntactically co-safe (resp. safe) formulas, we can build a DFA A φ,v (resp. A ¬φ,v ) over AP that accepts precisely the graph-temporal trajectories that satisfy (resp. violate) the GTL formula φ at node v [35] . We focus on syntactically co-safe and syntactically safe formulas for the remainder of the paper, which can be satisfied or violated with a graph-temporal trajectory of finite time length.
For simplicity, we focus on the node labels only in this paper. In this case, the graph-temporal trajectory д reduces to a trajectory ϱ (as defined in Definition 2.7). We use (ϱ, v, t) |= φ to denote the fact that a trajectory ϱ satisfies the GTL formula φ at node v at time index t.
PROBLEM FORMULATION
To solve the factored MDP policy synthesis problem, we synthesize a policy for each agent that satisfies the GTL specification. We construct a factored MDP that captures all trajectories of a factored MDP M satisfying a GTL formula φ by taking the product of M and the DFA A φ corresponding to the GTL formula φ. We represent the GTL specifications as reachability specifications on the product factored MDP. Definition 3.1 (Product factored MDP). Let M = (S, s I , Act, P, π , L, R) be a factored MDP and A = (Q, q I , Σ, δ, Acc) be a DFA. The product factored MDP is a tuple M p = (S p , s I,p , Act, P p , L p , R p , Acc p ) with a finite set S p = S × Q of states, an initial state s I,p = (s I , q) ∈ S p that satisfies q = δ (q I , L(s I,p )), a finite set Act of actions, a labeling function L p ((s, q) 
, and P p i ((s, q), α, (s ′ , q ′ )) = 0 otherwise, a reward function R p that satisfies R p (s, q, α) = R(s, α) for s ∈ S and α ∈ Act, the acceptance condition Acc p = {A
We assume all accepting states are absorbing.
A memoryless and randomized policy for a product factored MDP M p is a function σ p = σ 
denote the state and action of the agent i and the neighboring agents in M at time index t. The equalityŝ N (i) (t) =ŝ N (i) means all elements ofŝ N (i) (t) andŝ N (i) are the same. The occupancy measure o σ i (ŝ N (i) ,α N (i) ) is the expected number of times to take the action α j k at the state s j k for all k ∈ N (i) under the policy σ i .
Problem Statement
In this section, we formally state the policy synthesis problem of a factored MDP subject to GTL specifications. Our objective is to synthesize a policy that induces a stochastic process with a maximum expected reward whose trajectories satisfy the given GTL specification with at least a desired probability. To this end, we synthesize a policy σ p ∈ Pol M p that reaches and stays in the accepting states in M p with probability of at least λ. Problem 1. Given a factored product MDP M p , λ, k, and a set of agentsV , compute a policy σ p ∈ Pol M p that solves the problem
where P M p σ p ((ϱ σ p , v, k) |= φ) denotes the probability of satisfying the GTL specification φ with the trajectory ϱ σ p for some agents v ∈V . V is the set of agents that have a GTL specification that is required to be satisfied at the time index k in the factored product MDP M p under the policy σ p . Without loss of generality, we assume k = 1.
POLICY SYNTHESIS
We now describe the proposed approach to synthesize a policy for each agent to solve Problem 1. We first give a centralized formulation based on a linear programming problem. We then develop a distributed approach based on the centralized formulation.
Centralized Approach
In this section, we propose a linear programming problem (LP) for solving Problem 1. Our solution is based on the multi-objective dual LP formulation to compute a policy that maximizes the expected reward while satisfying a graph temporal logic specification φ in a factored MDP with |V | = 1, which is an MDP [9, 27] . LetS be the set of all states in the MDP M that are not in Acc. Then, we define the variables of the dual LP formulation as follows.
• o(s, α) ∈ [0, ∞) for each state s ∈S and action α ∈ Act defines the occupancy measure of a state-action pair for the policy σ , i.e., the expected number of times of taking action α in state s. • o(s) ∈ [0, 1] for each state s ∈ Acc defines the occupancy measure of an accepting state s ∈ Acc, which is equal to the probability of reaching the accepting state s. Note that the variables o(s) are defined in the interval [0, 1] instead of [0, ∞), as they represent the probability of reaching an accepting state s ∈ Acc. The variable o(s, α) represents the expected number of taking action α in a non-accepting state s, thus it can exceed 1. We refer to [9, 30] for further explanation of the domain of the variables.
The dual LP is given by 
where µ(s) = 1 if s = s I and µ(s) = 0 if s s I . The constraints (5) and (6) ensure that the expected number of times transitioning to a state s ∈S is equal to the expected number of times to take action α that transitions to a different state s ′ ∈ S. These constraints are also referred to as flow constraints [27] . The constraint (7) ensures that the specification φ is satisfied with a probability of at least λ.
For any optimal solution o to the LP in (4)- (7),
is an optimal policy, and o is the occupancy measure of σ , see [27] and [9] for details.
LP-based Policy Synthesis of Factored MDPs
We now describe our centralized approach for the policy synthesis problem for factored MDPs subject to GTL specifications. LetS
be the set of all states in the product factored MDP M p that are not in A p i for each agent i. Then, we define the variables of the LP for policy synthesis as follows.
• o i (ŝ N (i) ,α N (i) ) ∈ [0, ∞) for each set of neighboring stateŝ s N (i) ∈S p N (i) and actionsα N (i) ∈ Act N (i) defines the occupancy measure of a state-action pair for σ i . 
For each agent i ∈ V , and stateŝ N (i) ∈S p N (i) , the constraints
denote the flow constraints, similar to the constraints (5) . For each agent i ∈ V , and stateŝ N (i) ∈ A p i , the constraints
denote the flow constraints for the accepting states, analogous to the constraints (6) . For agents i, j ∈ V such that N (i) ∩ N (j) ∅, we ensure that the occupancy measure is consistent in the states and actions of agents k ∈ N (i, j). Thus, the agents take account of its neighboring agents' occupation measures during the policy computation. For each set of statesŝ N (i, j) ∈ S N (i, j) and actionsα N (i, j) ∈ Act N (i, j) , the constraints
ensure that the time spent in the set of statesŝ N (i, j) and taking the set of actionsα N (i, j) is equal for the policies of agents i and j. Finally, the constraints
encode the specification constraints for each agent i ∈ V , similar to the constraints (7) . We illustrate the constraints (12) by an example. Therefore, to ensure that the occupancy measure is consistent for agents 1 and 2, we add the constraints
forŝ N (1,2) ∈ S N (1,2) andα N (1,2) ∈ Act N (1,2) .
The LP, which is given by the objective (9) and the constraints (10)-(13), computes a policy for each agent i that satisfies the GTL specification and maximizes the expected reward. However, the LP in (9)-(13) can be time consuming to solve if the number of agents M is large. In the next section, we propose a distributed approach that runs in time linear in M.
Distributed Approach
In this section, we discuss how we can solve the LP in (9)-(13) in a distributed manner. We utilize alternating direction method of multipliers (ADMM) [2, 12] to solve a large-scale factored MDP synthesis problem by decomposing them into a set of smaller problems. The iterations for ADMM does not necessarily converge to an optimal solution with M > 2 agents [5] . Therefore, we pose the multi-block problem into an equivalent two-block problem, and apply the primal-splitting ADMM algorithm [33] to the equivalent problem to ensure convergence.
4.3.1
Primal-Splitting ADMM. The LP in (9)-(13) with M agents can be written as following optimization problem
where f i (o i ) is the negative of the objective in (9) and encodes the constraints in (10)- (11) and (13) for each agent i. The constraints in (16) depict the constraints in (12) in a compact form. The matrices A i encodes the coefficients in (12) . Specifically, for agent i, the objective f i (o i ) in (15) can be expressed as following
.
if res p ≤ γ and res d ≤ γ then return o i for i = 1, 2, . . . , M.
return o i for i = 1, 2, . . . , M.
where д 1 (o 1 ) is the negative of the objective in (9), and
i.e., the evaluation of the constraints (10) We introduce a set of auxiliary variables z i , i = 1, . . . , M and write the optimization problem in (15)-(16) as following optimization problem
The optimization problems in (15)- (16) and in (18)- (20) are equivalent in the sense that they share the same optimal solution set for the variables o i , i = 1, . . . , M, and the achieve the same optimal objective value.
We solve the optimization problem in a distributed manner by primal-splitting ADMM [33] , which is given in Algorithm 1, where β > 0 is the algorithm parameter, κ i is the dual variable for the constraints in (19) , and I is the number of iterations. The proposed method achieves an O(1/k) convergence rate after k iterations [33] . The primal residual for the primal feasibility is given by res p = M i=1 ∥A i o k i − z k i ∥ 2 2 and the dual residual for the dual feasibility is
The primal residual can be seen as the feasibility residual of the policy with respect to the specification, and the dual residual is the optimality residual of the policy with respect to the objective [2] . We stop the algorithm until it runs for I iterations, or if the residuals are below a threshold γ .
Complexity
Analysis. Computationally, the most expensive step of Algorithm 1 is to solve a LP for the o i update for i = 1, . . . , M. The number of variables and constraints in each LP for the o i update is exponential in N (i), and each LP for the o i can be solved in time polynomial in the number of variables and constraints via interior-point methods [22] . Therefore, the computation time for each o i update is exponential in N (i), and the computation time of the Algorithm 1 is linear in M.
On the other hand, the number of variables and constraints in the optimization problem (15)-(16) is linear in M and exponential in N (i). Therefore, if we solve the optimization problem in (15)- (16) by an interior point method algorithm, then the overall complexity of the algorithm will be polynomial, or typically cubic in M, and the computation will be challenging for a large number of agents. In our examples, we demonstrate that the running time for solving the optimization problem in (15)-(16) directly does not scale linearly in M.
NUMERICAL EXAMPLES
We demonstrate the proposed approach on two domains: (1) disease management in crop fields, (2) urban security. The simulations were performed on a computer with an Intel Core i5-7200u 2.50 GHz processor and 8 GB of RAM with Gurobi 9.0 [15] as the LP solver.
Disease Management in Crop Fields
We consider the policy synthesis of a factored MDP for disease management in crop fields, which was introduced in [28] . If a crop field is contaminated, it can infect its neighbors and the yield of that field decreases. However, if a field is left fallow, it has a probability ξ of recovering from contamination. The decisions of each year for each field i include two actions (Act i = {1, 2}) for each field: cultivate normally (α i = 1) or leave fallow (α i = 2).
The problem is then to choose the optimal policy to maximize the expected yield. The topology of the fields is represented by an undirected graph, where each node in the graph represents one crop field. An edge is drawn between two fields if the two fields share a common border and can infect each other. The number of neighbors for each field is four. Each crop field can be in one of three states: s i = 1 corresponds to the case where the field is uninfected. s i = 2 and s i = 3 correspond to different degrees of infection, with s i = 3 corresponding to a higher degree of infection. The probability that a field moves from state s i = 1 to state s i = 2 or s i = 2 to state
where ϵ and p are fixed parameters and n i is the number of the neighbors of i that are infected. If the field i is in s i = 3, then it remains in s i = 3 with a probability 1 with α i = 1. The reward function depends on each field's state and action. The maximal yield Forster and Gilligan [11] consider an optimal long-term disease control strategy of a crop field and determines that the optimal longterm control strategy requires treating most of the contaminated fields immediately to eradicate the disease. Based on this control strategy, we consider the specification φ = ¬ □ ≤2 d∧¬ □ ≤3 ∃ 2 ⃝d for the critical fields, where d means the field is infected. A field satisfies the specification φ if the field is never infected in two time steps in a row, and there should not be two neighboring fields that are infected three time steps in a row. This specification ensures that if a field or its neighboring field gets infected, it will be treated in a very short time to eradicate the disease and to prevent the disease from spreading, which is motivated by the control strategy of [11] . Note that, in φ, the temporal parameter is 2 for the critical fields, and is 3 for the neighboring fields, as we intend to make sure that the critical fields are less infected than the non-critical fields, and also prevent the neighboring fields to spread the disease to the critical fields.
We consider the situation where 50% of the fields are considered as critical fields, and we require that all the critical fields satisfy the specification φ with a probability of at least λ. Table 1 shows the average yield for different values of λ, p and ζ , with ϵ = 0.1 and the parameter β = 1 in Algorithm 1 after 500 iterations. The average yield of the fields increases with a lower probability λ of satisfying the specification φ. However, the fields may be contaminated with a higher probability with a lower probability λ of satisfying the specification φ. For example, with a larger value of λ, e.g., λ = 0.9, the critical fields (with a GTL specification) are infected on average with a probability of 0.03, whereas the non-critical fields (without a GTL specification) are infected with a probability of 0.07, showing that the critical fields are healthy with a higher probability. On the other hand, the probability of fields being healthy is lower with a lower threshold of λ, and the expected yield is higher. This shows the trade-off between the average yield from the fields and the probability of the critical fields being uninfected.
In Figure 5 , we show the convergence rate of the approach with different values of the parameter β. The results in Figure 5 show that there is a clear trade-off between the magnitude of the parameter β and the residuals during the iterations. With a higher value of β, e.g., β = 100, the primal residual converges to a smaller value, e.g. to 10 −4 after 500 iterations. However, the dual residual only converges to a value of 10 −2 , and it is higher compared to the dual residuals with lower values of β. We see that with the parameter selection of β = 1, both the primal residual and the dual residual achieve relatively high accuracy, showing that the feasibility and optimality can be achieved with an accuracy of about 10 −3 after 500 iterations. On the other hand, with a lower value of β, e.g., β = 0.01, we obtain a lower dual residual, which means we obtain better performance in the objective value. However, the primal residual achieves lower accuracy with β = 0.01. We also show the scalability of the approach by varying the number of fields. We show the running time of the Algorithm 1 and the centralized method, which is solving the LP in (9)-(13) directly, for different number of fields in Figure 6 . The results in Figure 6 shows that the running time of the approach scales linearly with the number of crop fields, and the centralized approach does not scale linearly with the number of crop fields. The Algorithm 1 is slower than the centralized method with fewer crop fields due to solving many smaller LP problems iteratively. However, with an increasing number of crop fields, the running time of the centralized method scales super-linearly and runs slower than Algorithm 1.
Urban Security
We consider an urban security problem, where a criminal plans his next move randomly based on the information on the nearby locations that are protected by police patrols [34] . There are M police officers assigned to monitor the locations. Each police officer coordinates with a sub-group of police officers in monitoring to prevent crimes. Figure 7 shows 35 intersections in San Francisco, CA with 7 rows and 5 columns [34] . We use a factored MDP to describe the network of the set of intersections. We show the number of crimes that occurred in October 2018 within 500 feet of each intersection in Figure 7 number of crimes in an intersection if the police officer monitors that intersection. In this way, we incentivize the police officers to monitor intersections with higher crime rates. On the other hand, there exists a set of critical intersections (see the intersections with " * " next to the number of crimes in Figure 7 ). To ensure that the critical intersections are monitored often by a police officer, we consider a GTL specification for the critical intersections. Specifically, for each critical intersection s crit , we assign a police officer i with the specification φ = □ ≤3 (s crit ∨ ∃ 1 ⃝ s crit ). The specification φ means that each critical intersection s crit should be visited at least once in every three time steps by either the police officer i or a neighboring police officer of i. This specification means that the critical intersections are monitored sufficiently often by a police officer, and it also aims to prevent the police officers from monitoring the intersections with the highest crime rates at all times.
We consider an example with 15 police officers, where each police officer is responsible for 9 intersections on a 3 × 3 grid. For example, a police officer is responsible for intersections between 5 ≤ x 2 ≤ 7 and 3 ≤ x 1 ≤ 5, and another police officer is responsible for intersections between 5 ≤ x 2 ≤ 7 and 2 ≤ x 1 ≤ 4. The overall objective of the police officers is to maximize the expected reward by monitoring states with the highest crime rates while satisfying the GTL specification φ.
For λ = 0.9, Figure 7 shows the obtained assignment for the police officers with β = 1 after 500 iterations. The computation time of the approach was 164.3 seconds. Different colors at each intersection show the average number of police officers monitoring that intersection for a given hour. The results show the GTL specification φ is satisfied by the obtained assignment. We also observe that the police officers monitor the intersections with higher crime rates (critical or non-critical) to maximize the expected reward while satisfying the GTL specification φ. Without the GTL specification, the police officers would monitor the intersections with the highest crime rate to obtain maximal expected reward, while ignoring the critical intersections. By enforcing the GTL specification, the results in Figure 7 shows that the critical intersections are visited sufficiently often (satisfying φ), while the intersections with higher crime rates are visited as often as possible to maximize the expected reward.
CONCLUSIONS AND FUTURE WORK
We proposed a method for the distributed synthesis of policies for multi-agent systems to implement spatial-temporal tasks. We express the spatial-temporal tasks in a specification language called graph temporal logic. For such systems, we decomposed the synthesis problem into a set of smaller synthesis problems, one for each agent. With our numerical examples, we showed that the algorithm runs in time linear in the number of agents and scales to hundreds of agents. For future work, we will extend the framework to allow the edges of the graph to be time-varying. We will consider scenarios where the edges of the graph are functions of the agent's local states, and the agents may share the state information with its neighboring agents in certain parts of the state spaces. For example, the agents may share their state information when they are close to each other and need to coordinate with each other to achieve a task.
