Abstract-Model-free control based on the idea of Reinforcement Learning is a promising control approach that has recently gained extensive attention. However, most ReinforcementLearning-based control methods solely focus on the regulation problem or learn to track a reference that is generated by a timeinvariant exo-system. In order to overcome these limitations, we develop a new Reinforcement-Learning-based adaptive optimal control method that is able to generalize to arbitrary reference trajectories. Therefore, we propose a novel Q-function that incorporates a given reference trajectory on a moving horizon. We show that only the Q-function needs to be determined in order to solve the optimal tracking problem. The analytical solution of our Q-function provides insights into its structure and allows us to choose basis functions suited for Q-function approximation purposes. Based on that, the optimal solution to the moving horizon linear-quadratic tracking problem with arbitrary reference trajectories is learned by means of a temporal difference learning method without knowledge of the system. We furthermore prove convergence of our algorithm to the optimal Q-function as well as the optimal control law. Finally, simulation examples demonstrate the effectiveness of our developed method.
I. INTRODUCTION
R EINFORCEMENT Learning (RL) gained a lot of attention as a solution method for many adaptive control methods (see e.g. [1] - [42] ). However, most of these methods solely focus on the regulation problem where the reference input is zero, e.g. [9] , [11] - [13] , [15] , [19] , [21] , [22] , [28] , [30] , [32] , [34] - [37] , [40] - [43] . As technical applications quite often require that the system states follow a reference trajectory, tracking controllers are necessary [44] . It is noteworthy that a controller that has learned to solve the regulation problem is not directly applicable to the tracking problem. This is because the learned actors (e.g. parametrized control laws) and critics (evaluating the long-term rewards) only describe the optimal control laws and values for the regulation problem and do not incorporate potentially time-dependent reference trajectories.
Recently, first RL-based tracking controllers have been proposed. However, apart from an application-specific deep RL method for predictive longitudinal control of vehicles which does not provide analytical results [45] , they only consider the case where the reference trajectory is generated by a time-invariant exo-system, e.g. [16] , [17] , [44] , [46] - [55] . Arbitrary trajectories that are not resulting from such a timeinvariant exo-system are not considered, which is a massive drawback from a practical point of view as well as from a theoretical perspective. Our goal is to develop and analyze a novel approach that is able to learn to track arbitrary reference trajectories and to overcome this limitation. In order to do so, one must note that tracking a reference trajectory influences the associated rewards that the RL agent is facing and therefore affects the value function which has to be learned. As a result, solely incorporating the state information into the value function (or the state and control information in case of a state-action value function, commonly called Q-function) would not be sufficient to track arbitrary reference trajectories. This becomes clear as different reference trajectories alter this value function as the accumulated discounted cost does not only depend on the state (or state and control) information but also on the reference trajectory. Therefore, direct application of RL-based adaptive control methods is not feasible as the value function approximation weights to be learned would be non-stationary for arbitrary reference trajectories. In order to cope with this challenge, we rather strive for generalizing over goals by explicitly incorporating the reference trajectories in the value function.
To overcome the limiting assumption that the reference trajectory is generated by a time-invariant exo-system and to allow the control of a priori unknown systems, we propose a novel reference-dependent Q-function. Usual Q-functions are state-action value functions describing the accumulated discounted cost of being in a specific state and applying an action, i.e. control input, to the system at the current time step and following the current policy thereafter. Our extended Q-function additionally incorporates information on the arbitrary but finite reference trajectory. We design the novel Q-function such that our learned controller does not only achieve reactive but predictive behavior. However, as arbitrary reference trajectories are usually not known to infinity but on a finite horizon, our Q-function is able to handle reference trajectories that are provided on a moving horizon.
We show that the control input optimizing our referencedependent Q-function also optimizes the original optimal tracking problem. Furthermore, we prove that the analytical solution of the Q-function yields a characteristic structure that is quadratic w.r.t. the current state and control as well as the reference on the given horizon. This allows for an efficient choice of basis functions for function approximation and reduces the experience data required during the learning process compared to generalized function approximators in deep learning. Due to the construction of our Q-function, whose minimizing control also optimizes the moving horizon tracking problem, only the parameters of the Q-function need to be determined to solve the original optimization problem.
In order to estimate these parameters, we utilize a value iteration algorithm that minimizes the squared temporal difference error and updates the corresponding optimal control law estimate. These updates are based on measured states and obtained rewards. We furthermore prove that this iterative approach converges to the optimal Q-function as well as the optimal control law.
Furthermore, we propose to use a small horizon length in the beginning of the learning process and expand it during runtime. This mechanism yields a faster first control law estimate which stabilizes the system as less value function weights need to be learned initially. We finally show the effectiveness of our method by comparing our adaptive method that does not utilize neither the system matrix A nor the input matrix B with the ground truth solution of the moving horizon tracking problem which is calculated using full knowledge of the system dynamics.
In summary, our main contributions include:
• Proposal of a moving horizon tracking Q-function whose minimizing control also minimizes the tracking costs.
• Derivation and proof of the analytical solution of the novel Q-function given the cost function and the system dynamics for the linear-quadratic tracking case.
• An iterative off-policy learning algorithm to estimate the optimal weights of the reference-dependent Q-function and thus the optimal control law without system knowledge.
• Convergence proofs for our learning algorithm, i.e. the estimated Q-function parameters as well as the associated control law converge to the optimal solution.
• An expanding horizon mechanism to allow earlier stabilizing weight estimates in the beginning and high tracking precision in the end of the learning process. To the best of our knowledge, learning to follow arbitrary reference trajectories with unknown linear systems by means of learning a moving horizon Q-function has not been studied so far.
The rest of this paper is organized as follows. In Section II, we define the optimal tracking problem with unknown system dynamics. The novel Q-function for arbitrary reference tracking is defined and analyzed in Section III. In Section IV, we introduce our learning algorithm that is based on the previously defined Q-function and provide convergence proofs. Simulation results are presented and discussed in Section V before the paper is concluded in Section VI.
II. PROBLEM DEFINITION
Consider a discrete-time system in linear state space representation
where k ∈ N 0 is the discrete time step, x k ∈ R n the state vector and u k ∈ R m the input vector. The system (A, B) is assumed to be controllable. Both the system matrix A ∈ R n×n and the input matrix B ∈ R n×m are unknown. Our aim is to learn to track an arbitrary reference trajectory r k ∈ R n which is given on a moving horizon of length N ∈ N >0 optimally w.r.t. the quadratic costs
that have to be minimized, where e i = x i − r i is the deviation of the system state x i from the reference r i at time step i.
0 is a symmetric, positive semidefinite matrix penalizing deviations of the state x i from the reference r i , R ∈ R m×m , R = R ⊺ ≻ 0 is a symmetric, positive definite matrix penalizing the control effort and γ ∈ [0, 1) a discount factor. With r i = 0, ∀i > k + N , (2) can be reformulated as
where the one-step cost is denoted by c i ∈ R.
Problem 1.
At each time step k, find the control input u * k and apply it to system (1), where u * k , u * k+1 , . . . is the control sequence minimizing the discounted cost (3) subject to the system dynamics (1) , where A and B are unknown, given x k and r k , r k+1 , . . . , r k+N .
III. EXTENDED Q-FUNCTION FOR REFERENCE TRACKING
In order to be able to learn a controller that tracks an arbitrary reference trajectory without requiring the system dynamics, our idea is to define a state-action-reference Qfunction. This Q-function is constructed such that its minimizing control input constitutes a solution to the optimal tracking problem. Therefore, in this section, we introduce the referencedependent Q-function and derive its analytical solution. The analytical solution provides important insights on how to parametrize the Q-function in Section IV, where we propose our algorithm to learn the parameters of our Q-function using online data without requiring the system dynamics.
where
Here, κ ∈ N 0 , κ < K denotes the time step in the current optimization horizon of length K starting at k and
κ,N is the accumulated discounted cost from time step k +κ to k +K if the control u is applied at time step k+κ and the optimal controls u * k+κ+1 , . . . , u * k+K minimizing the cost-to-go are applied thereafter. With this definition,
and
Lemma 1 follows directly.
Taking the limit
0,N defined according to Definition 1 and as a result of Lemma 1, Problem 1 is equivalent to Problem 2.
and apply it to the system whose matrices A and B are unknown.
We will proceed in two steps. First, it is assumed that the system matrices A and B are known. Later on, this assumption will be dropped and an iterative solution based on a temporal difference error will be introduced. We will now propose the analytical solution of Q 
Proof. The proof of Theorem 1 follows by means of backwards induction. Starting from Q K k,u K,N (cf. (9)), u * k+K = 0 directly follows from Definition 1 and
Then, by iterating backwards in time, applying (4) and the system dynamics (1), with η = K − κ, (15) can be shown to hold for
minimizes (15) because
is guaranteed as R ≻ 0 and Q 0. The induction hypothesis Q K k,u κ−1,N (see (15) with κ → κ − 1) is then proven in the inductive step. This is done by representing Q K k,u κ−1,N by means of (4) and utilizing u * k+κ from (17) . This yields This completes the proof. 
follows, where
Thus, the Q-function for the LQ tracking problem is quadratic w.r.t the state x k , the control input u k and the reference r k , . . . , r k+N and completely parametrized by H. Based on the specific and known structure of Q k,u 0,N (cf. (23)) and H, which results from the quadratic matrix H K in (22) with its characteristic structure, an efficient parametrization of the Q-function is given. In the next section, we introduce the parametrized Q-function and propose a Q-learning based algorithm to learn the optimal tracking control solution without requiring knowledge of the system matrices A and B.
IV. Q-LEARNING BASED TRACKING
In the following, we utilize the extended Q-function for reference tracking on a moving horizon where the system matrices A and B are unknown. Thus, our aim is to determine H (cf. (23)) by observations of states and rewards rather than calculating the analytical solution by means of full system information.
The optimal control u * k , which is equivalent to (17) for κ = 0 and K → ∞, can be directly expressed by means of H and is given by Corollary 2. Here, (18) 
With Lemma 1 and Corollary 1, the optimal control at time step k is given by
. . .
Hence, if the Q-function Q k,u 0,N is known by means of the matrix H, the optimal control directly results from (24) . In order to learn the Q-function, we parametrize Q k,u 0,N and perform a value iteration on the resulting squared Bellmanlike temporal difference (TD) error in order to estimate the Q-function parameters as well as the corresponding optimal control law. Furthermore, we introduce the idea of expanding the horizon over time for faster learning success in the beginning of the process. 
A. Parametrization of the reference-dependent Q-Function
Let the Q-function be parametrized by means of a sum of weighted basis functions. This leads tô
where w ∈ R L is a weight vector and φ :
is a vector of basis functions which, in contrast to usual Q-functions, explicitly incorporates the reference trajectory r k , r k+1 , . . . , r k+N .
Lemma 2. With
Due to the symmetry and the zeros in H K (cf. (22)) and therefore also in H, there are L non-redundant elements in H. Define quadratic basis functions φ l , l = 1, . . . , L of the form
where i, j indicate the corresponding non-redundant elements of H, {·} i denotes the i-th element of a vector and z k is defined as in (23) . Thus, Q 
B. Online Learning Algorithm
In this section, we propose our value iteration based algorithm to learn the weights w online by minimizing the squared temporal difference error. Let
where (24)). Here, letĤ be the estimated matrix H based on w andĥ be the submatrices ofĤ as in (22) . Furthermore,û * k+κ = u * k+κ results if w = w * according to Lemma 2 and the optimal control law L * results ifĤ = H. Then, based on the Bellman-like equation (4), we define the temporal difference (TD) error [56] 
i.e. the approximation error due to the deviation of the weight estimate w from w * . Here, z * k+1 = z k+1 | u k+1 =û *
k+1
. If w = w * , the TD error ǫ k would vanish. In order to improve the estimated reference-dependent QfunctionQ k,u k 0,N as well as the resulting estimated optimal controlû * k , we employ an iterative procedure that consists of a policy evaluation which updates the weight estimate w
representing the Q-function and a policy improvement step, where, based on the updated Q-function weight w (i) and the corresponding matrix H (i) , the control law L (i) is adapted according to (29) .
To evaluate ǫ k in (30),û * k+1 is required. However, as the optimal weight w * is unknown a priori, we initialize w (0) = 0 and the estimated optimal controlû * (0) k+1 = 0 which is achieved by setting L (0) = 0. In the policy evaluation step, the aim is to find an updated
is minimized, where
in analogy to (30) . In accordance with Lemma 2, w ∈ R L follows. Thus, ǫ results from
We define
If the excitation condition
is satisfied, w (i+1) minimizing (32) exists, is unique and given by 
(cf. Corollary 2). With the time step still being fixed at k, this iteration is performed until the change in w is below a threshold e w . The complete algorithm is shown in Algorithm 1 and learns to track an arbitrary reference that is given on a moving horizon of length N without knowledge of the system matrices A and B. Here,ũ *
where the Gaussian noise ξ ∼ N m (0, Σ) serves as exploration noise as persistent excitation is required for convergence (cf. (35) , [20] , [57] , [58] ). Furthermore, if the reference to track is smooth, additional excitation noise should be applied to the reference in order to satisfy condition (35) . If the system dynamics is not expected to change over time, learning might be stopped after the first complete value iteration based on M data tuples has been performed. This can be done by stopping Algorithm 1 after line 10. In practice, learning might be enabled again whenever the Bellman error increases which is an indicator for suboptimal weights w. [27] as the behavior policyũ * k =û * k + ξ is being followed while the agent learns the Q-function belonging to the target policŷ u * k .
Note 4. The iterative procedure of policy evaluation and policy improvement in Algorithm 1, where the policy evaluation step is based on (32) with ǫ k defined as in (31) is a value iteration (cf. [27]). In contrast to policy iteration algorithms, value iteration has the advantage that no initial admissible control law is required which would be a difficult requirement in applications since the system dynamics is unknown.

Note 5. Just as regular Q-learning [59], our algorithm belongs to the off-policy Reinforcement Learning methods
Algorithm 1 Q-function Tracking Controller
applyũ * k (38) to the system 4: if k mod M = 0 then 5:
policy evaluation:
policy improvement: L (i+1) (37) 9:
> e w 10:
end if 12: end for
C. The Expanding Horizon Method
The number of necessary weights L grows with increasing horizon length N and system complexity by means of the state dimension n and control input dimension m according to (26) . Thus, much data needs to be collected in order to estimate the unknown Q-function weights in case of a large horizon N . Therefore, we propose a mechanism to allow faster learning in the beginning of the run. The idea is to use a small horizon length in the beginning of the learning process (e.g. in order to stabilize the system quickly) and expand the horizon length during runtime. Therefore, let the desired horizon length be given by N max and the initial horizon length by N init ≤ N max . Then, starting from N = N init and a corresponding M ≥ L, Algorithm 1 is modified such that after each weight update in line 10, N and the corresponding M are increased if N < N max . Therefore, let N exp be the expansion rate and update N = min (N + N exp , N max ).
Note 6. This mechanism should be understood as a practical extension to our algorithm where less time steps k need to be executed before w is initially estimated. This avoids large deviations of the system states in the beginning of the run and helps to stabilize the system faster (cf. Section V).
D. Convergence Analysis of the Learning Algorithm
In this section, we will provide convergence proofs, i.e. show that the estimated reference-dependent Q-functionQ k,u k 0,N that is learned online by means of minimizing the squared temporal difference error converges to the underlying Qfunction Q k,u 0,N and that
This also implies that L (i) → L * , i.e. the value iteration converges to the optimal control law.
Our convergence analysis is structured as follows. First, we prove that the value iteration (i.e. iterating between (32) and (37) Lemma 3 extends [60, Lemma 1] to the tracking case and shows that our proposed value iteration is equivalent to a matrix sequence on H (i) . (A, B) controllable. The value iteration described by (32) and (37) is equivalent to the iteration
Lemma 3. Let
with
Proof. See Appendix B.
Lemma 4. For
Proof. Due to
uu ≻ 0 and completes the proof.
Define the operator (39) . In order to prove that H (i) given according to Lemma 3 is upper bounded, the technical Lemma 5 which generalizes [18, Lemma B.1.1] to cope with the reference-dependent Qfunction is required first. Note that knowledge of the exact structure of H and therefore the analytical solution by means of Theorem 1 plays a crucial role for the extension to the tracking case. 
Proof. See Appendix C.
In the next step, upper boundedness of
Y is shown. For the regulation case, boundedness is shown in [18, Lemma B.1.2] . In contrast to that, we consider the specific structure of the iteration in the tracking case (cf. (39)) and prove boundedness of H (i) for the more generalized tracking formulation. For reasons of selfconsistency, the complete proof is given. Proof. See Appendix D.
We will now get to the main result of our convergence analysis and show that the proposed value iteration converges to the optimal weight vector w * and the optimal control law L * in the tracking case described by Problem 1.
Then, iterating between (32) and (37) yields
Proof. According to Lemma 3, the value iteration is equivalent to iterating on H (i) (cf. (39)). With
0. The proof is drawn by induction. Assume the induction hypothesis
This implies 0 H H (i+1) , the limit H (∞) exists, i.e. the value iteration converges to
Therefore,
* which completes the proof.
V. RESULTS
In order to validate our proposed method, we show results for two second order LQ-tracking problems with unknown system dynamics and discuss the influence of the expanding horizon method. The first system is stable, whereas the second system is unstable. For excitation purposes, we set Σ = 1. We furthermore choose M = 2L and e w = 1 × 10 −6 . Our evaluation is twofold. On one hand, after the learning process has been finished, we analyze the RMS tracking error α RMS between the learned tracking behavior by means of the trajectory α learned (t) where the system dynamics is unknown and the optimal solution α opt (t) which results from Theorem 1 and known system dynamics. On the other hand, we compare the learned weights w with the optimal solution w * (cf. Theorem 1 and Lemma 2). In order to achieve comparability of error measures for different ranges of w, we normalize the absolute error of each weight with the maximum absolute weight max j {w * } j and define the average of this normalized absolute error by
and its maximum by
For each of the following simulations, 100 runs have been performed and mean and standard deviation (std) are given.
A. Simulation Example
Consider a rotatory spring-mass-damper system modeled by the second order linear state space representatioṅ
where J = 0.5 kgm 2 is an inertia, α an angle, c = 0.1 Nm/rad a torsion spring constant and
a constant that causes damping (stable system 1) respectively driving (unstable system 2) moments. The control input u is a torque command applied to the system. Discretization of the system (49) using Tustin's method with a sampling time of 0.1 s yields a discrete-time LTI system (1). Note that this system is not known to the controller and only needed for simulation as well as validation purposes. Furthermore, let x 0 = 0. We choose γ = 0.9, R = 1 and 
B. Results of the Adaptive Tracking Controller
For both systems, we consider the case where N init = N max = 10 as well as the case for N init = 1 and N exp = 9. In the latter, the first weight estimate with N = 1 mainly serves to stabilize the system, whereas the second weight estimate extends the horizon to N = N max = 10. Due to the stationarity of our system, we stop our learning algorithm after the maximum horizon length N max has been reached and a corresponding w has been estimated. The RMS tracking errors α RMS and the weight estimation errors e I and e II are given in Table I , where α RMS mainly stems from the initial deviation from the desired reference trajectory.
Exemplary tracking performances of our proposed method with N init = N max = 10, i.e. without expanding the horizon during runtime, are given in Fig. 1 for system 1 and Fig. 2 for system 2. Here, the vertical dash-dotted lines indicate weight updates. The reference trajectory α ref is depicted in gray. The black dashed line portrays the optimal solution α opt calculated using full system knowledge for comparison reasons and the red line the learned behavior α learned without knowledge of the system matrices A and B. Due to the large initial horizon, more than 16 s pass before the first weight update can be performed. Nevertheless, the algorithm successfully learns to track the given reference trajectory in the update step for both systems. Furthermore, e I and e II in Table I indicate that for both systems the optimal Q-function weights have been successfully learned. Fig. 3 and Fig. 4 show exemplary tracking results of our algorithm for system 1, respectively system 2, when the expanding horizon method is applied with N init = 1 and N exp = 9. With N init = 1, the first weight update is performed much earlier allowing the controller to stabilize the system, which is especially beneficial in case of the unstable system 2 (cf. Fig. 4 ). In this case, for both systems, the weights w are also succesfully learned as can be seen in Table I .
The use of N init = 1 reduces the standard deviation of α RMS for system 1 (cf. Table I where t stop,1 and t stop,10 denote the time when learning stops for the cases N init = 1 and N init = 10, respectively and can hence not be generalized. However, comparing α RMS for system 1 and system 2 when N init = 10, it is noteworthy, that both the mean and standard deviation increase significantly in case of the unstable system 2. This result is obvious as the system states deviate considerably while data is being collected in order to estimate the weight w.
C. Discussion
The learning controller converges to the optimal control law according to Section IV-D under the excitation condition (35) . However, in practice, this condition needs to be fulfilled. In other words, if the system states deviate drastically during data collection (i.e. before the first weight update has been performed), Φ ⊺ Φ in (35) will be ill-conditioned and might lead to numerical issues. As a result, it is advisable in practice to either initialize the system with a (suboptimal) stabilizing controller or to begin with a small N init in order to learn to stabilize the system. In conclusion, Table I and Fig. 1-Fig. 4 demonstrate that our value iteration using a novel referencedependent Q-function that explicitly incorporates the reference trajectory successfully learns to track arbitrary time-variant reference trajectories. Due to the explicit dependence of our Q-function on the reference on a moving horizon, the learned weights generalize to references that were unknown during the learning procedure such as the ramps and steps in the example.
VI. CONCLUSION
In this paper, we proposed a novel Reinforcement-Learningbased algorithm that is able to track an arbitrary reference trajectory which is given on a moving horizon while the system dynamics is unknown. In contrast to state-of-the-art methods that are based on Reinforcement Learning respectively Adaptive Dynamic Programming, our method does not only follow a reference that is generated by an exo-system, but explicitly incorporates arbitrary reference values in a novel Qfunction. Thus, this Q-function, which is constructed such that its minimizing control is part of the solution of the optimal LQ tracking problem, generalizes to arbitrary reference trajectories. We showed that the analytical solution to this Q-function has a quadratical structure w.r.t. the current state and control as well as the reference on the given horizon. The temporal difference error of the reference-dependent Q-function serves as a target in order to learn the optimal tracking behavior online when the system dynamics is unknown. Here, the choice of basis functions is based on the findings regarding the specific structure of the analytical solution. In addition, we proved that this iterative algorithm converges to the optimal solution under the persistent excitation condition. Finally, simulation results showed that our algorithm successfully learns the Q-function weights and is able to track arbitrary reference trajectories without explicit knowledge of the system dynamics.
APPENDIX A NOTATIONS
In this section, notations are given for the analytical solution of our Q-function described in Theorem 1. For l = 1, . . . , d, the l-th submatrix of a matrix Π ∈ R p×nd is defined as
Furthermore, for ζ ∈ N 0 , we define the shorthand notations
as well as
with 
where p ∈ N : 1 < p, j ∈ N 0 and I n denotes the n × n identity matrix. Let furthermore 
X[η]
i κ
where η = K − κ denotes the remaining time steps on the horizon K, k κ = k + K − η = k + κ and i ∈ N : k + 1 ≤ i ≤ k + K − 2.
APPENDIX B PROOF OF LEMMA 3
Proof. Let v(·) be a function that transforms a symmetrical squared matrix to a vector such that v H (i) = w (i) . With 
vec(·) stacking the columns of a matrix and ⊗ being the Kronecker product,
follows, thus
If all eigenvalues of √ γM L are inside the unit circle, this also holds for the eigenvalues of E. Due to its specific structure (cf. (41) 
As lim i→∞ D i = 0, all eigenvalues of D are inside the unit circle. Hence, all eigenvalues of E are also inside the unit circle and e = E < 1. With
= vec 
where the upper bound e 0 is independent of j. As vec Z
is upper bounded by e 0 , there exists e 1 such that Z (j) ≤ e 1 , ∀j. With Y = e 1 I dim(H) , 0 H 
