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SIGNATURES OF WITT SPACES WITH BOUNDARY
PAOLO PIAZZA AND BORIS VERTMAN
Abstract. LetM be a compact smoothly stratified pseudomanifold with bound-
ary, satisfying the Witt assumption. In this paper we introduce the de Rham sig-
nature and the Hodge signature of M, and prove their equality. Next, building
also on recent work of Albin and Gell-Redman, we extend the Atiyah-Patodi-
Singer index theory established in our previous work under the hypothesis that
M has stratification depth 1 to the general case, establishing in particular a sig-
nature formula on Witt spaces with boundary.
In a parallel way we also pass to the case of a Galois covering MΓ of M with
Galois group Γ . Employing von Neumann algebras we introduce the de Rham
Γ -signature and the Hodge Γ -signature and prove their equality, thus extend-
ing to Witt spaces a result proved by of Lu¨ck and Schick in the smooth case.
Finally, extending work of Vaillant in the smooth case, we establish a formula
for the Hodge Γ -signature. As a consequence we deduce the fundamental result
that equates the Cheeger-Gromov rho-invariant of the boundary ∂MΓ with the
difference of the signatures of and M and MΓ :
sign
dR
(M,∂M) − signΓ
dR
(MΓ , ∂MΓ ) = ρΓ (∂MΓ ).
We end the paper with two geometric applications of our results.
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1. Introduction and statement of the main results
1.1. Signatures on closed compact manifolds. Let (M,g) be a compact oriented
Riemannian manifold of dimension 4n without boundary. There are various
equivalent notions of what the signature of M is. We have
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• the topological signature signtop(M) ∈ Z obtained by considering the
signature of the non-degenerate bilinear symmetric form H2n(M,R) ×
H2n(M,R) → R assigning to α and β the real number 〈α ∪ β, [M]〉. Here
we consider, e.g. the singular cohomology with real coefficients;
• the de Rham signature signdR(M) ∈ Z obtained by considering the signa-
ture of the non-degenerate bilinear symmetric form H2ndR(M)×H2ndR(M)→
R assigning to ω and η the real number
∫
M
ω∧ η;
• the Hodge signature signHo(M) ∈ Z, defined by the same formula as for
the de Rham signature but on the Hodge cohomology H2n(M);
• the index of the signature operator D, ind(D) ∈ Z;
• the integral of the Hirzebruch L-class ∫
M
L(M).
A fundamental result in Mathematics is the following chain of equalities:
signtop(M) = signdR(M) = signHo(M) = ind(D) =
∫
M
L(M) . (1.1)
The first equality follows from the de Rham theorem and the compatibility be-
tween cup product and wedge product, the second from the Hodge theorem,
the third is a simple computation and the fourth follows from the Atiyah-Singer
formula applied to the signature operator. The equality of the first and last term,
signtop(M) =
∫
M
L(M), is the celebrated Hirzebruch’s signature theorem.
We recall that the signature operator is defined as follows: we consider d +
d∗ acting on the space Ω∗(M) of differential forms of all degrees but with the
gradingΩ∗(M) = Ω+(M)⊕Ω−(M) induced by the involution τ onΩ∗(M) acting
on a form ω of degree p as
τω := ip(p−1)+2n ∗ω . (1.2)
Here ∗ denotes the Hodge star operator and we have writtenΩ+(M) andΩ−(M)
for the (+1)- and (−1)-eigenspaces of τ, respectively. The operator d + d∗ anti-
commutes with τ and hence interchanges Ω+(M) and Ω−(M). We have set
D := d+ d∗|Ω+(M) : Ω
+(M)→ Ω−(M). (1.3)
1.2. Signatures on manifolds with boundary. Let (M,g) now be a compact 4n-
dimensional oriented Riemannian manifold with boundary ∂M. We denote the
relative and absolute singular cohomologies of M by H∗(M,∂M) and H∗(M),
respectively1. Remark that there is a natural homomorphism ι : H∗(M,∂M) →
H∗(M). The (relative) topological signature of M, denoted signtop(M,∂M), is
defined as the signature of the (degenerate) bilinear form given by the cup prod-
uct on H2n(M,∂M). The radical of this symmetric bilinear form is equal to the
kernel of ι : H∗(M,∂M) → H∗(M) and so this signature can be defined directly
on the image of ι : H2n(M,∂M)→ H2n(M).
A similar definition can be given for the de Rham signature signdR(M,∂M).
Finally consider the manifold with cylindrical ends M∞ associated to M and
let H2n(2)(M∞) be the Hodge L
2-cohomology of M∞. The Hodge L
2-signature,
1All our cohomologies are with real coefficients if not otherwise stated; thus we do not carry
along the coefficients R in the notation.
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denoted signHo(M∞), is defined as the signature of the non-degenerate bilinear
form
H2n(2)(M∞)×H2n(2)(M∞)→ R, (ω, η) 7→
∫
M
ω∧ η.
One can prove, see [APS75a], that
signtop(M,∂M) = signdR(M,∂M) = signHo(M∞) . (1.4)
We remark that while the first equality is standard, the second is not and requires
a delicate Hodge-theoretic argument. Remark also that this common value is not
equal to the index of the signature operator with Atiyah-Patodi-Singer boundary
condition. Still, following again the seminal work of Atiyah, Patodi and Singer
[APS75a], one can extend Hirzebruch’s signature theorem to manifolds with
boundary, giving an explicit formula for the signature. To state their result,
assume that g is a product g = dx2⊕g∂M in a collar neighborhood U := [0, 1)×∂M
of the boundary, where x ∈ [0, 1) is the normal variable. Then the signature
operator D takes the following form over U
D = σ
(
d
dx
+ B
)
, (1.5)
where σ is a bundle isomorphism and the so-called tangential operator B acts as
Bω = (−1)n+p+1((−1)p ∗∂M d∂M−d∂M∗∂M)ω on a differential form ω of degree p.
Here, ∗∂M and d∂M denote the Hodge star operator and the exterior derivative
on the boundary, respectively.
The operator B is a self-adjoint operator on ∂M with discrete spectrum. Con-
sider an enumeration {λn}n∈N0 of the non-zero eigenvalues of B, counted with
their multiplicities and ordered in ascending order. Denote by sign(λ) the sign
of an eigenvalue λ. Then the eta function of B is defined by
η(B, s) :=
∞∑
n=0
sign(λn) |λn|
−s, ℜ(s)≫ 0.
This series is absolutely convergent for ℜ(s) ≫ 0 sufficiently large, and as a
consequence of the short time asymptotics of the trace TrBe−tB
2
, the eta function
η(B, s) extends to a meromorphic function on the whole of C by the following
integral expression
η(B, s) =
1
Γ((s+ 1)/2)
∫
∞
0
t(s−1)/2 TrBe−tB
2
dt
Atiyah, Patodi and Singer [APS75a] assert the regularity of η(B, s) at zero and
define the eta invariant
η(B) := η(B, s = 0).
Remark 1.1. Since B preserves the splitting Ω∗(∂M) = Ωeven(∂M)⊕Ωodd(∂M) into
forms of even and odd degree, we can denote its restriction toΩeven(∂M) by Beven. Same
constructions as above apply and we define η(Beven) := η(Beven, 0). Both eta invariants
are related by
η(B) = 2η(Beven).
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Atiyah, Patodi and Singer [APS75a] then prove, that
signHo(M∞) =
∫
M
L(M) −
η(B)
2
=
∫
M
L(M) − η(Beven). (1.6)
Summarizing, we obtain the following identities
signtop(M,∂M) = signdR(M,∂M) = signHo(M∞) =
∫
M
L(M) − η(Beven) . (1.7)
Notice that on a manifold with boundary neither of the two summands on the
right hand side is of topological nature, but their difference is.
To complete the picture, we also point out that while it is true that the index of
the signature operator with APS boundary condition is not equal to the signature
signdR(M,∂M), one can prove that there is a generalizedAPS boundary condition,
defined in terms of the so called scattering Lagrangian Λ ⊂ KerB, having the
signature signdR(M,∂M) as a Fredholm index. Equivalently, there is a perturbed
signature operator on the manifold with cylindrical endsM∞ which is Fredholm
and with index equal to signdR(M,∂M). See [BoWo93] and [Loy05].
1.3. Signatures for Galois coverings of closed compact manifolds. Let Γ be a
finitely generated discrete group and let MΓ be a Galois covering of a closed
4n-dimensional manifold M with Galois group Γ . Using von Neumann algebra
techniques it is possible to define
• the von Neumann topological Γ -signature, signΓtop(MΓ) ∈ R;
• the von Neumann de Rham Γ -signature signΓdR(MΓ) ∈ R;
• the von Neumann Hodge Γ -signature signΓHo(MΓ) ∈ R;
• the von Neumann index of the Γ -equivariant signature operator D˜ onMΓ ,
an element in R.
The following result holds:
signΓtop(MΓ) = sign
Γ
dR(MΓ) = sign
Γ
Ho(MΓ) = ind
Γ(D˜) = ind(D) =
∫
M
L(M) . (1.8)
The first two equalities follow from the extension of the de Rham-Hodge theo-
rem to Galois coverings, due to Dodziuk [Dod77], and an extra argument hav-
ing to do with the pairings themselves (this additional argument can be found
in [LuSc03, proof of Theorem 3.10]); the third equality rests again on a simple
algebraic argument, the fourth equality is precisely Atiyah’s theorem, asserting
the equality of the Γ -index of D˜ onMΓ and the index of the signature operator D
on the baseM and the fifth equality follows again from the Atiyah-Singer index
formula. Notice that, consequently, the Γ -signature of MΓ equals the signature
of M:
sign(M) = signΓ(MΓ),
where we omit the lower indices top, Ho, dR, since all the corresponding signa-
tures coincide.
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1.4. Signatures for Galois coverings of compact manifolds with boundary. Let
now MΓ be a Galois Γ -cover of a smooth compact manifold M with boundary
∂M. Using reduced L2-cohomology, both in the topological and in the de Rham
case, as well as von Neumann algebra techniques, one can define
• the von Neumann topological Γ -signature, signΓtop(MΓ , ∂MΓ);
• the von Neumann de Rham Γ -signature signΓdR(MΓ , ∂MΓ);
• the von Neumann Hodge Γ -signature signΓHo(MΓ,∞) of the Galois cover
MΓ,∞ of the manifold M∞ with cylindrical end, with Galois group Γ .
One can prove that
signΓtop(MΓ , ∂MΓ) = sign
Γ
dR(MΓ , ∂MΓ) = sign
Γ
Ho(MΓ,∞) . (1.9)
See Lu¨ck and Schick [LuSc03] for a careful proof of these two equalities; the
second one has a rather intricate proof.
The signature formula (1.6) in this von Neumann context is a highly non-trivial
result and it is due to Vaillant [Vai08]. We briefly describe it: we lift B and its
even part Beven to Γ -invariant operators B˜ and B˜even, respectively. By work of
Ramachandran [Ram93] we can associate to these operator their respective Γ -eta
invariants ηΓ(B˜) and ηΓ(B˜even) = ηΓ(B˜)/2. Vaillant [Vai08] proves
signΓHo(MΓ,∞) =
∫
M
L(M) −
ηΓ(B˜)
2
=
∫
M
L(M) − ηΓ(B˜even).
Summarizing, on a Galois Γ -cover of a compact manifold with boundary the
following equalities hold:
signΓtop(MΓ , ∂MΓ) = sign
Γ
dR(MΓ , ∂MΓ) = sign
Γ
Ho(MΓ,∞)
=
∫
M
L(M) − ηΓ(B˜even).
(1.10)
Notice that for manifolds with boundary, in contrast with the closed case (we
omit the lower indices top, Ho and dR, since the corresponding signatures coin-
cide)
signΓ(MΓ , ∂MΓ) − sign(M,∂M) 6= 0.
Indeed, because of the two signature formulae, this difference is equal up to a
sign to
ρΓ(∂MΓ) := ηΓ(B˜even) − η(Beven) ,
the celebrated Cheeger-Gromov rho invariant, a secondary invariant of the sig-
nature operator which is well-known to be in general different from zero. Hence,
the following fundamental equation holds:
sign(M,∂M) − signΓ(MΓ , ∂MΓ) = ρΓ(∂MΓ). (1.11)
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1.5. Goals of this article and main results. Let now M be the regular part
(smooth open interior) of a smoothly stratified pseudomanifold M of dimen-
sion 4n. For the time being we assume that M is without boundary. Following
the fundamental work of Goresky and MacPherson [GoMa80], there is a pairing
between the degree-2n intersection cohomology group for the uppermiddle per-
versity and the degree-2n intersection cohomology group for the lower middle
perversity. Even though this pairing is non-degenerate, it does not give us a
symmetric bilinear form on a single vector space; put it differently, we do not
have, in general, a well-defined signature. However, if M satisfies the Witt con-
dition these two vector spaces are isomorphic and so we do have a well-defined
intersection cohomology signature denoted signtop(M). Here we recall that M
is Witt if each link L is odd dimensional or, otherwise, the upper middle per-
versity intersection homology group of L vanishes in degree dim L/2. Using
L2-cohomology with respect to an iterated conic metric g, we can also define de
Rham and Hodge versions of this signature and prove that
signtop(M) = signdR(M) = signHo(M) = ind(D), (1.12)
where D is the (unique closure) of the signature operator on the regular part M
endowed with the metric g, cf. [Che80] and [ALMP12]. Moreover, thanks to the
recent work of Albin and Gell-Redman [AlGe17] this chain of equalities can be
complemented with an explicit index formula
ind(D) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα. (1.13)
where {Yα}α∈A is the set of singular strata of M and we refer the reader to
[AlGe17] for the precise expression of bα. In depth 1 case, an index formula
for Witt spaces already appears in the work of Bru¨ning [Bru10].
The definition of these signatures on the Galois Γ -cover MΓ of the Witt space
M is in the literature, although somewhat implicitly: we refer to [FrMc13] for
the topological one and again [ALMP12] for the analytic ones. Notice that as
discussed in [AlPi17, Section 7.2] there is an Atiyah’s theorem, equating the
index and the Γ -index of the signature operator on M (the regular part of M)
and M˜ (the regular part of MΓ ), respectively. The analogue of (1.12) for these
Γ -signatures is also implicitly established in the literature. The first equality fol-
lows from Proposition 11.1 in [ALMP12], the other equalities are a consequence
of the analysis presented in [ALMP12, ALMP15, AlPi17] and will be further
discussed in this article.
All these properties hold on a Witt space without boundary. Now, as we have
made clear in the previous discussion, the extension of these relations to the case
in which our Witt space has a boundary cannot be straightforward, given that it
is already rather involved in the smooth case. This brings us to the main theme
of this article:
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Can one generalize the work of Atiyah-Patodi-Singer, Lu¨ck-Schick and Vaillant to strat-
ified Witt spaces with boundary and their Γ -covers? We shall establish in this article
that for the analytically defined signatures this is indeed the case.
Let us state more precisely our main results. Following a well established
pattern, we give ourselves the freedom to rescale the metric so as to avoid issues
related to small eigenvalues. We shall not mention this rescaling in the sequel.
Our first result is about compact Witt spaces with boundary.
Theorem 1.2. Let (M,g) be the regular part of a compact smoothly stratified pseudo-
manifoldM, with boundary ∂M, endowed with an incomplete iterated cone-edge metric
g which is of product type near the boundary. We assume thatM is Witt. LetM∞ be the
Witt-space with cylindrical ends associated to M. Then there exist a well defined L2-de
Rham signature signdR(M,∂M) and a well defined L
2-Hodge signature signHo(M∞)
and the following equality holds:
signdR(M,∂M) = signHo(M∞). (1.14)
Moreover, the eta invariant η(Beven) for the operator Beven on the regular part ∂M of
∂M is well-defined and the following formula holds
signHo(M∞) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα − η(Beven),
where {Yα}α∈A is the set of singular strata ofM, and the integrands bα are given explic-
itly in [AlGe17].
The existence of the eta invariant for the boundary operator follows from the
proof of the index formula as in Atiyah-Patodi-Singer but it can also proved in
general, without assuming that the operator is a boundary-operator, by employ-
ing Getzler rescaling. See Albin and Gell-Redman [AlGe17, §6.2].
Thanks to the work of Bei [Bei14a, Theorem 4] and [Bei14b, (95)] we can
complement the equality of signatures in (1.14) with
signtop(M,∂M) = signdR(M,∂M), (1.15)
where the topological signature is the one defined by Friedman and Hunsicker
[FrHu13]. This means that on a compact Witt pseudomanifold with boundary
we have the following fundamental chain of equalities
signtop(M,∂M) = signdR(M,∂M) = signHo(M∞)
=
∫
M
L(M) +
∑
α∈A
∫
Yα
bα − η(Beven).
(1.16)
Notice in particular that signdR(M,∂M) and signHo(M∞) are metric independent
within iterated cone-edge metrics, satisfying the Witt condition.
Our second main result is about Galois Γ -coverings of stratified Witt spaces
with boundary.
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Theorem 1.3. Let M and (M,g) be as in the previous theorem. Consider a Galois
covering MΓ of M with structure group Γ . Let MΓ,∞ be the Witt space with cylindrical
ends associated toMΓ . Then there exist a well-defined L
2-Γ -signature signΓdR(MΓ , ∂MΓ)
and a well defined L2-Hodge signature signΓHo(MΓ,∞) and the following equality holds:
signΓdR(MΓ , ∂MΓ) = sign
Γ
Ho(MΓ,∞). (1.17)
Moreover, the Γ -eta-invariant ηΓ(B˜even) for the operator B˜even on the regular part ∂M˜ of
∂MΓ is well-defined and the following Γ -signature formula holds:
signΓHo(MΓ,∞) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα − ηΓ(B˜even),
Directly from the previous two theorems we obtain the following corollary,
which constitutes the most important geometric result of our paper.
Corollary 1.4. With hypothesis as above, the following formula holds
signdR(M,∂M) − sign
Γ
dR(MΓ , ∂MΓ) = ρΓ(∂M˜), (1.18)
where ρΓ(∂M˜) ∈ R is the Cheeger-Gromov (signature) rho invariant associated to ∂M˜,
which denotes the regular part of ∂MΓ
ρΓ(∂M˜) = ηΓ(B˜even) − η(Beven) .
Extending to arbitrary depth the (classic) argument given in our previous ar-
ticle, using the results in §3, one can prove that if Γ → N˜ → N is the universal
covering of a closed compact Witt space, then ρΓ(N˜) is metric independent and
in fact a stratified diffeomorphism invariant. See [PiVe16, Theorem 1.6]. Notice
that formula (1.18) together with the metric independence of signdR(M,∂M) and
of ρΓ(∂M˜), imply easily that sign
Γ
dR(MΓ , ∂MΓ) is also metric independent
2.
As already remarked, the rho-invariant ρΓ(N˜) is well-defined in arbitrary
depth. Using this fundamental property we observe that the following result,
due to the first author and Albin in depth 1, see [AlPi17, Corollary 7.6 and
Remark 12], holds in fact in general depth.
Theorem 1.5. LetM be a Witt space of dimension 4ℓ−1, ℓ > 1, with regular part equal
to M. We assume that π1(M) has an element of finite order and that i∗ : π1(M) −→
π1(M) is injective. Then, there is an infinite number of Witt spaces {Nj}j∈N that are
stratified-homotopy equivalent to M but such that Ni is not stratified diffeomorphic to
Nk for i 6= k.
On the other hand, if π1(M) is torsion free, then building on ideas of Wein-
berger [Wei88] and Chang [Cha04] and on the main result of [ALMP15], we
prove in this article the following result:
2It would be more natural to extend Bei’s work [Bei14a, Bei14b] to Galois coverings and
obtain in this way the metric invariance for the L2-Γ -signature signΓdR(MΓ , ∂MΓ ). This extension,
a Dodziuk theorem [Dod77] in the Witt case, lies outside of the scope of this paper, which is
why we provide an alternative argument.
SIGNATURES OF WITT SPACES WITH BOUNDARY 9
Theorem 1.6. LetN be Witt, compact and without boundary and letNΓ be its universal
cover. Let N and N˜ be the associated regular parts.. Assume that π1(N) is torsion-
free and satisfies the Baum-Connes conjecture. Then ρΓ(N˜) is a stratified homotopy
invariant.
We wish to end this Introduction with a remark: we establish in this article
that most of the classic results on smooth manifolds with boundary do extend
to Witt spaces, once the right tools and right definitions are given. However,
the actual proofs are far from obvious due to the intricacies of doing analy-
sis on stratified spaces. For example, the non-uniform behaviour of the heat
kernel near the strata of M∞ and MΓ,∞, see Theorem 8.7, needs a careful treat-
ment, see also Remark 8.11. Still, some of the arguments do carry over verbatim
from the smooth case; whenever this is the case, we simply state the results
and concentrate instead on those steps that need new arguments because of the
singularities.
The rest of our paper is structured as follows. We continue with a brief review
of stratified spaces with iterated conic metrics in §2. We call the pair (M,g)
with M smoothly stratified and g an iterated conic metric on its regular part a
wedge pseudomanifolds. In §3 and in §4 we review results of our previous joint
work [PiVe16] on index theorems on Witt wedge pseudomanifolds of depth one
and their Galois coverings and explain the extension of these results to arbitrary
depth in view of the recent results in [AlGe17]. In §5 and §6 we study signatures
of stratified Witt spaces with boundary and of their Galois coverings. We then
prove our first main result, Theorem 1.2, in §7. The proof of Theorem 1.3 is
obtained in section §8. We end the paper with a section devoted to geometric
properties of rho-invariants on Witt spaces in §9.
Acknowledgements. The authors gratefully acknowledge financial and inspira-
tional support of the Priority Programme ”Geometry at Infinity” of DFG. The
second author also thanks Sapienza University for hospitality and financial sup-
port. We are glad to thank Pierre Albin, Francesco Bei and Jesse Gell-Redman
for useful discussions.
2. Stratified spaces with iterated cone-edge metrics
We recall basic elements in the iterative definition of a compact smoothly strat-
ified (Thom-Mather) space of depth d ∈ N0. For a full definition, including
Thom-Mather conditions, we refer the reader e.g. to [ALMP12, ALMP13, Alb16].
2.1. Smoothly stratified spaces of depth zero and one. A compact smoothly
stratified space of depth d = 0 is by definition a smooth compact manifold. A
compact smoothly stratified spaceM of depth d = 1 is a compact manifold with
an edge singularity, defined explicitly as follows. By definition M consists of a
smooth open dense stratum M and single singular stratum Y, which is itself a
closed compact manifold. There exists a tubular neighborhood U ⊂M which is
the total space of a fibration φ : U → Y with fibres given by C(F) := [0, 1) × F/∼,
where (0, θ1) ∼ (0, θ2) and F is a smooth compact manifold. The open smooth
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stratum M is equipped with an incomplete edge metric g which is by definition
a smooth Riemannian metric given in the singular neighborhood by
g ↾ U∩M = dx2 +φ∗gY + x2gF + h =: g0 + h. (2.1)
Here, gY is a smooth Riemannian metric on the stratum Y, gF is a symmetric two
tensor on the level set {x = 1}, which defines a smooth family of Riemannian
metrics on the fibres F. The higher order term h satisfies |h|g0 = O(x), as x→ 0.
2.2. Smoothly stratified spaces of arbitrary depth d. A compact smoothly strat-
ified space M of depth d ≥ 2 without boundary, with strata S := {Yα}α∈A is a
compact space with the following inductively defined properties. Identify each
stratum with its open interior. Then
i) If Yα ∩ Yβ 6= ∅ for any α, β ∈ A, then Yα ⊂ Yβ.
ii) The depth of a stratum Y ∈ S is defined to be the largest integer j ∈ N0
such that there exists a chain of pairwise distinct strata
{Y = Yj, Yj−1, . . . , Y1, Y0 = M} ⊂ S,
with Yi ⊂ Yi−1 for all 1 ≤ i ≤ j.
iii) The depth d of the stratified space M is defined as the maximal depth of
any stratum. The stratum of maximal depth is smooth and compact.
iv) Consider a stratum Yα ∈ S of depth j ∈ N0. Then any point of Yα has
a tubular neighborhood Uα ⊂ M, which is the total space of a fibration
φα : Uα → φα(Uα) ⊆ Yα with fibers given by cones C(Fα) with link Fα
being a compact smoothly stratified space of depth (j− 1).
v) Denote by Xj the union of all strata of dimension less or equal than j ∈ N0.
Denote by n ∈ N0 the maximal dimension of any stratum, so thatM = Xn.
Then we require that M := Xn \ Xn−2 is an open smooth manifold dense
in M. We call Xn−2 the singular stratum. Note that dimM = n. We also
write dimM = n.
The precise definition of compact smoothly stratified spaces is more involved,
due to additional Thom-Mather conditions. See [Mat71]. The Thom-Mather
conditions guarantee that suchM can be resolved into a compact manifold with
fibered corners. See [ALMP12, ALMP13] and [Alb16].
We also need to extend this definition to include stratified spaces with bound-
ary. We follow the discussion provided in Banagl [Ban07, Definition 6.1.3].
Definition 2.1. A compact smoothly stratified space M of dimM = n with
boundary ∂M is a pair (M,∂M) such that
(1) ∂M is a compact smoothly stratified space of dimension (n− 1).
(2) M satisfies (i) - (v) as above, with (v) changed insofar thatM\(Xn−2∪∂M)
is a smooth oriented n-dimensional manifold, dense in M.
(3) ∂M ⊂ M is collared, i.e. there exists ∂M ⊂ U ⊂ M, U closed, and an
orientation- and stratum-preserving isomorphism φ : ∂M× [0, 1] ∼−→ U.
(4) Moreover, writing S := {Yα}α∈A for the strata of M, {Yα ∩ ∂M}α∈A are the
strata of ∂M, and {Yα\(Yα ∩ ∂M)}α∈A are the strata of M \ ∂M.
We finish the review by introducing some terminology.
SIGNATURES OF WITT SPACES WITH BOUNDARY 11
Definition 2.2. Let (M,∂M) be a smoothly stratified space with boundary.
(1) We write Xn−3(∂M) for the singular locus of ∂M. Then the regular part
of ∂M is defined as ∂M := ∂M \ Xn−3(∂M).
(2) The regular part of M is given by M := M\(Xn−2 ∪ ∂M).
(3) The singular part of M is given by Xn−2.
We define an iterated cone-edge metric g on M of arbitrary depth by induc-
tively asking g to be a smooth Riemannian metric away from the singular strata,
and requiring in each tubular neighborhood Uα of any point in the singular
stratum Yα ∈ Xn−2 that g be of the form
g|Uα ∩M = dx
2 + φ∗αgYα + x
2gFα + h =: g0 + h, (2.2)
where gYα is a smooth Riemannian metric on φα(Uα), gFα is a symmetric two
tensor on the level set {x = 1} ≡ ∂Uα, whose restriction to the links Fα (smoothly
stratified spaces of depth at most (j−1)) is a smooth family of iterated cone-edge
metrics. The higher order term h satisfies as before |h|g0 = O(x), when x → 0.
The existence of such iterated cone-edge metrics is discussed e.g. in [ALMP12,
Proposition 3.1]. Such an open neighborhood Uα can be illustrated as follows.
Yα
Fα
Figure 1. Tubular neighborhood Uα of depth 2.
We also assume that on the level set level set {x = 1} ≡ ∂Uα the fibration
φα|∂Uα : (∂Uα, gFα + φ
∗
αgYα) → (φα(Uα), gYα) is a Riemannian submersion. More
precisely, we may split the tangent bundle Tp∂Uα into vertical and horizontal
subspaces TVp ∂Uα⊕THp ∂Uα. The vertical subspace TVp ∂Uα is the tangent space
to the fibre of φα|∂Uα through p, and the horizontal subspace T
H
p ∂Uα is a corre-
sponding complement. Then φ is a Riemannian submersion if gFα restricted to
THp ∂Uα vanishes. Any level set ({x}× ∂Uα, x2gFα +φ∗gB) yields then a Riemann-
ian submersion as well. We put the same condition in the lower depth. Such
metrics always exist, see [ALMP12, Proposition 3.1].
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In a collar neighborhood U = [0, 1) × ∂M of the boundary ∂M we assume
that g is of the product form g = dx2 ⊕ g∂M, where g∂M is an iterated cone-
edge metric on ∂M. Notice again that ∂M is itself a regular part of a smoothly
stratified space of depth n − 1, without boundary.
2.3. Geometric Witt assumption. Consider a smoothly stratified space M with
an iterated cone-edge metric g as above. Assume that ∂M = ∅ for simplicity
here. Consider a tubular neighborhood Uα of any point in a singular stratum
Yα ∈ Xn−2. Then as in (2.2), g takes the form
g|Uα ∩M = dx
2 + φ∗αgYα + x
2gFα + h, (2.3)
where h is a higher order term and the symmetric 2-tensor gFα restricts to an
iterated cone-edge metric gFα(y) on the link Fα at any base point y ∈ φα(Uα).
Consider the Hodge Dirac, also called Gauss-Bonnet, operator /∂ := d + d∗
associated to (M,g), acting on compactly supported differential forms Ω∗c(Uα).
By [ALMP12, (4.9)], /∂ takes the following form near the singular stratum
/∂ ≡ d + d∗ ∼ Γα
(
d
dx
+
1
x
Qα(y) + Tα(y)
)
,
up to terms which are higher order in a certain sense. Here, Γα is a self-adjoint
and unitary operator in L2((0, 1) × Yα, L2(Fα)), Tα is a Dirac operator on Yα and
Qα(y) is a family of symmetric operators in L
2(Fα, gFα(y)). The geometric Witt
assumption is a condition on the tangential operators Qα(y) for any y ∈ Yα and
any α ∈ A.
Assumption 2.3. (Geometric Witt assumption) The smoothly stratified space M
with an iterated cone-edge metric g on M satisfies the geometric Witt assump-
tion if at each y ∈ Yα ∈ Xn−2 the tangential operator family Qα(y) satisfies
specQα(y) ∩
(
−
1
2
,
1
2
)
= ∅.
The geometric Witt assumption implies the topological Witt assumption, that
is the vanishing of the middle-degree intersection cohomology IHν(Fα), ν =
dim Fα/2, for all links Fα. Conversely, the topological Witt assumption yields
the geometric Witt assumption after scaling of the metric.
We refer to (M,g) in an abbreviated form as a stratified Witt space.
Remark 2.4. We finish the section by pointing out that the related work [HLV18a,
HLV18b] uses a larger spectral gap to conclude that the domain of the unique self-
adjoint extension of /∂ in L2(M,g) is identified with an explicit weighted edge Sobolev
space.
2.4. Galois coverings of stratified spaces. In this subsection we recall for con-
venience of the reader the preliminaries on Galois coverings of stratified Witt
spaces, as discussed e.g. in [PiVe16, §7.1]. Consider as before the smoothly strat-
ified Witt space M with boundary and the Riemannian metric g on its regular
part including boundary. Consider a Galois covering π : MΓ → M with Galois
group Γ and fundamental domain FΓ .
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The topological and the smooth (Thom-Mather) stratifications on MΓ are ob-
tained in the following canonical way. Decompose the covering MΓ into the
preimages of the strata in M under the projection π . Surjectivity of π ensures
that each stratum in the covering is mapped surjectively onto the correspond-
ing stratum in M. Since π is a local homeomorphism, it is straightforward
to check that MΓ and its fundamental domain are again topological stratified
spaces. Pulling up the smooth stratification from the base, we obtain a smooth
Thom-Mather stratification on MΓ . By definition, the link of a point p˜ ∈ MΓ is
equal to the link of its image in the base.
We denote by M˜ the regular part of MΓ and observe that it is a Galois cover-
ing of the regular partM ofM with fundamental domain F equal to the regular
part of FΓ . Any singular stratum Y˜α ofMΓ is a Galois covering of a singular stra-
tum Yα of same depth with fundamental domain FYα . Similarly, the boundary
∂MΓ of MΓ is a Galois covering of ∂M, with regular part ∂M˜ and fundamental
domain F∂M. The lift g˜ of the iterated cone-edge metric g defines a Γ -invariant
iterated cone-edge metric on M˜, which is still product near the boundary. Fi-
nally, there are isometric embeddings of F,FYα,F∂M intoM,Yα, ∂M, respectively,
with complements of measure zero.
2.5. L2-Stokes theorem for stratified spaces. Let (X, h) be (the regular part of)
a smoothly stratified space with an iterated cone-edge metric h and boundary
∂X, such that h is of a product form h = dx2 + h∂X near the boundary with
(∂X, h∂X) being a smoothly stratified space with an iterated cone-edge metric as
well. We do not assume here that X or its boundary ∂X is compact, in order to
encompass the following three cases of interest: (X, g) may be either a compact
smoothly stratified space (M,g) as introduced above, its Galois covering (M˜, g˜),
or the half-cylinders ∂M× (−∞, 0] and ∂M˜× (−∞, 0].
Denote by L2Ω∗(X) the L2-completion (with respect to h) of smooth compactly
supported differential forms Ω∗c(X) on X. The space L
2Ω∗(∂X) is defined simi-
larly as the L2-completion of smooth compactly supported differential forms on
∂X with respect to h∂X.
Notation: Unless confusion should arise, we shall denote L2Ω∗(X) and L2Ω∗(∂X)
simply as L2(X) and L2(∂X), respectively.
We define the maximal domains for the exterior differential d and its formal
adjoint dt acting on Ω∗c(X) by
Dmax(d) := {u ∈ L2(X) | du ∈ L2(X)},
Dmax(d
t) := {u ∈ L2(X) | dtu ∈ L2(X)}, (2.4)
where du and dtu are defined in the distributional sense. We write dmax and
dtmax for the corresponding closed extensions. We also introduce the minimal
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closed extensions dmin and d
t
min with respective domains
Dmin(d) := {u ∈ Dmax(d) | ∃(un) ⊂ Ω∗c(X) : un L
2−→ u, dun L2−→ du},
Dmin(d
t) := {u ∈ Dmax(dt) | ∃(un) ⊂ Ω∗c(X) : un L
2−→ u, dtun L2−→ dtu}. (2.5)
The maximal and minimal closed extensions are related by
(dt)max ≡ (dmin)∗ . (2.6)
Our next theorem is well known to the experts, however the authors are not
aware of any such result written up explicitly elsewhere. We shall build on
Cheeger [Che80, Theorem 2.1].
Theorem 2.5. (L2-Stokes theorem on Witt stratified spaces) Assume that (X, h) and
(∂X, h∂X) satisfy the geometric Witt assumption. Consider any smooth u ∈ Dmax(d)
and v ∈ Dmax(dt) such that their pullbacks to the boundary qu, qv ∈ L2(∂X). Then
〈du, v〉L2(X) − 〈u, dtv〉L2(X) = 〈qu, qv〉L2(∂X).
Proof. We define the double Xd := X∪∂X X with the natural involutive diffeomor-
phism α, interchanging the two copies of X. This is again a smoothly stratified
space, satisfying the geometric Witt assumption. Due to the product structure of
h near the boundary ∂X, there exists an iterated cone-edge metric hd such that
α∗hd = hd and hd ↾ X = h.
The notions of minimal and maximal closed extensions extends verbatim to
the exterior derivatives on Xd, ∂X and ∂X× (−∞, 0]. Whenever necessary, we in-
dicate which space d and dt act on, by putting that space in the brackets behind,
e.g. dmax(Xd) denotes the maximal closed extension of the exterior derivative on
Xd. Then by the geometric Witt assumption on (Xd, hd) and (∂X, h∂X)
dmax(Xd) = dmin(Xd), dmax(∂X) = dmin(∂X).
In particular, we obtain by (2.6) the following equalities of closed extensions
dtmax(Xd) ≡ d∗min(Xd) = d∗max(Xd),
dtmax(∂X) ≡ d∗min(∂X) = d∗max(∂X),
(2.7)
This can be reformulated as the L2-Stokes theorems
∀ω ∈ D(dmax(Xd)), η ∈ D(dtmax(Xd)) : 〈dω, η〉L2(Xd) = 〈ω,dtη〉L2(Xd),
∀ω ′ ∈ D(dmax(∂X)), η ′ ∈ D(dtmax(∂X)) : 〈dω ′, η ′〉L2(∂X) = 〈ω ′, dtη ′〉L2(∂X).
(2.8)
The latter property, the L2-Stokes theorem on ∂X implies by Cheeger [Che80,
Theorem 2.1] that for any α ∈ D(dmax(∂X × (−∞, 0])) and β ∈ D(dtmax(∂X ×
(−∞, 0])) with compact support, such that their pullbacks to the boundary
qα, qβ are in L2(∂X), the L2-Stokes theorem for collars holds
〈dα, β〉L2(∂X×(−∞,0]) − 〈α, dtβ〉L2(∂X×(−∞,0]) = 〈qα, qβ〉L2(∂X). (2.9)
Consider now the collar neighborhood [0, 1)×∂X ⊂ X of the boundary and cutoff
functions φ,ψ, χ ∈ C∞c [0, 1) as in Figure 4.
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φ ψ χ
Figure 2. The cutoff functions φ,ψ and χ.
The cutoff functions define functions on the collar [0, 1)× ∂X ⊂ X and extend
trivially to the interior of X. We still denote these extensions by φ,ψ, χ ∈ C∞(X).
We compute for any u ∈ Dmax(d) and v ∈ Dmax(dt)
〈du, v〉L2(X) = 〈d(ψu), v〉L2(X) + 〈d(1−ψ)u, v〉L2(X)
= 〈d(ψu), χv〉L2(X) + 〈d(1− ψ)u, (1−φ)v〉L2(X).
(2.10)
The function ψu can be viewed as an element of D(dmax(∂X × (−∞, 0])). The
function χv can be viewed as an element of D(dtmax(∂X × (−∞, 0])). Hence by
the L2-Stokes theorem on collars (2.9) we compute
〈d(ψu), χv〉L2(X) = 〈ψu, dt(χv)〉L2(X) + 〈qu, qv〉L2(∂X)
= 〈ψu, dt(χ)∧ v〉L2(X) + 〈ψu, χ · dtv〉L2(X) + 〈qu, qv〉L2(∂X)
= 〈ψu, dtv〉L2(X) + 〈qu, qv〉L2(∂X),
(2.11)
where in the last equality we used the fact that by construction, χ · ψ = ψ and
ψ · dtχ = 0. The function (1− ψ)u can be viewed as an element of D(dmax(Xd)).
The function (1−φ)v can be viewed as an element of D(dtmax(Xd)). Hence by the
first property in (2.8) we compute
〈d(1−ψ)u, (1− φ)v〉L2(X) = 〈(1− ψ)u, dt(1−φ)v〉L2(X).
= 〈(1− ψ)u, dt(1−φ)∧ v〉L2(X)
+ 〈(1− ψ)u, (1−φ) · dtv〉L2(X)
= 〈(1− ψ)u, dtv〉L2(X),
(2.12)
where in the last equality we used the fact that by construction, (1−φ) ·(1−ψ) =
(1−ψ) and (1−ψ) · dt(1−φ) = 0. By (2.11) and (2.12), we conclude from (2.10)
〈du, v〉L2(X) = 〈(ψu), dtv〉L2(X) + 〈(1− ψ)u, dtv〉L2(X) + 〈qu, qv〉L2(∂X)
= 〈u, dtv〉L2(X) + 〈qu, qv〉L2(∂X).
(2.13)
This proves the statement. 
3. Index theorems on stratified Witt spaces with boundary
Our current analysis is based on the arguments in our previous work [PiVe16],
where we have established index theorems on wedge manifolds with boundary,
i.e. smoothly stratified Witt spaces with boundary, of depth one and with a cone-
edge metric. Our analysis in the depth-one case used in a crucial way the heat
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kernel results in [MaVe12]. The extension from wedge manifolds to stratified
Witt spaces of arbitrary depth uses centrally the heat kernel construction by
Albin and Gell-Redman [AlGe17] and we begin this Section by a brief summary
of their results.
3.1. The heat-kernel construction of Albin and Gell-Redman. Let us provide
a short overview of the results in [AlGe17] used in this work. As the statements
and the notations are somewhat long to write down, we refer the reader to the
original paper for details.
(1) Albin and Gell-Redman establish a microlocal description of the heat ker-
nel as a polyhomogeneous conormal function on an appropriate manifold
with corners, obtained by an iterative sequence of parabolic blowups of
[0,∞)×M2. This result has been obtained in [AlGe17, Theorem 4.4].
(2) Albin and Gell-Redman establish the trace class property of the heat op-
erator and short-time asymptotic expansion of the heat trace. This result
has been obtained in [AlGe17, Theorem 1].
(3) Albin and Gell-Redman develop Getzler rescaling in the stratified set-
ting and obtain an improved short-time asymptotic expansion of the su-
pertrace of the heat kernel. This result has been obtained in [AlGe17,
Corollary 5.7]
3.2. The Atiyah-Patodi-Singer index formula on Witt spaces with boundary.
We now continue and explain how the arguments in [PiVe16] extend to the
setting of an even dimensional smoothly stratified Witt spaceM with boundary,
with an iterated cone-edge metric g on its regular part M, which is assumed
to be product g = dx2 ⊕ g∂M in a collar neighborhood of the boundary ∂M.
Consider the signature operator D, defined as in (1.3). Exactly as in (1.5), in the
collar neighborhood of the boundary D takes the form
D = σ
(
d
dx
+ B
)
, (3.1)
where σ is a bundle isomorphism and B is the tangential operator acting on
∂M. By the geometric Witt assumption, [ALMP12, Theorem 1.1] assert that B
is essentially self-adjoint with discrete spectrum. Consider the positive spectral
projection P+(B) of B. We are going to fix a closed domain of D by putting
Atiyah-Patodi-Singer boundary conditions P+(B) at ∂M. (We do not need to
impose boundary conditions at the singular strata of M, since the Hodge Dirac
operator /∂, and hence also the signature operator D, are essentially self-adjoint
due to the geometric Witt assumption in Assumption 2.3. 3) More precisely, we
write L2(M,g) for the L2-completion of either Ω±c (M) and define the maximal
domain of D by
Dmax(D) := {u ∈ L2(M,g) | Du ∈ L2(M,g)}. (3.2)
3As already pointed out we pass from the Witt condition to the geometric Witt condition by
suitably rescaling the metric.
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We want to single out the smooth subspace of elements in Dmax(D) that are in
some sense smooth up to the boundary. To do so, we introduce the compact
double Md of M with the natural involutive diffeomorphism interchanging the
two copies ofM. This defines a smoothly stratified Witt space without boundary
and we write Ω∗(M) for the restriction to M of smooth differential forms over
the open regular part ofMd. We then define the core domain for D with Atiyah-
Patodi-Singer boundary conditions by
Dc+(D) := {u ∈ Dmax(D) ∩Ω∗(M) | P+(B)u|∂M = 0}. (3.3)
We fix the closed extension of Dwith domain D(D) defined as the graph-closure
of the core domain Dc+(D) in L
2(M,g). Then, using the microlocal heat kernel
description by Albin and Gell-Redman in [AlGe17, Theorems 1 and 4.13], we
may proceed exactly as in [PiVe16, Proposition 8.1] and obtain the McKean-
Singer index formula.
Proposition 3.1. D is Fredholm with index
indD = Tr e−tD
∗D − Tr e−tDD
∗
.
We can now proceed with the derivation of the index formula as in [PiVe16,
Theorem 8.4], which is in turn directly based on the seminal work of Atiyah-
Patodi-Singer. . Recall that B is discrete by [ALMP12, Theorem 1.1] and let
{λn}n∈N0 be an enumeration of the non-zero eigenvalues of B, counted with their
multiplicities and ordered in ascending order. Denote by sign(λ) the sign of an
eigenvalue λ. Then the eta function of B is defined for ℜ(s)≫ 0 by
η(B, s) :=
∞∑
n=0
sign(λn) |λn|
−s =
1
Γ((s+ 1)/2)
∫
∞
0
t(s−1)/2 TrBe−tB
2
dt.
Due to the short time asymptotic expansion of TrBe−tB
2
, which can be inferred
from [AlGe17, Theorem 4.13] similarly to [AlGe17, Theorem 1], η(B, s) extends
meromorphically to the complex plane C with s = 0 being a regular point as a
consequence of Getzler rescaling. See [AlGe17, §6], where the more general case
of the eta form is treated. We refer the reader to [BiFr86, Theorem 2.4], [Mel93,
Section 8.13] and [BGV04, Theorem 10.31] to see how Getzler rescaling can be
used in order to establish the regularity of the eta function at s = 0. Hence we
can define the eta-invariant
η(B) := η(B, s = 0).
The statement of the index formula requires one final ingredient. Consider the
closed double Md of M with the natural involutive diffeomorphism α inter-
changing the two copies of M. Consider the iterated cone-edge metric gd on
the regular part Md of Md, such that α
∗gd = gd and gd ↾ M = g. Consider
the signature operator Dd of (Md, gd). Then by [AlGe17, Theorem 6.4] the con-
stant term in the short time asymptotic expansion of the trace of exp(−tD∗dDd)−
exp(−tDdD
∗
d) can be written as ∫
M
a0 +
∑
α∈A
∫
Yα
bα, (3.4)
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In this formula the integrand a0 is the usual Hirzebruch L-form (computed
with respect to the Levi-Civita connection ∇g associated to the metric g): a0 =
L(M,∇g). With a small abuse of notation we shall simply write L(M) from now
on. The integrands bα are worked out explicitly by Albin and Gell-Redman
[AlGe17] and involve the Hirzebruch L-form of the stratum Yα and the J-form
associated to the link fibration over Yα. We will be mainly interested in the fact
that a0, bα are the same for the index theorems on M and its Galois coverings;
thus we refer the reader to [AlGe17] for the exact formula of bα.
Now we can proceed exactly as in [PiVe16, Theorem 8.4] and deduce the index
formula below.
Theorem 3.2.
indD =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
dimkerB+ η(B)
2
.
Remark 3.3. The above theorem holds unchanged for any Dirac-type operator D for
which the Albin-Gell-Redman version of Getzler rescaling holds. Assume now that the
boundary operator of D, call it again B, is invertible. In the smooth case one can prove
easily that the APS-index is then equal to the L2-index of D∞, the extension of D to
M∞, the manifolds with cylindrical ends associated toM. There are direct approaches to
the L2-index formula for D∞, most notably the one of Melrose through the b-calculus,
see [Mel93]. Albin and Gell-Redman have extended this analysis to Witt spaces with
cylindrical ends, establishing in particular an L2-index formula on Witt spaces with
cylindrical ends (under the assumption that the boundary operator B is invertible). See
[AlGe17, Theorem 7.2]. Their result and Theorem 3.2 (when the boundary operator is
invertible) are of course compatible exactly as in the smooth case.
4. Index theorems on Galois coverings of stratified Witt spaces
In this section we extend the statements of §3 to Galois coverings of a smoothly
stratified Witt space with boundary. In order to shorten the total length of the
paper, we refer the reader to our previous work [PiVe16, §7.2] for background
material. The definitions in [PiVe16, §7.2] were given in the depth one case, but
they can be easily generalized to arbitrary depth. Our characterizations for the
ideal of Γ -Hilbert-Schmidt and Γ -trace class operators can in fact be considered
as definitions by Shubin [Shu02, §2.23 Theorems 1. and 3.] and Atiyah [Ati76,
§4]. In order to recall the notation, let us recall the following.
Definition 4.1. An operator A with Schwartz kernel KA ∈ L2(M˜× F) is called Γ -
Hilbert-Schmidt. We denote the space of Γ -Hilbert-Schmidt operators by CΓ2(M˜).
A Γ -trace class operator is given byA =
∑
Bj◦Cj (finite sum) with Bj, Cj ∈ CΓ2(M˜).
We denote the space of Γ -trace class operators by CΓ1(M˜) ⊂ CΓ2(M˜). We define for
any A = B ◦ C ∈ CΓ1(M˜) the Γ -trace in terms of the characteristic function φ of
the fundamental domain F by
TrΓ(A) := Tr(φAφ) =
∫∫
F×M˜
trp KB(p, q)KC(q, p)dvolg˜(q)dvolg˜(p). (4.1)
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These definitions are independent of the choice of the fundamental domain F.
Remark 4.2. If the Schwartz kernel KA is continuous at the diagonal, we may replace
the inner integral in (4.1) by KA(p, p) thus obtaining the Γ -trace of A by integrating its
Schwartz kernel at the diagonal over the fundamental domain
TrΓ(A) := Tr(φAφ) =
∫
F
trp KA(p, p)dvolg˜(p). (4.2)
This is generally wrong, however, if KA is not continuous at the diagonal.
4.1. Γ -eta invariant on a covering of a stratified Witt space. Consider the opera-
tor B of (∂M, g∂M) and the corresponding operator B˜ of the covering (∂M˜, g˜∂M˜),
which is the Γ -equivariant lift of B. Since the link Fα at any point p ∈ Yα in
the singular stratum of M is equal to the link at any lift p˜ ∈ π−1(p) ⊂ Y˜α, the
tangential operators for B and B˜ coincide and the geometric Witt assumption
still holds for B˜. Now even though our previous work [PiVe16] is concerned
with stratified Witt spaces of depth one, the results of [PiVe16, Proposition 7.3
and 7.4] which are based on [ALMP15], hold and are formulated in the general
setting of smoothly stratified Witt spaces. Hence we have the following.
Proposition 4.3. The operator B˜ is essentially self-adjoint. Its unique self-adjoint ex-
tension, denoted again by B˜ satisfies the following properties.
(1) If 2N > dimM, then (Id+ B˜)−N is Γ -trace class.
(2) The heat operator e−tB˜
2
and B˜e−tB˜
2
are Γ -trace class.
Then precisely as in [PiVe16, Proposition 7.6], we conclude that the Schwartz
kernels of e−tB˜
2
and B˜e−tB˜
2
are smooth in F∂M×F∂M for any fixed t > 0. We arrive
at the analogue of the Lidski theorem in [PiVe16, Proposition 7.8] for smoothly
Witt stratified Witt spaces.
Proposition 4.4. The operators e−tB˜
2
and B˜e−tB˜
2
are Γ -trace class and their Γ -traces
can be represented by integrals of their corresponding Schwartz kernels
TrΓ
(
e−tB˜
2
)
=
∫
F∂M
trp
(
e−tB˜
2
)
(p, p)dvolg˜
∂M˜
(p),
TrΓ
(
B˜e−tB˜
2
)
=
∫
F∂M
trp
(
B˜e−tB˜
2
)
(p, p)dvolg˜
∂M˜
(p).
(4.3)
Exactly as in [PiVe16, §7.6], the Γ -eta function of B˜ is defined by
ηΓ(B˜, s) :=
1
Γ((s+ 1)/2)
∫
∞
0
t(s−1)/2 TrΓ B˜e
−tB˜2dt, ℜ(s)≫ 0,
where convergence of the integral at infinity is discussed exactly as in [PiVe16,
(7.10)], following [Ram93], or alternatively Lu¨ck and Schick [LuSc05], building
on an argument by Cheeger and Gromov.
Due to Duhamel principle, cf. [PiVe16, Proposition 7.6], the Γ -traces above
admit exactly the same asymptotic expansion as do the usual traces of the cor-
responding operators for B, cf. [AlGe17, Theorem 1], due to the microlocal
heat kernel construction in [AlGe17, Theorem 4.13]. Thus, by applying Getzler
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rescaling, see [AlGe17, §6], ηΓ(B˜, s) extends meromorphically to the complex
plane C with s = 0 being a regular point. Hence we define the Γ -eta invariant by
ηΓ(B˜) := ηΓ(B˜, s = 0).
4.2. Index theorem on a covering of a stratified Witt spaces with boundary. In
this final subsection we give a brief idea on how the index theorem of [PiVe16,
Theorem 9.4] on Galois coverings of wedge spaces (smoothly stratified Witt
spaces of depth one) extends to the general case of smoothly stratified Witt
spaces of general depth. Consider the signature operator D˜ of (M˜, g˜), which
is the Γ -equivariant lift of the signature operator D of (M,g). Near the bound-
ary ∂M˜, the signature operator takes the following product form (cf. (3.1))
D˜ = σ˜
(
d
dx
+ B˜
)
, (4.4)
where σ˜ is the equivariant lift of σ to ∂M˜. The positive spectral projection P+(B˜)
of B˜ is defined using the Browder-Garding spectral decomposition of B˜ as fol-
lows. The Browder-Garding spectral decomposition asserts for B˜, and in fact
for any self-adjoint operator in L2(∂M˜) ≡ L2(∂M˜, g˜∂M˜), the following result, cf.
[Ram93, Theorem 2.2.1].
Theorem 4.5. There exists a sequence {en : R×∂M˜→ Λ∗T ∗∂M˜}n∈N of maps, which are
measurable and define for each fixed λ ∈ R and n ∈ N a smooth L2-integrable differential
form en(λ, ·) ∈ Ω∗(∂M˜), such that
B˜en(λ, ·) = λen(λ, ·).
Moreover there exists a sequence {µn}n∈N of measures on R such that for any smooth
compactly supported differential form s ∈ Ω∗c(∂M˜) the map
(Vs)n(λ) :=
∫
∂M˜
(s(p), en(λ, p))g˜
∂M˜
dvolg˜
∂M˜
(p),
extends to an isometry of Hilbert spaces V : L2(∂M˜)→ ⊕nL2(µn), i.e.∫
∂M˜
‖s(p)‖2g˜
∂M˜
dvolg˜
∂M˜
(p) =
∑
n
∫
R
|(Vs)n(λ)|
2dµn(λ).
Moreover, for any bounded f : R→ R, the operator f(B˜) on L2(∂M˜) is defined by
(V f(B˜)s)n(λ) :=
∫
∂M˜
f(λ)(s(p), en(λ, p))g˜
∂M˜
dvolg˜
∂M˜
(p). (4.5)
Now the positive spectral projection P+(B˜) is defined as f(B˜) with f(λ) equal
to λ for λ ≥ 0, and equal to zero for λ < 0. As in the case of D, we fix a closed
domain of D˜ by putting Atiyah-Patodi-Singer boundary conditions P+(B˜) at ∂M˜.
More precisely, we define the maximal domain of D˜ by
Dmax(D˜) := {u ∈ L2(M˜, g˜) | D˜u ∈ L2(M˜, g˜)}. (4.6)
We want to single out the smooth subspace of elements in Dmax(D˜) that are in
some sense smooth up to the boundary. To do so, we introduce the double M˜d
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of M˜ across the boundary, and write Ω∗(M˜) for the restriction to M˜ of smooth
differential forms over M˜d, where the behaviour of the smooth forms at the
singular strata remains unspecified. We then define the core domain for D˜ with
Atiyah-Patodi-Singer boundary conditions by
Dc+(D˜) := {u ∈ Dmax(D˜) ∩Ω∗(M˜) | P+(B˜)u|∂M˜ = 0}. (4.7)
We fix the closed extension of D˜with domain D(D˜) defined as the graph-closure
of the core domain Dc+(D˜) in L
2(M˜, g˜). Then the arguments of [PiVe16, Propo-
sition 9.1 and 9.2, Theorem 9.4] carry over verbatim to the case of smoothly
stratified Witt spaces, where we use the microlocal heat kernel construction in
[AlGe17] on stratified Witt spaces instead of its special case in [MaVe12] for
depth one case. Thus we obtain the following non-compact analogue of Theo-
rem 3.2.
Theorem 4.6. The heat operators of D˜∗D˜ and D˜D˜∗, as well as the orthogonal projections
Pker D˜ and Pker D˜∗ of L
2(M˜, g˜) onto the kernel of D˜ and D˜∗ respectively, are Γ -trace class.
The operator D˜ is Γ -Fredholm, i.e. admits a finite Γ -index
indΓD˜ := TrΓ(Pker D˜) − TrΓ(Pker D˜∗)
and the following McKean-Singer formula holds:
indΓD˜ = TrΓ
(
e−t(D˜)
∗D˜
)
− TrΓ
(
e−tD˜D˜
∗
)
Its Γ -index can be computed in terms of the regularized eta invariant ηΓ(B˜) by
indΓ D˜ =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
dimΓ ker B˜+ ηΓ(B˜)
2
.
Remark 4.7. The integrands bα are the same as before, and are worked out explicitly by
Albin and Gell-Redman [AlGe17]. As already remarked, we are only interested in the
fact that bα are the same for the index theorems on M and its Galois covering M˜, and
for this reason we refer the reader to [AlGe17] for the exact expression of bα.
5. Signatures of stratified Witt spaces with boundary
We consider the regular part M of a smoothly stratified Witt space M with
boundary ∂M. We denote as usual by M and ∂M the respective regular parts.
We assume the existence of an iterated cone-edge metric g of product form dx2⊕
g∂M in a collar of ∂M. The metric g∂M is itself an iterated cone-edge metric on
∂M. As always throughout the paper, we assume that M is Witt and rescale
the metric so that we have the geometric Witt assumption on M. Notice that,
in particular, ∂M also satisfies the geometric Witt assumption. We shall briefly
refer to M and ∂M as Witt spaces.
We denote by M∞ = M ∪∂M ((−∞, 0] × ∂M) the associated Witt space with
cylindrical ends. The metric g extends smoothly to an iterated cone-edge metric
g∞ on M∞ with g∞ ↾M = g and g∞ ↾ (−∞, 0]× ∂M = dx2 ⊕ g∂M.
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5.1. Various Hilbert complexes and their cohomologies. In this subsection we
want to introduce the relevant Hilbert complexes that will be used in the sequel.
All these complexes are obtained as suitable closed extensions of the complex
of smooth differential forms with compact support on the regular part of our
stratified Witt space. This discussion is based on the seminal work by Bru¨ning
and Lesch [BrLe92].
5.1.1. Hilbert complexes on the boundary ∂M. We start with the de Rham complex
(Ω∗c(∂M), d) of smooth compactly supported differential forms on the regular
part ∂M of the boundary of our Witt space M. We denote by L2(∂M) the L2-
completion of Ω∗c(∂M) with respect to the volume form of g∂M. Consider the
maximal and the minimal closed extensions of the exterior derivative d:
Dmax(d) := {u ∈ L2(∂M) | du ∈ L2(∂M)},
Dmin(d) := {u ∈ Dmax(d) | ∃(un) ⊂ Ω∗c(∂M) : un L
2−→ u, dun L2−→ du}, (5.1)
where du for any u ∈ Dmax(d) is defined in the distributional sense. By the Witt
assumption, this complex admits a unique closed extension, or, in the language
of Bru¨ning-Lesch, a unique ideal boundary condition, i.e.
Dmin(d) = Dmax(d) =: D(∂M). (5.2)
Abusing notation we keep the same symbol for the unique closed extension of
d and denote the associated Hilbert complex by
(D∗(∂M), d)
Thanks to the weak Kodaira decomposition, which holds on all Hilbert com-
plexes, see [BrLe92, Lemma 2.1], we can write
L2(∂M) = H∗(∂M)⊕ im d⊕ im d∗,
where H∗(∂M) = kerd ∩ kerd∗. (5.3)
We remark that for the harmonic forms H∗(∂M) we have the isomorphism
H∗(∂M) ∼=
(im d∗)⊥
im d
=
kerd
im d
=: H
∗
(2)(∂M),
where H
∗
(2)(∂M) is the reduced L
2−cohomology of ∂M. One defines the L2-
cohomology of ∂M as the cohomology of the Hilbert complex (D∗(∂M), d) by
H∗(2)(∂M) :=
kerd
im d
.
Thus H∗(2)(∂M) and H
∗(∂M) are not in general equal. In fact, see [BrLe92, The-
orem 2.4, Corollary 2.5], we have that
dimH∗(2)(∂M) <∞⇒ H∗(2)(∂M) ∼= H∗(∂M),
which is true in our compact setting, see [Che80, Theorem 6.1], [ALMP12, Theo-
rem 1.1]. Finally, we also introduce a smooth subcomplex of (D∗(∂M), d). We de-
note smooth (and otherwise unrestricted) differential forms on ∂M by Ω∗(∂M)
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and define the smooth subcomplex exactly as Bru¨ning and Lesch [BrLe92, (3.14)]
by
(E∗(∂M), d), where E∗(∂M) := D∗(∂M) ∩Ω∗(∂M). (5.4)
Then [BrLe92, Theorem 3.5] asserts that the inclusion E∗(∂M) →֒ D∗(∂M) in-
duces an isomorphism on cohomology
H∗(E∗(∂M), d) ∼= H∗(2)(∂M). (5.5)
5.1.2. Hilbert complexes on M. We consider the de Rham complex (Ω∗c(M), d) of
smooth compactly supported differential forms over M. This complex admits
different ideal boundary conditions, among which we single out the following
two, defined exactly as in (5.1)
(D∗min(M), d) and (D
∗
max(M), d).
We denote the cohomology associated to the first Hilbert complex (D∗min(M), d),
the minimal one, as H∗(2)(M,∂M); we denote the cohomology associated to the
second Hilbert complex (D∗max(M), d), the maximal one, asH
∗
(2)(M). The notation
is inspired from the case where M is a smooth manifold with boundary, see
[BrLe92, Theorem 4.1]. In fact these L2-cohomologies can be identified with
relative and absolute intersection cohomologies, see Bei [Bei14a, Theorem 4].
Exactly as in (5.3), we have a Kodaira decomposition for each Hilbert com-
plex (D∗min(M), d) and (D
∗
max(M), d), defining each the corresponding space of
harmonic forms. We denote these two spaces of harmonic forms as
H∗(M,∂M) and H∗(M),
respectively. As before, harmonic forms and L2-cohomologies coincide if the
latters are finite-dimensional, which is true in the compact setting considered
here, see [Bei14a, Theorem 4]. Hence we find
H∗(M,∂M) ∼= H∗(2)(M,∂M) and H
∗(M) ∼= H∗(2)(M).
We also need to consider the smooth subcomplexes of (D∗min/max(M), d). To do so,
we consider the smooth differential forms Ω∗(M) ofM∪ ∂M, whereM and ∂M
are both the regular parts of the corresponding smoothly stratified Witt spaces.
The differential formsΩ∗(M) are smooth up to the boundary ∂M and otherwise
unrestricted in their behaviour at the singular strata. Now we can define exactly
as Bru¨ning and Lesch [BrLe92, (3.14)]
(E∗min(M), d), where E
∗
min(M) := D
∗
min(M) ∩Ω∗(M),
(E∗max(M), d), where E
∗
max(M) := D
∗
max(M) ∩Ω∗(M).
(5.6)
Then [BrLe92, Theorem 3.5] asserts that the natural inclusions E∗min(M) →֒ D∗min(M)
and E∗max(M) →֒ D∗max(M) induce isomorphisms on cohomology
H∗(E∗min(M), d)
∼= H∗(2)(M,∂M) and H
∗(E∗max(M), d)
∼= H∗(2)(M). (5.7)
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5.1.3. Hilbert complexes on the space M∞ with cylindrical ends. Next we consider
the de Rham complex (Ω∗c(M∞), d) of smooth compactly supported differential
forms in M∞. As before we may define the minimal and maximal closed exten-
sions (D∗min/max(M∞), d) and begin with the following fundamental observation.
Proposition 5.1. Under the Witt assumption onM, the de Rham complex (Ω∗c(M∞), d)
has a unique closed extension in L2, denoted by (D∗(2)(M∞), d), i.e.
Dmin(M∞) = Dmax(M∞) =: D
∗
(2)(M∞). (5.8)
Proof. Let us write L2(M∞) for the L
2-completion of Ω∗c(M∞). Uniqueness of
domains Dmin(M∞) = Dmax(M∞) is equivalent to the L
2-Stokes theorem, which
states that for any u ∈ Dmin(d) ≡ D(2)(M∞) and any v ∈ Dmin(dt) we have
(du, v)L2(M∞) = (u, d
tv)L2(M∞).
This holds by Theorem 2.5 since the boundary of M∞ is empty. 
As before, we write d for the unique closed extension of the exterior derivative.
Define the L2-harmonic forms, the reduced and non-reduced L2-cohomologies of
the Hilbert complex (D∗(2)(M∞), d) by
H∗(2)(M∞) := kerd ∩ kerd∗, H
∗
(2)(M∞) :=
kerd
im d
, H∗(2)(M∞) :=
kerd
im d
,
respectively. We have as before H∗(2)(M∞)
∼= H
∗
(2)(M∞). Notice that H
∗
(2)(M∞)
and H∗(2)(M∞) do not coincide in general, due to non-compactness of M∞. We
also introduce a smooth subcomplex of (D∗(2)(M∞), d). We denote smooth (and
otherwise unrestricted) differential forms on M∞ by Ω
∗(M∞) and define the
smooth subcomplex exactly as before
(E∗(M∞), d), where E
∗(M∞) := D
∗(M∞) ∩Ω∗(M∞). (5.9)
Then [BrLe92, Theorem 3.5] asserts that the natural inclusion E∗(M∞) →֒ D∗(M∞)
induces an isomorphism on cohomology
H∗(E∗(M∞), d) ∼= H
∗
(2)(M∞). (5.10)
5.2. Maps between various Hilbert complexes and their cohomologies. The
discussion in this subsection is inspired by Lu¨ck and Schick [LuSc03]. We
shall be interested in defining certain homomorphisms between the cohomol-
ogy groups introduced above. As one of these homorphisms is given by ”re-
striction to the boundary”, which is problematic in L2, we will use the smooth
subcomplexes for the definition of that restriction.
Definition 5.2. Obvious inclusions and restrictions define the following maps.
(1) Consider the natural map r : D∗(2)(M∞)→ D∗max(M) given by restriction to
M ⊂M∞. The map r commutes with d and hence for any ω ∈ H∗(2)(M∞),
rω ∈ kerd ⊂ D∗max(M). Taking the corresponding L2-cohomology class
[rω] ∈ H∗(2)(M), we obtain a well-defined map
[r] : H∗(2)(M∞)→ H∗(2)(M).
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(2) Consider the natural map ι : D∗min(M) →֒ D∗max(M) given by inclusion. ι
commutes with d and hence yields a well-defined map on L2-cohomology
[ι] : H∗(2)(M,∂M)→ H∗(2)(M).
(3) Consider the natural map q : E∗max(M) → E∗(∂M) on smooth subcom-
plexes, given by restriction to the boundary. q commutes with d and
hence yields a well-defined map on cohomology
[q] : H∗(E∗max(M), d)→ H∗(E∗(∂M), d).
By (5.5) and (5.7) we obtain the map on L2-cohomology
[q] : H∗(2)(M)→ H∗(2)(∂M).
Proposition 5.3. ker[q] = im [ι].
Proof. We employ an argument of [BrLe92, (4.12)]. Consider the double manifold
Md = M∪∂MM with the natural involutive diffeomorphism α interchanging the
two copies ofM. The doubleMd is again a smoothly stratified Witt space. Equip
Md with a metric gd such that α
∗g = g and gd ↾ M = g. Due to the product
structure of g in a collar of the boundary ∂M, gd exists and is again an iterative
cone-edge metric. As in the case of the Witt space (∂M, g∂M), the double (Md, gd)
has a unique ideal boundary condition, i.e.
Dmin(Md) = Dmax(Md) =: D
∗
(2)(Md). (5.11)
The diffeomorphism α induces an involution on the complex (D∗(2)(Md), d) and
hence we obtain a decomposition into (±1)-eigenspaces of α
D∗(2)(Md) = D
+
(2)(Md)⊕D−(2)(Md),
where α ↾ D±(2)(Md) = ±Id. We want to prove that for Ω∗(Md) denoting the
space of smooth differential forms onMd, E
−(Md) := D
−
(2)(Md)∩Ω∗(Md) satisfies
exactly as in [BrLe92, (4.12)]
E−(Md) ↾M = E
∗
min(M).
Consider any ω˜ ∈ E−(Md). In a collar neighborhood U ∼= (−ε, ε) × ∂M of the
join ∂M ⊂Md, the form ω˜ decomposes as
ω˜ = ω0(x) +ω1(x)∧ dx, ω0, ω1 ∈ C∞((−ε, ε), Ω∗(∂M)).
Since α∗ω˜ = −ω˜ by construction, ω0(x) = −ω0(−x) and ω1(x) = ω1(−x).
In particular, ω0(0) = 0. Pick any φ ∈ C∞0 (R), with φ ≡ 1 over (−ε/2, ε/2).
We define φn(x) := φ(nx) for any n ∈ N. This defines a smooth function on
U ∼= (−ε, ε)×∂M which we extend trivially by zero to a smooth function onMd.
We set ω˜n := (1 − φn)ω˜. Clearly ω˜n → ω˜ in L2(Md). Moreover, we compute
over U
dω˜n = (1− φn)dω˜−
∂φn
∂x
dx∧ω0 .
The second summand converges to zero in L2(Md), since ω0 is smooth at x = 0
with ω0(0) = 0. Hence dω˜n converges to dω˜ in L
2(Md). Consequently, setting
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ω := ω˜ ↾ M ∈ Ω∗(M), and ωn := ω˜n ↾ M, we conclude that ωn → ω and
dωn → dω in L2(M) and hence ω ∈ E∗(M) by definition. This proves
E−(Md) ↾M ⊆ E∗min(M).
The converse inclusion is clear since any smooth compactly supported differen-
tial form on M extends trivially and smoothly by zero to a smooth differential
form on Md. Thus we can characterize
E∗min(M) = {ω ∈ Ω∗(M) | qω ≡ ω0(0) = 0}.
Thus, the maps ι and q yield a short exact sequence of smooth subcomplexes
0 // E∗min(M)
  ι // E∗max(M)
q
// E∗(∂M) // 0
This yields an exact sequence in cohomology
... // H∗(2)(E
∗
min(M), d)
[ι]
// H∗(2)(E
∗
max(M), d)
[q]
// H∗(2)(E
∗(∂M), d) // ...
Exactness means in particular ker[q] = im [ι] as maps on cohomologies of the
smooth subcomplexes. The statement follows from the fact that cohomologies of
the Hilbert complexes and their corresponding subcomplexes coincide. see (5.5)
and (5.7). 
Proposition 5.4. im [r] ⊆ ker[q].
Proof. We adapt an argument of [LuSc03, Lemma 3.12]. Consider a harmonic
form ω ∈ H∗(2)(M∞). Notice that ω ∈ Ω∗(M∞) is smooth by elliptic regularity
and hence q(r(ω))makes sense, sinceω and r(ω) are smooth. Over the cylinder
(−∞, 0]× ∂M ⊂M∞ we can decompose ω as
ω(x) = ω0(x) +ω1(x)∧ dx, ω0, ω1 ∈ C∞((−∞, 0], Ω∗(∂M)).
Noting ω ∈ kerd, we obtain for d∂M denoting the exterior derivative on ∂M
0 = dω = d∂Mω0(x)± ∂ω0(x)
∂x
∧ dx + d∂Mω1(x)∧ dx.
From linear independence of summands with and without dx, we conclude
∂ω0(x)
∂x
= ±d∂Mω1(x).
Integration with respect to x yields for any x0 ∈ (−∞, 0]
q[x]ω−q[x0]ω ≡ ω0(x) −ω0(x0) = ±d∂M
∫ x
x0
ω1(u)du, (5.12)
where we also write q[x]ω ≡ ω0(x) for the pullback of ω to {x} × ∂M ⊂ M∞.
Consider now the Hodge Dirac operator /∂ ≡ d+d∗. Over the cylinder (−∞, 0]×
∂M ⊂M∞ the operator /∂ takes the product form
/∂ = Γ(∂x + /∂∂M),
where Γ is a bundle homomorphism on ∂M and /∂∂M is essentially self-adjoint
in L2(∂M) with discrete spectrum, due to the geometric Witt assumption on the
Witt space ∂M. Writing (λ, φλ) for the eigenvalues and eigensections (counted
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with their multiplicities) of the unique self-adjoint extension of /∂∂M, we conclude
from /∂ω = 0
ω(x) =
∑
(λ,φλ)
[aλe
−λx + bλe
λx]φλ(·).
Since ω ∈ L2(M∞) we conclude that aλ = 0 for λ ≤ 0 and bλ = 0 for λ ≥ 0.
Henceω(x) is exponentially vanishing as x→ −∞ and taking x→ −∞ in (5.12),
we conclude
q[x]ω = ±d∂M
∫
∞
0
ω1(u)du.
Consequently, q(rω)) ≡ q[0]ω defines the zero-class in cohomology H∗(2)(∂M).
Thus [r][ω] ≡ [rω] ∈ ker[q] and the statement follows. 
Proposition 5.5. im [r] = ker[q].
Proof. Consider [ω] ∈ ker[q] ⊂ H∗(2)(M) ∼= H∗(E∗max(M), d) with a closed smooth
representative ω ∈ E∗max(M). Note that by smoothness, qω ∈ E∗(∂M) is well-
defined and [q][ω] = [qω]. Since [qω] = 0, we find qω = dα for some α ∈
E∗(∂M). Consider a cutoff function ψ : (−∞, 0] → R, with ψ ↾ [0, δ] ≡ 1 for
some δ ∈ (0, 1) and compact support in [0, 1). We can define α˜ := α ·ψ ∈
E∗max(∂M × (−∞, 0]), where E∗max(∂M × (−∞, 0]) is defined similar to E∗max(M).
We also have the inclusion j− : ∂M ≡ ∂M× {0} →֒ ∂M× [0,∞). By construction
j∗− α˜ = α and j
∗
− dα˜ = dα. We define W ∈ L2(M∞) ≡ L2(Ω∗(M∞)) as follows:
W|M := ω; W|∂M×[0,∞) := dα˜
Note that W is smooth, except possibly at ∂M × {0}. Consider the smooth sub-
complex (E∗max(∂M× [0,∞)), d) and the restriction q+ : (E∗max(∂M× [0,∞)), d)→
(E∗(∂M), d) defined by the pullback of j : ∂M ≡ ∂M × {0} →֒ ∂M × [0,∞). We
find by construction,
q (W|M) = q+
(
W|∂M×[0,∞)
)
.
From the L2-Stokes theorem in Theorem 2.5 we conclude (note that dW = 0
weakly, and hence W lies in the maximal domain of d)
〈W,dtφ 〉L2(M) = −
∫
∂M
dα ∧q(∗φ)
〈W,dtφ 〉L2(∂M×[0,∞)) = −
∫
∂M
dα ∧q+(∗φ)
where dt is the formal adjoint of d and φ ∈ Ω∗c(M∞) is a smooth form with
compact support. Since ∂M is included intoM and ∂M× (−∞, 0] with opposite
orientations, we conclude
〈W,dtφ 〉L2(M∞) = 0,
which impies thatW ⊥ im d∗. Due to the weak Kodaira decomposition L2(M∞) =
H∗(2)(M∞)⊕ im d⊕ im d∗ we conclude
W ⊥ im d∗ ⇒W ∈ H∗(2)(M∞)⊕ im d⇒W = h+ η
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Now, h ∈ H∗(2)(M∞) and [r]h ≡ [rh] ∈ H∗(2)(M). Furthermore, η ∈ im d and
hence the restriction to M defines rη ≡ η|M ∈ im dM, where the lower index
M indicates that dM refers to the maximal closed extension of d in L
2(M). The
Hilbert complex (D∗max(M), d = dM) is Fredholm by Bei [Bei14a, Theorem 4] and
hence im dM is closed. Hence rη ∈ im dM = im dM and
[rh] = [rh+ rη] ∈ H∗(2)(M).
On the other hand we compute by construction
[rh] = [r(h+ η)] = [rW] = [ω].
We conclude: [ω] = [rh] ∈ H∗(2)(M), i.e. for any [ω] ∈ ker[q] we found a har-
monic representative h ∈ H∗(2)(M∞) so that [r]h = [ω], establishing the statement
ker[q] ⊆ im [r]. Equality follows from Proposition 5.4. 
Proposition 5.3 and Proposition 5.5 imply
im [r] = ker[q] = im [ι]. (5.13)
5.3. Various signatures. LetM now have dimension 4n. In this final subsection
we are now in the position to introduce different signatures on M and com-
pare them. In this section we restrict the actions of the maps [ι], [r] and [q] to
differential forms and cohomology classes of degree 2n and hence write e.g.
im [r] ≡ im ([r] : H2n(2)(M∞)→ H2n(2)(M)),
im [ι] ≡ im ([ι] : H2n(2)(M,∂M)→ H2n(2)(M)),
ker[ι] ≡ ker([ι] : H2n(2)(M,∂M)→ H2n(2)(M)).
(5.14)
We begin with studying certain bilinear forms, whose signatures give equivalent
definitions for the signature of (M,∂M).
Lemma 5.6. The de Rham signature pairing
s : H2n(2)(M,∂M)×H2n(2)(M,∂M)→ C, ([v], [w]) 7→
∫
M
v∧w, (5.15)
is a well-defined degenerate bilinear symmetric form with radical given by ker[ι].
Proof. We first show that s is well-defined. Consider [v], [w] ∈ H2n(2)(M,∂M) with
representatives v + dα,w + dβ ∈ E∗min(M), respectively; v,w as well as α, β are
elements of E∗min(M). Note that we can equivalently work with smooth subcom-
plexes, since their cohomologies coincide with the cohomologies of the corre-
sponding Hilbert complexes. Observe that
d(v∧ β) = (−1)2nv∧ dβ, d(α∧w) = dα∧w, d(α∧ dβ) = dα∧ dβ.
We compute using the L2-Stokes theorem in Theorem 2.5 for the Witt space M∫
M
(v+ dα)∧ (w+ dβ)
=
∫
M
v∧w+ (−1)2n
∫
M
d(v∧ β) +
∫
M
d(α∧w) +
∫
M
d(α∧ dβ)
=
∫
M
v∧w+ (−1)2n
∫
∂M
q(v∧ β) +
∫
∂M
q(α∧w) +
∫
∂M
q(α∧ dβ).
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Note that qv, qα = 0 since v, α ∈ E∗min(M). Hence we conclude∫
M
(v+ dα)∧ (w+ dβ) =
∫
M
v∧w.
Thus s is indeed well-defined. We now identify the radical of s
Rad(s) := {[v] ∈ H2n(2)(M,∂M) | ∀[w] ∈ H2n(2)(M,∂M) : s([v], [w]) = 0}.
Denote the Hodge star operator of (M,g) by ∗. We note that the adjoint d∗max of
the maximal closed extension dmax is given by the minimal closed extension of
the formal adjoint dt = ±∗d∗, cf. [BrLe92, p. 105]. Thus ∗ yields an isomorphism
∗ : kerdmin → kerd∗max. (5.16)
Consider now any [v] ∈ Rad(s). By definition, v ⊥ ∗(kerdmin) with respect to the
L2-inner product. Thus v ⊥ kerd∗max by (5.16). Consequently, v ∈ im dmax. This
proves the second statement of the lemma
Rad(s) = ker[ι].

Lemma 5.7. The Hodge L2-signature pairing is defined by
s∞ : H
2n
(2)(M∞)×H2n(2)(M∞)→ C, (ω, η) 7→
∫
M
ω∧ η. (5.17)
It is a non-degenerate symmetric bilinear form.
Proof. Consider h ∈ H2n(2)(M∞) in the radical of s∞. Then ∗h ∈ H2n(2)(M∞) and
0 = s∞(h, ∗h) = ‖h‖2L2.
Hence h = 0 and thus the radical of s∞ is trivial. 
Definition 5.8. (1) The de Rham signature sign(s) is defined as the signature
of the non-degenerate bilinear form
s : im [ι]× im [ι]→ C, (5.18)
induced by the de Rham signature pairing s on
H2n(2)(M,∂M)
Rad(s)
≡ H
2n
(2)(M,∂M)
ker[ι]
∼= im [ι].
(2) The Hodge L2-signature sign(s∞) is defined as the signature of the non-
degenerate bilinear form s∞.
Next we prove that the two signatures sign(s) and sign(s∞) coincide.
Proposition 5.9. The Hodge L2-signature s∞ descends to the de Rham signature s in
the following sense. Given ω, η ∈ H2n(2)(M∞) and [rω], [r η] ∈ im [r] = im [ι] we have
the following equality
s∞(ω, η) = s([rω], [r η]).
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Proof. Consider ω, η ∈ H2n(2)(M∞). As shown in Proposition 5.4, qω ≡ q(rω)
and qη ≡ q(r η) define zero-classes in cohomology H∗(2)(∂M) and hence there
exist some α, β ∈ D∗(∂M) such that
qω = dα, qη = dβ.
Consider a cutoff function ψ ∈ C∞0 [0, 1) which is identically 1 near 0. Then ψ · α
and ψ · β extend smoothly to the interior of M and define
α˜ ′ := ψ · α ∈ D∗max(M), β˜ ′ := ψ · β ∈ D∗max(M).
Set v := rω−dα˜ ′, w := r η− dβ˜ ′. By construction
[v] = [rω] ∈ H2n(2)(M), qv = 0,
[w] = [r η] ∈ H2n(2)(M), qw = 0.
The claim of the proposition is now∫
M
v∧w =
∫
M∞
ω∧ η. (5.19)
To prove (5.19) we begin with its left hand side and compute using L2-Stokes
theorem in Theorem 2.5 on the Witt spaceM∫
M
v∧w =
∫
M
ω∧ η−
∫
M
w∧ dβ˜ ′ −
∫
M
dα˜ ′ ∧ η
=
∫
M
ω∧ η−
∫
∂M
α∧dβ.
Hence (5.19) is equivalent to showing (write R+ := (−∞, 0])∫
∂M×R+
ω∧ η = −
∫
∂M
α∧dβ. (5.20)
Consider the weak Kodaira decomposition
L2(∂M× R+) = H∗(2)(∂M× R+, ∂M)⊕ im dmin ⊕ im d∗min.
Extend α, β to α˜, β˜ ∈ D∗max(∂M × R+) exactly as we did in Proposition 5.5,
by multiplying with a smooth cutoff function that is identically 1 in an open
neighborhood of ∂M × {0}. By construction (ω−dα˜), (η − dβ˜) both pull back
to zero at ∂M × 0 and hence (ω−dα˜), (η − dβ˜) ∈ Dmin(∂M × R+). Moreover,
d(ω−dα˜) = d(η− dβ˜) = 0 and hence
(ω−dα˜), (η− dβ˜) ∈ kerdmin = (im d∗min)⊥
= H∗(2)(∂M× R+, ∂M)⊕ im dmin.
With respect to this decomposition, we write
ω−dα˜ = h1 + x, with qh1 = 0,
η− dβ˜ = h2 + y, with qh2 = 0.
Since x, y ∈ im dmin, there exist (tn), (sn) ⊂ D∗min(∂M × R+) such that dtn → x
and dsn → y in L2. Hence we compute using in the second equality the L2-Stokes
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theorem in Theorem 2.5 on the cylinder over the Witt space ∂M∫
∂M×R+
(h1 + x)∧ (h2 + y) = lim
n→∞
∫
∂M×R+
(h1 + dtn)∧ (h2 + dsn)
=
∫
∂M×R+
h1 ∧ h2.
Consider for each i = 1, 2 the decomposition hi = ai + bi ∧ dx with contractions
∂x yai, ∂x ybi = 0. Now, by the product structure of the Hodge-Laplacian on
∂M× R+, the forms ai, bi are harmonic individually. Since qhi = ai(0) = 0, we
conclude that ai ≡ 0 identically. Hence
h1 ∧ h2 = (b1dx)∧ (b2dx) = 0.
This proves (5.20) as follows
0 =
∫
∂M×R+
(ω−dα˜)∧ (η− dβ˜) =
∫
∂M×R+
ω∧ η+
∫
∂M
α∧dβ.

This fact also proves the following.
Corollary 5.10. [r] : H2n(2)(M∞)→ im [ι] is bijective
Proof. Let h ∈ H∗(2)(M∞) with [r]h ≡ [rh] = 0. Then by Proposition 5.9
0 = s(0, 0) = s([rh], [r ∗ h]) = s∞(h, ∗h) = ‖h‖L2 ⇒ h = 0.
This proves that [r] is injective. It is surjective since by (5.13)
im [r] = im [ι].

We conclude that the de Rham and the Hodge L2-signatures coincide(
signdR(M,∂M) :=
)
sign(s) = sign(s∞)
(
=: signHo(M∞)
)
, (5.21)
which is the first statement in our main Theorem 1.2. As already remarked in
the introduction in (1.16), we also have the equality of the topological signature
signtop(M,∂M) of Friedman and Hunsicker [FrHu13] with the de Rham signa-
ture considered here, see [Bei14b, (95)]. Summarizing, we find
signtop(M,∂M) = signdR(M,∂M) = signHo(M∞). (5.22)
6. Signatures of coverings of stratified spaces with boundary
We extend the analysis of §5 to the setting of non-compact Galois coverings.
Consider the Galois coverings MΓ ,MΓ,∞, ∂MΓ of M,M∞, ∂M, respectively, all
with Galois group Γ . We denote the regular part of MΓ by M˜, the regular part
of MΓ,∞ by M˜∞, and the regular part of ∂MΓ by ∂M˜. The Witt assumption still
holds on the coverings.
In this section we shall build heavily on the analysis of Lu¨ck-Schick [LuSc03].
6.1. Hilbert complexes on Galois coverings.
32 PAOLO PIAZZA AND BORIS VERTMAN
6.1.1. Hilbert complexes on ∂M˜. By the Witt assumption, the de Rham complex
(Ω∗c(∂M˜), d) of compactly supported smooth differential forms over ∂M˜, ad-
mits a unique closed extension, with the associated Hilbert complex denoted
by (D∗(2)(∂M˜), d). Its smooth subcomplex is denoted by (E
∗(∂M˜), d). The weak
Kodaira decomposition still holds, and hence
L2(∂M˜) = H∗(2)(∂M˜)⊕ im d⊕ im d∗.
The harmonic forms H∗(2)(∂M˜) can be identified with reduced cohomology
H∗(2)(∂M˜) := kerd ∩ kerd∗ ∼=
kerd
im d
=: H
∗
(2)(∂M˜),
where in contrast to the notation H∗(2)(∂M˜) for the L
2-cohomology of the Hilbert
complex (D∗(2)(∂M˜), d), H
∗
(2)(∂M˜) refers to the reduced cohomology. Since the
Hilbert complex (D∗(2)(∂M˜), d) is not Fredholm, the reduced cohomology does
not equal the L2-cohomology of the complex
H∗(2)(∂M˜) 6= H
∗
(2)(∂M˜).
6.1.2. Hilbert complexes on M˜. The de Rham complex (Ω∗c(M˜), d) of smooth com-
pactly supported differential forms over M˜ does not admit a unique closed ex-
tension, and as before we single out the minimal and maximal closed extensions
(D∗min(M˜), d), (D
∗
max(M˜), d).
We denote their smooth subcomplexes by (E∗min(M˜), d) and
(E∗max(M˜), d). Let H
∗
(2)(M˜, ∂M˜) and H
∗
(2)(M˜, ∂M˜) denote the harmonic forms
and reduced cohomology of (D∗min(M˜), d), respectively. Similarly, H
∗
(2)(M˜) and
H
∗
(2)(M˜) shall denote the harmonic forms and reduced cohomology of (D
∗
max(M˜), d),
respectively. Again, by the weak Kodaira decomposition
H∗(2)(M˜, ∂M˜)
∼= H
∗
(2)(M˜, ∂M˜), H
∗
(2)(M˜)
∼= H
∗
(2)(M˜),
As before, the complexes (D∗min(M˜), d) and (D
∗
max(M˜), d) are not Fredholm and
hence the reduced and L2-cohomologies differ
H∗(2)(M˜, ∂M˜) 6= H
∗
(2)(M˜, ∂M˜), H
∗
(2)(M˜) 6= H
∗
(2)(M˜).
6.1.3. Hilbert complexes on M˜∞. Finally, the de Rham complex (Ω
∗
0(M˜∞), d) ad-
mits a unique closed extension (D∗(2)(M˜∞), d), with the smooth subcomplex
(E∗(M˜∞), d). The corresponding harmonic forms H
∗
(2)(M˜∞) and reduced co-
homology H
∗
(2)(M˜∞) satisfy again, by the weak Kodaira decomposition
H∗(2)(M˜∞)
∼= H
∗
(2)(M˜∞) 6= H∗(2)(M˜∞).
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6.2. Various maps between Hilbert complexes on Galois coverings. In this
section we define certain homomorphisms between the reduced cohomology
groups defined above. These homorphisms correspond to the maps introduced
in Definition 5.2, with slight changes in the definition of ”restriction to the
boundary” [q] in the setting of reduced cohomologies.
Definition 6.1. Obvious inclusions and restrictions define the following maps.
(1) Consider the natural map r : D∗(2)(M˜∞)→ D∗max(M˜) given by restriction to
M˜ ⊂ M˜∞. The map r commutes with d and hence for any ω ∈ H∗(2)(M˜∞),
rω ∈ kerd ⊂ D∗max(M˜). Taking the corresponding reduced cohomology
class [rω] ∈ H∗(2)(M˜), we obtain a well-defined map
[r] : H∗(2)(M˜∞)→ H∗(2)(M˜).
(2) Consider the natural map ι : D∗min(M˜) →֒ D∗max(M˜) given by inclusion. ι
commutes with d and is continuous in L2. Due to continuity, ι not only
induces a well-defined map on (non-reduced) L2-cohomology, but in fact
on reduced cohomology as well
[ι] : H
∗
(2)(M˜, ∂M˜)→ H∗(2)(M˜).
(3) Consider the natural map q : E∗max(M˜) → E∗(∂M˜) on smooth subcom-
plexes, given by restriction to the boundary. q commutes with d and
hence its action on harmonic forms H∗(2)(M˜) maps into kerd and thus
yields a well-defined map into reduced cohomology
[q] : H∗(2)(M˜)→ H∗(2)(∂M˜).
Using H∗(2)(M˜)
∼= H
∗
(2)(M˜), we obtain the map on reduced cohomology
[q] : H
∗
(2)(M˜)→ H∗(2)(∂M˜).
Remark 6.2. Note that the map [q] is not induced from a map on Hilbert complexes
q : D∗max(M˜) → D∗(2)(∂M˜), since such q a priori does not exist. One may try to
salvage the situation by considering the restriction map q[x] given by the pullback by
∂M˜ × {x} →֒ M˜. By the Fubini theorem, q[x]ω makes sense for ω ∈ D∗max(M˜),
for x ∈ (0, 1) outside of a set of measure zero. Even though that set depends on the
particularω, the difference q[x]ω−q[x ′]ω can be shown to be an exact form, regardless
of x, x ′ ∈ (0, 1), cf. (5.12). This would be enough to define a map on cohomology,
however not on reduced cohomology, since q[x] is not continuous in L2. Alternatively,
one might try to use Hilbert complexes in Sobolev spaces as in Schick [Sch96]. Then the
sequence of maps in reduced cohomology
H
∗
(2)(M˜, ∂M˜)
[ι]
// H
∗
(2)(M˜)
[q]
// H
∗
(2)(∂M˜). (6.1)
would become part of the usual long weakly exact sequence in reduced cohomology due
to Cheeger-Gromov [ChGr85, Theorem 2.1], coming from a short exact sequence of
Hilbert complexes. In the present discussion we avoid the definition of Hilbert complexes
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in Sobolev spaces of higher order, and hence establish weak exactness of (6.1) directly.
This is done below, starting with Proposition 6.3 until the end of the subsection.
Proposition 6.3. im [ι] ⊆ im [r] ⊆ ker[q].
Proof. In order to prove the first inclusion im [ι] ⊆ im [r], consider [ω] ∈ im [ι].
By definition, any representativeω ∈ [ω] lies in kerdmin, where dmin is the closed
extension of d with domain D∗min(M˜). We defineW ∈ L2(M˜∞) by
W ↾ M˜ := ω, W ↾ ∂M˜× (−∞, 0] := 0.
Then, dW = 0 in the weak sense. We compute for any φ ∈ Ω∗c(M˜∞)
〈W,dtφ〉L2(M˜) = 0, 〈W,dtφ〉L2(∂M˜×(−∞,0]) = 0.
Consequently, W ∈ im d∗⊥ = kerd. By the weak Kodaira decomposition
W = h+ η ∈ H∗(2)(M˜∞)⊕ im d = kerd.
Consider the restriction [r]h = [rh] ∈ H∗(2)(M˜). By continuity of r in L2, the
restriction rη lies again in im d, where d now refers to the closed extension of
the exterior derivative with domain D∗max(M˜). Consequently
[rh] = [rh+ rη] = [rW] = [ω].
This proves that [ω] ∈ im [r] and the first inclusion follows. For the second
inclusion im [r] ⊆ ker[q] we proceed almost exactly as in Proposition 5.4. Con-
sider ω ∈ H∗(2)(M˜∞) and the restrictions q[x], x ≥ 0, defined as pullbacks by
the inclusions ∂M˜ × {x} →֒ M˜∞. Exactly as in Proposition 5.4 we find for any
x, x0 ≤ 0
q[x]ω−q[x0]ω ∈ im d.
Due to the fact that ω ∈ L2(M˜∞), we conclude that q[x]ω vanishes as x → −∞.
This can also be seen using the Browder-Garding decomposition: consider the
Hodge Dirac operator /˜∂ ≡ d+ dt over the cylinder ∂M˜× (−∞, 0] ⊂ M˜∞, where
it takes the product form
/˜∂ = Γ˜(∂x + /˜∂∂M),
with Γ˜ being a bundle homomorphism on ∂M˜ and /˜∂∂M an essentially self-adjoint
operator in L2(∂M˜). By the Browder-Garding decomposition on ∂M˜ as stated in
Theorem 4.5, there exist countably many sections ej : R→ D∗(2)(∂M˜) such that
/˜∂∂Mej(λ) = λej(λ), (V /˜∂∂Mω)j(λ) = λ(V ω)j(λ).
Using /˜∂ω = 0, we conclude exactly as in Proposition 5.4 that each (V ω)j(λ)(x)
is vanishing exponentially as x→ −∞. Consequently, same holds for ω and we
find
q[0]ω ∈ im d ⊂ im d.
Thus [q](rω) ≡ [q[0]ω] = 0. This proves the second inclusion. 
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Wewould like to prove a result corresponding to Proposition 5.5. However, for
any [ω] ∈ ker[q] with harmonic representative ω ∈ H∗(2)(M˜) we find qω ∈ im d,
since we use reduced cohomologies. Hence qω is not exact and we cannot
continue as on M. Instead, we consider the characteristic function χ(0,λ] and the
Hodge Laplacian ∆ = d∗d+dd∗ on ∂M˜. As noted already in [PiVe16, Proposition
7.3], the spectral projection χ(0,λ](∆) is Γ -trace-class
trΓ χ(0,λ](∆) <∞.
In the following we rely on the basic result of the von Neumann theory
concerning the properties of the Γ -traces and Γ -dimensions. Note that the Γ -
dimension of a N Γ -Hilbert module V ⊂ L2(∂M˜) is defined as the Γ -trace of the
orthogonal projection ΠV onto V
dimΓ V := trΓ(ΠV). (6.2)
Theorem 6.4 ([Lue04]). Let V ⊂ L2(∂M˜) be anN Γ -Hilbert module with dimΓ V <∞.
Let {Vi | i ∈ I} be a directed system of N Γ -Hilbert submodules of V , directed by ⊃. Then
the following holds
dimΓ
⋂
i∈I
Vi = inf
i∈I
{dimΓ Vi}.
Corollary 6.5. The image of the spectral projection χ(λ,∞)(d
∗d) in L2(∂M˜) has finite Γ -
codimension trΓχ(0,λ](d
∗d). This codimension is monotonous, right-continuous in λ > 0,
and tends to zero as λ→ 0.
Proof. The spectral projections χ(0,λ](d
∗d) and χ(0,λ](dd
∗) of d∗d and dd∗, respec-
tively, are well-defined, since both operations are self-adjoint. Note
trΓ χ(0,λ](∆) = trΓ χ(0,λ](d
∗d) + trΓ χ(0,λ](dd
∗) <∞. (6.3)
Hence the Γ -traces are finite individually and we can apply Theorem 6.4, which
yields the following relation
trΓ χ(0,λ](d
∗d) ≡ dimΓ
(
imχ(0,λ](d
∗d)
)
= inf
{
dimΓ
(
imχ(0,λ ′](d
∗d)
)
| λ ′ ≥ λ} .
From here the statement follows. 
Definition 6.6. We introduce for any λ > 0 the following subspaces
(1) Eλ := im (d ◦ χ(λ,∞)(d∗d)) ⊂ L2(∂M˜).
(2) For the restriction q : H∗(2)(M˜)→ kerd ⊂ D∗(2)(∂M˜) we define
Kλ := q
−1(Eλ) ⊂ H∗(2)(M˜) ∼= H
∗
(2)(M˜).
(3) For the restriction q[0] : H∗(2)(M˜∞)→ im d ⊂ D∗(2)(∂M˜) we define
Hλ := q[0]
−1(Eλ) ⊂ H∗(2)(M˜∞) ∼= H
∗
(2)(M˜∞).
By construction, we have an estimate of the Γ -codimension of Eλ ⊂ im d by
codimΓ(Eλ ⊂ im d) ≤ trΓ χ(0,λ](d∗d).
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By Corollary 6.5, for each ǫ > 0 there exists λ > 0 sufficiently small so that
codimΓ(Eλ ⊂ im d) < ǫ,
codimΓ(Kλ ⊂ q−1(im d) ≡ ker[q]) < ǫ
codimΓ(Hλ ⊂ H∗(2)(M˜∞)) < ǫ.
Proposition 6.7. Kλ ⊂ im [ι].
Proof. Consider [ω] ∈ Kλ ⊂ H∗(2)(M˜) with harmonic representative ω ∈ H∗(2)(M˜).
Then qω ∈ Eλ ⊂ im d and hence there exists α ∈ D∗(2)(∂M˜) such that qω = dα.
Fix any smooth cutoff function φ ∈ C∞0 [0, 1), such that φ ≡ 1 identically near
x = 0. Consider φα, extended trivially to a form in D∗max(M˜). Set
W := ω−d(φα).
Note that by definition, qW = 0. Denote by dmin and dmax the minimal and
maximal closed extensions of the exterior derivative on M˜. Then by the L2-
Stokes theorem in Theorem 2.5, we find for any smooth v ∈ Dmax(dt) = D(d∗min)
〈W,dtv〉L2(M˜) = ±
∫
∂M˜
qW ∧ ∗qv = 0.
Consequently, W ∈ im d∗min
⊥
= kerdmin. By the weak Kodaira decomposition
ιW = ω−d(φα) ∈ H∗(2)(M˜)⊕ im dmax.
Hence [ι][W] ≡ [ιW] = [ω]. This proves the inclusion. 
Proposition 6.8. im [ι] = im [r] = ker[q].
Proof. First note that by Propositions 6.3 and 6.7
Kλ ⊂ im [r] ⊂ ker[q].
Since Kλ ⊂ ker[q] is of arbitrarily small Γ -codimension as λ → 0, we conclude
that im [r] = ker[q]. Moreover, since by Proposition 6.7, Kλ ⊂ im [ι], we conclude
again from Kλ ⊂ ker[q] being of arbitrarily small Γ -codimension as λ → 0, that
ker[q] ⊆ im [ι]. Lining up the inequalities, we find
ker[q] ⊆ im [ι] ⊆ im [r] = ker[q],
where the second inclusion follows from Proposition 6.3. Hence all inclusions
are equalities and the statement follows. 
6.3. Various Γ -signatures. LetM and hence also M˜ now have dimension 4n and
we restrict the actions of [ι], [r] and [q] to degree 2n. We then define as before in
Lemmas 5.6 and 5.7 the signature pairings of M˜.
Lemma 6.9. The signature pairings on M˜ are defined as follows.
(1) The de Rham signature pairing on M˜ is defined by
s : H
2n
(2)(M˜, ∂M˜)×H
2n
(2)(M˜, ∂M˜)→ C, ([v], [w]) 7→
∫
M˜
v∧w, (6.4)
and is a well-defined degenerate bilinear form with radical given by ker[ι].
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(2) The Hodge L2-signature pairing on M˜ is defined by
s∞ : H
2n
(2)(M˜∞)×H2n(2)(M˜∞)→ C, (ω, η) 7→
∫
M˜
ω∧ η, (6.5)
and is a non-degenerate bilinear form.
Proof. In order to see that s is well-defined, consider any [v], [w] ∈ H2n(2)(M˜, ∂M˜)
with representatives v+ v ′ and w +w ′, respectively, where v ′, w ′ ∈ im dmin. We
may choose sequences (αj), (βj) ⊂ Emin(M˜) such that dαj → v ′ and dβj → w ′
in L2(M˜). Then we compute using the argument of Lemma 5.6 in the second
equation∫
M˜
(v+ v ′)∧ (w+w ′) = lim
j→∞
∫
M˜
(v+ dαj)∧ (w+ dβj) =
∫
M˜
v∧w.
The proof that the radical of s is given by ker[ι] is exactly the same as in Lemma
5.6 with im dmin replaced by im dmin. The proof of s∞ being non-degenerate is
exactly the same as in Lemma 5.7. 
We can now define the corresponding Γ -signatures.
Definition 6.10. (1) The de Rham Γ -signature sign
Γ
(s) is defined as the Γ -
signature of the non-degenerate symmetric bilinear form
s : im [ι]× im [ι]→ C, (6.6)
induced by the de Rham signature pairing s on
H
2n
(2)(M˜, ∂M˜)
Rad(s)
≡ H
2n
(2)(M˜, ∂M˜)
ker[ι]
∼= im [ι].
Recall, this is by definition the Γ -dimension of V+ minus the Γ -dimension
of V− with V+ := χ(0,∞)(A) and V− := χ(−∞,0)(A), where A the unique
self-adjoint operator associated to s.
(2) The Hodge Γ -signature sign
Γ
(s∞) is defined as the Γ -signature of the non-
degenerate bilinear symmetric form s∞.
In order to compare intersection forms, we need a result, corresponding to
Proposition 5.9. However, for any ω ∈ H∗(2)(M˜∞) the restriction q[0]ω ∈ im d
is not necessarily exact and therefore the argument of Proposition 5.9 doesn’t
translate to the setting of coverings directly. However, if ω ∈ Hλ then q[0]ω ∈
Eλ ⊂ im d and hence we still get an analogue of Proposition 5.9 as follows.
Consider for any λ > 0 the subspace
Lλ := im ([r](Hλ)),
and the pairings
s∞,λ = s∞ ↾ Hλ : Hλ ×Hλ → C,
sλ : Lλ × Lλ → C, ([u], [v]) 7→
∫
M˜
u∧ v.
(6.7)
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Proposition 6.11. The pairing s∞,λ descends to the pairing sλ with same Γ -signatures
sign
Γ
(s∞, λ) = signΓ(sλ).
Proof. The proof is a verbatim repetition of Proposition 5.9. 
The next result proves the first statement in our main Theorem 1.3.
Theorem 6.12. The de Rham Γ -signature and the Hodge Γ -signature coincide.(
signΓHo(MΓ,∞)) :=
)
sign
Γ
(s∞) = signΓ(s)
(
=: signΓdR(MΓ , ∂MΓ))
)
. (6.8)
Proof. Since the Γ -codimensions are arbitrarily small, i.e. for any ǫ > 0 there
exists λ > 0 sufficiently small such that
codimΓ(Hλ ⊂ H∗(2)(M˜∞)) < ǫ, codimΓ(Lλ ⊂ im [r]) < ǫ,
we conclude by taking ǫ→ 0 that the Γ -signatures coincide. 
Note that exactly as in Corollary 5.10 the argument shows that [r] is injective
with dense image.
7. Signature formula on stratified Witt–spaces with boundary
In this section we prove the signature formula in our main Theorem 1.2, that
is, the signature theorem on a compact smoothly stratified space (M,g) with
boundary, satisfying the geometric Witt assumption. Our proof adapts the clas-
sical argument of Atiyah, Patodi and Singer [APS75a] to the singular setting.
Recall that the signature operator D has the following form in the collar neigh-
borhood [0, 1)× ∂M of the boundary
D = σ
(
∂
∂x
+ B
)
, (7.1)
where the tangential operator B acting on differential forms over ∂M is essen-
tially self-adjoint by the geometric Witt assumption. We identify B with its
unique self-adjoint extension, which is discrete by [ALMP12, Theorem 1.1] and
defines the closed extension of D with Atiyah-Patodi-Singer boundary condi-
tions by taking the graph-closure of the core domain (4.7). D is notationally
identified with the resulting closed extension.
We write D∞ for the signature operator on M∞. Note that the Hodge Dirac
operator /∂
∞
= d + dt on M∞ is related to D∞ by /∂∞ = D∞ ⊕ Dt∞. By the
geometric Witt assumption, the minimal and maximal domains for /∂
∞
coincide,
and hence same holds for D∞ and D
t
∞
Dmin(D∞) = Dmax(D∞) ≡ D(D∞),
Dmin(D
t
∞
) = Dmax(D
t
∞
) ≡ D(D∗
∞
).
(7.2)
We henceforth identify D∞ notationally with its unique closed extension.
Definition 7.1. We call any differential form u on M∞ an extended L
2-section if
u ↾ M ∈ L2(M) and u ↾ ∂M × (−∞, 0] = g + u∞ where g ∈ L2(∂M × (−∞, 0])
and u∞ ∈ kerB. We call u∞ the limiting value of u.
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By construction, the extended L2-solutions have an element of kerB as a lim-
iting value at minus infinity of the cylindrical end ∂M × (−∞, 0]. Furthermore,
in full accordance with the notation of [APS75a] we proceed with the following
definition.
Definition 7.2. We write D∞ for the signature operator on M∞.
(1) We denote the space of extended L2-sections, solving D∞u = 0 by
ext- ker(2)D∞, where D∞u is defined in the distributional sense. We call
such solutions extended L2-solutions and write
h∞(D) := {u∞ ∈ kerB | u ∈ ext- ker(2)D∞}.
(2) We denote the space of extended L2-sections, solving Dt
∞
u = 0 by
ext- ker(2)D
∗
∞
, where Dt
∞
u is defined in the distributional sense. We call
such solutions extended L2-solutions and write
h∞(D
∗) := {u∞ ∈ kerB | u ∈ ext- ker(2)D∗∞}.
(3) We denote the kernel of D∞ as ker(2)D∞. By definition, it stands for the
space of L2-sections, solving D∞u = 0. We denote the kernel of D
∗
∞
as
ker(2)D
∗
∞
. By definition, it stands for the space of L2-sections, solving
Dt
∞
u = 0. We write
h(D) := dimker(2)D∞, h(D
∗) := dimker(2)D
∗
∞
.
By construction, the various dimensions in the Definition 7.2 are related by
dim ext- ker(2)D∞ = h(D) + h∞(D),
dimext- ker(2)D
∗
∞
= h(D∗) + h∞(D
∗).
(7.3)
Proposition 7.3.
kerD ∼= ker(2)D∞, kerD
∗ ∼= ext- ker(2)D
∗
∞
.
Proof. Proof is exactly as in [APS75a, Proposition 3.11], using disreteness of B.

Corollary 7.4.
indD = kerD− kerD∗ = h(D) − h(D∗) − h∞(D
∗).
Proof. The statement follows from Proposition 7.3 and (7.3). 
The next result is concerned with the question if solutions to Dt
∞
D∞u = 0
are in fact solutions to D∞u = 0. While this is classical in the compact smooth
setting, this is not obvious in the singular non-compact case.
Proposition 7.5. Consider the space of extended L2-harmonic forms ext-H∗(2)(M∞),
which is by definition the space of extended L2-sections u solving d∞u = d
t
∞
u = 0.
Here d∞ denotes the exterior derivative on M∞. Recall the involution τ from (1.2). Its
action on differential forms over M∞ decomposes the differential forms into the (+1)-
and (−1)-eigenspaces of τ, written as Ω+(M∞) and Ω
−(M∞), respectively. We define
ext-H∗(2)(M∞)
± := ext-H∗(2)(M∞) ∩Ω±(M∞).
40 PAOLO PIAZZA AND BORIS VERTMAN
Then the following statements hold
ker(2)D∞ = ker(2)D
t
∞
D∞
ext- ker(2)D∞ = ext- ker(2)D
t
∞
D∞ = ext-H
∗
(2)(M∞)
+.
Same holds with D,Dt interchanged
ker(2)D
∗
∞
= ker(2)D∞D
t
∞
,
ext- ker(2)D
∗
∞
= ext- ker(2)D∞D
t
∞
= ext-H∗(2)(M∞)
−.
Proof. The proof is partly an adaptation of [APS75a, Proposition 3.15], using
discreteness of B2 and the L2-Stokes Theorem 2.5 for D, which is non-trivial in
our singular setting. Note first that over the cylindric part (−∞, 0]× ∂M ⊂M∞
we have
D∞ = σ
(
∂
∂x
+ B
)
, Dt
∞
D∞ = −
∂2
∂x2
+ B2.
Consider the spectrum {µ,ψµ} of eigenvalues and eigensections of B
2, where the
eigensections {ψµ}µ form an orthonormal basis of L
2(∂M) and all eigenvalues
µ ≥ 0. Then any u ∈ L2(M∞) with Dt∞D∞u = 0 can be written over the cylindric
part (−∞, 0]x × ∂M ⊂M∞ as
u(x) =
∑
µ≥0
(aµe
µx + bµe
−µx)ψµ. (7.4)
Since u ∈ L2(M∞), a0 = 0 and bµ = 0 for all eigenvalues µ. Applying D to the
expansion (7.4), we conclude
‖u(x)‖L2(∂M), ‖Du(x)‖L2(∂M) ≤ Ceαx, for some α,C > 0. (7.5)
We now want to apply L2-Stokes Theorem 2.5 for D on the compact stratified
space Mx := [x, 0] × ∂M ∪∂M M ⊂ M∞ for almost all x < 0. Similar to Figure
4 we consider the following set of cutoff functions. The cutoff functions define
functions on the collar [x, 0] × ∂M ⊂ Mx and extend trivially to the interior of
Mx. We still denote these extensions by φ,ψ, χ ∈ C∞(Mx).
1
0x
φ ψ χ
Figure 3. The cutoff functions φ,ψ and χ.
We compute for any u ∈ Dmax(D) and v ∈ Dmax(Dt) (where D stands for the
signature operator on Mx here)
〈Du, v〉L2(Mx) = 〈D(ψu), v〉L2(Mx) + 〈D(1− ψ)u, v〉L2(Mx)
= 〈D(ψu), χv〉L2(Mx) + 〈D(1− ψ)u, (1−φ)v〉L2(Mx).
(7.6)
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The function (1 − ψ)u can be viewed as an element of D(D∞). The function
(1− χ)v can be viewed as an element of D(D∗
∞
). Hence we compute
〈D(1−ψ)u, (1− φ)v〉L2(Mx) = 〈(1− ψ)u,Dt(1−φ)v〉L2(Mx).
= 〈(1− ψ)u,Dt(1−φ) ∧ v〉L2(Mx)
+ 〈(1− ψ)u, (1−φ) ·Dtv〉L2(Mx)
= 〈(1− ψ)u,Dtv〉L2(Mx),
(7.7)
where in the last equality we used the fact that by construction, (1−φ) ·(1−ψ) =
(1 − ψ) and (1 − ψ) ·Dtφ = 0. Next, we compute by the L2-Stokes Theorem 2.5
using the product structure (7.1) of D and essential self-adjointness of B for
almost all x ∈ (−∞, 0)
〈D(ψu), χv〉L2(Mx) = 〈ψu,Dt(χv)〉L2(Mx) + 〈σq[x]u, q[x]v〉L2(∂Mx)
= 〈ψu,Dt(χ)∧ v〉L2(Mx) + 〈ψu, χ ·Dtv〉L2(Mx)
+ 〈σq[x]u, q[x]v〉L2(∂Mx) = 〈ψu,Dtv〉L2(Mx)
+ 〈σq[x]u, q[x]v〉L2(∂Mx),
(7.8)
where in the last equality we used the fact that by construction, χ · ψ = ψ and
ψ · dtχ = 0. By (7.7) and (7.8), we conclude from (7.6) for almost all x ∈ (−∞, 0)
〈Du, v〉L2(Mx) = 〈(ψu), Dtv〉L2(Mx) + 〈(1− ψ)u,Dtv〉L2(Mx)
+ 〈σq[x]u, q[x]v〉L2(∂Mx) = 〈u,Dtv〉L2(Mx)
+ 〈σq[x]u, q[x]v〉L2(∂Mx).
(7.9)
From here we conclude for any L2-solution to Dt
∞
D∞u = 0 (thus u and Du are
in particular solutions to elliptic equations and therefore smooth in the regular
part, and hence admit a well-defined restriction to ∂Mx)
‖D∞u‖2L2(M∞) = limx→−∞〈Du,Du〉L2(Mx)
= lim
x→−∞
(〈Du,Du〉L2(Mx) − 〈DtDu, u〉L2(Mx))
= lim
x→−∞
〈−q[x]Du, σq[x]u〉L2(∂Mx) = 0,
(7.10)
where in the last we used the exponential decay in (7.5). This proves
ker(2)D∞ = ker(2)D
t
∞
D∞.
For the statement on the extended L2-sections, solving Dt
∞
D∞u = 0, the series
representation (7.4) still holds, with a0 = 0 and bµ = 0 for all eigenvalues µ > 0.
In particular, the series may admit constant terms (times φ0). Thus, in contrast to
(7.5), we can only conclude that u(x) is bounded as x→ −∞. However, applying
D∞ to u removes the constant terms and we can still conclude
‖Du(x)‖L2(∂M) ≤ Ceαx, for some α,C > 0. (7.11)
Proceeding verbatim to the previous case, we find
ext- ker(2)D∞ = ext- ker(2)D
t
∞
D∞.
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The statements for D and Dt interchanged are discussed similarly. It remains to
prove the relations to the extended L2-harmonic forms
ext-H∗(2)(M∞)
+ = ext- ker(2)D∞,
ext-H∗(2)(M∞)
− = ext- ker(2)D
∗
∞
.
(7.12)
Indeed, the inclusions ⊆ are obvious. For the converse inclusions, consider
e.g. u ∈ ext- ker(2)D∞. Using Proposition 7.5, this is an extended L2-solution
to Dt
∞
D∞u ≡ (dt∞d∞ + d∞dt∞)u = 0. Using (7.4), we may conclude similar
to (7.5), using the fact that B2 commutes with the exterior derivative on ∂M,
that ‖u(x)‖L2(∂M) is bounded and ‖(d∞u)(x)‖L2(∂M), ‖(dt∞u)(x)‖L2(∂M) are expo-
nentially decaying as x → −∞. Then as in (7.10), we conclude using the L2-
Stokes theorem in Theorem 2.5
‖d∞u‖2L2(M∞) + ‖dt∞u‖2L2(M∞) = limx→−∞〈q[x]du, q[x]u〉L2(∂Mx)
− lim
x→−∞
〈q[x]dtu, q[x]u〉L2(∂Mx) = 0,
(7.13)
This proves (7.12). 
Our next two results relate extended solutions to the kernel of B.
Proposition 7.6.
dimkerB = h∞(D) + h∞(D
∗)
Proof. The proof of [APS75a, (3.25)] carries over verbatim. We nevertheless re-
peat the arguments here to point out the precise results of the paper we use here.
Indeed, consider D and Dt in the collar neighborhood of ∂M
D = σ
(
∂
∂x
+ B
)
, Dt = −σ
(
∂
∂x
− B
)
. (7.14)
Recall Theorem 3.2 and Corollary 7.4 on the index of D
indD =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
dimkerB+ η(B)
2
= h(D) − h(D∗) − h∞(D
∗).
Repeating the arguments of Theorem 3.2 and Corollary 7.4 with D replaced
by Dt (with Atiyah Patodi Singer boundary conditions given in terms of the
negative spectral projection of B) we conclude in view of (7.14)
indD∗ =
∫
M
−L(M) +
∑
α∈A
∫
Yα
(−bα) −
dimkerB− η(B)
2
= h(D∗) − h(D) − h∞(D).
Adding up the two index formulae for D and D∗, we arrive at the statement. 
Proposition 7.7.
h∞(D) = h∞(D
∗) =
dimkerB
2
.
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Proof. In view of Proposition 7.6 it suffices to prove h∞(D) = h∞(D
∗). Consider
the space of extended L2-harmonic forms ext-H∗(2)(M∞). Clearly H
∗
(2)(M∞) ⊂
ext-H∗(2)(M∞). The restriction to M ⊂ M∞ extends [r] : H∗(2)(M∞) → H∗(2)(M).
We consider the sequence of maps
ext-H∗(2)(M∞)
β−−−−→ H∗(2)(M) [q]−−−−−→ H∗(2)(∂M)
u 7−→ [u|M] 7−→ [qu].
Any u ∈ ext-H∗(2)(M∞) can be written over ∂M × (−∞, 0] as u∞ + g, where
g ∈ L2(∂M×(−∞, 0]) and u∞ = u0+u1∧dxwith u0, u1 ∈ H∗(2)(∂M) independent
of x. By Proposition 5.4 we find for the composition [q] ◦ β
[q] ◦ β : ext-H∗(2)(M∞)→ H∗(2)(∂M), u 7→ u0.
We write β± := β ↾ ext-H∗(2)(M∞)
±, where the restrictions
ext-H∗(2)(M∞)
± = ext-H∗(2)(M∞) ∩Ω±(M∞),
were introduced in Proposition 7.5. Given u ∈ ext-H∗(2)(M∞)±, we find that
τ(u0) = u1 ∧ dx up to a sign. Hence u0 = 0 implies u1 = 0. Consequently, if
u ∈ ker[q] ◦ β±, then u∞ = 0. We therefore conclude
ker
(
[q] ◦ β±) = H∗(2)(M∞) ∩Ω±(M∞) =: H∗(2)(M∞)±. (7.15)
Note that H∗(2)(M∞)
+ = ker(2)D∞ and H
∗
(2)(M∞)
− = ker(2)D
∗
∞
. Combining (7.12)
and (7.15) we arrive at the following relations
h∞(D) = dim
ext- ker(2)D∞
ker(2)D∞
= dim
ext-H∗(2)(M∞)
+
ker(2)D∞
= dim(im[q] ◦ β+),
h∞(D
∗) = dim
ext- ker(2)D
∗
∞
ker(2)D∗∞
= dim
ext-H∗(2)(M∞)
−
ker(2)D∗∞
= dim(im[q] ◦ β−).
(7.16)
Consider the exact sequence (from the long exact sequence in cohomology)
H∗(2)(M)
[q]−−−−−→ H∗(2)(∂M) [δ]−−−−−→ H∗(2)(M,∂M),
where [δ] is the usual connecting homomorphism. Poincare duality implies that
im[q] is dual to its orthogonal complement and hence
dim im[q] =
dimH∗(2)(∂M)
2
=
dimkerB
2
.
Thus in view of (7.16) we conclude
h∞(D) = dim(im[q] ◦ β+) ≤ dim im[q] = dimkerB
2
,
h∞(D
∗) = dim(im[q] ◦ β−) ≤ dim im[q] = dimkerB
2
.
The statement now follows from Proposition 7.6. 
We can now prove our first main result in Theorem 1.2. Using (5.21) and (7.4)
we obtain the following representation of the signature
sign(s) = sign(s∞) ≡ indD∞ = indD+ h∞(D∗). (7.17)
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Using the index theorem im Theorem 3.2 we conclude
sign(s) = indD+ h∞(D
∗)
=
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
dimkerB+ η(B)
2
+ h∞(D
∗)
=
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
η(B)
2
,
(7.18)
where we used Proposition 7.7 in the last equality. This proves the signature
formula in Theorem 1.2, since η(B) = 2η(Beven)
sign
(2)
dR(M,∂M) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα − η(Beven).
Remark 7.8. Using the analysis developed in [AlGe17] and the arguments in [Mel93,
Section 6.5 and Section 9.3] it should be possible to give a b-edge-calculus proof of the
signature formula on Witt spaces with boundary. We have privileged a Atiyah-Patodi-
Singer approach because it presents slightly more complicated arguments that will be
used below on Galois coverings of Witt spaces with boundary.
8. The L2-Gamma index theorem on M˜∞ and the signature formula
Consider as before the Galois coveringsMΓ ,MΓ,∞, ∂MΓ ofM,M∞, ∂M, respec-
tively. The regular part of MΓ is denoted by M˜, the regular part of MΓ,∞ by M˜∞,
and the regular part of ∂MΓ by ∂M˜.
We now proceed towards the index theorem on the Galois covering M˜∞. We
follow the general strategy of Vaillant [Vai08], where at various points crucial
steps have to be altered due to presence of singularities. Hereby a central role is
played by a perturbed signature operator. More precisely, over (−∞, 0)× ∂M˜ ⊂
M˜∞ the equivariant lift D˜∞ of the signature operator D∞ onM∞, is given by the
product form
D˜∞ = σ˜
(
d
dx
+ B˜
)
, (8.1)
where σ˜ and B˜ are the equivariant lifts of σ and B to ∂M˜, respectively. The main
technical issue is that D˜∞ is not Γ -Fredholm, since B˜ is not invertible. Vaillant
[Vai08] overcomes this issue by perturbing the tangential operator B˜, in such
a way that it admits a spectral gap around zero. This makes the perturbation
Γ -Fredholm. The L2-Gamma index theorem for D˜∞ then follows by establishing
an index theorem for its Γ -Fredholm perturbation and taking limits.
8.1. Γ -Fredholm perturbation of D˜∞. Consider for any ε > 0
Πε(x) :=
{
1, x ∈ (−ε, ε),
0, elsewhere
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This defines a spectral projection Πε(B˜) by spectral calculus and we obtain per-
turbations of B˜ and D˜ as follows. Consider an auxiliary function θ ∈ C∞0 (−∞, 0)
with θ ↾ (−∞,−1] ≡ 1 and θ ↾ [−1/2, 0) ≡ 0. This defines a smooth function on
(−∞, 0)× ∂M˜ which we extend trivially by zero to M˜∞. For any u ≥ 0 we now
set
D˜ε,u := D˜∞ + θ(x) · σ˜
(
u − B˜ Πε(B˜)
)
. (8.2)
This is a bounded perturbation of D˜∞. Moreover, if we write /˜∂∞ for the Hodge
Dirac operator on M˜∞, we find
D˜ε,u ⊕ D˜tε,u = /˜∂∞ + θ(x) · σ˜⊕ σ˜t
(
u− B˜ Πε(B˜)⊕ B˜ Πε(B˜)
)
, (8.3)
which is a bounded perturbation of /˜∂
∞
, which keeps the domains invariant by
[Kat76, V, Theorem 4.3]. By the geometric Witt assumption the maximal and
minimal domains of the Hodge Dirac operator on D˜∞ coincide. Hence, cf. (7.2)
D(D˜ε,u) = D(D˜∞)
(
= Dmin(D˜∞) = Dmax(D˜∞)
)
. (8.4)
Over the cylinder (−∞, 0)× ∂M˜ the perturbed operator D˜ε,u is of the form
D˜ε,u = σ˜
(
d
dx
+ B˜(x)
)
, B˜(x) := B˜+ θ(x)
(
u− B˜ Πε(B˜)
)
. (8.5)
Thus, B˜(x) is a bounded perturbation of B˜ for any x ≤ 0. By the same argument
as above, the domains of B˜(x) and B˜ coincide
D(B˜(x)) = D(B˜)
(
= Dmin(B˜) = Dmax(B˜)
)
. (8.6)
Note that for x ≤ −1, the parameters ε > 0 and u 6= 0, the tangential operator
B˜(x) admits a spectral gap around zero. We can now prove that D(D˜ε,u) is Γ -
Fredholm by constructing its right-parametrix up to a Γ -compact remainder. We
point out that our argument differs from the approach taken by Vaillant [Vai08,
§6.1].
Theorem 8.1. D˜ε,u is Γ -Fredholm for ε, u > 0.
Proof. We construct a right-parametrix for D˜ε,u by a gluing argument from an
interior and a boundary parametrix. Existence of a left-parametrix up to a Γ -
compact remainder follows by repeating the construction for D˜∗ε,u verbatim, and
taking adjoints. We proceed in three steps: construct the interior parametrix;
construct the boundary parametrix, using crucially the spectral gap around zero
in B˜(x), x ≤ −1; glue these local parametrices together to a full right-parametrix
to conclude the statement.
Step 1: Interior parametrix for D˜ε,u. Consider a double of M˜∪(∂M˜×[−4, 0]), which
we denote by M˜c. Since B˜(x) is independent of x for x ∈ [−4,−1], the perturbed
operator D˜ε,u extends smoothly to an operator D˜
c
ε,u on the double M˜c. Similarly,
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D˜∞ yields a self-adjoint operator D˜
c on the double, which is simply the signature
operator on M˜c with
D˜c = D˜c0,0 , D(D˜
c) = D(D˜cε,u)
(
= Dmin(D˜
c) = Dmax(D˜
c)
)
.
Since D˜cε,u is self-adjoint, the inverse (i+ D˜
c
ε,u)
−1 exists and we set
Qint := (i+ D˜
c
ε,u)
−1 : L2(M˜c)→ D(D˜c). (8.7)
Step 2: Boundary parametrix for D˜ε,u. Consider the cylinder ∂M˜ × R and the op-
erator σ˜
(
∂x + B˜(− 1)
)
on the cylinder. Under the Fourier transform F along R
the operator transforms as follows
F−1 ◦ σ˜
(
d
dx
+ B˜(− 1)
)
◦ F = σ˜
(
iξ+ B˜(− 1)
)
.
Since by construction, B˜(− 1) admits a spectral gap around zero for ε, u > 0,
iξ+ B˜(− 1) is invertible for any ξ ∈ R including ξ = 0. Hence we can define the
boundary parametrix by
Qcyl := F ◦
(
σ˜
(
iξ+ B˜(− 1)
))−1
◦ F−1. (8.8)
The L2(∂M˜) operator norm of the inverse (iξ+ B˜(− 1))−1 is O(‖ξ‖) as ‖ξ‖→∞.
Hence we find that the boundary parametrix acts as follows
Qcyl : L
2(∂M˜× R)→ H1(R)⊗̂L2(∂M˜) ∩ L2(R)⊗̂D(B˜). (8.9)
Step 3: Full parametrix for D˜ε,u. Consider cutoff functions φ,ψ, χ ∈ C∞(R) as
illustrated in Figure 4. The functions χ and (1 − ψ) extend naturally to smooth
functions on the double M˜c being identically 1 on both copies on M˜. The cutoff
functions φ,ψ extend naturally to smooth functions on the cylinder ∂M˜ × R,
being identically 1 on (−∞,−3]× ∂M˜.
1
− 2− 4 − 1− 3
ψ φχ
Figure 4. The cutoff functions φ,ψ and χ.
We define the full parametrix by
Q := χ ·Qint · (1−ψ) + φ ·Qcyl ·ψ. (8.10)
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We obtain by explicit computations (c denotes the Clifford multiplication)
D˜ε,u ◦Q = c(dχ)Qint · (1− ψ) + c(dφ)Qcyl ·ψ
+ χ · D˜cε,uQint · (1−ψ) +φ · σ˜
(
∂x + B˜(− 1)
)
Qcyl ·ψ
= Id+ c(dχ)Qint · (1− ψ) + c(dφ)Qcyl ·ψ− iχ ·Qint · (1−ψ).
Writing Dcomp(D˜∞) for elements in the domain of D˜∞ with compact support in
the cylindrical direction of M˜∞, we conclude
4
D˜ε,u ◦Q− Id : L2(M˜∞)→ Dcomp(D˜∞) →֒ L2(M˜∞), (8.11)
where the second map is the natural inclusion ι˜ : Dcomp(D˜∞) →֒ L2(M˜∞) We
now show that ι˜, and consequently also D˜ε,u ◦ Q − Id as a map on L2(M˜∞), is
Γ -compact. Consider first an isomorphism of (right) Γ -modules
L2(M˜∞)→ L2(M∞)⊗ L2(Γ)
ω 7→∑
γ∈Γ
(ωγ)|F ⊗ γ−1
where F is the fundamental domain of the Galois-covering M˜∞ → M∞ and
(ωγ)(q) = ω(qγ−1) for any q ∈ F . Clearly L2(F) = L2(M∞), since F ⊂ M∞ is
dense. Γ -compactness of ι˜ follows from the commutative diagramm:
Dcomp(D˜∞) //
 _
ι˜

Dcomp(D∞)⊗ L2(Γ)
 _
ι⊗ Id

	
L2(M˜∞) // L
2(M∞)⊗ L2(Γ)
(8.12)
where as before comp refers to compact support in cylindrical direction, ι is the
inclusion map, and the horizontal maps are isometries. Note that ι : Dcomp(D∞) →֒
L2(M∞) is a compact embedding, cf. [ALMP12, Proposition 5.9], and hence ι˜ is
Γ -compact. Thus D˜ε,u ◦Q − Id is Γ -compact as a map on L2(M˜∞), and the same
statement for a left-inverse follows by repeating the construction for D˜∗ε,u and
taking adjoints. This proves the statement. 
Remark 8.2. In the proof above we have viewed Q as a right-parametrix, where the
remainder by construction mapped to Dcomp(D˜∞) and hence was easily seen to be Γ -
compact. We can also take Q as a left parametrix for D˜ε,u and compute similarly
Q ◦ D˜ε,u = Id+
(
χQint − φQcyl
)
c(dψ). (8.13)
In that case, however, the remainder does not map to Dcomp(D˜∞) and thus its Γ -
compactness cannot be established by a straightforward argument.
4Here, the right parametrix Q strikingly produces a remainder with values in compactly
supported forms along the cylinder. This is however not the case for the left parametrix, cf.
Remark 8.2.
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8.2. Finite propagation speed on M˜∞. Using the spectral theorem, we conclude
that for any ξ0 ∈ Ω∗0(M˜∞) with compact support, and any self-adjoint operator
T in L2(M˜∞), there exists a unique solution ξ(t) := e
itTξ0 of the wave equation
∂tξ(t) − iTξ(t) = 0 with the initial condition ξ(0) = ξ0. Here we set specifically
T := D˜ε,u ⊕ D˜∗ε,u, D(T) := Dmax(T) = Dmax( /˜∂∞).
Theorem 8.3. Consider C := (a, b) × ∂M˜ ⊂ M˜∞. for any a < b < 0. We write
B(C, r) := (a−r, b+r)×∂M˜ ⊂ M˜∞ for any r < −b. Then the norm ‖ξ(t)‖L2(B(C,r−t))
is decreasing in t. Thus, if supp ξ0 ⊂ (a, b)×∂M˜, then supp ξ(t) ⊂ (a−t, b+t)×∂M˜,
i.e. the propagation speed of the wave operator eitT is ≤ 1 along the cylinder.
Proof. The proof is classical, see [Roe99, Proposition 5.5]. We just need some care
when dealing with domains. We start with the following computation, where we
write dvol for the volume form induced by the metric g˜∞, 〈·, ·〉 for the induced
pointwise scalar product on the exterior algebra of the cotangent bundle, and | · |
for the corresponding pointwise norm. Assume t > 0 for simplicity.
∂t‖ξ(t)‖2L2(B(C,r−t)) = ∂t
∫
B(C,r−t)
| ξ(t)(p) | 2 dvol(p) = −
∫
∂B(C,r−t)
| ξ(t)(p) | 2 dvol(p)
+
∫
B(C,r−t)
〈ξ(t)(p), iTξ(t)(p)〉+ 〈iTξ(t)(p), ξ(t)(p)〉dvol(p).
Since ξ(t) ∈ Dmax(T) we conclude from self-adjointness of B
∂t‖ξ(t)‖2L2(B(C,r−t)) =
∫
B(C,r−t)
∂x〈ξ(t)(x, q), σ˜⊕ σ˜tξ(t)(x, q)〉dxdvol(q)
−
∫
∂B(C,r−t)
| ξ(t)(q) | 2 dvol(q)
≤
∫
∂B(C,r−t)
(‖σ˜⊕ σ˜t‖− 1) | ξ(t)(q) | 2dvol(q).
Since ‖σ˜⊕ σ˜t‖ = 1, we conclude that the norm ‖ξ(t)‖L2(B(C,r−t)) is indeed decreas-
ing in t. In particular, if ξ0 ≡ 0 on a cylinder (a, b) × ∂M˜, then ξ(t) ≡ 0 on
(a+ t, b− t)× ∂M˜ for any t ≥ 0. The statement on supports now follows. 
8.3. Sobolev embedding theorem and a Garding inequality on M˜∞. In order
to pass from the finite propagation speed to uniform heat kernel estimates, we
need a Sobolev embedding theorem along with the Garding inequality in the
setting of M˜∞, which is notably not a manifold with bounded geometry because
of the structure of the iterated cone-edge metric near the singularity, so that the
arguments of [Vai08, §3] do not apply directly.
We first define weighted Sobolev spaces on M˜∞ with values in any vector
bundle E associated to TM˜∞, and study their embedding and multiplication
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properties. The vector bundle E shall be the exterior algebra of T ∗M˜∞, but the
statement of the Sobolev embedding theorem below holds for other associated
vector bundles as well.
The weights of the Sobolev spaces below are defined in terms of ρ : M˜∞ →
(0,∞), defined as the distance to the singular stratum S = {Yσ}σ of M˜∞. Recall
that any point of Yσ has a tubular neighborhood Uσ, which is the total space of
a fibration φσ : Uσ → φσ(Uσ) ⊆ Yσ with fibers given by cones C(Fσ) with link
Fσ being compact smoothly stratified space of lower depth. Denote by xσ the
radial function of the cone C(Fσ). Then ρ can be given locally near the strata by
a locally finite product ρ = ΠYσ∈S xσ. We set for any d = (dσ)σ ⊂ R
ρd :=
∏
Yσ∈S
xdσσ , (8.14)
extended to a positive smooth function in the interior away from strata. The next
definition follows Pacini [Pac13, (5.1), (5.2)].
Definition 8.4. Consider s ∈ N0 and δ ∈ R. Let ∇ denote the Levi Civita con-
nection on E, induced by the Γ -equivariant iterated cone-edge metric g˜∞. We
consider the space L2(M˜∞) of square-integrable sections of E with respect to the
volume form of g˜∞ and the pointwise norm | · | on fibres of E induced by g˜∞. We
introduce the multi-index m = (dimC(Fα))α ⊂ N and define
(1) We define the Sobolev space Hsδ(E) as the closure of compactly supported
smooth sections C∞0 (E) under
‖ω‖Hs
δ
=
s∑
k=0
‖ρk−δ−m2 |∇kω | ‖L2(M˜∞).
Note that L2(M˜∞) = H
0
−m
2
(E) by construction.
(2) We define the Banach space Csγ(E) as the closure of C
∞
0 (E) under
‖ω‖Cs
δ
=
s∑
k=0
sup
q∈M˜∞
(
ρk−δ|∇kω |) (q).
Notice that in the definition of weighted Sobolev spaces Hsδ(E) above, there is
a shift by −m/2, when compared to the Sobolev spaces in e.g. in [ALMP12].
The function ρ satisfies all the assumptions of [Pac13, Theorem 4.7], cf. the
argument of [Pac13, Example 4.9] on a model cone, that is a local argument
and hence carries over to iterated cone-edge singularities. As asserted by Pacini
[Pac13, Corollary 6.8, Remark 6.9] we find the following analogue of the stan-
dard properties in the stratified non-compact setting.
Theorem 8.5. The spaces in Definition 8.4 admit the following properties.
(1) For β   δ we have Csδ(E) ⊂ Hsβ(E).
(2) For N > dimM/2 and β ≤ δ we have Hs+Nδ (E) ⊂ Csβ(E).
As for a Garding inequality, we do not assert such a statement for general
elliptic operators. We rather consider the Γ -Fredholm operator D˜ε,u.
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Proposition 8.6. Consider any multi-index α = (ασ)σ ⊂ R+. SetDα := ρα◦D˜ε,u◦ρ−α
and consider the multi-index β := −m
2
+ α. Then for any s ∈ N0 and δ ∈ (0, 1) there
exists a constant c > 0 such that
∀ω ∈ Hs+1β+δ(E) : ‖ω ‖Hs+1β (E) ≤ ‖ω ‖Hs+1β+δ(E) ≤ c
(
‖Dαω ‖Hs
β
(E) + ‖ω ‖Hs
β
(E)
)
.
Proof. The operator D˜ε,u is Γ -Fredholm with a parametrix Q defined in (8.10).
We can view Q as a left-parametrix with remainder R obtained in (8.13). Both Q
and R are continuous operators
Q,R : L2(M˜∞) = H
0
−m
2
(E)→ D(D˜∞). (8.15)
By employing the arguments in [ALMP13] and the well-known correspondence
between operators twisted by the Mishchenko von Neumann bundle and opera-
tors on the covering, see [PiSc07, Appendix E], one can prove that the domain of
D˜∞ is included in the intersection of H
1
−m
2
+δ(E) for any δ ∈ (0, 1). We conclude
that
Q,R : Hs−m
2
(E)→ Hs+1−m
2
+δ(E). (8.16)
are continuous for s = 0. Define
Qα := ρ
α ◦Q ◦ ρ−α and Rα := ρα ◦ R ◦ ρ−α (8.17)
Then by combining [ALMP13] and [AlGe17, Theorems 3.7 and 4.3] we obtain
that
Qα : H
s
β(E)→ Hs+1β+δ(E),
Rα : H
s
β(E)→ Hs+1β+δ(E). (8.18)
continuously. By construction, Qα ◦Dα = Id+Rα and hence we compute for any
ω ∈ Hsβ+δ(E), using (8.18) in the second inequality
‖ω ‖Hs+1β+δ(E) ≤ ‖Qα ◦Dαω ‖Hs+1β+δ(E) + ‖Rαω ‖Hs+1β+δ(E)
≤ c
(
‖Dαω ‖Hs
β
(E) + ‖ω ‖Hs
β
(E)
)
.

8.4. Uniform off-diagonal large time heat kernel estimates on M˜∞. We can
now establish uniform heat kernel estimates. Consider the reference operator
S˜ε,u = σ˜
(
d
dx
⊗ IdL2(∂M˜) + IdL2(R) ⊗ B˜(−1)
)
≡ σ˜
(
d
dx
+ B˜(−1)
)
, (8.19)
in L2(R×∂M˜). Its domain is given byD(S˜ε,u) := (H1(R)⊗̂L2(∂M˜))∩(L2(R)⊗̂D(B˜)),
which is a Hilbert space with the inner product given by the sum of the inner
products on H1(R)⊗̂L2(∂M˜) and on L2(R)⊗̂D(B˜). Our main result of this sub-
section is an analogue of [Vai08, Proposition 6.2].
Theorem 8.7. Fix any p = (x, q), p ′ = (x ′, q ′) ∈ (−∞, 0)× ∂M˜. Consider the multi-
index m = (dimC(Fα))α ⊂ N, and any t > 0 and δ ∈ (0, 1). We write C(k, ε, u) > 0
for constants depending only on the data in the brackets.
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(1) Consider r1 > 0 sufficiently small and assume that |x − x
′| > 2r. Then∣∣∣(D˜kε,ue−tD˜2ε,u) (p, p ′)∣∣∣ ≤ C(k, ε, u) (ρ(p)ρ(p ′))−m2 +δ
× exp
(
−
(|x − x ′|− r1)
2
6t
)
.
(2) Consider r2 > 0 sufficiently small and assume that x, x
′ < −2r2 − 1. Then∣∣∣(D˜kε,ue−tD˜2ε,u − S˜kε,ue−tS˜2ε,u) (p, p ′)∣∣∣ ≤ C(k, ε, u) (ρ(p)ρ(p ′))−m2 +δ
× exp
(
−
(min { |x|, |x ′| }− r2 − 1)
2
6t
)
.
Here, ρd has been defined in (8.14) for any multi-index d.
Proof. We denote all positive uniform constants by C. Consider a non-negative
function φx ∈ C∞0 (−∞, 0) such that φx is identically 1 in an open neighborhood
of x < 0. It lifts to a smooth function on the cylinder (−∞, 0)× ∂M˜ and extends
trivially to M˜∞. We consider f(x) := x
ke−tx
2
and the corresponding operator
f(D˜ε,u), defined by spectral calculus. Recall that m = (dimC(Fα))α ⊂ N.
Step 1: Uniform estimate in the second argument. We set α = m
2
− δ and compute
for any N > dimM
2
using the Sobolev embedding of Theorem 8.5 in the second
inequality, and the Garding inequality of Proposition 8.6, with α = m
2
− δ, in the
third inequality.
|ρα(p)ρα(p ′)f(D˜ε,u)(p, p
′)| ≤ ‖ρα(p)φx(p)
(
ραφx ′f(D˜ε,u)
)
(p, ·)‖C0
0
(E)
≤ C ‖ρα(p)φx(p)
(
ραφx ′f(D˜ε,u)
)
(p, ·)‖HN0 (E)
≤ C
N∑
j=0
‖ρα(p)φx(p)
(
Djαρ
αφx ′f(D˜ε,u)
)
(p, ·)‖H0
−δ(E)
= C
N∑
j=0
‖ρα(p)φx(p)
(
ρδ−
m
2 Djαρ
αφx ′f(D˜ε,u)
)
(p, ·)‖L2(M˜∞),
where we denoted all positive uniform constants by C, and identified the func-
tions φx, φx ′ and ρ
α with operators acting by multiplication with the respective
function. Noting that Dα := ρ
α ◦ D˜ε,u ◦ ρ−α, we compute further
|ρα(p)ρα(p ′)f(D˜ε,u)(p, p
′)|
≤ C
N∑
j=0
‖ρα(p)φx(p)
(
D˜jε,uφx ′f(D˜ε,u)
)
(p, ·)‖L2(M˜∞)
=: C
N∑
j=0
‖ξj(p, ·)‖L2(M˜∞).
(8.20)
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Note that by construction f(D˜ε,u)(p, ·) and ξj(p, ·) lie in the domain of D˜Lε,u for
any L ∈ N and hence we obtain by self-adjointness
‖ξj(p, ·)‖2L2(M˜∞) =
∫
M˜∞
ρα(p)φx(p)
(
D˜jε,uφx ′f(D˜ε,u)
)
(p, p ′)ξj(p, p
′)dvol(p ′)
=
∫
M˜∞
ρα(p)φx(p)
(
φx ′f(D˜ε,u)
)
(p, p ′) D˜jε,uξj(p, p
′)dvol(p ′)
=
∣∣∣(ραφxf(D˜ε,u)) [φx ′D˜jε,uξj(p, ·)] (x)∣∣∣ .
Below we use D˜ε,uφx ′ = c(dφx ′) + φx ′D˜ε,u, where c(dφx ′) is the Clifford multi-
plication by dφx ′ , as estimate
‖ξj(p, ·)‖2L2(M˜∞) ≤
∣∣∣(ραφxf(D˜ε,u))[D˜ε,uφx ′D˜j−1ε,uξj(p, ·)] (x)∣∣∣
+
∣∣∣(ραφxf(D˜ε,u)) [c(dφx ′)D˜j−1ε,uξj(p, ·)] (x)∣∣∣ . (8.21)
Replacingφx ′ by a smooth compactly supported non-negative function in C
∞
0 (−∞, 0)
which is identically one on suppdψx ′∪suppψx ′ , and denoting this new function
by φx ′ again to simplify notation, we arrive iteratively at the following interme-
diate estimate
‖ξj(p, ·)‖2L2(M˜∞) ≤ C
j∑
ℓ=0
∣∣∣(ραφxf(D˜ε,u)) [D˜ℓε,uφx ′ξj(p, ·)] (x)∣∣∣
= C
j∑
ℓ=0
∣∣∣(ραφxD˜ℓε,uf(D˜ε,u)φx ′ξj(p, ·)) (x)∣∣∣ .
(8.22)
Step 2: Uniform estimate in the first argument. We compute, applying Sobolev em-
bedding and Garding inequality again
‖ξj(p, ·)‖2L2(M˜∞) ≤ C
j∑
ℓ=0
‖ραφxD˜ℓε,uf(D˜ε,u)φx ′ξj(p, ·)‖H00(E)
≤ C
N∑
k=0
j∑
ℓ=0
‖DkαραφxD˜ℓε,uf(D˜ε,u)φx ′ξj(p, ·)‖H0
−δ(E)
≤ C
N∑
k=0
j∑
ℓ=0
‖D˜kε,uφxD˜ℓε,uf(D˜ε,u)φx ′‖L2→L2 · ‖ξj(p, ·)‖L2(M˜∞)
≤ C
N+j∑
ℓ=0
‖φxD˜ℓε,uf(D˜ε,u)φx ′‖L2→L2 · ‖ξj(p, ·)‖L2(M˜∞),
where in the last inequality we have argued as in (8.21) and (8.22). Dividing
both sides of the inequality by ‖ξj‖L2(M˜∞), we arrive at
‖ξj(p, ·)‖L2(M˜∞) ≤ C
N+j∑
ℓ=0
‖φxD˜ℓε,uf(D˜ε,u)φx ′‖L2→L2.
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Plugging this into (8.20) we find
|ρα(p)ρα(p ′)f(D˜ε,u)(p, p
′)| ≤ C
N∑
j=0
‖ξj(p, ·)‖L2(M˜∞)
≤ C
2N∑
ℓ=0
‖φxD˜ℓε,uf(D˜ε,u)φx ′‖L2→L2.
Step 3: Estimate using finite propagation speed. The operator norm above can now
be studied via the spectral representation
D˜ℓε,uf(D˜ε,u) =
1
2π
∫
R
(
(i∂s)
ℓ f̂(s)
)
eisD˜ε,uds, (8.23)
where f̂ denotes the Fourier transform of f, and the representaton is in fact
valid for any Schwartz function f. Using the finite propagation speed result in
Theorem 8.3, we can now continue our estimate as follows.
|ρα(p)ρα(p ′)f(D˜ε,u)(p, p
′)|
≤ C
2N∑
ℓ=0
∫
R
∣∣∣f̂(ℓ)(s)∣∣∣ · ‖φxeisD˜ε,uφx ′‖L2→L2ds
≤ C
2N∑
ℓ=0
∫
R\I(x,x ′)
∣∣∣f̂(ℓ)(s)∣∣∣ds,
(8.24)
where I(x, x ′) := (−d, d) with d being the distance between the supports of φx
and φx ′ . Choosing the supports of φx and φx ′ are sufficiently small, d = |x−x
′|−r
for a sufficiently small number r > 0. From here on, the statement (1) of the
Theorem follows from the explicit representation of f̂(ℓ)(s) in terms of Hermite
polynomials, and the computation of [Vai08, (3.6)].
For the statement (2) of the Theorem, note that eisD˜ε,uξ = eisS˜ε,uξ for suppξ ⊂
(−∞,−1) × ∂M˜ and |s| smaller than the distance of support of ξ to {−1} × ∂M˜,
by uniqueness of solutions and finite propagation speed. Thus we obtain with
similar arguments as before
|ρα(p)ρα(p ′)
(
f(D˜ε,u) − f(S˜ε,u)
)
(p, p ′)|
≤ C
2N∑
ℓ=0
∫
R
∣∣∣f̂(ℓ)(s)∣∣∣ · ‖φx (eisD˜ε,u − eisS˜ε,u)φx ′‖L2→L2ds
≤ C
2N∑
ℓ=0
∫
R\J(x,x ′)
∣∣∣f̂(ℓ)(s)∣∣∣ds,
(8.25)
where J(x, x ′) := (−d ′, d ′) with d ′ being the minimal distance between the sup-
ports of φx and φx ′ to {−1}×∂M˜. From here on, the statement (2) of the Theorem
follows as in [Vai08, (3.7)]. 
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8.5. Uniform on-diagonal large time heat kernel estimates on M˜∞. The esti-
mates of Theorem 8.7 are concerned with the large time behaviour of the heat
kernel away from the diagonal. We complement the subsection with a result on
a uniform large time heat kernel asymptotics at the diagonal.
Consider a fundamental domain F∞ of the Galois covering M˜∞, which can be
identified with M∞ up to a subset of measure zero. Consider a smooth cutoff
function φ ∈ C∞(M∞) smooth up to the singular strata, such that φ ≡ 0 on
(−∞,−N − 1) × ∂M ⊂ M∞ for some N ∈ N and φ ≡ 1 on the complement
of (−∞,−N) × ∂M. We lift φ to a smooth function on M˜∞ with suppφ ⊂
F∞. Furthermore, let π : F∞ → F∞ × F∞, p 7→ (p, p) be the inclusion into the
diagonal. Let π∗(E⊠ E) be the corresponding pullback bundle.
Theorem 8.8. Consider the orthogonal kernel projection Pker D˜ε,u of D˜ε,u. Then for
any δ ∈ (0, 1) and p ∈ F∞, φe−tD˜2ε,u(p, p) converges to φPker D˜ε,u(p, p) uniformly in
C0−m+2δ(F∞, π∗(E⊠ E)), as t→∞.
Proof. Repeating the arguments of (8.24), we find for f(x) := e−tx
2
|ρm−2δ(p)e−tD˜
2
ε,u(p, p)| ≤ C
2N∑
ℓ=0
∫
R
∣∣∣f̂(ℓ)(s)∣∣∣ds.
The Fourier transform f̂ and its derivatives are computed explicitly by
f̂(ℓ)(s) =
Cℓ
t(ℓ+1)/2
Hℓ
(
s√
4t
)
e−
s2
4t ,
where Hℓ is the ℓ-th Hermite polynomial and Cℓ is a universal constant, depend-
ing on ℓ. Consequently we find after substitution
|ρm−2δ(p)e−tD˜
2
ε,u(p, p)| ≤ C
2N∑
ℓ=0
t−ℓ/2
∫
R
|Hℓ(s)| e
−s2ds ≤ C.
This shows that (φe−tD˜
2
ε,u(p, p))t∈R+ is uniformly bounded in C
0
−m+2δ(F∞, π∗(E⊠
E)) as t → ∞. Thus it admits a convergent subsequence (φe−tjD˜2ε,u(p, p))j∈N
with tj → ∞ as j → ∞. The limit of that subsequence must be φPker D˜ε,u(p, p),
since e−tD˜
2
ε,u(p, p) converges to Pker D˜ε,u(p, p) on compact subsets as t → ∞, by
the proof of [Roe99, Proposition 15.11]. The statement now follows from the
general topological fact that if any subsequence of (φe−tD˜
2
ε,u(p, p))t∈R+ admits a
convergent subsequence with the same limit, then φe−tD˜
2
ε,u(p, p) must converge
to that limit as t→∞. 
8.6. Proof of an index theorem on M˜∞. Consider for any N ∈ N a smooth
Γ -invariant cutoff function φN ∈ C∞(M˜∞), smooth up to the singular strata,
such that φN ≡ 0 on (−∞,−N − 1) × ∂M˜ and φN ≡ 1 on the complement of
(−∞,−N)× ∂M˜.
SIGNATURES OF WITT SPACES WITH BOUNDARY 55
Proposition 8.9. The operators φN e
−tD˜2ε,uφN and φN D˜
2
ε,ue
−tD˜2ε,uφN are Γ -trace class
and, taking the Γ -super traces, we find as t→∞
TrΓ
(
φN e
−tD˜2ε,uφN
)→ TrΓ (φN Pker D˜ε,uφN) .
Proof. The microlocal heat-kernel construction of [AlGe17] extends to e−tD˜
2
0,u ,
where u > 0 simply shifts the tangential operator by a constant. Hence, φNe
−tD˜20,u
andφND˜0,ue
−tD˜20,u are Γ -Hilbert Schmidt. ThusφN e
−tD˜20,uφN and φN D˜
2
0,ue
−tD˜20,uφN
are Γ -trace class. In order to pass to ε > 0, we express the heat-kernel for D˜2ε,u as
follows. By construction
D˜ε,u = σ˜
(
d
dx
+ B˜(x)
)
= D˜0,u − σ˜ θ(x)B˜ Πε(B˜),
D˜2ε,u = D˜
2
0,u −
(
θ(x)B˜ Πε(B˜)
)2
− c(dθ) σ˜ B˜ Πε(B˜)
+ 2 θ(x) B˜ Πε(B˜)
(
B˜ + θ(x)u
)
=: D˜20,u + R.
Now the heat-kernels for D˜2ε,u and D˜
2
0,u are related by a Volterra series
e−tD˜
2
ǫ,u = e−tD˜
2
0,u +
∞∑
κ=1
∫
∆κ
dσ1...dσκ e
−σ1t D˜
2
0,u ◦ (tR) ◦ e−σ2t D˜20,u · · · (tR) ◦ e−σκt D˜20,u,
where ∆κ := {(σ1, ..., σκ) ∈ Rκ+ | σ1 + ... + σκ = 1}. Using again the microlo-
cal heat-kernel construction of [AlGe17], we conclude that the Schwartz ker-
nels of e−tD˜
2
ε,u and D˜ε,ue
−tD˜2ε,u are still locally L2-integrable up to the strata and
φNe
−tD˜2ε,u , φND˜ε,ue
−tD˜2ε,u are Γ -Hilbert Schmidt. Hence the operators φN e
−tD˜2ε,uφN
and φN D˜
2
ε,ue
−tD˜2ε,uφN are Γ -trace class, as claimed. Now the statement on the
convergence of Γ -super traces follows Theorem 8.8 and from the fact that
φN|F∞ · C0−m+2δ(F∞, π∗(E⊠ E)) ⊂ L1(F∞, E).

We can now establish an index theorem for D˜ε,u by an adaptation of the argu-
ment of [Vai08, Proposition 6.13] to our singular setting. We emphasize that as
before, the proof of [Vai08] has to be amended significantly due to the singular-
ities.
Theorem 8.10. The Γ -Fredholm operator D˜ǫ,u admits an index formula as u→ 0
indΓD˜ǫ,u =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
ηΓ(B˜(−1))
2
+ o(1). (8.26)
Proof. We adapt the argument of [Vai08, Proposition 6.13] to our singular setting,
and detail out only those elements of the proof, where the presence of singular-
ities requires a change of argument. By Theorem 8.1, D˜ε,u is Γ -Fredholm and,
in particular, the projection Pker D˜ε,u onto the null space of D˜ε,u is Γ -trace class.
Hence
indΓD˜ǫ,u = s-TrΓ
(
Pker D˜ε,u
)
= lim
N→∞
s-TrΓ
(
φNPker D˜ε,uφN
)
.
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By Proposition 8.9 we conclude
indΓD˜ǫ,u = lim
N→∞
lim
t→∞
s-TrΓ
(
φN e
−t D˜2ε,uφN
)
= lim
N→∞
(
s-TrΓ
(
φN e
−s D˜2ε,uφN
)
−
∫
∞
s
s-TrΓ
(
φN D˜
2
ε,ue
−t D˜2ε,uφN
)
dt
)
= lim
N→∞
(
s-TrΓ
(
φN e
−s D˜2ε,uφN
)
−
∫N
s
s-TrΓ
(
φN D˜
2
ε,ue
−t D˜2ε,uφN
)
dt
−
∫
∞
N
s-TrΓ
(
φN D˜
2
ε,ue
−t D˜2ε,uφN
)
dt
)
=: lim
N→∞
(I1 + I2 + I3) .
Note that the third term I3 exists individually by a similar argument as in
[PiVe16, (7.10)]. By an analogous argument as in [Vai08, p. 37-38], I3 vanishes
as N→∞. In order to estimate I2, we compute exactly as in [Vai08, (6.21)]
−2 · s-TrΓ
(
φN D˜
2
ε,ue
−t D˜2ε,uφN
)
= s-TrΓ
(
c(dφ2N) D˜ε,ue
−t D˜2ε,u
)
= s-TrΓ
(
c(dφ2N)
(
D˜ε,ue
−t D˜2ε,u − S˜ε,ue
−t S˜2ε,u
))
s-TrΓ
(
c(dφ2N) S˜ε,ue
−t S˜2ε,u
)
.
By Theorem 8.7 we have the following uniform estimate∣∣∣c(dφ2N)(D˜ε,ue−tD˜2ε,u − S˜ε,ue−tS˜2ε,u) (p, p)∣∣∣ ≤ Cρ(p)−m+2δ exp
(
−
(N− 2)2
6t
)
.
Noting that ρ−m+2δ is locally integrable up to the singular strata, we conclude
exactly as in [Vai08, p.39]∣∣∣∣
∫N
s
s-TrΓ
(
c(dφ2N)
(
D˜ε,ue
−t D˜2ε,u − S˜ε,ue
−t S˜2ε,u
))
dt
∣∣∣∣
≤ C
∫N
s
exp
(
−
(N− 2)2
6t
)
dt ≤ C (N2e−N/c1 + e−c2/s) ,
for some uniform constants C, c1, c2 > 0. Consequently, in the limit s → 0 and
N → ∞, we can replace D˜ε,u by S˜ε,u in I2. Now repeating the arguments of
[Vai08, p.39] verbatim, we arrive at the following intermediate formula
indΓD˜ǫ,u = lim
N→∞
lim
s→0
s-TrΓ
(
φN e
−s D˜2ε,uφN
)
+
ηΓ(B˜(−1))
2
, (8.27)
in particular, the first limit exists. From there we can now follow [Vai08, p.
40-41] without any additional changes and deduce the statement with integrals
in (8.26), involving bα, arising from the local asymptotics of s-TrΓ
(
e−s D˜
2
∞ ↾ M˜
)
as
s → 0. This local asymptotics coincides with the asymptotics (3.4) of
s-Tr
(
e−sD
2
∞ ↾M
)
as s→ 0. 
Remark 8.11. The result of Theorem 8.26 is an analogue of [Vai08, Proposition 6.13]
in the stratified setting. In contrast to [Vai08], heat kernel estimates for large times
do not hold uniformly here. In fact, Theorems 8.7 and 8.8 assert that the heat kernel
estimates are not uniform up to the singular strata. Fortunately, the estimates are still
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integrable at the strata, so that we can estimate the Γ -traces accordingly, and still follow
the general proof outline of [Vai08].
8.7. The L2-Gamma Index theorem on M˜∞ and the signature formula. Recall
that D˜∞ is not Γ -Fredholm, since B˜ is not invertible. Nevertheless we can de-
fine an L2-Gamma index of D˜∞ by proving that ker(2) D˜∞ and ker(2) D˜
∗
∞
have
finite Γ -dimensions, which is the analogue of [Vai08, Corollary 6.6], albeit with
a different proof.
Proposition 8.12. For any ε > 0, ker(2) D˜ε,0 and ker(2) D˜
∗
ε,0 have finite Γ -dimensions.
Proof. We first prove the statement for D˜ε,0 employing the Browder-Garding
decomposition. By the Browder-Garding decomposition on ∂M˜ as stated in
Theorem 4.5, there exist countably many sections ej : R → D(B˜) such that
B˜ej(λ) = λej(λ). We consider for any ω ∈ L2(M˜)
(V ω)j(λ, x) :=
∫
∂M˜
(ω(x, p), ej(λ, p))g˜
∂M˜
dvolg˜
∂M˜
(p).
If ω is a solution of either D˜ε,0 or its adjoint, then (V ω)j(λ, x) satisfies for any j
over the cylinder (−∞, 0)× ∂M˜ the following equations(
∂x + λ− θ(x)λΠε(λ)
)
(V ω)j(λ, x) = 0, if D˜ε,0ω = 0,(
−∂x + λ− θ(x)λΠε(λ)
)
(V ω)j(λ, x) = 0, if D˜
∗
ε,0ω = 0.
(8.28)
We conclude that solutions (V ω)j(λ, x) are of the following form
(V ω)j(λ, x) = const · e+λ(x−ϑ(x)Πε(λ)), if D˜ε,0ω = 0,
(V ω)j(λ, x) = const · e−λ(x−ϑ(x)Πε(λ)), if D˜∗ε,0ω = 0,
(8.29)
where ϑ(x) = x for x < −1, extended to a smooth positive function on M˜∞,
bounded away from zero, and being identically 1 on M˜. Consequently, due
to the L2-condition, ker(2) D˜ε,0 and ker(2) D˜
∗
ε,0 lie in e
εϑL2(M˜). We now continue
with outlining the argument for D˜ε,0, the adjoint treated verbatim. For any ω ∈
ker(2) D˜ε,0, by the argument above e
−εϑω ∈ L2(M˜), and we compute(
D˜ε,0 + σ˜(ε dϑ)
)
e−εϑω = e−εϑD˜ε,0ω = 0.
Hence e−εϑω ∈ D
(
D˜ε,0 + σ˜(ε dϑ)
)
≡ D
(
D˜∞
)
. This proves
ker(2) D˜ε,0 ⊂ eεϑD
(
D˜∞
)
. (8.30)
In the next step we prove that the inclusion ι : eεϑD
(
D˜∞
) →֒ L2(M˜) is Γ -
compact. Indeed, as shown by (8.12), Dcomp
(
D˜∞
) →֒ L2(M˜) is Γ -compact. In
particular
ιN : e
εϑφND
(
D˜∞
) →֒ L2(M˜)
58 PAOLO PIAZZA AND BORIS VERTMAN
is Γ -compact. Now the sequence (ιN)N converges to identity in the operator
norm as N→∞. Indeed for ω ∈ eεϑD(D˜∞)
‖ω−ιNω ‖2L2(M˜) ≤
∫N
−∞
‖ω(x)‖2
L2(∂M˜)
dx ≤ Ce−2εN
∫N
−∞
e−2εϑ(x)‖ω(x)‖2
L2(∂M˜)
dx
≤ Ce−2εN‖ω ‖2
eεϑL2(∂M˜)
≤ Ce−2εN‖ω ‖2
eεϑD(D˜∞)
.
Hence ι is indeed Γ -compact and thus by (8.30), ker(2) D˜ε,0 has finite Γ -dimension.
Similar argument applies to D˜∗ε,0. 
For D˜∞ we find by a similar argument as in (8.30) that for any λ0 > 0,
ker(2) D˜∞ ⊂ e−λ0ϑD
(
D˜∞
)
⊂ e−λ0ϑL2(M˜∞).
Similar, to the proof of Γ -compactness for ι, we find that for any λ0 > 0 the
inclusion e−λ0ϑD
(
D˜∞
) →֒ e−2λ0ϑL2(M˜∞) is Γ -compact as well. Consequently,
ker(2) D˜∞ ⊂ e−2λ0ϑL2(M˜∞) is of finite Γ -dimension. We argue verbatim for the
adjoint. By [Vai08, Lemma 6.5 (c)] that Γ -dimension is independent of λ0 > 0
and hence we set
dimΓ ker(2) D˜∞ := dimΓ
(
ker(2) D˜∞ ⊂ e−2λ0ϑL2(M˜∞)
)
<∞,
dimΓ ker(2) D˜
∗
∞
:= dimΓ
(
ker(2) D˜
∗
∞
⊂ e−2λ0ϑL2(M˜∞)
)
<∞. (8.31)
In view of Proposition 8.12 and of (8.12), we can now define the L2-Gamma in-
dices for D˜∞ and D˜ε,0, which in contrast to D˜ε,u with u > 0, are not Γ -Fredholm.
Definition 8.13. For any ε > 0 we define
L2 − indΓD˜∞ := dimΓ ker(2) D˜∞ − dimΓ ker(2) D˜
∗
∞
,
L2 − indΓD˜ε,0 := dimΓ ker(2) D˜ε,0 − dimΓ ker(2) D˜
∗
ε,0.
In order to relate the L2-Gamma index L2−indΓD˜∞ with the Γ -index of D˜ε,u, we
need to introduce the concept of extended L2-solutions in the setting of Galois
coverings. We follow the approach of [Vai08] and define for any ε ≥ 0 (recall
D˜ε,0 = D˜∞ for ε = 0) the extended solutions by
ext- ker(2) D˜ε,0 :=
⋂
λ0>0
(
ker D˜ε,0 ⊂ e−λ0ϑL2(M˜∞)
)
,
ext- ker(2) D˜
∗
ε,0 :=
⋂
λ0>0
(
ker D˜∗ε,0 ⊂ e−λ0ϑL2(M˜∞)
)
.
(8.32)
Proposition 8.14. Let us write D = D+ and D∗ = D−. Then
dimΓ ker(2) D˜
±
ε,0 = lim
u→0
dimΓ ker(2) D˜
±
ε,±u,
dimΓ ext- ker(2) D˜
±
ε,0 = lim
u→0
dimΓ ker(2) D˜
±
ε,∓u.
(8.33)
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Proof. The Browder-Garding decomposition, as stated in Theorem 4.5, asserts the
existence of countably many sections ej : R → D(B˜) such that B˜ej(λ) = λej(λ).
We consider as before for any ω ∈ L2(M˜)
(V ω)j(λ, x) =
∫
∂M˜
(ω(x, p), ej(λ, p))g˜
∂M˜
dvolg˜
∂M˜
(p).
Over the cylinder (−∞, 0)× ∂M˜, any (V ω)j(λ, x) solves(
∂x + λ + θ(x)(u− λΠε(λ))
)
(V ω)j(λ, x) = 0, if D˜ε,uω = 0,(
−∂x + λ + θ(x)(u− λΠε(λ))
)
(V ω)j(λ, x) = 0, if D˜
∗
ε,uω = 0.
(8.34)
We conclude that solutions (V ω)j(λ, x) are of the following form
(V ω)j(λ, x) = const · e−uϑ(x)e−λ(x−ϑ(x)Πε(λ)), if D˜ε,uω = 0,
(V ω)j(λ, x) = const · e+uϑ(x)e+λ(x−ϑ(x)Πε(λ)), if D˜∗ε,uω = 0,
(8.35)
where ϑ ′(x) = θ(x), such that ϑ(x) = x for x ≤ −1. From here we conclude(
ker D˜±ε,0 ⊂ e−uϑL2(M˜∞)
)
= e−uϑ ker(2) D˜
±
ε,∓u,(
ker D˜±ε,0 ⊂ euϑL2(M˜∞)
)
= euϑ ker(2) D˜
±
ε,±u.
(8.36)
This can alternatively be deduced from the following relations
D˜±ε,0e
−uϑω = e−uϑD˜±ε,∓uω,
D˜±ε,0e
uϑω = euϑD˜±ε,±uω .
(8.37)
Now the statement follows. 
Corollary 8.15. We define, still writing D = D+ and D∗ = D−
h±Γ,ε := dimΓ ext- ker(2) D˜
±
ε,0 − dimΓ ker(2) D˜
±
ε,0.
Then the (L2−) Gamma indices of D˜ε,0 and D˜ε,±u are related by
L2 − indΓD˜ε,0 = lim
u→0
indΓD˜ε,u + h
−
Γ,ε
= lim
u→0
indΓD˜ε,−u − h
+
Γ,ε.
Proof. The statement follows, since by Proposition 8.14
dimΓ ker(2) D˜
±
ε,0 = lim
u→0
dimΓ ker(2) D˜
±
ε,±u = lim
u→0
dimΓ ker(2) D˜
±
ε,∓u − h
±
Γ,ε.

We now arrive at the L2-Gamma index theorem for D˜ε,0.
Theorem 8.16. Let us write B˜ε := B˜(1− Πε(B˜)). Then
L2 − indΓD˜ε,0 =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
1
2
(
ηΓ(B˜ε) + h
−
Γ,ε − h
+
Γ,ε
)
.
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Proof. Let us write B˜ε,u(x) for the tangential operator of D˜ε,u on the cylinder
(−∞, 0)× ∂M˜. By Theorem 8.10 and Corollary 8.15 we conclude
L2 − indΓD˜ε,0 =
1
2
lim
u→0
(
indΓD˜ε,u − indΓD˜ε,−u
)
+
h−Γ,ε − h
+
Γ,ε
2
=
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
1
4
lim
u→0
(
ηΓ
(
B˜ε,u(−1)
)
− ηΓ
(
B˜ε,−u(−1)
))
+
h−Γ,ε − h
+
Γ,ε
2
,
Now by [Vai08, Lemma 4.7] we conclude with B˜ε,0(−1) = B˜ε
lim
u→0
(
ηΓ
(
B˜ε,u(−1)
)
− ηΓ
(
B˜ε,−u(−1)
))
= 2ηΓ(B˜ε).
This proves the statement. 
Corollary 8.17.
L2 − indΓD˜∞ =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
ηΓ(B˜)
2
.
Proof. The proof is based on [Vai08, Lemma 6.10], [Vai08, Lemma 4.7 (b)] and
[Vai08, Proposition 6.15], which are based on purely functional analytic argu-
ments and hence all carry over verbatim to our setting. First, [Vai08, Lemma
6.10] asserts
lim
ε→0
(
L2 − indΓD˜ε,0
)
= L2 − indΓD˜∞, lim
ε→0
h±Γ,ε = h
±
Γ .
Further, [Vai08, Lemma 4.7 (b)] asserts that as ε→ 0+∣∣∣ηΓ(B˜) − ηΓ(B˜ε)∣∣∣ ≤ TrΓ Π ′ε(B˜)→ 0,
where Π ′ε is the characteristic function of (−ε, ε)\{0}. The statement now follows
by [Vai08, Proposition 6.15], which implies that h+Γ = h
−
Γ . 
Our main result, the signature theorem, as stated in Theorem 1.3, is obtained
as follows. First note that the L2 Gamma index of D˜∞ is simply the Hodge
Γ -signature sign
Γ
(s∞) of Definition 6.10. Comparing now (7.18) with Corollary
8.17, we find, noting that ηΓ(B˜) = 2ηΓ(B˜even) and η(B) = 2η(Beven)
sign
Γ
(s∞) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα −
ηΓ(B˜)
2
. (8.38)
This proves the signature theorem in Theorem 1.3. Summarizing
signΓdR(MΓ , ∂MΓ) = sign
Γ
Ho(MΓ,∞) =
∫
M
L(M) +
∑
α∈A
∫
Yα
bα − ηΓ(B˜even).
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9. Geometric applications
9.1. Fundamental groups with torsion. In this subsection we elaborate on a
result of [AlPi17], in turn directly inspired by a result of Chang-Weinberger
[ChWe03].
Theorem 9.1. Let X be a Witt space of dimension 4ℓ − 1, ℓ > 1, with regular part X.
We assume that π1(X) has an element of finite order and that i∗ : π1(X) −→ π1(X) is
injective. Then, there is an infinite number of Witt spaces {Nj}j∈N that are stratified-
homotopy equivalent to X, where Ni is not stratified diffeomorphic to Nk for i 6= k.
The argument in [AlPi17, Corollary 7.6 and Remark 12] was given for Witt
spaces of depth 1; however, it extends easily to the case of arbitrary depth, once
the definition of the Cheeger-Gromov rho-invariant for the signature operator
and its stratified diffeomorphism invariance are extended to arbitrary depth.
Since, as we have remarked in §4.1, the existence of the rho invariant follows
from the work of Albin and Gell-Redman [AlGe17, §6], and the stratified diffeo-
morphism invariance follows from the computation by Cheeger and Gromov in
[ChGr85], cf. [PiVe16, Theorem 1.6] (that computation extends verbatim from
depth 1 to depth > 1), we see that the proof in [AlPi17, Corollary 7.6 and Re-
mark 12] holds in fact for Witt spaces of arbitrary depth.
9.2. More on fundamental groups with torsion. The proof of theorem 9.1 rests
on a delicate limit argument due to Piazza and Schick [PiSc07]. There is an
alternative argument to the above result, more in line with the present paper. Let
us discuss this argument in the smooth case, so now X = X is a smooth manifold
of dimension 4ℓ−1. This means that we are simply reviewing carefully the proof
of Chang-Weinberger [ChWe03], with an eye toward Witt spaces. In the smooth
case there is a homomorphism from the L-group L4ℓ(ZΓ) to R
α : L4ℓ(ZΓ)→ R.
Its definition is explained in the work of Higson-Roe [HiRo10] and we review it
briefly here. Using the geometric characterization of the L-groups we consider
x ∈ L4ℓ(ZΓ) given by
x =
[
(M,∂M)
F−→ (X× [0, 1], ∂(X× [0, 1])), u : X→ BΓ] ,
with F|∂ := f a homotopy equivalence and u a classifying map
u∗EΓ = X˜ = universal cover of X.
The Higson-Roe map is defined in the following way: glue M and X × [0, 1]
through f and obtain a space Zf. This is not a manifold but is a Poincare´ space,
so that its topological signature is still well defined. A similar construction can
be done with the Γ -coverings, obtaining Z˜f. So we construct
Z˜f = F
∗(X˜× [0, 1]) ∪f˜ X˜× [0, 1]),
with f˜ the Γ -equivariant lift of f. After these preliminaries we can define α by
α(x) := signΓ(Z˜f) − sign(Zf).
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Higson-Roe [HiRo10] show that this is well defined. Using properties of the
mapping cylinder of f and of f˜, see [Cha04, Lemma 2], one can show that
α(x) = signΓ(Z˜, ∂Z˜) − sign(Z, ∂Z).
At this point we can use the equivalence between the topological signature and
the de Rham and Hodge signatures and express this difference as a rho invariant,
thanks to the APS and Vaillant signature formulae. Now, because of the presence
of an element of finite order in π1(X), we know from Chang-Weinberger that
there exists an infinite number of classes xj ∈ L4ℓ(ZΓ) such that α(xi) 6= α(xk) for
i 6= k. These classes xj are given by
xj =
[
(Mj, ∂Mj)
Fj−→ (X× [0, 1], ∂(X× [0, 1])), u : X→ BΓ] ,
with ∂Mj = Nj ⊔ X and Fj|∂Mj = fj ⊔ IdX with fj a homotopy equivalence. Then
0 6= α(xi) − α(xk) = ρΓ(N˜i) − ρΓ(N˜k),
so that Ni is not diffeomorphic to Nk.
This is the path we could also take in the Witt case. Indeed, using [FrMc13] we
can extend the α homomorphism of Higson-Roe to the Browder-Quinn L-group
of a Witt space X and then, proceeding as above, use the two signature formulae
proved in this paper for Witt spaces with boundary, in order to express the image
through α of a class x ∈ LBQ(X × [0, 1]) in the Browder-Quinn L-group of X, in
terms of a Cheeger-Gromov rho invariant of the type considered in this article.
Thus, on the one hand using the hypothesis in Theorem 9.1 we can follow the
proof in [AlPi17] and find an infinite number of elements xj ∈ LBQ(X × [0, 1])
such that α(xi) 6= α(xk) for i 6= k. On the other hand, if
xj = (Mj, Nj ⊔ X) (F;f⊔Id)−−−−→ (X× [0, 1], X× {0}, X× {1}) Id−→ X× [0, 1] ,
then we find, using the two signatures formulae proved in this paper, that
0 6= α(xi) − α(xk) = ρΓ(N˜i) − ρΓ(N˜k),
provided there is compatibility of topological and analytical signatures on Witt
manifolds with boundary. Granted this latter result we have thus constructed
an infinite number of Witt spaces that are stratified homotopy equivalent to X
but pairwise not stratified diffeomorphic; indeed, their Cheeger-Gromov rho-
invariants are pairwise distinct.
9.3. Torsion free fundamental groups and stratified homotopy invariance of
the Cheeger-Gromov rho-invariant on Witt spaces.
Let N and N
′
be two smoothly stratified Witt spaces without boundary of dimen-
sion k, with k odd, k = 2n−1. We assume thatN andN
′
are stratified-homotopy-
equivalent. We assume that the fundamental group Γ := π1(N) = π(N
′
) of our
Witt spaces is torsion free and satisfies the Baum-Connes conjecture for the max-
imal C∗-algebra, denoted here simply as C∗Γ ; this means, by definition, that the
assembly map
µ : K∗(BΓ)→ K∗(C∗Γ)
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is bijective. Examples of discrete groups satisfying these two properties are given
by torsion free amenable groups or by torsion free discrete subgroups of SO(n, 1)
and SU(n, 1).
Let f : N → BΓ be the classifying map for the universal cover of N, denoted
NΓ . Since µ : K∗(BΓ) → K∗(C∗Γ) is injective we can use Theorem 6.8 (see in
particular (6.1)) in [ALMP15] and conclude that
f∗L
GM
∗ (N) ∈ H∗(BΓ,Q),
is a stratified homotopy invariant. Here LGM∗ (N) ∈ H∗(N,Q) denotes the Goresky-
MacPherson homology L-class. We now use [Cha04, Lemma 1] and in particular
the isomorphism
ι : ΩWittn (BΓ)⊗Q→⊕
k≥0
Hn−4k(BΓ,Q), [X, g : X→ BΓ ] 7→ g∗LGM∗ (X),
in order to conclude that
[N, f] = [N
′
, f ′] in ΩWittn (BΓ)⊗Q.
Thus, up to taking a suitable number of copies of N and N
′
, there is a Witt
bordism (W, F) between (N, f) and (N
′
, f ′), with F : W → BΓ restricting to f and
f ′ on the boundary ∂W = N⊔N ′. We thus get a Witt Galois coveringWΓ := F∗EΓ
with boundary equal to the disjoint union of the universal coverings NΓ N
′
Γ . We
now use the surjectivity of µ : K∗(BΓ)→ K∗(C∗Γ) and Atiyah’s theorem on Galois
coverings in the context of Witt spaces, proved in [AlPi17, Theorem 7.1], in order
to conclude that
signΓ(WΓ , ∂WΓ) − sign(W,∂W) = 0.
We now crucially apply our signature formulae and get
ηΓ(N˜) − ηΓ(N˜ ′) − (η(N) − η(N ′)) = 0,
with N˜ equal to the regular part of NΓ . This means that
ρΓ(N˜) = ρΓ(N˜ ′).
Summarizing, we have proved the following result.
Theorem 9.2. Let N be a compact smoothly stratified Witt space of dimension 2n − 1
without boundary and letNΓ be its universal cover, Γ := π1(N). Denote by N˜ the regular
part of NΓ . Assume that π1(N) is torsion-free and satisfies the maximal Baum-Connes
conjecture. Then ρΓ(N˜) is a stratified homotopy invariant.
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