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Abstract
We show that the usual companion matrix of a polynomial of degree n can be factored
into a product of n matrices, n − 1 of them being the identity matrix in which a 2 × 2 identity
submatrix in two consecutive rows (and columns) is replaced by an appropriate 2 × 2 matrix,
the remaining being the identity matrix with the last entry replaced by possibly different entry.
By a certain similarity transformation, we obtain a simple new companion matrix in a penta-
diagonal form. Some generalizations are also possible.
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1. Introduction
Let
p(x) = xn + a1xn−1 + · · · + an−1x + an (1)
be a polynomial with coefficients over an arbitrary field. As is well known, the matrix
A =


−a1 −a2 . . . −an−1 −an
1 0 · · · 0 0
0 1 · · · 0
· · · · · · ·
0 0 · · · 1 0

 (2)
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has the property that
det(xI − A) = p(x).
The matrix A, or some of its modifications, is being called companion matrix of
the polynomial p(x) since its characteristic polynomial is p(x).
In the sequel, we find another simple matrix Â which is similar to A and has thus
the same property with respect to the polynomial p(x).
2. Results
We start with a simple lemma.
Lemma 2.1. For k = 1, . . . , n − 1, denote by Ak the matrix
Ak =

Ik−1 Ck
In−k−1

 , (3)
where Ck is a 2 × 2 matrix
Ck =
(−ak 1
1 0
)
, (4)
and by An the matrix
An = diag{1, . . . , 1,−an}. (5)
Then
A = A1A2 · · ·An−1An.
Proof. Follows easily by induction from

−a1 −a2 · · · −ak 1 0
1 0 · · · 0 0 0
0 1 · · · 0 0
· · · · · · · ·
0 0 · · · 1 0 0
0 0 · · · 0 0 1



Ik 0 00 −ak+1 1
0 1 0


=


−a1 −a2 · · · −ak −ak+1 1
1 0 · · · 0 0 0
0 1 · · · 0 0
· · · · · · · ·
0 0 · · · 1 0 0
0 0 · · · 0 1 0


. 
Lemma 2.2. All the matrices obtained as products Ai1 · · ·Ain for some permutation
(i1, . . . , in) of (1, . . . , n) have the same spectrum including multiplicities. They even
are all similar.
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Proof. Clearly, AiAk = AkAi if |i − k| > 1. This allows us to bring every such
product Ai1 · · ·Ain to the form
(Aj1−1Aj1−2 · · ·A1)(Aj2−1Aj2−2 · · ·Aj1) · · · (AnAn−1 · · ·Ajs )
with the property that in both permutations (i1, . . . , in) and (j1 − 1, j1 − 2, . . . , 1,
j2 − 1, j2 − 2, . . . , j1, . . . , n, n − 1, . . . , js), each pair (k, k + 1) is either ordered
“positively”, i.e. k precedes k + 1, or “negatively”, i.e. k + 1 precedes k.
Moreover, by a well known theorem [4, Theorem 1.3.20], if A and B are square
matrices, then AB and BA have the same spectrum including multiplicities; these
matrices are even similar if one of the matrices A,B is non-singular. This allows
us to “rotate” the permutations which determine the product without changing the
spectrum in the sense that the permutation (i1, . . . , ik, ik+1, . . . , in) can be replaced
by (ik+1, . . . , in, i1, . . . , ik). It thus suffices to prove that the matrix corresponding to
any permutation can be obtained by these operations from the matrix A(1, 3, 5, . . . ;
2, 4, 6, . . .)n; here, we denote by A(i1, . . . , in)n the matrix Ai1Ai2 · · ·Ain and the
subscript n means the number of elements in the permutation. Observe that all
resulting matrices are similar since at most the matrix An from (5) can be singular.
We prove the assertion by induction with respect to n. It is immediate that for
n = 2 and n = 3, the assertion is true. Let thus n > 2 and suppose the assertion is
true for n − 1.
Let (i1, . . . , in) be a permutation. We distinguish two cases.
Case 1. The pair (1, 2) is positive. Then (1, 3, . . . ; 2, 4, . . .)n ↔ (3, 5, . . . , 1;
2, 4, . . .)n (we use here the symbol ↔ to express that “the spectrum of A(1, 3, . . . ;
2, 4, . . .)n is the same as the spectrum of A(3, 5, . . . , 1; 2, 4, . . .)n”) which is (3,
5, . . . ; 1, 2, 4, . . .)n. We now take the pair (1, 2) as one element 1′ and diminish indi-
ces of all the remaining indices by one: thus (3, 5, . . . ; 1, 2, 4, . . .)n ↔ (2′, 4′, . . . ;
1′, 3′, . . .)n−1 which is again equivalent to (1′, 3′, . . . ; 2′, 4′, . . .)n−1 by the rota-
tional operation. By the induction hypothesis, this permutation is equivalent to the
permutation obtained from (i1, . . . , in) by putting together the pair (1, 2) by moving
1 to the right until it hits 2, and then denoting it by 1′ and diminishing all the remain-
ing indices by one. Going back we reconstruct the chain of operations which brings
the permutation (1, 3, . . . ; 2, 4, . . .)n into (i1, . . . , in).
Case 2. The pair (1, 2) is negative. By rotation, we can arrange that 1 will be the
first element in the permutation. Of course, the pair (1, 2) will then be positive and,
by Case 1, the assertion is correct. 
Theorem 2.3. All matrices Ai1 · · ·Ain for any permutation (i1, . . . , in) are compan-
ion matrices of p(x) and are similar to the matrix (2). In particular, this holds for
the matrix Â = BC, where B is the matrix A1A3 · · · , and C is the matrix A2A4 · · · ,
where Ai are the matrices from (3).
The matrix B is the direct sum of the matrices C1, C3, etc., the matrix C the direct
sum of the 1 × 1 identity matrix and the matrices C2, C4, etc. from (4). For n even
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the matrix C ends with the block (−an), for n odd, B ends with the block (−an). The
matrix Â is pentadiagonal and contains the same entries as the usual companion
matrix (2).
Proof. The first part follows from Lemma 2.2 since by Lemma 2.1 the matrixA1A2 · · ·
An is the usual companion matrix. The last assertion follows from the fact that both
matrices B and C are tridiagonal and from the comment in the following example. 
Example 2.4. Let us present explicitly the matrices B, C, and BC for n = 5 and
n = 6 (the even and odd cases slightly differ):
For n = 5,
B =


−a1 1
1 0
−a3 1
1 0
−a5

 , C =


1
−a2 1
1 0
−a4 1
1 0

 ,
BC =


−a1 −a2 1 0 0
1 0 0 0 0
0 −a3 0 −a4 1
0 1 0 0 0
0 0 0 −a5 0

 .
For n = 6,
B =


−a1 1
1 0
−a3 1
1 0
−a5 1
1 0


,
C =


1
−a2 1
1 0
−a4 1
1 0
−a6


,
BC =


−a1 −a2 1 0 0 0
1 0 0 0 0 0
0 −a3 0 −a4 1 0
0 1 0 0 0 0
0 0 0 −a5 0 −a6
0 0 0 1 0 0


.
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We see that––and this is true in general––the first two rows of BC contain non-zero
entries in the first three columns only:(−a1 −a2 1
1 0 0
)
;
the following pairs of rows 2j − 1 and 2j contain non-zero entries only in four
columns with indices 2j − 2,. . . , 2j + 1, and the submatrices(−a2j−1 0 −a2j 1
1 0 0 0
)
in these rows and columns contain two entries −ai and two ones; the remaining are
zero. The last two rows in the even case contain non-zeros only in the last three
columns(−an−1 0 −an
1 0 0
)
;
the last row in the odd case is as in the example above:
0, . . . , 0,−an, 0.
Remark 2.5. The matrix Â from Theorem 2.3 can be transformed by a permuta-
tional similarity starting with odd rows and columns and continuing with even rows
and columns to the block form(
Z11 Z12
Z21 Z22
)
,
where
Z11 =


−a1 1
0 1
.
.
.
.
.
.
1
0

 ,
Z12 =


−a2 0 0 . . . 0
−a3 −a4 0 . . . 0
0 −a5 −a6 . . . 0
.
.
.
.
.
.

 ,
Z21 =


1 0 . . . 0
0 0 . . . 0
. . . . . .
0 0 . . . 0

 , Z22 =


0 0 . . . 0 0
1 0 . . . 0 0
0 1 . . . 0 0
. . . . . . .
0 0 . . . 1 0

 .
If n is even, Z12 and Z21 are square. If n is odd, Z12 is of size 12 (n + 1) × 12 (n − 1).
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3. Comments
Note that the presented companion matrix cannot be obtained (for n > 2) by per-
mutational similarity from the usual companion matrix.
Similarly to the results in [1,2,5], the new companion can be used in estimates of
the roots, possibly also in computations of the roots using algorithms for the eigen-
values.
Since det(xI − BC) = det C det(xC−1 − B) for C non-singular and the matrix
C in Theorem 2.3 can easily be inverted, we obtain
Theorem 3.1. The roots of p(x) = 0 coincide with the roots of the equation in
determinantal form in which the n × n matrix is symmetric and tridiagonal:
det


a1 + x −1
−1 0 x
x a3 + a2x −1
−1 0 x
x a5 + a4x −1
. . . . . . . . .


= 0.
We have now the following lemma the proof of which by checking is immediate.
Lemma 3.2. The matrix
G =
(
2α 1
1 0
)
has the spectral decomposition G = QDQT, where, for w = √α2 + 1,
Q = 1√
2w
(√
w + α √w − α√
w − α −√w + α
)
is orthogonal,
D = diag{α + w, α − w}
diagonal.
In addition, the modulus |G|, i.e. the positive semidefinite matrix P for which
P 2 = GGT, is
|G| = 1
w
(
2α2 + 1 α
α 1
)
;
the positive semidefinite square root of |G| is
R = 1
2w
(
(w + α)3/2 + (w − α)3/2 (w + α)1/2 − (w − α)1/2
(w + α)1/2 − (w − α)1/2 (w + α)1/2 + (w − α)1/2
)
;
the spectral decomposition of R is QD0QT, where D0 = diag{√w + α,√w − α}.
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Using this lemma, one can find explicitly the moduli of the matrices B and C in
Theorem 2.3. The singular values of BC are the eigenvalues of |B||C|; these can thus
be obtained as eigenvalues of the symmetric heptadiagonal matrix |B|1/2|C||B|1/2
and used for estimation of the roots.
In our opinion, a particularly interesting feature of the matrices B and C from
Theorem 2.3 is the following: If g(x) and h(x) are polynomials for which f (x) =
g(x2) + xh(x2), then for n odd, B depends on the coefficients of g only whereas C
depends on the coefficients of h. For n even, it is the other way.
It is also easy to find explicitly the QR-, RQ-, etc., decompositions of both ma-
trices B and C from Theorem 2.3 and use them for manipulation. As a sample, if
B = Q1R1 and C = R2Q2, then Q2Q1R1R2 is the QR-decomposition of another
companion matrix, which is a banded matrix with a small number of bands.
For n = 5, one gets
Q =


− a1
w1
− 1
w1
0 0 0
0 0 − a3
w3
− 1
w3
0
1
w1
− a1
w1
0 0 0
0 0 0 0 1
0 0 1
w3
− a3
w3
0

 ,
R =


w1 a1w1 −a1a2w1 0 0
0 w1 −w1a2 0 0
0 0 w3 a3w3 −a3a4w3
0 0 0 w3 −w3a4
0 0 0 0 −a5

 ,
where wk is set as
√
a2k + 1 for k = 1, 3.
Observe also that some of the matrices considered above have superdiagonal
rank (sometimes, subdiagonal rank) one. Here, as in [3], we call subdiagonal rank
(respectively, superdiagonal rank) of a square matrix the order of the maximal non-
singular submatrix all of whose entries are in the subdiagonal (respectively, super-
diagonal) part.
In fact, in the matrix R, the superdiagonal rank is one even if we add to the super-
diagonal part all the even diagonal positions (in the sense of [3]). In some mentioned
cases, a similar property holds for the subdiagonal or superdiagonal rank, too.
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