Hybrid Fock exchange/density functional theory functionals have shown to be very successful in describing a wide range of molecular properties. For periodic systems, however, the long-range nature of the Fock exchange interaction and the resultant large computational requirements present a major drawback. This is especially true for metallic systems, which require a dense Brillouin zone sampling. Recently, a new hybrid functional ͓HSE03, J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 118, 8207 ͑2003͔͒ that addresses this problem within the context of methods that evaluate the Fock exchange in real space was introduced. We discuss the advantages the HSE03 functional brings to methods that rely on a reciprocal space description of the Fock exchange interaction, e.g., all methods that use plane wave basis sets. Furthermore, we present a detailed comparison of the performance of the HSE03 and PBE0 functionals for a set of archetypical solid state systems by calculating lattice parameters, bulk moduli, heats of formation, and band gaps. The results indicate that the hybrid functionals indeed often improve the description of these properties, but in several cases the results are not yet on par with standard gradient corrected functionals. This concerns in particular metallic systems for which the bandwidth and exchange splitting are seriously overestimated.
I. INTRODUCTION
In the last decade, density functional theory ͑DFT͒ has proven to be a very powerful tool for the quantitative prediction of material properties in the field of solid state physics as well as in chemistry. In its most commonly applied approximation to the electronic exchange and correlation, i.e., in the local density approximation ͑LDA͒, DFT has been very successful, perhaps even surprisingly so. Rising to the second rung on so-called Jacob's ladder of the exchangecorrelation density functionals 1 -the addition of nonempirical generalized gradient corrections 2 ͑GGAs͒-significantly improves most of the main drawbacks of the LDA; this is especially true for molecular binding energies, and also for some aspects of the description of the structural properties of solids. As a next step, the introduction of so-called hybrid functionals, 3, 4 such as PBE0 and B3LYP, obtained by admixing a fixed amount of the Fock exchange, presents a significant improvement over the GGA description of molecular properties. Until recently, however, the large computational effort required to evaluate the Fock exchange under periodic boundary conditions made the application of these hybrid schemes to periodic systems almost intractable and only a few systematic studies were undertaken using the B3LYP functional: 3 e.g., prediction of band gaps 5 and comparative study of structural properties of isostructural oxides. 6 In a real space formalism, most of the difficulties in evaluating the Fock exchange arise from the slow decay of the exchange interaction with distance. A new hybrid functional, recently proposed by Heyd et al. ͑HSE03͒, 7 addresses this problem by separating the description of the exchange interaction into a short-and a long-range part. The mix of Fock and DFT exchange is then made only in the short-range part, leaving the long-range exchange interactions to be represented solely by the corresponding part of the rangeseparated DFT functional. The HSE03 functional yields a description of molecular properties comparable to the results obtained using the PBE0 functional and in some cases it even gives a slight improvement over the latter ͑see Ref. 7͒. Heyd and Scuseria 8 made also an assessment of the HSE03 functional for several solid state systems using Gaussiantype orbitals ͑GTOs͒. Their results are in good agreement with experiment for various properties such as lattice constants, bulk moduli, and band gaps. 9 Although slightly less so for metallic systems, the results obtained for semiconducting and ionic systems show the HSE03 functional to be superior to the usual density functionals, such as LDA, PBE, and TPSS meta-GGA. 10 A comparison, however, between the performance of the PBE0 and HSE03 functionals, applied to solid state systems, has not been made so far. The recent addition of Fock exchange and hybrid functionals 11 to the features included in the VASP code 12, 13 allowed for the implementation of the HSE03 functional with relative ease.
In a real space formalism, the computational advantage of the HSE03 functional over the PBE0 functional stems from the elimination of the long-range part of the Fock exchange, which leads to a reduction of the domain over which the real space integrals have to be evaluated. When the Fock exchange operator is evaluated in reciprocal space, 14 as it is the most efficient within a plane wave formalism, the reduction in the computational requirement associated with the HSE03 scheme is expected to be of a different kind: within a band structure picture, the increased locality of the HSE03 Fock exchange interactions allows us to evaluate the shortrange Fock operator on a coarser k mesh than would be needed to accurately capture the features of the full Fock exchange operator. Since the computational cost of evaluating the Fock exchange scales quadratically with the number of k points, the reduction in the computational workload connected to the use of the HSE03 functional can be considerable.
In this work we will present a detailed evaluation of the description of solid state properties using the PBE0 and HSE03 functionals within the framework of the plane wave projector augmented wave ͑PAW͒ formalism. To this end we will present calculations on several structural ͑lattice parameters, bulk moduli, and cohesive energies͒ and electronic ͑band gaps, bandwidth͒ properties for a selection of archetypical metallic, semiconducting, and ionic solid state systems. Although there remains some caveats that need to be considered in the future, our main conclusion is that hybrid functionals work remarkably well for systems with intermediate gaps and their computational requirements can be kept at a reasonable level by the use of a screened Fock exchange operator.
II. THEORETICAL BACKGROUNDS

A. The PBE0 and HSE03 functionals
The "parameter-free" PBE0 hybrid functional 4, 15 offers many attractive features. It is constructed by a rational mixing of 25% Fock exchange with 75% of the well-known PBE exchange. 16 We note, however, that it has been argued that the ratio of the required nonlocal exchange is system dependent ͑see Refs. 4 and 17͒. The electron correlation is represented by the correlation part of the PBE density functional. 16 The resulting expression for the exchangecorrelation energy then takes the following simple form:
where the nonlocal Fock exchange energy E x ͑in real space͒ can be written as
in terms of the set of one-electron Bloch states ͕ kn ͑r͖͒ of the system and the corresponding set of ͑possibly fractional͒ occupational numbers ͕f kn ͖. The sums over k and q need to be performed over all k points chosen to sample the Brillouin zone ͑BZ͒, whereas the sums over m and n are performed over all bands at these k points. The k-point weights w k sum to one and the factors 2 account for the fact that we consider a closed-shell system with doubly occupied one-electron states. 
Eq. ͑3͒ can be rewritten as
where
is the representation of the Fock exchange potential in reciprocal space. 14 The present implementation relies on fast Fourier transforms to avoid convolutions, as explained in Ref.
11.
The description of finite systems using the PBE0 functional has been widely studied. 15, 18 The significant improvement with respect to the PBE calculations can be attributed to the fact that the use of a fixed portion of the Fock exchange reduces the self-interaction error of the density functional. 19 Under periodic boundary conditions, i.e., for infinite systems, its application within a real space formalism ͑employing, for instance, a Gaussian basis set͒ is still prohibitive, because of the slow convergence of the exchange interaction with distance. To avoid the calculation of the expensive integrals over the slowly decaying long-ranged part of the Fock exchange, Heyd et al. 7 proposed to replace it by the corresponding density functional counterpart. The resulting expression for the exchange-correlation energy ͑HSE03͒ is given by
As can be seen from Eq. ͑7͒, only the exchange component of the electron-electron interaction is separated into a short͑sr͒ and a long-range ͑lr͒ part. The complete electronic correlation is represented by the standard correlation part of the PBE density functional. A simple decomposition of the Coulomb kernel [20] [21] [22] [23] can be obtained using the construction
where r = ͉r − rЈ͉ and is the parameter that defines the range separation related to a characteristic distance ͑2/͒ at which the short-range interactions become negligible. In the context of the HSE03 functional, it has been empirically established that the optimum range-separation parameter, , is approximately 0. The representation of the corresponding short-range Fock exchange potential in reciprocal space is given by
The only difference to the reciprocal space representation of the complete ͑undecomposed͒ Fock exchange potential, given by Eq. ͑6͒, is the second factor in the summand in Eq. ͑10͒, representing the complementary error function in reciprocal space. Note that Eq. ͑10͒ shows the range-separated exchange interaction to belong to the class of screened exchange interactions, for which the representation of the Coulomb kernel in reciprocal space is of the general form
where ⑀͉͑G͉͒ϳ͑1−e −͉G͉ 2 /4 2 ͒ −1 defines the screening of the electrostatic interactions. Obviously, the PBE0 Fock exchange belongs to this family of screened exchange interactions as well ͓⑀͉͑G͉͒ =4͔.
The short-range PBE exchange energy and potential, as well as their long-range counterparts, are arrived at using the same decomposition ͓Eq. ͑8͔͒, in accordance with Heyd et al. 7 It is easily seen from Eq. ͑8͒ that the long-range term becomes zero for = 0 and the short-range contribution then equals the full Coulomb operator, whereas for → ϱ it is the other way around. Consequently, the two limiting cases of the HSE03 functional ͓see Eq. ͑7͔͒ are the PBE0 functional for = 0 and a pure PBE calculation for → ϱ.
B. Downsampling E x sr in reciprocal space
Consider the description of a bulk system, using a supercell made up of N primitive cells, in such a way that the lattice vectors of the supercell are given by a i Ј= n i a i ͑i =1,2,3͒, where a i are the lattice vectors of the primitive cell. Let R max be the distance for which erfc͉͑r − rЈ͉͒ ͉r − rЈ͉ Ϸ 0 for ͉r − rЈ͉ Ͼ R max . ͑12͒
When the nearest-neighbor distance between the periodically repeated images of the supercell R NN Ͼ 2R max , the shortrange Fock exchange potential, V x sr, , can be represented exactly, sampling the BZ at the ⌫ point only, i.e.,
͑13͒
This is equivalent to a representation of the bulk system using the primitive cell and a ͑n 1 ϫ n 2 ϫ n 3 ͒ sampling of the BZ,
where the set of q vectors is given by
and b 1, 2, 3 are the reciprocal lattice vectors of the primitive cell.
In light of the above, it is clear that the number of q points needed to represent the short-range Fock exchange potential decreases with decreasing R max and increasing , respectively. Furthermore, one should realize that the maximal range of the exchange interactions is not only governed by the complementary error function erfc͉͑r − rЈ͉͒ / ͉r − rЈ͉ but also depends on the extent of the spatial overlap of the one-electron states. For the Fock exchange energy, this can be easily shown by adopting a Wannier representation of the one-electron wave functions in Eq. ͑2͒ or ͑9͒. The radius R max , as defined in Eq. ͑12͒, therefore, provides an upper limit for the range of the exchange interactions, consistent with slowly decaying Wannier functions ͑metals͒.
Thus, in most cases, the short-range Fock potential may be represented on a considerably coarser mesh of points in the BZ than other contributions to the Hamiltonian. To take advantage of this situation, we restrict the sum over q in Eq. ͑10͒ to a subset, ͕q͖ k , of the full ͑N 1 ϫ N 2 ϫ N 3 ͒ k-point set ͕k͖, for which the following holds:
where C i is an integer "grid-reduction factor" along the reciprocal lattice direction b i . Note that the q-point grids are centered at the k point k at which V k ͑G , GЈ͒ needs to be evaluated. This is required to allow for a proper treatment of the long-range singularities in the Coulomb potential if the bare Fock operator is used. 11 The outlined procedure reduces the computational workload by a factor of C 1 C 2 C 3 .
III. COMPUTATIONAL SETUP
A. PAW calculations
The calculations presented in this work were performed with an ͑as yet͒ unreleased version of the Vienna ab initio simulation package ͑VASP͒, 13 which includes an implementation of the Fock exchange operator 11 and the closely related PBE0 and HSE03 hybrid functionals. To describe the electron-ion interactions, VASP employs the full-potential PAW method. 24, 25 The range-separated exchange integrals of the HSE03 functional were calculated on the radial augmentation grid, according to the usual PAW algorithm, using the recently derived spherical harmonic expression of the shortrange interaction kernel. 26 The parameters of the PAW data sets used in the present work are summarized in Table I . The cutoff energies E cut , listed in Table I , are sufficient to reduce the kinetic-energy errors for atomic one-electron wave functions ͑⌬E kin ͒ to 0.1 mRy ͑see Ref. 27͒. To minimize errors arising from the frozen core approximation, we used PAW data sets treating the Rh and Pd 4p states, the Ga 3d states, and the Li 1s states as valence electrons.
In order to compare the accuracy of our implementation of the HSE03 functional with the results of Heyd and Scuseria 8 we performed our calculations on the same selection of bulk systems as that of these authors.
The theoretical lattice constants and bulk moduli were determined by fitting the volume dependence of the static lattice energy ͓weighted seven point fit; covering an interval of roughly ͑0.9, 1.1͒⍀ exp , where ⍀ exp is the experimental equilibrium volume͔ to a Murnaghan equation of state. 28 In order to reduce the effects of changes in the size of the basis set due to changes in the unit cell volume, all calculations were performed at an energy cutoff roughly 30% larger than the relevant value listed in Table I .
All Brillouin zone integrations were performed on ⌫-centered symmetry reduced Monkhorst-Pack 29 meshes using the tetrahedron method with Blöchl corrections. 30 To facilitate a direct comparison to the work of Heyd and Scuseria 8 the PBE calculations were carried out using ͑24 ϫ 24ϫ 24͒ k-point meshes. Since such a dense sampling of the BZ would be extremely expensive in the case of PBE0 and HSE03 calculations, we investigated to which degree the k-point grids can be reduced without sacrificing the accuracy. For the PBE functional, ͑12ϫ 12ϫ 12͒ k points give identical values for the lattice constant and bulk modulus to within all specified digits. Note that the quadratic corrections in the tetrahedron method usually yield very fast convergence with respect to the sampling density in the BZ. 30 While the quoted PBE values can be considered as fully converged with respect to the k grids, it is not certain that the same applies to the hybrid functionals. In the latter case, one can vary the Brillouin zone sampling ͑k grid͒ and/or use a coarser grid for the representation of the ͑short-range͒ Fock exchange operator. To distinguish these two meshes we will refer to the possibly coarser mesh applied in the Fock exchange operator as q grid.
The effects of downsampling the reciprocal space representation of the Fock exchange operator in the PBE0 and HSE03 functionals were investigated for a series of different combinations of "full" k-point meshes, on which all contributions to the Hamiltonian except the Fock exchange are represented and their corresponding "downsampled" subsets of q points, on which only the Fock exchange is evaluated ͑see Sec. II B͒. These combinations are listed in Table II and we will from now on refer to these meshes using the notation
This strategy allows us to determine both the minimal k-mesh sampling needed to converge the total energy as well as the downsampled q mesh sufficient to converge the calculation of the Fock exchange contributions. Note that a coarser grid for the Fock exchange offers the greatest advantages for metallic systems, which require many k points to yield converged energies.
As will be shown in Sec. IV A, HSE03 calculations are well converged using ͑12ϫ 12ϫ 12͒ / ͑6 ϫ 6 ϫ 6͒ k points. In the interest of reducing the computational requirements, all HSE03 calculations of equilibrium volumes, bulk moduli, and gaps were initially performed on this combination of Combinations of "full" ͕͑k͖͒ and "downsampled" ͕͑q͖͒ meshes used to evaluate the effect of downsampling the reciprocal space representation of the Fock exchange operator in the PBE0 and HSE03 functionals.
grids. For the metallic systems and C, Si, and MgO, the HSE03 calculations were additionally carried out using ͑24 ϫ 24ϫ 24͒ / ͑8 ϫ 8 ϫ 8͒ meshes. For the remaining systems a ͑12ϫ 12ϫ 12͒ / ͑12ϫ 12ϫ 12͒ mesh was utilized as reported in Tables VI and VII . As for the PBE case, we found that the results using a ͑12ϫ 12ϫ 12͒ / ͑6 ϫ 6 ϫ 6͒ grid were already converged to 0.001 Å for the lattice constant of metals and to within all specified digits for C, Si, and MgO, justifying the coarser grids for the other insulating systems. We therefore consider the HSE03 calculations to be also fully converged with respect to the Brillouin sampling. All PBE0 calculations were performed using ͑12ϫ 12 ϫ 12͒ / ͑12ϫ 12ϫ 12͒ k points, i.e., without downsampling. Admittedly, convergence is the slowest for the PBE0 functional and it is possible that errors are therefore somewhat larger for the PBE0 case than for the HSE03 and PBE cases. Unfortunately, our computational resources did not allow us to perform extensive convergence tests for the PBE0 case. Note that a downsampling is not possible for the PBE0 case, making calculations excessively demanding; see Sec. IV A.
B. FP-"L…APW+ lo calculations
For further comparison, PBE calculations were performed for a selection of solids representing metals ͑Li, Al, Na, Cu, Rh, Pd, and Ag͒, semiconductors ͑GaAs͒, and insulators ͑MgO and C͒ using the full-potential ͑linearized͒ augmented plane wave ͓FP-͑L͒APW͔ plus local orbitals ͑lo͒ method as implemented in the WIEN2K code. 31 The APW + lo extension 32 was used for the valence electrons, since it allows for a faster convergence at the same high level of accuracy as the LAPW+ lo approach. In order to enable a direct comparison of the FP-͑L͒APW+ lo results with the PAW results, an identical k-point mesh for the Brillouin zone integration ͑24ϫ 24ϫ 24͒ was used. In the WIEN2K program the accuracy is determined by the parameter R MT K max , i.e., the product of the smallest of the atomic muffin-tin radii R MT in the system and the plane wave cutoff parameter, K max . The R MT and R MT K max used in this work are summarized in Table  III . Note that K max 2 roughly corresponds to the energy cutoff in the PAW calculations ͑see Table I͒ . Partial waves up to a momentum quantum number l = 10 were used for the computation of the spherical matrix elements, whereas for the computation of the nonspherical matrix elements l was set to 4. The eigenvalues were calculated in an energy range between E min = −7.0 Ry and E max = 1.5 Ry. Except in the case of Ag, E min was reduced to −8.0 Ry, whereas for GaAs and C, E max was increased to 2.0 and 2.5 Ry, respectively. For the latter three materials, the magnitude of the largest vector in the Fourier expansion of the charge density ͑G max ͒ was increased to 24 Ry and lm combinations, where m denotes the magnetic quantum number, up to an angular momentum of l max = 8, were included in the lattice harmonic expansion. For all other systems the default values ͑G max = 14 Ry and l max =6͒ provided for these parameters were not changed.
IV. RESULTS AND DISCUSSION
A. Downsampling
The convergence of the total energy with respect to the k-mesh representation of the wave function and the q-mesh representation of the Fock exchange potential was investigated for all compounds in our set of materials. Two cases will be discussed in detail: Al ͑fcc͒ and MgO ͑B1͒. The conclusions drawn from Al are valid for the other metallic systems as well. MgO represents the insulating and semiconducting systems, which are much less demanding with respect to the Brillouin zone sampling. Figure 1 shows the dependence of the total energy for fcc Al for all grid combinations listed in Table II . The upper panel presents the convergence behavior in the case of the HSE03 functional; the lower one gives the convergence behavior for the PBE0 functional. Figure 2 depicts the dependence of the Fock exchange energy for HSE03 and PBE0, respectively. Here, n q is the number of q points for the Fock exchange along one of the symmetry equivalent directions; the sampling density in reciprocal space decreases from left to right in the plots. The zero of energy in Figs. 1 and 2 is taken to be the value for the ͑24ϫ 24ϫ 24͒ / ͑24ϫ 24ϫ 24͒ k mesh ͑without downsampling͒.
The first important point is the convergence of the total energy with respect to the density of the k-point mesh, without downsampling of the Fock exchange interaction, ͕q͖ = ͕k͖. These are usually the lowest energy points for each n q . Figure 1 shows the HSE03 total energy to be well converged using a ͑12ϫ 12ϫ 12͒ mesh, whereas the energy difference between PBE0 calculations, employing ͑12ϫ 12ϫ 12͒ and ͑24ϫ 24ϫ 24͒ k points, still amounts to roughly 10 meV ͑note the different scales in both panels͒. A comparison to the corresponding data points in the lower panel of Fig. 2 shows this to be largely due to the change in the PBE0 Fock exchange energy.
The second relevant point is illustrated in Fig. 2 , showing the convergence behavior of the HSE03 and PBE0 Fock exchange energies. The HSE03 Fock exchange energy is converged to 1 meV for a ͑6 ϫ 6 ϫ 6͒ q-space mesh ͑circles connected by line͒, whereas the PBE0 Fock exchange energy still changes by roughly 5 meV from ͑24ϫ 24ϫ 24͒ to ͑12 ϫ 12ϫ 12͒ q points and by almost 40 meV using a ͑6 ϫ 6 ϫ 6͒ q mesh. The former is in good quantitative agreement with the arguments put forth in Sec. II B: for = 0.3 Å, R max is 6.7 Å; the nearest-neighbor distance in Al is roughly 2.8 Å. With the condition R NN Ͼ 2R max ͑see Sec. II B͒, this leads to a maximally required ͑5 ϫ 5 ϫ 5͒ sampling of the Fock exchange. Finally, we note that the error in the total energy is clearly dominated by the error in the Fock exchange energy for the PBE0 case and ͑16ϫ 16ϫ 16͒ k points are required for well converged results. Reasoning along these lines would lead us to the conclusion that in the case of MgO ͑nearest-neighbor distance Ϸ 1.8 Å͒, one might need a ͑8 ϫ 8 ϫ 8͒ mesh of q points to represent the short-range Fock exchange potential. However, as can be seen from Fig. 3 , the typical situation in semiconducting and especially in insulating systems ͑MgO has a band gap of around 7.7 eV͒ is quite different to the situation in metallic systems. Insulating systems are much less demanding both with respect to the density of the overall k sampling of the BZ as well as with respect to the q-mesh representation of the Fock exchange interaction. The description of the HSE03 Fock exchange interaction is already sufficiently accurate using a ͑4 ϫ 4 ϫ 4͒ mesh of q points and the PBE0 Fock exchange is shown to be converged on a ͑12ϫ 12ϫ 12͒ mesh. This obviously results from the enhanced locality of the Wannier functions ͑see Sec. II B͒ in insulators, as compared with metallic systems.
B. Lattice parameters and bulk moduli
PBE calculations
Table IV lists the equilibrium lattice constants, a 0 , and corresponding bulk moduli, B 0 , for the considered test set of ionic, semiconducting, and metallic systems obtained using the PBE functional and the PAW method ͑this work͒, as well as the PBE results from Gaussian ͑GTO͒ local basis set cal- ͑for NaF͒ and the ME and MAE to 0.039 and 0.045 Å, respectively. Disregarding the metallic systems slightly worsens this picture. We note that the experimental lattice constants in Table IV were not corrected for the anharmonic expansion arising from zero-point vibrations. Since anharmonicity corrections yield slightly smaller experimental lattice constants, 33 a small increase of the ME and MAE in the lattice constant is expected.
As is obvious from Table IV the overestimation of the lattice constant shows a one-to-one correlation with an underestimation of the bulk modulus. Since the calculated bulk moduli are quite sensitive to the equilibrium volume at which they are evaluated, an error in the theoretical lattice constant with respect to experiment translates into a comparatively large discrepancy in B 0 . This is clearly born out by the ME and MAE of the PAW-PBE bulk moduli with respect to experiment, which amount to −12.3 and 12.4 GPa, respectively.
The second point concerns the comparison between our PAW-PBE results and the GTO results of Ref. 8 . As can be seen from Table IV , the overall agreement between the PAWand GTO-PBE results is good; e.g., the mean deviation and mean absolute deviation of the PAW-PBE lattice constants, with respect to their GTO counterparts, are 0.004 and 0.013 Å, respectively, and the PAW and the GTO results show similar ME and MAE with respect to experiment. Nonetheless, in some cases the discrepancies are noteworthy: ͑i͒ for several systems the difference between the PAW and GTO lattice constants is relatively large ͑Li, Al, C, Si, SiC, GaAs, Rh, and Ag͒ and ͑ii͒ for several systems the GTO bulk modulus is significantly higher than its PAW counterpart, although the corresponding GTO lattice constant is larger than ͑or roughly equal to͒ the PAW lattice constant ͑Li, Si, Cu, and Pd͒.
These discrepancies can be attributed to either the differences in the basis sets ͑projector augmented plane waves versus contracted Gaussian orbitals͒, or to the quality of the PAW description of the interaction between the valence electrons and the ionic cores, or to both. As an independent benchmark we performed FP-͑L͒APW+ lo calculations ͑see Sec. III B͒ on Li, Na, Al, C, MgO, GaAs, Cu, Rh, Pd, and TABLE VI. Lattice constants, a 0 ͑Å͒, and bulk moduli, B 0 ͑GPa͒, obtained from HSE03 calculations using the PAW and local basis set ͑GTO͒ methods. Column headings marked by a " ‡" indicate values taken from Ref. 8 . ͑24ϫ 24ϫ 24͒ / ͑8 ϫ 8 ϫ 8͒ k points were used for metals, C, Si, and MgO and ͑12ϫ 12ϫ 12͒ / ͑12ϫ 12ϫ 12͒ k points were used for the remaining systems ͑see Sec. III A͒. Ag. The results are listed in Table V . As can be clearly seen, the agreement between the PAW and FP-͑L͒APW+ lo calculations is excellent ͑they are de facto identical͒, both for the lattice constants as well as for the bulk moduli. The most probable explanation for the discrepancies between the PAW and GTO results, therefore, is that the Gaussian basis sets used in Ref. 8 were not yet fully converged at least for some of the systems listed in Table IV , especially for the prediction of bulk moduli in d metals. We note that a recent publication of Heyd et al. 9 gives slightly different lattice constants ͑without bulk moduli͒. For C, MgO, and GaAs they reported values of 3.579, 4.268, and 5.771 Å, respectively, which are somewhat larger than the plane wave results. 8 Obviously, convergence is difficult to attain using GTOs. This is an important point to keep in mind as we turn to the discussion of the PAW-and GTO-HSE03 results, since basis set errors at the PBE level will carry over to the related hybrid functionals. Table IV͒ . The ME and MAE in the HSE03 lattice constants and bulk moduli amount to −0.006 Å, 0.029 Å, 1.2 GPa, and 9.1 GPa, respectively, compared with 0.039 Å, 0.045 Å, −12.3 GPa, and 12.4 GPa, for the PBE calculations. On average the HSE03 lattice constants are contracted by Ϸ1% with respect to their PBE counterparts ͑largest contractions: Ϸ1.5% for LiF and NaF͒. Whereas the PBE results show an almost consistent overestimation with respect to experiment, the HSE03 functional leads to an underestimation of the equilibrium volume in most cases ͑see Tables IV and  VI͒ . Unsurprisingly, the contraction of the HSE03 lattice parameter with respect to the PBE results goes hand in hand with an increase in the bulk moduli by roughly 10% ͑with the exceptions of Cu and Ag͒. 0.8%͒ and in some cases a bit erratic ͑e.g., Li shows a slight expansion of the lattice constant͒. Whereas the PAW-HSE03 lattice constants underestimate the experimental values, the GTO-HSE03 lattice constants on average still slightly overestimate the lattice constants, although the respective MEs and MAEs are of comparable magnitude ͑see Table VI͒ . Inclusion of zero-point vibration effects would improve the agreement of the PAW results with experiment. The same holds for bulk moduli, where an increase is observed from PBE to HSE03, both for the plane waves and for local basis sets ͑Fig. 5͒. Intriguingly, a lowering of the Cu and Ag bulk moduli at smaller lattice constant in comparison to PBE is shown by both the GTO and PAW calculations. However, as can be seen from the MAEs in Table VI , the GTO-HSE03 calculations seemed to perform much better with respect to experiment than the corresponding PAW calculations ͑4.7 versus 9.1 GPa͒. We believe this to be due to a fortuitous cancellation of basis set errors in the case of the GTOs. The differences stem mainly from the results for C, SiC, GaAs, and the d-metal systems ͑Cu, Rh, Pd, and Ag͒, for which we have already demonstrated that the local basis set calculations do not match our PAW and FP-͑L͒APW + lo results on the PBE level. Tables VI and VII , it is clear that the PBE0 results present a further slight improvement over the HSE03 functional. On average the PBE0 lattice constants show a slight expansion of Ϸ0.3% in comparison to the corresponding HSE03 results and the bulk moduli are typically reduced by about 1%-2%, with the exception of GaN, GaAs, Cu, Rh, and Pd.
Solid
HSE03 calculations
PBE0 calculations
The relatively modest improvement of the PBE0 calculation in comparison to the HSE03 functional has to be weighed against the computational advantages of the HSE03 functional. We suppose that the latter outweighs the moderate improvements in the quality of results. 
C. Atomization energies and heats of formation
where E 0 ͑M͒ is the total energy of the bulk system and E 0 ͑X͒ the corresponding energy of the constituent atoms, X at standard pressure. All energies in 34 As Table VIII clearly shows, the overall description of the atomization energies of our set of systems is best at the PBE level, with a MARE of 3.4%, compared with 7.6% and 6.7% for the PBE0 and HSE03 results, respectively. A comparison between the ME, MAE, and MARE listed in Table  VIII for the complete set of systems and the corresponding entries for the nonmetallic systems only shows that the PBE0 and HSE03 hybrids underperform with respect to the PBE functional, especially for d metals. For the subset of nonmetallic systems, the ME, MAE, and MARE in the PBE, PBE0, and HSE03 cases are quite comparable, at least within the error margin introduced by the neglect of zero-point vibrational energies. The main reason for the large reduction of the atomization energy of d metals is related to the increased stability of the spin-polarized atom compared with an artificial non-spin-polarized atom. Most likely, the hybrid functionals overestimate the exchange splitting in d elements, with a concomitant increase of the spin-polarization energy. We will see a related error for bcc Fe in the next section. Because of the increased discrepancies to experiment, which are mainly related to problems in atoms, one might hope for improved results for the heat of formation, ⌬H f , a key quantity in thermochemistry. For the elementary reaction
it is defined as
where s and g refer to a compound in the solid and gas phases, respectively. Table IX lists the PBE, PBE0, and HSE03 values for several reactions covered by the test set. For the molecules involved in the gas-phase reactions, "harder" PAW potentials instead of those given in Table I were utilized ͑see Ref. 11͒. To correct for the resulting error, the energy difference between the spherical atoms calculated with the standard and the hard PAW data set was added. This correction, however, changes the results only little, leading to a mean error of around 0.5%. Whereas the PBE results show a pronounced underestimation for the heat of formation ͑14% with respect to experiment͒, the PBE0 and especially the HSE03 hybrid functional perform markedly better, with MAREs of 9% and 6%, respectively. Although the set of systems listed in Table IX cannot be termed representative, these results are encouraging and relativize the large discrepancies for the atomization energies at the PBE0 and HSE03 levels.
D. Band gaps and magnetic properties
In order to investigate the performance of hybrid functionals applied to the calculations of electronic properties, we present results for GaAs ͑zinc blende͒, Si ͑cubic diamond͒, C ͑cubic diamond͒, MgO ͑B1͒, NaCl ͑B1͒, and Ar ͑fcc͒ band gaps. The data given in Table X show the differences between the eigenvalues of the highest occupied band at the ⌫ point and the lowest unoccupied band at the ⌫, X, and L points, except for Ar, for which we report only the ⌫-⌫ gap. These calculations applying the PBE, PBE0, and HSE03 functionals have been carried out at the experimental lattice constant.
As usual, the DFT ͑PBE͒ calculations show the typical underestimation of band gaps. Generally one can conclude that admixing Fock exchange definitely improves the gaps upon the pure DFT calculations. For the HSE03 case, the improvements are most notable for systems with a small to medium gap size, whereas for large-gap systems, such as NaCl and Ar, the band gaps are still underestimated. The PBE0 functional overestimates the band gaps for semiconductors and still underestimates it for large-gap insulators; the PBE0 results are almost uniformly shifted by 0.8 eV with respect to the HSE03 values.
The failure for large-gap systems can be understood by realizing the analogies between simple model GW approaches ͑static COH-SEX͒ and hybrid functionals. 44 We note that GW gives an excellent account of band gaps for semiconductors and insulators. 45 In both cases, a fraction of the nonlocal exchange is experienced by the electrons, but in the GW method its amount is determined by multiplying the bare nonlocal exchange operator with the inverse of the dielectric function. Hence, in large-gap systems, where screening is very weak, the nonlocal exchange term should approach the bare Fock exchange, whereas for systems with an intermediate screening ͑medium gap size͒, the HSE03 functional has just the right balance.
For metals, we also find that the results using the hybrid functionals are not entirely satisfactory. In general the HSE03 functional increases the bandwidth. The Na valence bandwidth, for instance, increases from 3.3 to 3.7 eV ͑4.3 eV͒ using the HSE03 ͑PBE0͒ functional and for Al it increases from 11.1 to 12.5 eV ͑13.1 eV͒. The experimental x-ray photoemission spectroscopy ͑XPS͒ spectra are reproduced accurately using the LDA densities of states, 46 which suggests that the HSE03 bandwidths are slightly and the PBE0 bandwidths significantly too large. In particular, for Al the XPS spectrum shows the onset of the valence band well above 12 eV ͑Ϸ12.5 eV͒. 46 More severe problems are encountered for itinerant magnetic systems. We have performed only a few tests for Fe, Co, and Ni and concentrate on the Fe case here, expecting these observations to carry over to other itinerant magnetic systems. For Fe, the magnetic moment is 2.2 B using the PBE functional, in excellent agreement with experiment ͑2.2 B ͒. 25 Using the HSE03 functional, the magnetic moment increases to 2.7 B and the exchange splitting is significantly overestimated compared with experiment. Considering the previous analogy between GW and hybrid functionals, failures for metals are not unexpected. In the strongly screening metals, the inverse dielectric function approaches zero and hence the nonlocal exchange term in the GW approximation is strongly screened. Using 25% of the nonlocal exchange term thus leads to an overestimation of the exchange splitting and bandwidth in metals.
V. CONCLUSIONS
In this work, the performance of screened hybrid density functionals, in particular, the HSE03 and PBE0 functionals, was rigorously assessed through calculations of structural ͑equilibrium lattice constants, bulk moduli͒, thermochemical ͑cohesive energies, heats of formation͒, and electronic properties ͑band gaps͒ of semiconductors and insulators. For this purpose, a representative test set of 20 materials comprising ionic, semiconducting, and metallic systems was chosen. The implementation of hybrid functionals, which requires inclusion of a fraction of the nonlocal Fock exchange, was done in a plane wave based code using the PAW method. This allows for basis-set-superposition-free calculations and one can benefit from computationally efficient fast Fourier transforms.
The obtained results have been compared first with experimental values and second to literature results based on calculations using Gaussian-type orbitals ͑GTOs͒. In general, the discrepancies between PAW and the GTO calculations are moderate but still not entirely negligible. We believe that the PAW results are more reliable, as demonstrated by additional FP-͑L͒APW+ lo calculations on the PBE level, which gave de facto identical properties as the PAW method.
Our main findings still agree with the previous assessment based on GTOs. 8 The equilibrium lattice constants decrease using the hybrid functionals, bringing them in better agreement with experiment. Also the bulk moduli are improved. It is, however, still too early to use the hybrid functionals routinely as a replacement for the traditional semilocal functionals, as demonstrated by the results for transition metals. The cohesive energy of these systems is significantly underestimated, which can be traced back to an overestimated exchange splitting and spinpolarization energy in d elements. This also leads to an overestimation of the predicted magnetic moment in bcc Fe and other 3d metals.
If these special cases are excluded, we find that the atomization energies of the considered solids agree well with experiment. The results of thermochemical calculations are even more promising insofar that the HSE03 functional yields heats of formation that are improved compared with both the semilocal PBE functional as well as the hybrid PBE0 functional. Band gaps are also clearly improved by admixing a fraction of the bare Fock exchange, although we again find the improvement to be nonuniversal. For large-gap systems the HSE03 functional still seriously underestimates the band gaps, whereas for metals the bandwidth seems to be slightly overestimated. Using the analogy between GW and hybrid functionals it is argued that more of the exact exchange would be required in large-gap systems and less in metals or strongly screening materials. It might well be that this is also the main reason why the exchange splitting is overestimated in d elements, where the long-range exchange contribution is efficiently screened by the s and p electrons and by screening between open-shell d orbitals ͑near degeneracy of multiplets in atoms͒. Finally we want to comment on the computational performance of hybrid functionals in solids. We find that only a few k points are required to calculate the nonlocal exchange energy ͑and total energy͒ in the case of the HSE03 functional. This favorable behavior is related to the fact that only the short-range Fock exchange is included in the HSE03 functional. One can exploit this behavior in periodic codes by restricting the k-point mesh in the evaluation of the nonlocal exchange operator. Typically we find that ͑6 ϫ 6 ϫ 6͒ k points are more than sufficient to accurately represent the screened exchange interaction even in metals, whereas at least ͑12ϫ 12ϫ 12͒ k points are required if the bare ͑un-screened͒ exchange operator is used. As for real space codes, the HSE03 functional is therefore clearly preferable than the PBE0 functional, where the overall convergence is dominated by the Fock exchange.
Erratum: "Screened hybrid density functionals applied to solids" †J. we have carefully scrutinized our program by comparing the exchange energies for a set of densities to reference values provided by the group of Scuseria. 5 It turned out that our screened density functional implementation missed a conversion factor from Ångström to Bohr units. This disparity of the density functional and Fock components of the exchange energy has led to an error similar to that of the HSE implementation. Although our results are only slightly affected by this error, we report here the lattice constants and bulk moduli ͑Table I͒, atomization energies ͑Table II͒, heats of formation ͑Table III͒, and band gaps ͑Table IV͒ using the corrected implementation. Furthermore, Krukau et al. 6 have found recently that the optimal value of the screening parameter , appearing in the correct implementation of the HSE functional, is = 0.11 a . u. Although this latter value is the same as the one cited in papers using HSE03, our results, obtained by the consistent application of a single screening parameter to the local and nonlocal exchange components, cannot be compared directly with the Gaussian HSE03 ones.
We find that the lattice parameters, atomization energies, and heats of formation vary only little, if the screening parameter is changed from 0.3 to 0. that all conclusions in our original publication remain valid, although, for the lattice constants and energetics, the present HSE implementation yields values closer to the PBE0 functional than in our original work. 
