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Abstract
Cardiac Magnetic Resonance Imaging (MRI) is time-consuming and
error-prone. To ease the patient’s burden and to increase the efficiency
and robustness of cardiac exams, interest in methods based on contin-
uous steady-state acquisition and self-gating has been growing in recent
years. Self-gating methods extract the cardiac and respiratory signals
from the measurement data and then retrospectively sort the data into
cardiac and respiratory phases. Repeated breathholds and synchroniza-
tion with the heart beat using some external device as required in con-
ventional MRI are then not necessary. In this work, we introduce a novel
self-gating method for radially acquired data based on a dimensionality
reduction technique for time-series analysis (SSA-FARY). Building on Sin-
gular Spectrum Analysis, a zero-padded, time-delayed embedding of the
auto-calibration data is analyzed using Principle Component Analysis.
We demonstrate the basic functionality of SSA-FARY using numerical
simulations and apply it to in-vivo cardiac radial single-slice bSSFP and
Simultaneous Multi-slice radiofrequency-spoiled gradient echo measure-
ments, as well as to Stack-of-Stars bSSFP measurements. SSA-FARY
reliably detects the cardiac and respiratory motion and separates it from
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noise. We utilize the generated signals for high-dimensional image re-
construction using parallel imaging and compressed sensing with in-plane
wavelet and (spatio-)temporal total-variation regularization.
Keywords: Self-Gating, MRI, dimensionality reduction, PCA, Singular
Spectrum Analysis
1 Introduction
Magnetic Resonance Imaging (MRI) is an intrinsically slow imaging technique,
which makes imaging of moving organs particularly challenging. Still, from the
early years of MRI, researchers recognized the great chances and implications
of monitoring the beating heart without the use of ionizing radiation and with
the superior tissue contrast of MRI. Here, the respiratory and cardiac motion
pose high demands on the acquisition and reconstruction.
One solution is real-time imaging which resolves the true dynamics of the
heart but is limited in terms of temporal and spatial resolution and restricted
to two-dimensional imaging [1, 2, 3, 4]. In clinical practice, pro- or retrospective
gating is typically used, which exploits the quasi-periodicity of the respiratory
and cardiac motion to compose a single synthetic heart-beat from data acquired
during several actual beats. To synchronize data-acquisition with breathing
motion, external devices like a respiratory belt or adapted sequences with nav-
igator readouts are commonly used [5, 6]. However, these devices have to be
placed and adjusted individually for each patient. Furthermore, the resulting
respiratory signal is not always directly correlated to the motion of the heart
[7]. Sequences with additional interleaved navigator acquisitions prolong the
measurement substantially and complicate the use of steady-state sequences.
Otherwise, breath-hold commands can be used to avoid the need for respiratory
gating completely, which, however, can be exhausting, time-consuming and not
expedient for sick or non-compliant patients and children. For cardiac gating,
the standard in clinical practice is the use of an electrocardiogram (ECG) [8],
but the ECG signals can experience signal distortion when MRI sequences with
fast gradient switching are utilized [9].
To avoid these drawbacks and to gain more flexibility, techniques have been
developed to extract cardiac motion from the data itself, which is known as
retrospective self-gating [10]. Similar approaches can also be used to extract
respiratory motion [11]. A large number of different strategies for cardiac, res-
piratory or combined self-gating with Cartesian or Non-Cartesian acquisition
were proposed in the past, e.g. [10, 12, 13, 14, 15, 16]. Still, the fundamental
idea in most approaches is similar: Either a 1D signal is extracted from certain
receive channels using a band-pass filter and specific properties of the acquired
auto-calibration (AC) data, or a (sliding-window) low-spatial high-temporal res-
olution reconstruction of a specific region of interest (ROI) is analyzed. A more
sophisticated yet simple idea was proposed by Pang et al. [17]: The general
concept of dimensionality reduction [18] is applied to the AC data by using a
Principle Component Analysis (PCA) to extract the required motion signals.
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However, the resulting signals are often spoiled by noise or trajectory-dependent
oscillations, which makes additional filtering necessary [19, 20, 21]. Moreover,
cardiac and respiratory motion are not always clearly separated [22], which
complicates data binning into the respective breathing and heart phases and
requires the use of further post-processing steps such as coil clustering [23].
To overcome these limitations, we propose the use of an adapted Singular
Spectrum Analysis (SSA), which can be thought of as a temporally localized
PCA or equivalently as a PCA applied to time-delay embedded coordinates.
SSA is an application of the general Karhunen-Loe`ve theorem [24] and a power-
ful tool for the analysis of dynamical systems, incorporating elements of classi-
cal time series analysis, multivariate statistics, multivariate geometry and signal
processing [25]. Broomhead and King derived SSA from Takens’ theorem for
the analysis of chaotic dynamical systems, and applied it to the problems of dy-
namical systems theory [26, 27]. Further development was promoted by Vautard
et al. [28, 29]. Since the birth of SSA in 1986 [27, 30] it has found wide-spread
application in various fields [31, 32, 33, 34, 35, 36]. SSA can be used for noise re-
duction, detrending and the identification of oscillatory components [29], hence
it is ideally suited for the extraction of vital motion signals such as respiratory
and cardiac motion in self-gated MRI.
Nevertheless, conventional univariate SSA can only be applied to single-
channel time-series, whereas in parallel MRI multiple receive channels (phased
array coils) are available. Channels located closer to the heart tend to capture
cardiac motion, while coils placed near the diaphragm rather monitor respiratory
motion. Manual coil selection [37] can enable the use of univariate SSA for
vital motion extraction, but correlated information from other coils is then lost.
Moreover, for routine clinical use a fully automated technique is preferred.
Fortunately, univariate SSA has a natural extension for the analysis of a
multi-channel time-series [30]. However, this multivariate SSA is not a dimen-
sionality reduction technique, but recovers the specific oscillations for each chan-
nel rather than to extract a single signal that describes the temporal evolution
of the principle motion components.
Here, we adapt the Singular Spectrum Analysis For Advanced Reduction of
dimensionalitY, which we dub SSA-FARY [38, 39]. In its original form (mul-
tivariate) SSA consists of four steps [25]: I) Hankelization, II) Decomposition,
III) Grouping, IV) Backprojection. In SSA-FARY, we remove steps III) and IV)
and instead perform a zero-padding operation at the start. We will demonstrate
the basic functionality of SSA-FARY in numerical simulations and show re-
constructions of in-vivo cardiac measurements acquired with single-slice bSSFP
and Simultaneous Multi-Slice (SMS) radio-frequency (RF) spoiled gradient echo
(FLASH) sequences, as well as with a Stack-of-Stars (SOS) bSSFP sequence.
2 Theory
In radial single-slice, SMS or Stack-of-Stars imaging the central k-space point
or the central line along the slice-dimension kz (kx = 0, ky = 0), respectively,
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have proven to be ideally suited for self-gating [10, 20]. We extract this AC
data from the measurement data and stack all coils and partitions into a single
dimension. This yields a multi-channel time-series X tc of size [(Np×Nc)×Nt],
with 1 ≤ t ≤ Nt and 1 ≤ c ≤ (Np ·Nc), which contains information about the
respiratory and cardiac motion. Nt is the total number of central k-space points
or lines used for auto-calibration, Np is the number of partitions and Nc is the
number of receive coils. Each channel c is normalized to have zero-mean.
2.1 Correction of the AC data
System imperfections such as gradient delays and off-resonances usually cause
a corruption of the AC data X, which manifests an oscillation of a trajectory-
dependent frequency in radial imaging [19]. This signal fluctuation is often
misinterpreted by dimensionality reduction methods as a major signal contri-
bution. This contribution can mostly be removed by a simple orthogonal pro-
jection based on its known frequency. Here, we extend this method to also
include higher-order harmonics which yields a method that almost completely
removes the unwanted signal. For simplicity, we assume a golden angle acquisi-
tion scheme. Let ϕ0 be the incremental projection angle, then
ϕt = t · ϕ0 (1)
is the projection angle used for the acquisition at time step t. We define the
vector
nt :=

eiϕ
t
e−iϕ
t
ei·2ϕ
t
e−i·2ϕ
t
...
ei·NHϕ
t
e−i·NHϕ
t

, (2)
containing the oscillations up to the NH -th harmonic as a basis for the perturb-
ing oscillation and constrain X to be orthogonal to n,
Xcor = Xraw − n(n†Xraw), (3)
with † denoting the pseudo-inverse. This procedure cleans the corrupted signal
Xraw and yields a corrected time series Xcor. We use this AC correction method
in all presented in-vivo experiments.
2.2 Dimensionality Reduction Methods
Principle Component Analysis PCA can be understood as the rotation of
the original coordinate system to a new one with orthogonal axes that coincide
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with the directions of maximum variable variance [40]. The PCA of a time-series
X can be performed using the Singular Value Decomposition (SVD).
XT = USV H . (4)
Here, the diagonal matrix S contains the real eigenvalues λ1 ≥ · · · ≥ λNt ≥ 0
in decreasing order of magnitude. PCA provides the expansion of XT onto the
orthonormal [Nt ×Nt] basis U ,
(XT )t =
Nt∑
k=1
U kt (SV
H)k, (5)
where the principle components (SV H)k are given by
(SV H)k :=
Nc·Np∑
l=1
S lk (V
H)l = λk(V
H)k . (6)
Since the cardiac and respiratory motion signals contribute as main sources of
variation to the time-series X, their temporal behavior should be captured by
one of the first basis vectors Uk, respectively [17].
Singular Spectrum Analysis For Advanced Dimensionality Reduction
(SSA-FARY) A schematic of the SSA-FARY procedure is depicted in Fig. 1a.
In contrast to conventional (multivariate) SSA, we first zero-pad (Z) the second
dimension of the AC dataX to obtain matrix X˜ of size [(Np×Nc)×(Nt+W−1)],
X˜ = ZX. (7)
Next, we construct a Block-Hankel calibration matrix
A = HX˜ (8)
of size [Nt × ((Np × Nc) ×W )]. Here, the Hankelization operator H slides a
window of size [1 ×W ] through channel X˜c of the zero-padded AC data and
takes each block to be a row in the c-th column of the calibration matrix. This
operation is similar to the construction of the calibration matrix in ESPIRiT
[41].
We decompose A using a Singular Value Decomposition (SVD)
A = USV H , (9)
and consider U of size [Nt × Nt] as the orthonormal basis that consists of the
Empirical Orthonormal Functions (EOFs) Uk, 1 ≤ k ≤ Nt. The principle
components (SV H)k are given by
(SV H)k :=
W ·Nc·Np∑
l=1
S lk (V
H)l = λk(V
H)k. (10)
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The expansion of A, or X˜, in the basis U then reads
X˜ t+jc = A
cj
t =
Nt∑
k=1
U kt (SV
H) cjk , (11)
where 1 ≤ t ≤ Nt iterates through the temporal samples, 1 ≤ c ≤ (Nc · Np)
through the channels and 0 ≤ j < W is the index inside the sliding-window.
The EOFs can be considered as data-adaptive weighted moving averages of the
original time series X˜, with V being the data-adaptive filters [29, 42],
US = AV , (12)
U kt =
1
λk
Np·Nc∑
c=1
W∑
j=1
X˜ t+jc V
k
cj . (13)
In fact, the columns of V can bee seen as a complete eigenfilter decomposition
of the original time-series [43]. These filters V k act as data-adaptive band-pass
filters with a frequency bandwidth δfB given by
δfB =
fs
W
, (14)
where fs is the sampling rate [44, 45]. Harris and Yuan showed in [42] for
the univariate case that a periodic oscillation contained in the data lead to an
even and odd filter. The application of these filters to the original time-series
constitutes for each oscillation one EOF which is in phase and one which is in
quadrature to the original oscillation, respectively.
Vautard et al. [29] proposed another interpretation of the EOFs considering
the minimization problem
arg min
α
|t,k
Np·Nc∑
c=1
W∑
j=1
∥∥∥X˜ t+jc − α(SV H) cjk ∥∥∥2 . (15)
The solution of eq. (15) is α = U kt , thus the EOFs can be obtained by a local
least-squares fit of the k-th principle component to the original time-series.
This locality, determined by the window size W , distinguishes SSA-FARY from
classical PCA, which does not take the temporal past and future of a sample
into account. In fact, PCA is a special case of SSA-FARY with W = 1,
A|W=1 = HX˜ = HZX = XT . (16)
In conventional SSA, i.e. where no zero-padding is applied, the EOFs are
of reduced length Nt −W + 1. Thus, the exact correspondence in time is lost,
which inhibits their use as self-gating signal. In contrast, the EOFs Uk in SSA-
FARY preserve the length Nt of the original time-series and can directly be
used for self-gating, similar to the eigenvectors Uk in PCA. In distinction to
PCA, the EOFs in SSA(-FARY) capture temporal oscillations via oscillatory
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pairs [28]. In particular, if two consecutive eigenvalues are nearly equal, the two
corresponding EOFs are nearly periodic with the same period and in quadrature
[46], which is a consequence of the filtering property of SSA-FARY [42]. To
ensure a proper separation the singular values of different EOF pairs should
be distinct, which is called the strong separability condition [47] and usually
fulfilled for our application.
These pairs can be seen as the data-adaptive equivalent to the sine-cosine
pairs of Fourier analysis [48]. A single EOF-pair might suffice for the analysis of
nonlinear and inharmonic oscillations, as it automatically locates intermittent
oscillatory regions. In contrast, classical spectral analysis would require a large
amount of harmonics or subharmonics of the fundamental period [29, 49].
Comments The EOF Uk is also the k-th left eigenvector of the [Nt × Nt]
real-symmetric cross-covariance matrix
C = AAH . (17)
Depending on the number of acquired spokes and partitions, computing the
eigen-decomposition of C is usually more efficient than computing the SVD of
A.
In contrast to the parameter-free PCA, for SSA we must define a window
size W . To long-range correlations in time, W should be large, which - as a
trade-off - results in a lower degree of statistical confidence [49]. Vautard et al.
[29] showed that SSA can resolve oscillations best when the periods are shorter
than the window size W . In our study, the window size W ≈ 3 s proofed to be
a robust choice for most measurements, independently of the utilized sequence,
and this value was chosen as the default. More information on the choice of the
window size is given in the Methods and Discussion section.
The fundamental concept behind the use of a temporal window W is Taken’s
delay embedding theorem [26], one of the backbones of chaotic dynamical system
analysis. Instead of considering each temporal sample individually and isolated
from other time points, so called time-delay coordinates are constructed by
embedding the samples in a higher-dimensional space with embedding dimension
W . Consequently, each time point is represented by a time-delay coordinate
vector, which comprises not only the sample of the respective time but also its
temporal past and future. It is therefore a natural choice to pick an odd value
for W in order to incorporate the same amount of past and future information.
Towards the beginning and the end of a time-series this embedding can no
longer be constructed due to lack of past or future samples, respectively. There
are two strategies to overcome this limitation: 1.) Time-delay coordinates are
constructed for the central Nt− (W − 1) samples only, which means that W − 1
samples would be discarded from future processing. 2.) (W − 1)/2 samples
are zero-padded on both ends of the time-series, which comes at the expense of
increased inaccuracy for the marginal samples of the time-series. However, for
the second approach no samples have to be discarded and through the symmetric
zero-padding the time-delay coordinates remain in sync with the actual temporal
evolution of the signal. In this manuscript, the second approach is used.
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2.3 Binning
The myocardium shows different behavior for contraction and expansion, so
usually the entire cardiac cycle is divided into multiple distinct bins to accurately
resolve the temporal motion. For respiratory gating it is usually assumed that
inspiration and expiration do not have to be distinguished [50, 20, 16]. However,
various studies reveal that respiratory motion is heavily subject-dependent and
exhibits a strong variability as well as hysteresis which affects the global position
of the myocardium [51, 52, 53, 54]. Hence, inspiration and expiration should be
distinguished to properly resolve the effects of breathing motion on the heart.
Since SSA-FARY yields EOF quadrature pairs that capture the phase in-
formation of periodic oscillations, binning is straight-forward for both cardiac
and respiratory motion: The phase portrait, i.e. the amplitude-amplitude scat-
ter plot, of an EOF pair is divided into N circular sectors with central angle
φ = 360◦/N . The samples are then binned according to their respective circular
sector, see Fig. 1b.
Figure 1: (a) Schematic of SSA-FARY: The multi-channel AC data is zero-
padded Z and Hankelized H. Then the cross-correlation matrix AAH is cal-
culated and decomposed using an eigenvalue or singular value decomposition.
The left eigenvector U contains the EOF quadrature pairs that represent the
principle motion signals of the time series. (b) Binning: The phase portrait of
an EOF quadrature pair is divided into N circular sectors with equal central
angle ϕ = 360◦/N . The samples are then assigned to bins according to their
respective circular sector.
3 Methods
3.1 Numerical simulations
We compare the capability of PCA and SSA-FARY in extracting and separating
oscillatory signals in simple numerical simulations.
The signals we want to extract are two frequency-modulated sinusoids
a(t) = A sin(ϕa + ωat+ φa(t)), (18)
b(t) = B sin(ϕb + ωbt+ φb(t)), (19)
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with
φa(t) = Φ sin(2pit/2T ), (20)
φb(t) = Φ sin(2pit/T ), (21)
which account for frequency variations. To simulate various channels i, we use
a weighted sum
xi(t) =
i
Nc
a(t) +
(Nc + 1− i)
Nc
b(t), 1 ≤ i ≤ Nc. (22)
To spoil the composite signals xi(t), we add Gaussian white noise hnoise(t) with
standard deviation σnoise, or an oscillatory spell from time t1 to time t2,
hspell(t) = C sin(ϕc + ωct), t1 ≤ t ≤ t2, (23)
or an exponential trend
htrend(t) = D1e
ξt −D2, (24)
to all channels, which yields
Xi(t) = xi(t) + h(t). (25)
We analyze the time series Xnoise, Xspell and Xtrend using PCA and SSA-
FARY with window size W . Note, that the aim of this numerical experiment
is to demonstrate the general benefits of SSA-FARY over PCA for the analysis
of time-series, and not to simulate cardiac and respiratory motion in the most
accurate way. We therefore did not include the modeling of a more complex
frequency variability or motion signal shapes. More details on the simulation
are provided in the appendix.
3.2 In-vivo experiments
All measurements were performed on a SIEMENS Skyra 3T scanner using 30
channels of a thorax and spine coil. Gradient delay correction was performed
using RING [55, 56]. The AC data was corrected using the orthogonal projection
with NH = 5. In the following, the AC data’s real and imaginary part are
treated as individual channels. The field of view in all experiments was 256 ×
256 mm2 at base resolution 192. All presented experiments were performed on
volunteers with no known diseases, who gave written informed consent. All SOS
measurements were performed on different volunteers. The study had received
approval from the local ethics committee.
Sequence Design, Auto-Calibration and Reconstruction We utilize a
radial bSSFP sequence for the single-slice measurement, an RF-spoiled gradi-
ent echo sequence with randomized radio-frequency spoiling [57] for the SMS
measurement and a radial bSSFP sequence with undersampling in kz direction
[58] for the SOS measurement. To obtain maximum k-space coverage and thus
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improved image quality [59, 60], the projection angle ϕ is increased in each shot
about the seventh tiny golden angle ϕ0 ≈ 23.6◦ [61]. For the SMS and SOS
measurements, the partitions are acquired in an interleaved fashion, i.e. one
spoke is recorded for each partition before the next in-plane spoke of a partition
is acquired.
For single-slice imaging, the central sample of all spokes is used for auto-
calibration. For SMS, more AC data is available as not only a single sample but
the central line along the kz (kx = 0, ky = 0) direction can be utilized.
Inspired by [58], we make use of variable-density kz-undersampling for the
SOS acquisition. From the total number of 14 partitions, the central 6 parti-
tions are always acquired and the corresponding central line is used for auto-
calibration. The remaining 8 partitions are undersampled by a factor of 4. This
center-dense sampling scheme does not only increase the temporal resolution of
the AC data, but also improves the image quality [62].
For self-gating with PCA and SSA-FARY as well as for imaging reconstruc-
tion we use BART [63]. Image reconstruction is performed using combined parallel
imaging and compressed sensing [64] applying the alternating direction method
of multipliers (ADMM) [65] with in-plane wavelet-regularization on the spatial
dimensions and total variation (TV) on the cardiac and respiratory dimension
[20, 66]. For SOS imaging, we additionally apply TV regularization in slice
direction. The coil sensitivities for the single-slice and SMS measurements are
generated using radial ENLIVE allowing two maps [3, 60, 67, 41]. To reduce the
memory demand we allow only one map in the SOS reconstruction. We apply
coil compression [68, 69] to reduce the number of coils to 13 for single-slice and
SMS, and 10 for SOS imaging and perform the calibration of the sensitivities
using a lower resolution.
The SSA-FARY gating signals is distributed into 25 cardiac and 9 respiratory
bins for image reconstruction. Although not always necessary, we standardly
perform an additional detrending of the EOFs using a moving average filter of
length Lavg ≈ 3W . This further improves the binning accuracy of SSA-FARY
by removing a possibly remaining residual trend.
In the spirit of reproducible research, code and data to reproduce the exper-
iments are made available on Github1.
Single-slice imaging We perform a 90 second free-breathing bSSFP scan
(TE/TR = 1.90/3.80 ms, flip angle 30◦) with slice-thickness 7 mm of the human
heart in short-axis view and use the first 30 seconds of data for further anal-
ysis and image reconstruction. The full 90 second scan is used for a gridding
reconstruction in Supplementary Material chapter II. We furthermore conduct
an ECG-triggered CINE bSSFP breath-hold scan of the same slice (TE/TR =
1.52/3.04 ms, flip angle 45◦, slice-thickness 7 mm).
We compare the principal motion signals using PCA and SSA-FARY with
window size W = 751, which covers a period of about 3 s.
1https://github.com/mrirecon/SSA-FARY
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SMS imaging We perform a 60 second free-breathing SMS RF-spoiled gradi-
ent echo scan (TE/TR = 1.79/2.90 ms, flip angle 12◦) with three simultaneously
acquired slices in short-axis view. The slice thickness is 5 mm and the slice gap
10 mm. We use SSA-FARY with window size W = 345 which covers a pe-
riod of about 3 s. We perform a joint reconstruction of all slices using binning
based on SSA-FARY. To evaluate the accuracy of SSA-FARY, we compare the
SSA-FARY respiration quadrature-signals of the complete time series with the
breathing pattern extracted from a real-time reconstruction [60, 70].
SOS imaging We measure 8 volunteers and on each we perform a free-
breathing three-minute radial SOS bSSFP scan (TE/TR = 1.90/3.80 ms, flip
angle 35◦) with fourteen partitions in short-axis view and slice thickness 7 mm.
By default we use SSA-FARY with window size W = 91 which covers a pe-
riod of about 2.8 s. For one volunteer the respiratory EOF pair revealed highly
irregular breathing with occasional breath-holds of up to 9 s and for another
volunteer the cardiac EOF pair showed a pronounced frequency variation. To
improve the gating accuracy in these two cases, we determined another respira-
tory EOF pair using window size W = 51 and another cardiac EOF pair using
window size W = 21, respectively.
To evaluate the precision of the cardiac gating with SSA-FARY, we com-
pare the SSA-FARY signal with the simultaneously acquired ECG trigger using
Python 3. Therefore, we define a synthetic trigger point when the phase related
to the orthogonal cardiac SSA-FARY quadrature pair experiences a zero-phase
crossing. Since the global phase-offset of the quadrature pair is arbitrary, we
correct the synthetic SSA-FARY trigger by a constant shift using the average
distance to the ECG trigger. We then compute the standard deviation σtrig and
standard error of the corrected SSA-FARY trigger to the ECG trigger.
Moreover, we acquire the same slices using a conventional ECG-triggered
breath-hold CINE single-slice stack bSSFP measurement with Cartesian read-
out (TE/TR = 1.52/3.04 ms, flip angle 65◦) and cardiac bin size Tbin ≈ 48 ms.
The patient dependent measurement time is around 6 − 8 min. We compare
the end-diastolic and end-systolic left-ventricular blood-pool area of a mid-
ventricular slice to the SSA-FARY based reconstruction using ImageJ.
4 Results
Numerical simulations Fig. 2 depicts the results of the numerical simula-
tions. PCA is able to extract, at least essentially, the shape of the two oscil-
lations a(t) and b(t) from Xnoise and Xspell. However, both the noise and the
oscillation spell are still evident in the resulting eigenvectors and corrupt the
signal. PCA fails to produce a useful result for Xtrend. While oscillation a(t) is
present in two principle eigenvectors, oscillation b(t) is not distinctly separated
in any of the eigenvectors.
In contrast, SSA-FARY extracts the oscillation signals with almost no spoil-
ing residuals in all three investigated cases. Only at the borders deviations
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from the ideal signal can be observed. Notably, SSA-FARY does not only yield
a one-dimensional signal of the temporal evolution of an oscillation, but pre-
serves the phase information by quadrature pairs, as can be appreciated from
the amplitude-amplitude plots. The two EOFs corresponding to the same pair
have very similar singular values. In the scree plot of Fig. 2 b) and c), the first
plateau corresponds to EOF 1 and 2, and the second plateau belongs to EOF 3
and 4. In Fig. 2 d), the first two plateaus correspond to EOF 1 and 2, and to
EOF 4 and 5. Hence, SSA-FARY does not mix the trend into the oscillations
but creates an additional EOF to account for it.2
Single-slice imaging For each coil, Fig. 3 depicts the DC component of 100
consecutive spokes before and after the data correction using the orthogonal
projection. Before correction some coils exhibit pronounced oscillations with
approximately 15 samples per period. As we have used the seventh tiny golden
angle (ϕ0 ≈ 23.6◦) the oscillations period of 15 samples corresponds to ϕ15 =
15 · ϕ0 ≈ 354◦ (see eq. (1)). Hence, the oscillation period in the AC data is
linked to the period of the projection angle. By removing this frequency and
the higher-order harmonics these oscillations can be completely eliminated.
Fig. 4 shows the self-gating signals generated with PCA and SSA-FARY. In
SSA-FARY, the first two EOFs represent cardiac motion and the third and
fourth EOF respiratory motion. The EOFs of the pairs are in quadrature,
respectively. Both the cardiac and the respiratory phases are well separated. In
contrast, PCA cannot fully extract and separate the signals as respiratory and
cardiac motion are superposed and heavily spoiled by noise.
Fig. 4c shows six representative images of the SSA-FARY-gated reconstruc-
tion. Depicted are from bottom to top the end-systolic, an intermittent and
the end-diastolic frame for end-expiration and end-inspiration, respectively. For
comparison, we also show the result of the ECG-triggered CINE breath-hold
scan.
In Supplementary Material chapter II we present the results of a conventional
gridding reconstruction of the full 90 second measurement gated with SSA-
FARY. 3
In Supplementary Material chapter III we present a similar experiment with
a RF-spoiled gradient-echo sequence. 4
SMS imaging Fig. 5a shows 5 out of 25 cardiac phases for all three slices in
end-expiration. The different systolic and diastolic phases are well resolved.
2 In Supplementary Material Fig. 1-3 we provide results for simulations with different
noise variance and trend and spell amplitudes, as well as a different frequency variation. More
information on these figures is provided in chapter I of the supplementary document.
3Supplementary Figure 4 shows the SSA-FARY and PCA gating signals of the 90 second
scan. Moreover, a gridding reconstruction for three different cardiac phases is depicted and
the results of a breath-hold and ECG-gated CINE is shown for comparison.
4Supplementary Material Fig. 5 shows the effect of the proposed correction on the AC re-
gion. Supplementary Material Fig. 6 shows the self-gating signals determined with SSA-FARY
and PCA. Furthermore, six representative frames of the SSA-FARY-gated reconstruction for
different respiratory and cardiac motion states are depicted.
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The background of Fig. 5b shows the temporal evolution of a line extracted
from an SMS-NLINV real-time imaging reconstruction of the full time series.
The line was placed in slice three in vertical direction to cut the diaphragm
such that the actual motion of the lung can be observed. On top of this we
have plotted the respiratory EOF quadrature pair obtained from SSA-FARY.
The EOFs renders both the phase and amplitude behavior of the actual lung
motion very well. In line with the filtering interpretation of SSA-FARY, one
of the EOFs (light blue) is in phase and one (blue) is in quadrature with the
actual lung motion.
SOS imaging Fig. 6a depicts a zoomed view on EOFs representing respira-
tory and cardiac motion for different window sizes. For window size W = 31
which - considering the undersampling scheme - covers a period of ≈ 1.0 s, res-
piratory and cardiac motion are not fully separated and appear superposed in
one EOF for respiratory and one EOF for cardiac motion. In contrast, for the
proposed window size W = 91 (≈ 2.8 s) the motion signals are well separated.
Then again, for W = 151 (≈ 4.5 s) a signal loss can be observed in the cardiac
EOFs. Fig. 6b shows one respiratory EOF and one cardiac EOF for the win-
dows W = 81, W = 91 and W = 101, covering periods from 2.5 s to 3.0 s. All
signals are in good agreement. The corresponding pairing-components of the
EOFs show similar behavior and are therefore not depicted. Fig. 6c presents
end-diastolic and end-systolic frames for three out of fourteen slices in end-
expiration. All respiratory and cardiac states are well separated, the cardiac
wall and the diaphragm are sharply resolved. Note, however, that some slices
at the fringe of the slab have low signal intensity due to an unoptimized ex-
citation profile. The image quality is comparable to the CINE reconstruction
Fig. 6d, although the latter tends to be sharper. Due to the higher flip-angle,
which is restricted by SAR limitations in volumetric sequences, the CINE images
possess a better blood myocardium contrast.
For the different volunteers, Table (1) shows the average heart-rate f¯heart,
its standard deviation σheart, the standard deviation σtrig of the synthetic SSA-
FARY trigger to the ECG trigger and the end-diastolic and end-systolic left-
ventricular blood-pool area of a mid-ventricular slice for CINE and SSA-FARY.
For imaging on a 3T system an insufficient shim can lead to banding arti-
facts. Measurements with bandings affecting the heart could not immediately
be noticed and repeated as the reconstruction was performed offline. Therefore,
these measurements were discarded for which the analysis of one volunteer is
omitted.
The observed average heart rates range from 0.91 Hz (54.60 bpm) to 1.38 Hz
(82.20 bpm) with different heart rate variabilities. For the given SOS acquisi-
tion with 14 partitions (6 AC lines and undersampling factor of 4), the temporal
resolution of the SSA-FARY trigger is 30.4 ms. The standard deviation of the
SSA-FARY trigger to the ECG trigger, σtrig, is of similar size. Hence, the SSA-
FARY trigger is in good agreement with the ECG signal and also matches the
temporal resolution of the ECG-CINE acquisition.
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Table 1: Average heart rate f¯heart and corresponding standard deviation σheart,
standard deviation of SSA-FARY from ECG trigger σtrig. End-systolic and
end-diastolic left-ventricular blood-pool area of a mid-ventricular slice for ECG-
CINE and SSA-FARY and corresponding error. ∗ denotes the volunteer with
highly erratic respiration, ∗∗ denotes the volunteer who yawned.
Volunteer f¯heart [Hz] σheart [Hz] σtrig [ms] Diastole [mm
2] Systole [mm2]
ECG SSA-FARY Err. [%] ECG SSA-FARY Err. [%]
V1 0.910(4) 0.057(3) 23(1) 2254 2222 1.4 1068 1017 4.8
V2 1.380(3) 0.0541(2) 13.1(6) 1536 1647 7.2 573 706 23.2
V3 0.979(2) 0.0245(1) 30(2) 1911 2161 13.1 1072 1168 11.0
V4 1.245(3) 0.045(2) 23(1) 1998 1956 2.1 866 961 11.0
V5 0.955(4) 0.056(3) 19(1) 2348 2380 1.4 1005 1179 17.3
V6∗ 1.195(7) 0.103(5) 34(2) 2244 2220 1.1 1351 1407 4.1
V7∗∗ 1.07(1) 0.134(7) 30(2) 3398 3314 2.5 2060 1930 6.3
The areas of the chosen mid-ventricular slices are comparable for ECG-CINE
and SSA-FARY, particularly for end-diastole the difference lies mostly in the
lower single-digit percent range, whereas a larger uncertainty can be observed
for end-systole.
Volunteer V6 exhibits a highly erratic breathing pattern and volunteer V7
possesses a strongly irregular heart beat and furthermore unintentionally yawned
three times during the measurement. Still, SSA-FARY can provide satisfying
results as Table 1 and the figures in the Supplementary Material show.5
For all in-vivo experiments, we have attached representative movies as Sup-
plementary Material.6
5 Discussion
We introduced a novel dimensionality reduction method dubbed ”SSA-FARY”,
which is based on Singular Spectrum Analysis and showed that the proposed
technique can successfully recover the cardiac and respiratory signal from the
AC data of single-slice, SMS and SOS MRI measurements. Moreover, we have
proposed an extended orthogonal projection to correct for system imperfections
in the AC data.
AC correction The reasons for the oscillations in the AC data are many fold
and according to our experience cannot be eliminated completely by techniques
that correct for trajectory errors only [71, 72]. Particularly for bSSFP sequences,
5Supplementary Material Fig. 7 and 8 display the SSA-FARY gating signal, representative
frames of the SSA-FARY-based image reconstruction and the corresponding CINE reconstruc-
tions for volunteers V6 and V7. More information on the figures is provided in chapter IV of
the supplementary document.
6The files Mov1-13 of the Supplementary Material show representative movies of all in-vivo
reconstructions. More information on the movies is provided in chapter V of the supplementary
document.
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eddy current related dephasing of spins additionally compromises the data [73,
74], although this effect should be rather small for the tiny golden angle [61].
Zhang et al. [75] find this to be particularly problematic for 3D bSSFP
imaging on a 3T system and propose to eliminate these measurement errors by
averaging over the central five samples of each spoke. However, we found this
to produce even more oscillations in the AC data, which requires additional
filtering. In contrast, the orthogonal projection used here can remove most
of the signal perturbations directly. For constant increments of the projection
angle, the correction can be thought of as a set of sharp band-stop or notch
filters corresponding to higher-order harmonics of a base frequency which can
be calculated from the increment of the projection angle.
Strictly speaking, the AC correction is not mandatory for SSA-FARY as
without filtering these spurious oscillations appear as additional EOFs. How-
ever, as these oscillations usually manifest distinctly in the AC region, the cor-
responding EOFs often possess the highest singular values. Consequently, they
dominate the result of eq. (15) which reduces the significance and accuracy of
the components of interest, i.e. cardiac and respiratory motion, and compli-
cates the analysis. This can be easily avoided by using the proposed orthogonal
projection, which corrects for first-order system imperfections.
Alternatively, advanced techniques to measure the trajectory error [76, 77] or
higher-order system imperfection corrections could be utilized to account for the
oscillations in the AC region [78, 79]. Still, these approaches require additional
hardware and/or sequence modifications, which limits their accessibility.
SSA-FARY The presented dimensionality reduction technique for time-series
SSA-FARY can be considered a PCA applied to a time-delayed embedding of
the AC data to exploit the locally low-rankness of dynamic time-series. The
Block-Hankel matrix A (eq. (8)) consists of shifted segments of the original
time-series. Its covariance matrix C t
′
t = At(A
H)t
′
(eq. (17)) is an array of
scalar products specifying the correlation of all pairs of multi-channel segments
in the embedding space. The considerable redundancy in the correlations of
the segments in the presence of (quasi) repetitive oscillations, e.g. cardiac and
respiratory motion, causes C to have low-rank. By exploiting not only spatial
but also these temporal correlations, SSA-FARY performs better in recogniz-
ing temporal patterns than classical PCA and allows the separation of trend,
oscillations and noise from the signal. This was successfully demonstrated on
numerical simulations of superposed and spoiled sinusoidal time-series. In the
actual in-vivo measurements the respiratory and cardiac motion could be de-
tected and clearly separated for all investigated sequence types.
To yield comparable results, methods like classical PCA must be combined
with various pre- and post-processing techniques such as coil-selection or coil-
clustering [23], (iterative) band-pass filtering [50] and signal smoothing [20],
which - especially for small AC regions - may be unstable and demand further
manual tuning. By contrast, in SSA-FARY these steps are implicitly integrated
and therefore surplus to requirement. Moreover, since SSA-FARY preserves
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phase information by producing quadrature pairs it allows for direct binning,
which also renders the otherwise mandatory peak detection obsolete [10].
We demonstrated the high quality of the SSA-FARY gating signals by com-
parison with a real-time reconstruction and ECG triggers. Moreover, at free
breathing and at a considerably lower acquisition time SSA-FARY achieved a
reconstruction quality that comes close to the results of the ECG-triggered CINE
breath-hold scans. The analyzed left-ventricular blood-pool area of SSA-FARY
reconstructions mostly corresponds well to the CINE results for end-diastole,
whereas larger uncertainties were found for end-systole. Here, because the left-
ventricular blood-pool area is significantly decreased compared to end-diastolic
states, any deviation will result in larger relative errors. One reason might be
that due to the high acceleration factor the short end-systolic phase is not per-
fectly resolved. In addition, some discrepancy between a breath-hold scan and a
gated free-breathing scan is expected, since it cannot be guaranteed that the se-
lected respiratory bins exactly matches the anatomical state of the breath-hold
scan.
As the aim of this manuscript was the introduction of the self-gating tech-
nique, we did not fully optimize the sequence and reconstruction parameters,
particularly the number of cardiac and respiratory bins, the regularization val-
ues of the ADMM and the undersampling scheme of the SOS sequence. The
parameter tuning and the setup of a clinically applicable protocol is left for
future investigations.
In single-slice imaging we only use a single sample per time step for auto-
calibration and despite the proportionally large window size, which reduces
statistical significance, SSA-FARY yields reliable results. Still, SSA-FARY tends
to be more resilient when multiple partitions are used and thus more AC data
is available, as in SMS or SOS experiments, or when more samples relative
to the window size are used for auto-calibration. For SMS or SOS imaging a
bSSFP sequence is recommended since for RF-spoiled gradient echo imaging a
loss of contrast in systolic phases can occur due to pre-saturated blood flowing
in from other slices, see Fig. 5. Note, however, that bSSFP sequences suffer
from Specific Absorbtion Rate (SAR) limitations due to the increased flip-angle
of the radio-frequency pulse and are prone to banding artifacts when no proper
shimming is conducted.
Due to the zero-padding operation, eq. (7), and the subsequent Hankeliza-
tion, eq. (8), the first and last samples in the SSA-FARY EOFs suffer from slight
approximation errors. Still, for all presented experiments and analysis we did
not discard these samples.
Occasionally, the trend was not completely separated from the EOFs for
cardiac and respiratory motion which we fixed by standardly using a moving
average filter. The reason for the incomplete separation of trend can be under-
stood by considering eq. (14), which relates the window size W to the frequency
bandwidth δfB of the eigenfilters V generating the EOFs U . Our default choice
of window size and sampling rate corresponds to δfB ≈ 0.35 Hz for all measure-
ments and sequences. If we choose W too small, the EOFs capture a wider
range of frequencies which can result in a mixing of trend and oscillations. Simi-
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larly, if the respiration frequency (usually fresp ≈ 0.3 Hz) and cardiac frequency
(usually fresp ≈ 1.0 Hz) happen to be spectrally close to one another, a very
small window and the corresponding large frequency pass-band of the filters
can hinder a proper separation, as it is the case in Fig. (6a), W = 31). Then
again, if we choose a very large W , the frequency response fB of the filters
can be too narrow. Thus, possible frequency variations in the cardiac and res-
piratory motion can no longer be captured by a single (band-limited) EOF,
which results in signal voids and/or the generation of additional EOFs repre-
senting higher order harmonics. Detecting these related EOFs corresponds to
the ’Grouping’ step of conventional SSA [80]. In the cardiac signal of Fig. (6a)
such a signal void caused by a cardiac frequency variation of ≈ 0.3 Hz can be
observed for W = 151, whereas the signal can still be adequately captured with
W = 91. As a summary, we found δfB ≈ 0.35 Hz to be a robust choice and we
propose to choose the window size accordingly using eq. (14).
The computational bottle-neck of SSA-FARY is the SVD of C of size [Nt ×
Nt]. Especially for single-slice imaging, the window size W required to ob-
tain δfB ≈ 0.35 Hz and the corresponding number of AC samples Nt to obtain
good results is relatively large. Hence, the decomposition of C is rather time-
consuming. Nevertheless, there are approaches to significantly speed up the
decomposition stage [81, 82].
SSA-FARY reliably detected the EOF pairs corresponding to cardiac and
respiratory motion, which for RF-spoiled gradient echo measurements usually
possess the highest singular values. It is, however, not determined that the
two largest components belong to the cardiac or the respiratory motion. For
bSSFP sequences, which are generally more prone to system imperfections, we
frequently found other components such as trends to have high singular values,
too. Although for this study the components used for gating were chosen by
visual inspection of the EOFs, it is fairly simple to automatize the assignment
using a frequency analysis.
If one finds the separation of SSA-FARY to work insufficiently, a variation
of the window size usually helps to recover a suitable gating result. Still, for
patients with strong cardiac or respiratory frequency variations, highly non-
periodic respiratory motion or arrhythmia the results of the presented SSA-
FARY method might still be insufficient. In this case various promising exten-
sions of SSA(-FARY) exist to improve the results, e.g. ’Nonlinear Laplacian
Spectral Analysis’, ’Sliding SSA’, ’Oblique SSA’, ’Nested SSA’ and their com-
binations [83, 84, 47].
Outlook The property of SSA-FARY to not only reliably separate cardiac
and respiratory motion, but also to extract the trend in data, suggests further
applications. In dynamic contrast-enhanced MRI, SSA-FARY could replace
spline-fitting [20] for separating motion and contrast enhancement. Further-
more, preliminary results suggest that the T1 decay in inversion recovery se-
quences is detected as an individual component and separated from the motion
signals, which would enable the simultaneous reconstruction of parameter maps
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and self-gated anatomical motion [85].
Last but not least we want to mention that the zero-padding approach used
in SSA-FARY is not limited to self-gated MRI but turns multi-variate SSA into
a general dimensionality reduction method which might be useful for many other
problems related to time-series analysis.
6 Conclusion
We have introduced a novel SSA-based dimensionality reduction method called
SSA-FARY. Its intuitive approach, the easy implementation and its capability to
separate cardiac and respiratory motion as well as trend makes it a promising
approach for MRI self-gating, particularly when it is combined with efficient
data acquisition schemes and a state-of-the-art image reconstruction technique.
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A Details for numerical simulations
Here we present the values for the variables used in the numerical simulation
(Fig. 2).The total duration T = 800 [a.u.] consists of 1000 discrete samples. The
other parameters can be found in Table 2.
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Figure 2: Comparison of PCA eigenvectors and SSA-FARY EOFs. a)
Frequency-modulated sinusoidal oscillations (a(t) left, b(t) center) used for the
numerical simulations and weighted composite signal (right). b), c), d) Black :
Different additional signals (left) - b) noise, c) oscillatory spell, d) exponen-
tial trend - added to the composite signal of a) and a selected channel of the
resulting signal Xi(t) (right). Red : First two eigenvectors of the PCA. Blue:
SSA-FARY singular values S (scree plot) and EOF pairs (amplitude-time plot
and amplitude-amplitude scatter plot). All plots are normalized.
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Figure 3: Snippet of the amplitude plot with color-coded phase of the DC
samples used for auto-calibration of the single-slice reconstruction before (a)
and after (b) the data correction using the orthogonal projection. The period
length of the oscillations in (a) corresponds to 15 samples.
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Figure 4: Single-slice self-gating and reconstruction. In (a) the two quadra-
ture EOFs of SSA-FARY are plotted against time for the cardiac (left) and
respiratory (right) motion, respectively. In (b) the first two eigenfunctions of
the PCA are depicted. In both, a superposition of the cardiac and respiratory
motion spoiled by additional noise can be perceived. For (c) the self-gating
signal of (a) was utilized. It shows 6 representative frames of the SSA-FARY
reconstruction corresponding to three cardiac phases from end-systole to end-
diastole at end-expiration and end-inspiration. For comparison, we also show
the ECG-triggered CINE breath-hold scan.
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Figure 5: SMS reconstructions and self-gating signal. (a) shows 5 out of 25
cardiac phases in end-expiration for each of the three slices. The background
of (b) is extracted from a SMS-NLINV real-time imaging reconstruction of the
entire time-series and shows the temporal evolution of a vertical line, placed on
the diaphragm in slice three. On top, the respiratory self-gating EOF quadrature
pair of SSA-FARY is plotted.
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Figure 6: SOS SSA-FARY self-gating signals for different window sizes and rep-
resentative reconstructions for volunteer V5. (a) A zoomed view on normalized
EOF pairs representing respiratory and cardiac motion are depicted for window
sizes W = 31, W = 91 and W = 151. The black arrows indicate signal mixing
(top-left) and signal loss (bottom right). (b) For window sizes W = 81, W = 91
and W = 101, one EOF representing respiratory motion and one EOF repre-
senting cardiac motion are plotted in a zoomed view on top of each other. (c)
shows three out of fourteen slices of an end-diastolic and end-systolic human
heart after expiration. (d) depicts the corresponding reconstructions for the
ECG-triggered CINE breath-hold measurement.
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Abstract
This supplementary material provides additional information and ex-
periments regarding the numerical simulation and the in-vivo experiments.
1 Numerical simulations with varying simula-
tion parameters
We demonstrate the effects of different parameter values on the numerical sim-
ulation. For each simulation, we keep the basic parameters as given in Table II
of the main part of the manuscript and list all modified parameters in Table 1
of this supplementary material.
For Fig. (1), we moderately increase the noise variance and the amplitude
of the spell and the trend. Consequently, the PCA performs even worse in
detecting the individual oscillations, particularly for the oscillation with the
higher frequency. In contrast, SSA-FARY still provides satisfying results.
∗Sebastian Rosenzweig, University Medical Center Go¨ttingen, Institute for Diagnos-
tic and Interventional Radiology, Robert-Koch-Str. 40, 37075 Go¨ttingen, Germany
sebastian.rosenzweig@med.uni-goettingen.de
1
Table 1: Variables and values for the numerical simulation.
Variable Value
Fig. (1) σnoise 4
C 2
D1 0.25
D2 2.5
Fig. (2) σnoise 7
C 3
D1 0.35
D2 3.5
Fig. (3) Φ 3
For Fig. (2), we further increase the noise variance and the amplitude of the
spell and the trend. Here, the SSA-FARY result for the lower frequency oscilla-
tions are still acceptable, whereas the EOFs for the higher frequency oscillation
are now also clearly corrupted.
For Fig. (3), the same parameters for noise variance, trend and spell are
used as in the main part of the manuscript, but a higher frequency variation is
simulated. The PCA result is comparable to the one in the main part of the
manuscript, while the SSA-FARY results look still satisfying, yet slightly worse
due to the limited frequency bandwidth of the EOFs, which is determined by
the window size W .
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Figure 1: Moderate increase of the noise variance and the spell and trend am-
plitude compared to the main part of the manuscript. Comparison of PCA
eigenvectors and SSA-FARY EOFs. a) Frequency-modulated sinusoidal oscil-
lations (a(t) left, b(t) center) used for the numerical simulations and weighted
composite signal (right). b), c), d) Black : Different additional signals (left) - b)
noise, c) oscillatory spell, d) exponential trend - added to the composite signal
of a) and a selected channel of the resulting signal Xi(t) (right). Red : First
two eigenvectors of the PCA. Blue: SSA-FARY singular values S (scree plot)
and EOF pairs (amplitude-time plot and amplitude-amplitude scatter plot). All
plots are normalized.
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Figure 2: Strong increase of the noise variance and the spell and trend amplitude
compared to the main part of the manuscript. See also caption of Fig. (1).
4
Figure 3: Moderate increase of the frequency variation compared to the main
part of the manuscript. See also caption of Fig. (1).
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2 SSA-FARY gated bSSFP reconstruction using
conventional gridding
While we have used only 30 seconds of data in the single-slice experiment
described in the main part of the manuscript, we now apply SSA-FARY self-
gating and PCA self-gating to the full 90 seconds of data. We use the same
SSA-FARY window size W = 751 and bin the data into 25 cardiac and 3 respi-
ratory bins. On the SSA-FARY-gated data we perform a conventional gridding
reconstruction followed by a root-sum-of-square coil combination.
Similar to the results of the main part of the manuscript, SSA-FARY outper-
forms the PCA self-gating, which fails to separate the cardiac from respiratory
motion, see Fig. 4. Note, that a moving average filter can remove the residual
trends that are observed in the respiratory gating signals.
Because of the longer acquisition time and the reduced number of respira-
tory bins, each cardiac state contains sufficient spokes such that a conventional
gridding reconstruction can be performed. While mild undersampling artifacts
can be observed, the temporal dynamics are well resolved, see Fig. 4 and movie
Mov5.
Note, that due to the limited number of respiratory bins we can’t depict the
matching respiratory state of the ECG-gated CINE breath-hold scan for the
gridding reconstruction.
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Figure 4: Single-slice self-gating and gridding reconstruction. In (a) the two
quadrature EOFs of SSA-FARY are plotted against time for the cardiac (left)
and respiratory (right) motion, respectively. In (b) the first two eigenfunctions
of the PCA are depicted. For (c) the self-gating signal of (a) was utilized. It
shows 3 representative frames of the SSA-FARY-gated gridding reconstruction
corresponding to three cardiac phases from end-systole to end-diastole for a
single respiration state. As in the Figure 4 of the main manuscript, we also
show the ECG-triggered CINE breath-hold scan. Note, that due to the limited
number of respiratory bins, the respiratory state of the SSA-FARY and CINE
results do not match.
7
3 SSA-FARY reconstructions for a single-slice
RF-spoiled gradient-echo sequence
Similar to the bSSFP single-slice experiment of the main part of the manuscript,
we perform a 30 second RF-spoiled gradient echo scan (TE/TR = 1.63/2.60ms,
flip angle 12◦) with slice-thickness 7mm of the human heart in short-axis view.
We compare the principal motion signals using PCA and SSA-FARY with
window size W = 1171, which covers a period of about 3 s.
For each coil, Fig. 5 depicts the DC component of 100 consecutive spokes
before and after the data correction using the orthogonal projection. Just as in
Fig. 3 of the main part of the manuscript, some coils exhibit pronounced oscilla-
tions with approximately 15 samples per period, which is related to the seventh
tiny golden angle. With the proposed correction method these oscillations can
be eliminated.
Fig. 6 shows the self-gating signals generated with PCA and SSA-FARY. In
SSA-FARY, the first two EOFs represent respiratory motion and the third and
fourth EOF cardiac motion. The EOFs of the pairs are in quadrature and the
motion signals are well separated. PCA fails in separating the cardiac from the
respiratory motion and both principle components are spoiled by noise.
Fig. 6c shows six representative images of the SSA-FARY-gated reconstruc-
tion, three of which in end-systole and three in end-diastole. Depicted are three
respiratory states from end-inspiration to end-expiration.
Figure 5: Snippet of the amplitude plot with color-coded phase of the DC
samples used for auto-calibration of the single-slice reconstruction before (a)
and after (b) the data correction using the orthogonal projection. The period
length of the oscillations in (a) corresponds to 15 samples.
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Figure 6: Single-slice self-gating and reconstruction. In (a) the two quadra-
ture EOFs of SSA-FARY are plotted against time for the respiratory (left) and
cardiac (right) motion, respectively. In (b) the first two eigenfunctions of the
PCA are depicted. In both, a superposition of the cardiac and respiratory mo-
tion can be perceived. For (c) the self-gating signal of (a) was utilized. It
shows six representative frames corresponding to end-systole and end-diastole
for end-inspiration, an intermittent state and end-expiration.
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4 SSA-FARY reconstructions for highly irregu-
lar breathing, yawning and a pronounced heart
rate variability.
Here, we present more details on the gating and reconstruction of the Stack-of-
Stars measurements of volunteers V6 and V7.
Irregular breathing pattern Volunteer V6 shows a non-dictated highly ir-
regular breathing pattern with periods of normal breathing, interrupted by var-
ious breath-hold intervals of up to approximately 12 s. The default EOF band-
width δfB ≈ 0.35Hz, which here corresponds to a window size of W = 91, is
to narrow to capture this complex breathing motion in a single EOF pair. In
fact, SSA-FARY creates at least 6 EOFs to account for the respiratory motion.
Consequently, the cardiac motion is only given by EOF 8 and EOF 9, see Fig.
(7a). Since for respiratory binning a single EOF pair is required, we run SSA-
FARY again with reduced window size W = 51 to increase the spectral width of
the EOFs. This choice and the corresponding EOFs 2 and 3 allow for a proper
binning of the respiratory motion. The window size of the moving average was
adjusted to Lavg = 600 samples. The results for end-expiration are depicted in
Fig. (7b), together with the corresponding slices of the ECG-CINE breath-hold
measurement (7c).
Yawning and pronounced cardiac frequency variations Volunteer V7
admitted that he unintentionally yawned during the three minute measurement.
The volunteer furthermore exhibits a highly irregular heart-beat with the heart
rate standard deviation of σ¯heart = 0.134Hz and heart rate jumps of up to
0.3Hz.
Using the window sizeW = 91, the three yawns are very well reflected in the
first EOF, while the respiration is represented by EOFs 2 and 3, see Fig. (8a).
The first EOF was used to discard the intervals in which the volunteer yawned
before binning, which reduces the for the reconstruction effectively available
data about 30 s. Note that the analysis for σtrig of Table I in the main part of
the manuscript was performed using the full data-set. Only during the second
yawning, SSA-FARY missed a trigger point compared to the ECG. This trigger
point was omitted in the determination of σtrig.
Due to the high heart rate variability, we run SSA-FARY again with window
size W = 21 to increase the spectral width of the EOFs for cardiac binning.
Although such a low window-size can lead to a mixing of respiratory and cardiac
oscillations, as was shown in Fig. (6a) of the main part of the manuscript, this
is not the case here and the determined gating signal is in good agreement with
the ECG signal, see Table I of the main part of the manuscript.
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Figure 7: Stack-of-Stars SSA-FARY self-gating signals and representative recon-
structions for volunteer V6. (a) depicts a zoomed view on normalized EOF pairs
representing respiratory and cardiac motion using the window sizesW = 51 and
W = 91, respectively. (b) shows three out of fourteen slices in end-diastole and
end-systole after expiration. (c) shows the corresponding reconstructions for the
ECG-triggered CINE breath-hold measurement.
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Figure 8: Stack-of-Stars SSA-FARY self-gating signals and representative re-
constructions for volunteer V7. (a) A zoomed view on the normalized EOFs 1,
2 and 3 determined with window sizeW = 91. While EOF 1 captures the yawn-
ing, the EOFs 2 and 3 represent breathing motion. For window sizeW = 21, the
EOFs 3 and 4 capture the cardiac motion. (b) shows three out of fourteen slices
in end-diastole and end-systole after expiration. (c) shows the corresponding
reconstructions for the ECG-triggered CINE breath-hold measurement.
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5 Movies of the in-vivo experiments
For the single-slice bSSFP (Mov1-2) and RF-spoiled gradient-echo measure-
ments (Mov3-4), we have attached two movie files, respectively. Mov1 and Mov3
show the cardiac cycle for end-expiration (left) and end-inspiration. Mov2 and
Mov4 show the respiratory cycle for end-systole (left) and end-diastole. To ac-
count for the low number of respiratory bins, we have interpolated the frames
in the respiratory resolved videos.
For all analyzed volunteers V1-V7 of the Stack-of-Stars measurements, we
have attached a representative movie (Mov7 - Mov13) showing a cardiac cycle
for 6 out of 14 slices in end-expiration.
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