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ABSTRACT 
The auditory system begins with the cochlea, a frequency analyzer and signal 
amplifier with exquisite precision. As neural information travels towards higher brain 
regions, the encoding becomes less faithful to the sound waveform itself and more 
influenced by non-sensory factors such as top-down attentional modulation, local 
feedback modulation, and long-term changes caused by experience. At the level of 
auditory cortex (ACtx), such influences exhibit at multiple scales from single neurons to 
cortical columns to topographic maps, and are known to be linked with critical processes 
such as auditory perception, learning, and memory. How the ACtx integrates a wealth of 
diverse inputs while supporting adaptive and reliable sound representations is an 
important unsolved question in auditory neuroscience. 
This dissertation tackles this question using the mouse as an animal model. We 
begin by describing a detailed functional map of receptive fields within the mouse ACtx. 
Focusing on the frequency tuning properties, we demonstrated a robust tonotopic 
organization in the core ACtx fields (A1 and AAF) across cortical layers, neural signal 
types, and anesthetic states, confirming the columnar organization of basic sound 
		 vii 
processing in ACtx. We then studied the bottom-up input to ACtx columns by 
optogenetically activating the inferior colliculus (IC), and observed feedforward neuronal 
activity in the frequency-matched column, which also induced clear auditory percepts in 
behaving mice. Next, we used optogenetics to study layer 6 corticothalamic neurons 
(L6CT) that project heavily to the thalamus and upper layers of ACtx. We found that 
L6CT activation biases sound perception towards either enhanced detection or 
discrimination depending on its relative timing with respect to the sound, a process that 
may support dynamic filtering of auditory information. Finally, we optogenetically 
isolated cholinergic neurons in the basal forebrain (BF) that project to ACtx and studied 
their involvement in columnar ACtx plasticity during associative learning. In contrast to 
previous notions that BF just encodes reward and punishment, we observed clear auditory 
responses from the cholinergic neurons, which exhibited rapid learning-induced 
plasticity, suggesting that BF may provide a key instructive signal to drive adaptive 
plasticity in ACtx. 
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PREFACE 
One of the great unsolved mysteries in auditory neuroscience is how the 
mammalian brain processes, stores and utilizes acoustic information. A key player in 
these functions is the auditory cortex (ACtx), which regulates critical processes such as 
auditory perception, learning, and memory (Fritz et al., 2003; Letzkus et al., 2011; Polley 
et al., 2006; Schreiner and Polley, 2014; Weinberger, 2004). Decades of research has 
generally established the macroscopic organization and connectivity of the mammalian 
ACtx , but the finer details of these circuits are still lacking (Hackett et al., 2011; Kaas 
and Hackett, 2000). As a result, it is not yet clear how neural activity represents acoustic 
signals, and how this activity shapes the perception of sound to guide adaptive behavior. 
The challenge lies in the complexity of the ACtx.  Rather than being a simple 
neural module consists of neurons with similar functions, the ACtx is made of numerous 
interconnected components, each consisting of an ensemble of neurons with distinct 
properties to carry out particular sets of functions. Depending on real-time needs during 
sound processing, these components can be activated and deactivated on the fly, 
synthesizing both the bottom-up sensory inputs and the top-down modulatory inputs in a 
dynamic fashion (Fritz et al., 2010, 2003; Schroeder and Lakatos, 2009). This mechanism 
offers great functional flexibility, but introduces many challenges for neural circuit 
dissection. In order to fully understand the functions of the ACtx, we need to be able to 
demarcate the contributions from distinct cell types, and also decipher how their activity 
varies across different physiological and behavioral contexts. Unfortunately, conventional 
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approaches suffer from limitations in either isolating specific components (brain imaging, 
in vivo neural recording, etc.), or recreating realistic physiological conditions (anatomy, 
in vitro neural recording, etc.). Consequently, much of the data collected ended up being 
puzzle pieces that do not fit into a cohesive big picture. 
Recent advancements in neurotechnology have made it possible to overcome 
these limitations using the mouse as an animal model. The mouse auditory system shares 
a great deal of similarity with that of primates, and exhibit a wide range of behaviors that 
can be employed to assess auditory perception. The rapidly developing genetic toolbox in 
the mouse model allows us to target specific types of neurons for investigation, 
permitting higher accuracy in circuit dissection (Madisen et al., 2012). Awake multi-
channel electrophysiological recording techniques offer ways to simultaneously monitor 
multiple neurons within a circuit when animals are actively using them to solve 
behavioral tasks (Goard and Dan, 2009; Pinto et al., 2013). Furthermore, optogenetic 
tools (Boyden et al., 2005) provide a means to precisely manipulate the firing patterns of 
selected neuronal populations while observing associated physiological and behavioral 
effects. Together, these tools can help us further elucidate how various auditory functions 
arise from ACtx circuitry. 
On the other hand, far less is known about the organization of the mouse central 
auditory system as compared to more popular model systems such as rats, gerbils, guinea 
pigs, ferrets, cats, marmosets and macaque monkeys. Thus, it is important to first 
establish hallmarks of cortical organization in the mouse cortex such as tonotopic 
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organization, areal organization, columnar organization and feedforward topographic 
connectivity before delving into circuit dissection. This dissertation proposes combining 
these techniques in the mouse model, and aims at deepening our understanding of the 
following questions: 
• How is the mouse ACtx functionally organized across the subfields and within a 
cortical column? 
• How does ACtx transform bottom-up neural input and generate auditory percepts?  
• How does ACtx modulate sound processing and perception via top-down 
feedback? 
• How does representation of sound in ACtx change to reflex past experience? 
Although it is impossible to fully answer any one of these questions within the 
scope of a single dissertation, it is, however, achievable to address a reduced and well-
defined version of each of them under a core set of experimental and analytical regimes. 
In doing so, we would not only solve a subset of the problems, but also establish a 
framework from which further works can be built upon. 
This dissertation is divided into five independent yet interconnected projects as 
follows. 
Project 1: Mapping the laminar and columnar organization of the mouse auditory cortex 
Surprisingly, after decades of studies, the tonotopic organization of the cortex is 
still under heated debate, at least in the mouse (Bandyopadhyay et al., 2010; Guo et al., 
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2012a; Issa et al., 2014; Rothschild et al., 2010). Before the underpinnings of cortical 
functions can be described, it is crucial to establish the default-state organization of the 
ACtx with a high-quality mapping study. Previous studies only focused on quantifying 
auditory responses of neurons in the thalamorecipient layer (Stiebler et al., 1997) while 
ignoring the fact that as the canonical unit of cortical functions and the entire cortical 
column should be studied as a whole  (Mountcastle, 1957). It has also been common to 
map ACtx when the animal is under anesthesia, without the potential influence of cortical 
states on map organization (Hackett et al., 2011; Polley et al., 2007). The first chapter of 
this dissertation extends the cortical map to the entire cortical column and to the awake 
state. These new additions would surely bring new insight into our understanding of the 
functional organization of the mouse ACtx, and serve as a better foundation for future 
studies. 
This project aims at delineating the mouse auditory cortex into distinct subfields 
based on sound response properties of the neurons, and investigating detailed laminar and 
columnar structure of the primary auditory cortex (A1).  The neural responses across all 
layers of ACtx are quantified into local field potentials (LFPs), current source densities 
(CSDs), multiunit activities (MUAs), and single unit activities (SUAs) to provide a 
holistic view of the ACtx sound processing, forming the foundation for the next few 
projects. 
Project 2: Exploring a new approach towards neural prosthetics with optogenetic 
activation of midbrain neurons 
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ACtx processes topographically organized, bottom-up input from lower stations, a 
property that allows artificial auditory neural prosthetics to deliver highly precise 
information to the brain. For example, cochlear implants transform sound waveform into 
multiple frequency bands and directly stimulate auditory nerves that encode such 
frequencies with corresponding electrical signals. Such approach enjoyed great success 
reviving hearing for hundreds of thousands of hearing-impaired people (Wilson and 
Dorman, 2008). However, new generations of neural prosthetics are still in heavy 
demand due to the availability and side-effects of the cochlear implants. Optogenetics, 
which allows accurate control of neuronal activity using light, became a potentially 
superior alternative for implants. However, the inherent sluggishness of evoked 
photocurrents in conventional channelrhodopsins has hampered the development of 
optoprostheses that adequately mimic the rate and timing of natural spike patterning. 
In chapter 2 of this dissertation, we explore the feasibility and limitations of a 
central auditory optoprosthesis by photoactivating mouse auditory midbrain neurons that 
either express channelrhodopsin-2 (ChR2) or Chronos, a channelrhodopsin with ultra-fast 
channel kinetics. We compared the photoactivated neuronal activity patterns in both the 
midbrain and ACtx. Furthermore, we trained mice on an auditory avoidance task to test 
1) if photoactivation of midbrain neurons can induce detectable auditory sensation, 
making it a possible approach for optical ne ural prosthetics; and 2) if better temporal 
coding from the next-generation opsins can be readily translated into higher precision in 
neural codes. 
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Project 3: Real time modulation of cortical response properties by stimulating key nodes 
in the descending circuits 
Transforming and encoding neural signals from the lower sound processing 
stations is only a small part of the functions carried out by ACtx. The true processing 
power comes from its ability to rapidly adjust such transformations in order to adapt to 
the ever-changing external environment. The corticothalamic neurons in the sixth layer of 
cortex (L6CT) are suggested to be involved in such ability (Thomson, 2010). These 
neurons send strong descending input to various thalamic nuclei and also upper layers of 
the cortical column, forming a few feedback loops.  Studies in mouse visual cortex and 
somatosensory cortex have shown that these neurons powerfully modulate responses of 
both thalamic and cortical neurons to sensory input (Bortone et al., 2014; Crandall et al., 
2015; Olsen et al., 2012).   
In chapter 3 of this dissertation, we aim at studying the functions of ACtx L6CT 
neurons within the context of auditory perception and behavior.  The L6CT circuit has 
been shown to be able to modulate sensory perception in a short-term time scale in other 
sensory cortices (Bortone et al., 2014; Crandall et al., 2015; Olsen et al., 2012).  With 
optogenetic tools, we can selectively activate these neurons in the ACtx while observing 
its short-term influence on other neurons within the same cortical column as well as in 
the thalamus.  Using an auditory operant task, we can further translate the physiological 
changes induced by corticothalamic neurons into a behavioral readout, linking neuronal 
activities to perception. 
		 xiv 
Project 4: Investigating the mechanisms underlying persistent transformations in ACtx 
responses through behavioral conditioning 
A major feature of ACtx is its ability to change the representations of sound based 
on past experience in order to guide future actions. The process of cortical plasticity 
requires the involvement of various neuromodulatory input, such as oxytocin, 
norepinephrine, and acetylcholine (Marlin et al., 2015; Martins and Froemke, 2015; 
Weinberger, 2004), and the cholinergic system in the nucleus basalis (NB) has been 
demonstrated to be critically involved in the process of auditory fear conditioning and 
memory (Bakin and Weinberger, 1996; Froemke et al., 2013; Letzkus et al., 2011).  It 
was schematized that when an auditory event was immediately followed by a 
reinforcement event, such as an air puff or a foot shock, the NB would respond strongly 
to the reinforcement event and send acetylcholine to ACtx that overlaps with the neural 
responses to the auditory event, boosting the neural responses and inducing plastic 
changes in a Hebbian fashion (Weinberger, 2004). However, when the sensory cue and 
the reinforcement are well separated in time, the two neural traces will not overlap and 
yet conditioned behaviors still emerge, introducing the so-called ‘distal reward problem’ 
(Izhikevich, 2007).  How does the NB-ACtx circuit solve the problem?   
Chapter 4 of this dissertation is designed to study how long-term cortical 
plasticity is formed in the context of trace conditioning, and particularly the role of the 
cholinergic neurons in the NB that project to the ACtx (Bakin and Weinberger, 1996; 
Froemke et al., 2013).  By recording from optogenetically identified cholinergic neurons 
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in the NB during the process of trace conditioning (Hangya et al., 2015; Lin and 
Nicolelis, 2008), we can link their activity to the columnar plasticity occurring in the 
ACtx, and elucidate how the NB-ACtx circuit can ‘bridge the gap’ and solve the ‘distal 
reward problem’. 
Project 5: Investigating the effects of monaural deprivation during critical period of 
cortical development on sound processing in ACtx neurons 
Another form of ACtx plasticity occurs during the critical periods of cortical 
development. When the animals are young and the brains circuits are still labile, 
perturbations in the sensory experience can induce long-lasting effects on the neural 
circuit organization, perception, and behavior. One typical malady during the early years 
of a developing child is otitis media, which temporally impairs hearing of one ear. Due to 
the mild severity of the illness, the long-term effects of temporal hearing loss is still not 
widely studied and understood. 
The appendix chapter of this dissertation described a project the author 
participated in to study how reversibly blocking auditory input into one ear of young 
animals can negatively impact binaural selectivity in ACtx. We tracked the day-by-day 
maturation of A1 sound representations over the first week of hearing in mouse pups and 
studied both the frequency code and sound location code of ACtx neurons. By 
introducing a brief, reversible monaural CHL at P12, P16, or P20, we were able to disrupt 
normal development of binaural hearing in mice, studied the time course of maturation of 
ACtx function to process various acoustic features.  
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differences of indicated populations (*** p < 2.5 × 10-4, which is the significance level at p < 
0.001 after a Bonferroni correction for 4 comparisons; unpaired t test……………………... 29 
Figure 1-9 Tonotopy in simulated two-photon Ca2+ maps. A, Auditory cortex boundaries 
from Figure 1A populated with reported neuronal density and BF tuning from Ca2+ imaging 
studies (Bandyopadhyay et al., 2010; Rothschild et al., 2010). Dots represent tone-driven 
cells captured by two-photon imaging, and colors represent their BFs. B, Left, Higher 
magnification representations of heterogeneous local BF organization within three 
100_100_m regions identified in A. Right, Distribution of BF values in each higher 
magnification field along the caudorostral axis. C, BF distribution of units compiled across 
all three imaging fields onto a single, larger caudorostral field. Black lines represent linear 
fits. D, E, G, H, Distribution of simulated (D, E) and actual (G, H) SU and MU BFs from 
central A1 (black outlined region in A) with matching sampling densities. Different colors in 
G represent SU data from different animals. F, Mean ± SEM linear regression coefficients 
for actual MU and SU data (black bars) versus simulated data (red line) based on median BF 
of nearest 1–30 neighboring neurons. Asterisks indicate statistically significant difference 
from the MU group (* p < 1.67 × 10-3, which is significance level at p < 0.05 after a 
Bonferroni correction for 30 comparisons; unpaired t test)…………………………………. 31 
 
Figure 2-1 Chronos-mediated unit responses are more robust than ChR2 or natural acoustic 
stimulation. (a) Schematic of optrode recording probe relative to Chronos-GFP expression in 
a coronal section counterstained with DAPI. GFP expression levels are high in the central 
nucleus near the cartoon injection site with fainter staining in commissural axons that ramify 
in the contralateral ICc. Scale bar = 0.5 mm. (b, c) Rastergrams from individual recording 
sites stimulated either with 1 s trains of narrowband noise (NBN) bursts or pulsed blue light. 
(d) Firing rate adaptation quantified as the ratio between spikes evoked by the first pulse over 
the mean of all subsequent pulses. Error bars = sem…………………………………………50 
 
Figure 2-2 Chronos supports a superior neural code for stimulation rate. (a–d) A PSTH-
based approach for single trial pulse rate classification from individual recording sites. (a) 
Representational templates for each pulse rate are established from 10 randomly selected 
trials (bottom row) and the remaining 10 trial are then individually assigned to the PSTH 
template that provides the closest match. Confusion matrices from representative single 
recording sites illustrate that classification is fairly accurate at low pulse rates but trails off 
for higher rates with narrowband noise (b) and ChR2 (c) but remains high across the full 
range of rates tested with Chronos (d). (e) Mean probability of veridical classification (i.e., 
the upward central diagonal from the confusion matrices) for each stimulation type. Error 
bars = sem…………………………………………………………………………………….51 
 
Figure 2-3 Chronos-mediated spiking provides a superior basis for pulse rate detection in the 
midbrain. (a) Firing rates from individual trials within a 2 s period surrounding the onset of 
photostimulation in a Chronos+ mouse is plotted in 0.1 s bins. (b) The distribution of single 
trial firing rates from each bin falling within the spontaneous (−1 to 0 s) and evoked (0 to 1 s) 
periods, derived from the results in panel A. (c) For all three forms of stimulation, rates from 
both periods are then converted into z-scores and the absolute values used as rectified z-
		 xxvi 
scores, where more positive values represent deviations in firing rate that could support a 
neural code for detection. (d) the separation between the spontaneous and evoked z-score 
distributions is expressed with the d’ metric to quantify the utility of a rate code for detecting 
sound or photostimulation…………………………………………………………………… 53 
 
Figure 2-4 Behavioral detection of midbrain photostimulation is similar across pulse rates 
and opsin types. (a) Detection abilities were tested with an avoidance paradigm where mice 
crossed from one side of a shuttlebox to another to avoid receiving an electric shock (top). 
Crossing during the 5 s cue period was scored as a hit while crossing during an equivalent 5 s 
period during the intertrial interval (ITI) was scored as a false positive (FP, bottom). (b, c) 
Hit and FP probabilities are plotted as function of sound level (b) and laser amplitude (c) 
across all pulse rates for a single, representative mouse. (d–g) The slope of the linear fit 
applied to each psychometric function obtained with acoustic (d) and laser (f) stimulation 
provides an objective readout for salience of pulse rate detection. Behavioral d’ is calculated 
from the acoustic (e) and laser (g) stimulation level that supports a 50% hit probability for 
each pulse rate……………………………………………………………………………….. 55 
 
Figure 2-5 Auditory cortex encoding of midbrain photostimulation matches behavior 
detection, not ICc neural detection. (a) AC recordings were made following the completion 
of behavioral testing using a laser power corresponding to a 0.7 hit probability for each pulse 
rate. The optical fiber tip was positioned to photostimulate a mid-frequency region of the ICc 
tonotopic map, which (b) activated a corresponding region of the AC tonotopic map. (c,d) 
Rastergrams from individual recording sites depict stimulation with 1 s trains of NBN bursts 
or pulsed blue light. (e) PSTHs averaged across all pulse rates reveal brief, weak onset 
responses followed by suppression with optogenetic stimulation and comparatively robust, 
less adapting responses evoked by NBN. (f–g) Rectified z-scores and the resultant d’ index 
were calculated for each pulse rate and stimulation type as described previously for ICc 
recordings in Fig. 3…………………………………………………………………………...58 
 
Figure 2-S1 Animals’ reaction time towards the laser stimulation. Behavioral crossing 
latency, rather than crossing probability, is plotted as a function of laser pulse amplitude (a) 
and rate (b)…………………………………………………………………………………... 67 
 
Figure 2-S2 The ICc is tonotopically organized along the dorsal-ventral axis. The best 
frequency of recorded sites (N = 10 penetrations, 16 sites per penetration) in the ICc are 
plotted as a function of depth, revealing a tonotopic organization. The arrow indicates the 
depth of virus injection……………………………………………………………………… 67 
 
Figure 2-S3 The performance of population-based detection matches the performance of 
single-site-based detection. The sensitivity indices (d’) for stimuli with different pulse rates 
are measured with a population decoding scheme, where the population d’ is quantified as the 
highest single-site-based d’ out of all the recorded sites from a given animal……………… 67 	
Figure 3-1 Optogenetic activation of L6 CT neurons in A1 induces alternating periods of 
spike enhancement and suppression.  (A) ChR2 was expressed in L6 CT neurons by injecting 
a Cre-dependent viral construct into A1 of Ntsr1-Cre mice.  The fluorescent mCherry 
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reporter is visible in L6 cell bodies, dense bands of neuropil in L4 and in MGB axons. (B) 
Schematic of columnar recording during L6 CT activation. (C) Sound-evoked (left) and 
laser-evoked (right) laminar profiles of current source density (CSD) amplitude from a single 
A1 penetration in an awake mouse.  Multiunit activity (MUA) at each location is represented 
by the superimposed white peristimulus time histograms (PSTH, scale bar = 100 spikes/s).  
White arrow indicates the earliest, sound-evoked current sink used to identify L4.  (D) 
PSTHs represent the mean MUA in each layer. Laser power at the tip of the optic fiber 
ranges from 5-50 mW, but is substantially weaker at any given point in L6. Error bars 
represent 1 SEM.  (E) Laser-evoked firing rates increase monotonically during the onset and 
sustained periods (ANOVA, F= 70.91, p < 1 x 10-6, at orange arrow; F=10.49, p < 1 x 10-6, at 
gray arrow), decrease immediately following laser offset (F=22.99, p < 1 x 10-6, at purple 
arrow) and increase again 100ms later (F=4.01, p < 5 x 10-5, at green arrow), particularly in 
L2/3, L4 and L5.  Error bars represent 1 SEM.  A detailed breakdown of all statistical tests 
can be found in Supplemental Table 3-1…………………………………………………… 84 
 
Figure 3-2 Activating L6 CT neurons induces a tri-phasic modulation of sound-evoked A1 
responses.  (A) Pure tone pips were presented to the left ear while recording unit activity with 
and without optogenetic activation of L6 CT neurons.  Frequency tuning functions were 
estimated from the Gaussian fit of tone-evoked firing rates.  (B) Tones were presented 
without L6 CT activation (50% of trials) or with L6 CT activation, where the delay between 
the onset of tone bursts and laser pulses varied from 0 – 800 ms. (C) L6 CT activation 
imposed diverse forms of modulation on a representative L4 recording site.  A flat upward 
shift in firing rate was observed at the onset of L6 CT activation (orange), followed by a 
divisive scaling of responsiveness shortly following deactivation at laser offset (purple) and a 
final multiplicative scaling 150 ms after deactivation (green).  (D-E) The scaling and shifting 
components were computed in the same example L4 site (D) and a representative L6 site (E) 
by regressing the mean normalized tone-evoked firing rates measured during the tone-alone 
trials against the firing rates recorded during the three epochs of L6 CT activation. With this 
approach, the Y-intercept term of the linear fit equation provides the additive/subtractive 
shifting modulation (positive or negative, respectively), while the slope of the fit line 
provides the multiplicative/divisive scaling modulation (slope values >1 or <1, respectively).  
(F-G) Mean (±1 SEM) shifting and scaling modulation was computed for each multiunit site 
for recordings made with a 400 ms laser pulse at 20 mW (F) or a 50 ms laser pulse set to the 
minimally effective laser power (G).  Inset: Laser-induced tuning modulation was not 
observed from a separate cohort of mice injected with a control reporter virus (Mixed design 
ANOVA, main effect for shifting modulation: F(2,20) = 0.24, p = 0.79; main effect for 
scaling modulation: F(2,20) = 2.17, p = 0.14).  Statistically significant shifting and scaling 
modulation for all permutations of laser duration, response period and layer were determined 
with one-sample t-tests against a population mean of 0 (shifting modulation) or 1.0 (scaling 
modulation).  Looking across both laser durations, we observed significant additive gain 
during L6 CT activation in L2/3, L5 and L6 (p < 0.05 for each) and significant divisive gain 
in L4 and L5 (p < 0.05 for each).  In the short-delay period following L6 CT deactivation, we 
observed significant subtractive gain in all layers and significant divisive gain in all but L6 (p 
< 0.005 for each).  In the long-delay period following L6 CT deactivation, we observed 
significant additive and multiplicative gain for L2/3, L4 and L5 (p < 0.05 for each) but no 
significant change in L6 tuning (p > 0.1 for each). (H) The mixture of shifting and scaling 
		 xxviii 
modulation created sharper frequency tuning during the short-delay period but wider 
frequency tuning in the long-delay period.  Tuning changes are estimated from the change in 
width at half-height between the tone-alone and tone + L6 CT activation for the 400 ms laser 
(top) and 50 ms laser (bottom) conditions.  Asterisks indicate p < 0.05 with a one-sample t-
test relative to a population mean of 0……………………………………………………… 86 
 
Figure 3-3  L6 CT activation can alternately bias sound perception towards enhanced 
detection at the expense of discrimination, or vice versa.  (A) Mice were trained in an 
auditory avoidance task that required them to cross from one side of a shuttle box shortly 
following the presentation of 14 kHz tone bursts (target) but not tones of other frequencies 
(foils).  Mice expressed ChR2 in L6 CT neurons in left and right auditory cortex and were 
implanted with bilateral optic fiber assemblies.  (B) Schematic of A1 tuning modulation and 
design of behavioral optogenetics experiment.  The three types of receptive field modulation 
mediated by L6 CT activation were predicted to have dissociable effects on tone detection 
and discrimination behaviors.  Whereas the flat ‘DC’ shift in firing rate during L6 CT 
activation would not be expected to have any behavioral effect, the divisive-subtractive 
changes during the short-delay period should benefit discrimination at the expense of 
detection, while the multiplicative-additive changes during the long-delay period would be 
expected to impart the opposite effects. (C) Probability of a “Go” (i.e., crossing) response for 
target tones, foil tones, the laser stimulus alone and the three combined tone + laser test 
conditions as a function of sound level.  Compared to tone-alone trials, target detection is 
impaired in the short-delay configuration but enhanced in the long-delay configuration 
(ANOVA, main effects for delay, F = 10.44, p < 0.005 for short and long conditions).  (D) 
Probability of a Go response as a function of frequency separation between the target tone 
and the foil tone at a fixed sound level (40 dB SPL).  Discriminative behavior (Go responses 
to targets, not foils) is enhanced in difficult trials (e.g., a 10% difference) in the short-delay 
condition and is impaired in easy trials (e.g., 20% difference) in long-delay trials (ANOVA, 
main effect for delay, F = 14.3, p < 0.0005 for both short and long delays).  (E) Mean (±1 
SEM) target detection threshold, defined as the sound level associated with a 50% probability 
of making a Go response on target trials. (F) Mean (±1 SEM) false alarm threshold, defined 
as the frequency spacing associated with a 50% probability of making a Go response on foil 
trials.  Horizontal lines in E and F represent p < 0.05 using a paired t-test between tone-alone 
and the corresponding tone + laser condition, after correcting for multiple comparisons. (G) 
Overall sensitivity, measured with the d’ statistic, was higher on short-delay trials, but the 
difference is not statistically significant after correcting for multiple comparisons (paired t-
test, p = 0.16)……………………………………………………………………………….. 90 
 
Figure 3-4 Enhanced A1 responses at long delays following L6 CT activation can be 
attributed to short-term dynamics in thalamic sound processing. (A) Coronal sections 
showing mCherry expression in auditory cortex (ACtx) L6 CT neurons and medial geniculate 
body (MGB) axon terminals (top) as well as a more rostral section showing the L6 CT axon 
bundle in the internal capsule (ic) and collaterals in the thalamic reticular nucleus (TRN, 
bottom). (B) Schematic of procedure for simultaneous recordings of the A1 column and 
either MGB or TRN in awake, head-fixed mice.  The ventral, medial and dorsal subdivisions 
of the MGB are illustrated (v, m and d, respectively). (C) Frequency response areas (FRAs) 
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from simultaneously recorded A1/MGB or A1/TRN sites.  We attempted to make ‘on-beam’ 
recordings such that frequency tuning was matched between cortical and thalamic recording 
sites. (D) Iso-intensity frequency tuning functions from representative L4, MGB and TRN 
recording sites. The gray and blue functions correspond to the tone-alone and tone + laser 
conditions, respectively.  Enhanced auditory responses are observed in both A1 and thalamus 
when tones and L6 CT activation are concurrent (orange).  Divisive suppression is found in 
A1 shortly after L6 CT deactivation but not in either thalamic recording site (purple).  
Multiplicative enhancement is observed in A1 and MGB at long delays following L6 CT 
deactivation (green).  TRN tuning is suppressed at this interval.  (E) Mean (±1 SEM) tone-
evoked firing rates normalized to the best frequency in the tone-alone condition (gray). 
Compared to tone-alone responses, firing rates were significantly elevated with the 
concurrent L6CT activation in A1, MGB and TRN units (paired t-test, p < 0.05); during the 
short delay period, A1 and TRN units showed significantly reduced firing rates (paired t-test, 
p < 0.05) while MGB units showed unchanged firing rates (p > 0.05); during the long delay 
period, A1 and MGB units showed significantly enhanced firing rates (p < 0.05) while TRN 
units showed significantly reduce firing rates (p < 0.05). (F) Mean (±1 SEM) shifting and 
scaling modulation was computed for each multiunit site recorded with the paired recording 
approach.  Statistically significant shifting and scaling modulation for all permutations of 
laser duration, response period and brain structure was determined with one-sample t-tests 
against a population mean of 0 (shifting modulation) or 1.0 (scaling modulation).  We 
observed significant additive gain during L6 CT activation in L4 and MGB and significant 
divisive gain in L4 (p < 0.05 for each).  In the short-delay period following L6 CT 
deactivation, we observed significant subtractive and divisive gain only in L4 (p < 0.05 for 
each).  In the long-delay period following L6 CT deactivation, we observed significant 
additive gain in MGB, significant multiplicative gain in L4 and MGB, and significant 
subtractive and divisive gain in TRN (p < 0.05 for each)………………………………….. 94 
 
Figure 3-5 L6 CT activation changes the frequency and resets the phase of local electric field 
oscillations in A1. (A) The raw L6 CT-evoked CSD signal recorded across the A1 column 
from a single trial in an awake mouse. Optogenetic activation of L6 CT neurons induces a 
high-frequency oscillation while the laser is on followed by a few cycles of a low-frequency 
oscillation following L6 CT deactivation.  X and Y axes of the scale bar are set to 0.2 s and 5 
mV/mm2, respectively.   (B-C) Multi-taper analysis of the change in CSD frequency 
spectrum during laser (blue) and 0-400 ms after the laser is turned off (black) relative to pre-
laser baseline. B plots the full frequency range to highlights the high-gamma peak during 
laser activation, whereas C plots frequencies ≤ 30 Hz to emphasize the delta-theta power after 
laser offset. (D) Mean (±1 SEM) L2/3 unfiltered CSD amplitude for laser durations varying 
from 10-400 ms. The short- and long-delay periods following L6 CT deactivation are 
indicated by the purple and green arrows, respectively.  (E) Phase histograms at the 
corresponding laser duration for the short- and long-delay period.  L2/3 CSD phase is 
consistently near zero in the short-delay period and pi in the long-delay period.  (F) Multiunit 
spike probability in each layer as a function of the spontaneous L2/3 delta-theta CSD phase 
(2-6 Hz).  Spike probability changed significantly across L2/3 CSD phase for all layers 
(ANOVA, F > 3.6 and p < 0.001), with the lowest probability consistently occurring at the 
zero phase. (G) Tone-evoked frequency tuning functions at three phases of the spontaneously 
occurring L2/3 delta-theta CSD: zero, pi and the average of the intermediate phases, ±pi/2.  
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Tuning shape was significantly modulated by phase in L4, L5 and L6, (ANOVA, F > 6.3, p < 
0.005 for all), but not in L2/3 itself (F = 1.4, p = 0.28)…………………………………….. 97 
 
Figure 3-6  L6 CT neurons reset the phase of low-frequency cortical oscillations by driving a 
sub-type of cortical fast-spiking interneuron.  (A) Schematic diagram depicting the analysis 
approach for spike-triggered CSD phase and amplitude. (B) Spike-triggered CSD amplitude 
from two exemplar A1 single units.  Spontaneous spikes is associated with a clear pattern of 
alternating sinks and sources across the cortical column in some single units (a “resetter” 
unit, bottom), but not others (a “non-resetter” unit, top).  (C) L2/3 delta-theta CSD phase 
histograms at discrete time bins before and after a spontaneous spike from the same two 
single units shown in (B).  The L2/3 CSD vector strength represents the phase precision over 
time.  (D) Spontaneous spike-triggered phase changes from 723 single units recorded from 
the thalamus and cortex of awake mice are sorted according to the change in L2/3 CSD 
vector strength.  Resetter units (n = 184) were operationally defined as those that increased 
the post-spike L2/3 CSD vector strength by 0.05 or more. (E) Spike-triggered phase 
histograms from all resetter and 185 non-resetter units. Each trace is the mean phase 
trajectory from a single unit. Resetter units reset the phase of the L2/3 CSD to pi at the time 
of the spike. The spike-triggered phase remains well organized at the zero phase 
(corresponding to the short-delay, purple box) and one complete cycle later (corresponding to 
the long-delay, green box). (F) Histogram of resetter occurrence as a function of brain region 
and spike waveform. G) Mean (±1 SEM) latency between spontaneous spike occurrence and 
the time of CSD reset, operationally defined as the peak negativity in the L2/3 delta-theta 
CSD waveform.  For MGBv resetter (MGBvr, n = 52) and cortical FSr units (n=31), the 
spontaneously occurring spike occurs significantly earlier than the L2/3 CSD reset, 
suggesting that they might induce the reset (paired t-tests, p < 0.05 for both).  By contrast, 
RSr unit spikes (n=78) occur during or just after the CSD reset event (paired t-test, p = 0.1). 
(H) Cartoon illustrating the 4 cell types in the putative CSD reset circuit and the cross-
correlation analysis approach.  (I) Mean (±1 SEM) cross-correlogram of L6 CT unit spike 
trains with the other resetter unit types. (J) Mean (±1 SEM) probability that a spike in each 
resetter type will follow a laser-evoked L6 CT spike. Horizontal lines represent significant 
differences between FSr evoked spike probability and other unit types (unpaired t-test, p < 
0.05 after correcting for multiple comparisons). (K) FSr-spike triggered L2/3 CSD amplitude 
for spike events occurring spontaneously, during acoustic stimulation or during optogenetic 
activation of L6 CT units.  Note similarity of FSr-associated CSD amplitude and laser-
evoked CSD amplitude in Fig. 5D. (L) Mean (±1 SEM) laser-evoked firing rate in L6 CT 
neurons, FSr neurons and FS neurons not associated with CSD reset (FSnr). (M) L6 CT 
spiking ceases immediately at laser offset whereas FSr neurons remains significantly higher 
for at least 10ms (Wilcoxon rank-sum, p < 0.05), providing a potential explanation for why 
the delta-theta rhythm and divisive-subtractive gain occurs at the short-delay following L6 
CT deactivation…………………………………………………………………………….. 101  
 
Figure 3-S1  Laser does not evoke spiking activity from L6CT neurons expressing a control 
fluorophore.  (A) A reporter fluorophore (tdTomato) was expressed in L6 CT neurons by 
injecting a Cre-dependent viral construct into A1 of Ntsr1-Cre mice.  (B) Schematic of 
columnar recording and laser illumination. (C) Sound-evoked (left) and laser-evoked (right) 
laminar profiles of current source density (CSD) amplitude from a single A1 penetration in 
		 xxxi 
an awake mouse.  Multiunit activity (MUA) at each location is represented by the 
superimposed white peristimulus time histograms (PSTH, scale bar = 100 spikes/s). (D) 
PSTHs represent the mean MUA in each layer for laser powers ranging from 5-50 mW at the 
tip of the fiber.  Error bars represent 1 SEM.  (E) Laser did not evoke spiking activity from 
any layer (mixed design anova, F(3) = 0.83, p = 0.48) during any response period (mixed 
design anova, F(3) = 0.86, p = 0.46).  Error bars represent 1 SEM………………………... 111 
 
Figure 3-S1  Laser does not evoke spiking activity from L6CT neurons expressing a control 
fluorophore.  (A) A reporter fluorophore (tdTomato) was expressed in L6 CT neurons by 
injecting a Cre-dependent viral construct into A1 of Ntsr1-Cre mice.  (B) Schematic of 
columnar recording and laser illumination. (C) Sound-evoked (left) and laser-evoked (right) 
laminar profiles of current source density (CSD) amplitude from a single A1 penetration in 
an awake mouse.  Multiunit activity (MUA) at each location is represented by the 
superimposed white peristimulus time histograms (PSTH, scale bar = 100 spikes/s). (D) 
PSTHs represent the mean MUA in each layer for laser powers ranging from 5-50 mW at the 
tip of the fiber.  Error bars represent 1 SEM.  (E) Laser did not evoke spiking activity from 
any layer (mixed design anova, F(3) = 0.83, p = 0.48) during any response period (mixed 
design anova, F(3) = 0.86, p = 0.46).  Error bars represent 1 SEM. Second column, the 
laminar pattern of CSD sinks and sources for a representative recording in each condition.  
Third column, mean (±1 SEM) L2/3 CSD amplitude.  Blue box denotes 400 ms laser period.  
Black box denotes 400 ms post-laser period.  Fourth column, mean (±1 SEM) change in L2/3 
frequency spectrum for the laser and post-laser periods relative to the baseline period (0-400 
ms prior to laser onset).  (A) L6 CT activation as per Fig. 5.  (B) ChR2 is expressed in 
pyramidal neurons under the CamKIIa promoter.  Optogenetic stimulation is restricted to L5 
corticofugal neurons by stimulating axon terminals on the dorsal surface of the inferior 
colliculus, a midbrain structure.  (C) Optogenetic activation is limited to parvalbumin-
expressing FS interneurons by crossing the PV-Cre mouse line with Ai32 mouse line 
[Ai32(RCL-ChR2(H134R)/EYFP)], in which ChR2 is expressed in cells with Cre 
recombinase.  (D) Optogenetic activation is limited to cholinergic axons from the basal 
forebrain by crossing the ChAT-Cre mouse line (B6;129S6-Chattm2(cre)Lowl/J) with the 
Ai32 mouse line. (E) Sound-evoked CSD changes in Ntsr1-Cre mice are provided for 
comparison with optogenetic activation.  Note that the distinctive pattern of high-gamma 
oscillations during activation followed by a 2-6 Hz large-amplitude post-laser offset CSD 
signal is only observed with L6 CT activation.  Also note differences in Y-axis scaling 
between conditions…………………………………………………………………………. 112 
 
Figure 3-S3 Cell type classification based on spike waveform.  (A) The peak-to-trough 
delays of well-isolated single units in A1 form a bi-modal distribution.  Units were classified 
as fast-spiking units (FSUs, peak-to-trough delay < 0.4 ms) and regular-spiking units (RSUs, 
peak-to-trough delay > 0.4 ms). (B) Average waveforms of A1 FSUs and RSUs. (C) Nearly 
all single units in TRN were fast-spiking. (B) Average waveform of TRN units. Error bars 
represent 1 SEM……………………………………………………………………………. 114 
 
Figure 4-1 Trace conditioning alters the organization of ACtx maps.  (A) Schematic cartoons 
showing the process of trace fear conditioning.  (B) Conditioned mice showed more freezing 
behavior towards CS+ sound than CS- sound and overall more freezing behavior comparing 
		 xxxii 
with the passively exposed control group.  (C) Top: a representative ACtx map showing the 
best frequency (BF) tuning across A1 and AAF. Bottom: BF distribution as a function of 
rostral- caudal location.  (D) Same as (C) but from the passively exposed control group.  (E) 
BF distribution in A1 for the conditioned and control group.  A1: primary auditory cortex. 
AAF: anterior auditory field………………………………………………………………... 145 
 
Figure 4-2 Frequency specific and cell-type specific plasticity induced in ACtx by trace 
conditioning.  (A) Awake head-fixed preparation for conditioning and recording.  (B) 
Experiment procedure.  (C) Animals undergone CS+ conditioning showed increase of 
freezing behavior during learning.  (D) Cell-type specific plasticity of ACtx neurons. Top: 
Frequency tuning functions of a representative regular-spiking unit (RSU) and a fast-spiking 
unit (FSU) over the course of CS+ conditioning. Bottom: Changes of neural response to 
conditioned and unconditioned frequencies over time in all RSUs and FSUs.  (E) Same as 
(D), but from CS- conditioning experiments………………………………………………..146 
 
Figure 4-3 Frequency specific and cell-type specific plasticity induced in ACtx by ACh 
photoactivation.  (A) Awake head-fixed preparation for pseudo conditioning and recording. 
The reinforcement is replaced with photostimulation of ChAT+ axon terminals in ACtx. (B) 
Experiment procedure. (C) Neither overlap or trace pseudo conditioning induced increase of 
freezing behavior. (D) Cell-type specific plasticity of ACtx neurons. Top: Frequency tuning 
functions of a representative RSU and a FSU over the course of overlap pseudo conditioning. 
Bottom: Changes of neural response to conditioned and unconditioned frequencies over time 
in all RSUs and FSUs. (E) Same as (D), but from trace pseudo conditioning experiments.. 150 
 
Figure 4-4 NB ChAT+ neurons exhibit learning-induced plasticity during trace conditioning.  
(A) Awake head-fixed preparation for conditioning, recording, and optogenetic antidromic 
tagging of A1-projecting ChAT+ neurons in the NB. (B) Retrograde tracing of A1-porjecting 
ChAT+ neurons. (C) A representative A1- projecting ChAT+ neuron. From left to right: 
antidromically activated by blue laser, response air puffs, noise bursts, and pure tones. (D) 
Same as C, but from a putative ChAT- neuron. (E) Cell-type specific plasticity of NB 
neurons. Top: Frequency tuning functions of a representative ChAT+ and a ChAT- over the 
course of CS+ conditioning. Bottom: Changes of neural response to conditioned and 
unconditioned frequencies over time in all ChAT+ and ChAT neurons. (F) Same as (E), but 
from CS- conditioning experiments………………………………………………………... 152 
 
Figure 5-1 Rapid maturation of monaural response properties in A1 is associated with 
concurrent changes in cochlear sensitivity. (a) Representative contralateral and ipsilateral 
FRAs recorded from A1 on P11, P14 and P17. (b, c) Rapid expansion of BF (b) and drop in 
threshold (c) of contralateral (black) and ipsilateral (red) FRAs measured from 1,001 units in 
35 mice. (d) Minimum sound levels sufficient to elicit a measurable DPOAE at five test 
frequencies. N = 56 ears, values represent mean ± s.e.m. DPOAEs are based on outer hair 
cell receptor currents that can be measured as sound level changes in the ear canal. (e, f) 
Neither the absolute difference between contralateral and ipsilateral BFs (e) nor the 
contralateral bias in minimum response threshold (f) were greatly changed over the first week 
of hearing. C, contralateral; I, ipsilateral; dif., difference. Lines represent mean values at each 
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Figure 5-2 Intratympanic poloxamer injections create a short-term and fully reversible mild 
CHL. (a) Reversible CHL was created by injecting a solution of Poloxamer 407, a 
thermoreversible hydrogel, into the middle ear space of young mice. Injections were made on 
two consecutive days into the left ear. Unit recordings were made in the right A1, 
contralateral to the injected ear. (b–d) Minimum response threshold for ABR wave 1 elicited 
with 8 (b), 16 (c) or 32 kHz (d) tone bursts delivered to the left ear. Thresholds are plotted 
relative to day of the first poloxamer injection on P16 (solid lines, n = 14) or from age-
matched control mice (dashed lines, n = 9). (e) ABR threshold was measured at 16 kHz from 
left injected ear (black) and the right uninjected ear (grey) in poloxamer-injected mice. 
Measurements were taken immediately before A1 recordings, 14 days after an initial 
poloxamer injection at P12 (n = 5), P16 (n = 4) or P20 (n = 5). All values represent mean ± 
s.e.m. Asterisks indicate significant differences between poloxamer and control threshold 
values based on ANOVA post-hoc pairwise comparisons (P < 0.05)……………………... 173 
 
Figure 5-3 An early critical period for the disruptive effect of transient unilateral hearing loss 
on interaural receptive field alignment. (a) Representative contralateral and ipsilateral FRAs 
recorded from A1 of mice that received a sham procedure (top) or a poloxamer injection to 
the contralateral ear on P12 (bottom). All recordings are made 14–15 days following the 
initial poloxamer injection or sham procedure. For purposes of direct comparison, the 
monaural FRA colour scale is mapped to the same range of firing rates rather than 
normalizing individually. Panels to the right represent the ratio of firing rates for each point 
within the union of the contralateral and ipsilateral FRAs. (b) Contralateral (black) and 
ipsilateral (red) FRA thresholds (c) Spontaneous firing rate measured during the 100-ms 
period preceding tone onset.  (d) The percentage of tone combinations contained in both 
contralateral and ipsilateral FRAs (the intersection) relative to all tone combinations 
contained in the contralateral and ipsilateral FRAs combined (the union). (e) Absolute 
difference in BF measured from the contralateral and ipsilateral FRAs. (f) Increased BF 
disparity in CHL12 group reflects a systematic high-frequency shift in contralateral versus 
ipsilateral BFs. Asterisk indicates a significant difference based on a paired Student’s t-test 
(Po0.005).  (g) Mean ratio of contralateral versus ipsilateral firing rates from tone 
combinations within the union of both FRAs. More positive values indicate greater 
contralateral dominance. All values represent mean ± s.e.m. dif., difference. Sample size: 
CHL12 (n = 163 (total units)/135 (units with bilateral FRAs) from 6 mice), CHL16 (n = 
159/127 units from 5 mice), CHL20 (n = 149/127 units from 5 mice) and sham-operated 
controls (n = 142/77 units from 5 mice). Asterisks and horizontal lines indicate significant 
differences relative to the sham group or associated pair, respectively, according to ANOVA 
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Figure 5-4 Maturation of ILD sensitivity during the first week of hearing. (a–d) Top rows: 
post-stimulus time histograms of spikes recorded from an A1 units at P11 (a, b) or P15 (c, d) 
following a 100-ms dichotic white noise burst (horizontal bar). Histogram colouring depicts 
timing of spikes that showed the strongest differential sensitivity to contralateral ILDs (black) 
and ipsilateral ILDs (red). Middle rows: bubble plots present firing rate as a function of ILD 
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across five mean binaural levels based on the spike windowing shown above. Heat map is 
scaled to the normalized firing rate within each time window, whereas circle diameter is 
normalized to the maximum firing rate across both time windows. Bottom rows: faint lines 
represent firing rate changes across ILD at each of five binaural levels between threshold and 
20 dB > threshold. Thick and dashed lines represent the mean ILD-rate function and its linear 
fit, respectively. Numerical slope of the fit line (the ILD slope value) is provided. (e) 
Mean±s.e.m. onset (lower value) and offset (higher value) of the entire stimulus-evoked 
response period (light gray), optimal contralateral (dark grey) and ipsilateral (red) ILD 
periods. (f) ILD slope values across all ages (n = 39 units from 6 P11/P12 mice, n = 148 form 
7 P13/14 mice, n = 180 from 6 P15/16 mice, n = 96 from 3 P17 mice and n = 147 from 9 
adult mice). Positive and negative slope values indicate a preference for contralateral and 
ipsilateral ILDs, respectively, for spikes contained within the optimal contralateral (black) or 
ipsilateral (red) ILD response periods. Lines represent mean values at each age. Each data 
point is one recording site. A slight random jitter is imposed on all data points to visually 
distinguish identical values in the scatterplots……………………………………………... 179 
 
Figure 5-5 Temporary CHL disrupts short- and long-latency ILD sensitivity at distinct ages 
during the first week of hearing. (a–c), PSTHs (top row), binaural interaction matrices 
(middle row) and ILD-rate functions (bottom row) derived from the optimal contralateral and 
ipsilateral ILD response periods (black and red, respectively) from representative A1 
recording sites in sham and poloxamer-injected mice. All plotting conventions are identical 
to those used in Fig. 5-4. Note the double dissociation between disruptions of short-latency 
contralateral ILD sensitivity in the CHL12 unit (b) and long-latency ipsilateral ILD 
sensitivity in the CHL16 unit (c) compared with sham (a). (d) Slope of the linear fits applied 
to ILD-rate functions derived from the early contralateral (black) and late ipsilateral (red) 
ILD response windows (n = 127 sham units from 5 mice, 165 CHL12 units from 6 mice, 143 
CHL16 units from 5 mice and 117 CHL20 units from 5 mice). (e) ILD associated with the 
highest firing rate (that is, the best ILD) based on the contralateral (black) versus ipsilateral 
(red) ILD response windows. All values represent mean ± s.e.m. Asterisks indicate a 
significant difference relative to the sham group with an ANOVA after correcting for 
multiple comparisons (P < 0.05)…………………………………………………………… 182 
 
Figure 5-6 Delayed critical period for sound features coded by long-latency spikes is specific 
to ILD sensitivity. (a) A1 FRAs derived from stimuli delivered separately to the 
contralateral/deprived (left column) and ipsilateral/non-deprived (middle column) ears in a 
CHL16 mouse. Aural dominance, quantified as the ratio of contralateral/ipsilateral firing 
rates for all tone combinations contained within the union of the two receptive fields is 
provided in the right column, where a more positive aural dominance index (ADI) reflects 
contralateral dominance in the mean of all ratio values. The overall aural dominance captured 
across the entire post-stimulus spiking response period (top row) can be attributed to a strong 
contralateral bias in the first and middle third of the response period (second and third rows, 
respectively) and a more balanced contralateral and ipsilateral response strength in the final 
portion of each response period (bottom row). (b) When aural dominance is analysed for all 
recording sites with bilateral FRAs (n = 135 CHL12 units from 6 mice, 127 CHL16 units 
from 5 mice, 127 CHL20 units from 5 mice and 77 sham units from 5 mice), it is evident that 
although contralateral dominance may lessen in the final portion of the tone-evoked response 
		 xxxv 
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dependent regulation of aural dominance effects is similar across all portions of the monaural 
tone-evoked spiking response, unlike the dichotomous effect of CHL on ILD sensitivity 
contained in early- versus late-response periods. Values represent mean ± s.e.m. I, ipsilateral; 
C, contralateral. Horizontal lines indicate a significant difference between two groups after 
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Figure 5-S1 FRA and ILD measurements are not contaminated by the contralateral transfer 
of acoustic energy across the head. (a–d) Extracellular unit recordings were made from the 
right (a, b) and left (c, d) central nucleus of the inferior colliculus after the right cochlea had 
been destroyed. Sound delivery tubes were positioned against the tympanic ring of the left 
and right ears, per normal. Example FRAs (second column), spike rastergrams (third column) 
and rate-level functions (fourth column) for individual recordings corresponding to the 
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functions are derived from 100 ms white noise bursts. (e, f) minimum thresholds for 
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Chapter 1  Robustness of Cortical Topography across Fields, Laminae, Anesthetic 
States, and Neurophysiological Signal Types1 
Abstract 
Topographically organized maps of the sensory receptor epithelia are regarded as 
cornerstones of cortical organization as well as valuable readouts of diverse biological 
processes ranging from evolution to neural plasticity. However, maps are most often 
derived from multiunit activity recorded in the thalamic input layers of anesthetized 
animals using near-threshold stimuli. Less distinct topography has been described by 
studies that deviated from the formula above, which brings into question the generality of 
the principle. Here, we explicitly compared the strength of tonotopic organization at 
various depths within core and belt regions of the auditory cortex using 
electrophysiological measurements ranging from single units to delta-band local field 
potentials (LFP) in the awake and anesthetized mouse. Unit recordings in the middle 
cortical layers revealed a precise tonotopic organization in core, but not belt, regions of 
auditory cortex that was similarly robust in awake and anesthetized conditions. In core 
fields, tonotopy was degraded outside the middle layers or when LFP signals were 
substituted for unit activity, due to an increasing proportion of recording sites with 
irregular tuning for pure tones. However, restricting our analysis to clearly defined 
receptive fields revealed an equivalent tonotopic organization in all layers of the cortical 
																																																								
1 Originally published as “Guo, W. et al. Robustness of cortical topography across fields, 
laminae, anesthetic states, and neurophysiological signal types. J. Neurosci. 32, 9159–9172 
(2012).” 
		
2 
column and for LFP activity ranging from gamma to theta bands. Thus, core fields 
represent a transition between topographically organized simple receptive field 
arrangements that extend throughout all layers of the cortical column and the emergence 
of nontonotopic representations outside the input layers that are further elaborated in the 
belt fields. 
Introduction 
 The empirical age of cortical cartography began with the discovery that the neural 
processes underlying vision, touch, and audition could be ascribed to discrete areas of the 
cerebral cortex, each containing topographically organized maps of the corresponding 
sensory receptor epithelia (Larionow, 1899; Woolsey and Walzl, 1942). As the tools 
advanced from lesions and surface potential recordings to neuroanatomical tracers and 
dense microelectrode mapping, it became possible to delineate multiple fields within the 
cortical areas representing a single modality, as well as their distinct patterns of 
interconnections and functional specializations (Merzenich et al., 1975; Read et al., 
2001). The latest wave of optical physiological tools offers the promise of penetrating 
still further into the functional fabric of the cortex by providing spatial resolution at the 
cellular level and the ability to record and manipulate neural activity on a millisecond 
timescale (Fenno et al., 2011; Garaschuk et al., 2006). 
In the auditory cortex, the smooth and precisely organized tonotopic gradients 
described by traditional microelectrode mapping studies are incompatible with the 
heterogeneous frequency organization described by recent two-photon Ca2+ imaging 
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studies (Bandyopadhyay et al., 2010; Chen et al., 2011; Rothschild et al., 2010). The 
concept of precise tonotopy, which is regarded as a hallmark characteristic of auditory 
core fields, has arisen almost exclusively from studies using a single experimental 
approach: measuring threshold frequency tuning from multiunit (MU) recordings in the 
middle cortical layers of anesthetized animals. The disparate findings from Ca2+ imaging 
raise the possibility that precise tonotopy may be an epiphenomenon of this heavily used 
methodology rather than the singular valid description of the underlying biology. Indeed, 
the minority of studies that have described poor frequency selectivity, heterogeneous 
local frequency tuning, or weakly organized maps all deviate from the methodological 
formula above by characterizing preferred frequency with suprathreshold sound levels, 
recording outside of the thalamic input layers, recording in unanesthetized subjects, 
and/or recording neural activity other than MU spiking such as evoked potentials, local 
field potentials (LFPs), neuronal Ca2+ transients, magneto-encephalographic signals, or 
blood oxygenation level-dependent functional magnetic resonance imaging (fMRI) 
signals (Bilecen et al., 1998; Evans et al., 1965; Gaucher et al., 2012; Goldstein Jr. et al., 
1970; Kaur et al., 2005; Kayser et al., 2007; Woods et al., 1995). 
Disambiguating the contribution of each variable to tonotopic map precision is 
challenging because the studies listed above have been conducted in a variety of species 
and, within a given study, only compare tuning quality across one of these variables, if at 
all. Therein lies the motivation for the present study: first, we elected to use the mouse 
auditory cortex as a test bed, as it has alternately been described as having a 
heterogeneous frequency representation based on Ca2+ imaging in the superficial layers 
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or a precise tonotopic organization based on MU mapping in the middle layers (T. a 
Hackett et al., 2011; Stiebler et al., 1997). Then, we explicitly compared the contributions 
of five variables that are thought to modulate the strength of topographic mapping: (1) the 
cortical field of the recording site (auditory core vs belt fields); (2) the sound level used 
to estimate frequency tuning; (3) the cortical layer from which recordings are made; (4) 
the kind of activity used to estimate map organization [MU spiking, single unit (SU) 
spiking, or LFP amplitude]; and (5) the state of the animal (anesthetized vs awake). 
Materials and methods 
Surgical procedures 
Anesthetized recordings. All procedures were approved by the Animal Care and Use 
Committee at Massachusetts Eye and Ear Infirmary and followed the guidelines 
established by the National Institutes of Health for the care and use of laboratory animals. 
Female CBA/CaJ mice aged 8–10 weeks were brought to a surgical plane of anesthesia 
either with ketamine/xylazine (induction with 120 mg/kg ketamine and 12 mg/kg 
xylazine, with 60–80 mg/kg ketamine supplements as necessary) or pentobarbital 
sodium/chlorprothixene (induction with 50 mg/kg pentobarbital and 0.2 mg 
chlorprothixene, followed by 10–15 mg/kg pentobarbital supplements, as necessary). 
Using a scalpel, a 4×3mm (rostrocaudal_ mediolateral) craniotomy was made in the right 
auditory cortex, approximately centered on a point 2.8 mm posterior and 4.4 mm lateral 
to bregma, and the dura mater was left intact. The brain surface was covered with high-
viscosity silicon oil and photographed. During the course of recording, the core body 
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temperature of the animal was maintained at 36.5°C with a homeothermic blanket system 
(Fine Science Tools). The animal was administered 0.5 ml lactated Ringer’s solution 
every 6 h to prevent dehydration. 
Acute awake recordings. A titanium head plate, 37.3 × 5.2 × 0.9 mm (L×W×H) weighing 
0.5 g, was first affixed to the animal’s skull under isoflurane anesthesia (5% induction, 
2.5% maintenance) several days before head-fixed recordings began. The dorsal surface 
of the skull was exposed, a thin layer of tissue adhesive (VetBond; 3M) applied, and the 
headplate affixed to the dorsal aspect of the skull overlying bregma with acrylic bonding 
material (C&B Metabond; Parkell). A silver ground wire (0.005 inch diameter; A-M 
Systems) was inserted through a small hole made in the skull and fixed into place using 
tissue adhesive and acrylic following contact with the dura. The wound margin was 
numbed (burprivaine 0.05%) and sealed with tissue adhesive. Subcutaneous injections of 
buprenorphine (0.05 mg/kg) and saline (0.5 ml) were given to reduce pain and 
dehydration, respectively. On the day of recording, the animal was anesthetized with 
isoflurane so that the experimenter could inspect the ear canal, attach a pinna insert for 
sound delivery, and perform a craniotomy. During the ear canal inspection, a small slit 
was made at the base of the left pinna to better visualize the tympanic membrane. A 
funnel-shaped plastic insert (1.2 cm long, 4.3 mm and 1.4 mm diameters for the ends 
facing the speaker assembly and the tympanic membrane, respectively) was affixed to the 
external auditory meatus with cyanoacrylate gel. A 2.5 × 1.5 mm (caudorostral × 
mediolateral) craniotomy was made medial to the squamosal suture and 2–3mm rostral to 
the lambdoid suture with the dura mater left intact. The animal was typically ambulatory 
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and showing normal behaviors such as whisking and grooming within 3–5 min following 
cessation of isoflurane. Recordings were delayed for an additional 50 min to ensure that 
the animal was fully awake during the electrophysiology experiment. The animal was 
restrained during recording by immobilizing the headplate and positioning the body in a 
cylindrical plastic tube. Animals were adapted to the restraint apparatus at least 24 h 
before the recording experiment. 
Chronic awake recordings. In four mice the auditory cortex was implanted with an array 
of 16 polyimide-coated tungsten microwires (2 rows of 8 electrodes oriented along a 
caudorostral axis, 50 µm diameter cut at a 30-degree angle, 250 µm spacing between 
wires; Tucker-Davis Technologies). Details relating to subjects, anesthesia, surgery, and 
postsurgical analgesia procedures were identical to the acute awake preparation described 
above. The implant was fixed onto the dorsal surface of the skull overlying the right 
auditory cortex with dental bonding material. A bone screw was fixed into the skull 
overlying the left occipital cortex for use as a ground. Recordings were obtained 1–2 
weeks after the implant surgery. 
Data collection 
Acute extracellular recordings. Simultaneous recordings were made from the middle 
layers of the auditory cortex (420–430_mfrom pial surface) with 2–4 epoxylite-coated 
tungsten microelectrodes (1–2 MΩ at 1 kHz; FHC). To enable more direct comparisons 
to unbiased approaches such as cell-attached recordings (Hromádka et al., 2008) and two-
photon Ca2+ imaging(Bandyopadhyay et al., 2010; Rothschild et al., 2010), the final 
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positions of the recording electrodes were not adjusted to find units most responsive to an 
auditory search stimulus or to isolate the most prominent SU waveforms. For columnar 
comparisons, the primary auditory cortex (A1) and the anterior auditory field (AAF) were 
first identified through a coarse mapping of middle layer responses. Next, a 16- channel 
silicon probe (177 µm2 contact area, 50 µm contact separation; NeuroNexus 
Technologies) was inserted orthogonal to the brain surface in A1 or AAF (as confirmed 
through postmortem electrode track reconstructions in a subset of cases) until the topmost 
recording channel was level with the pial surface. The location of each recording site was 
marked on a high-resolution photograph of the brain surface.  
Chronic extracellular recordings. For direct comparison between awake and anesthetized 
recordings in the same animals, the four mice with implanted multi-electrode arrays were 
first tested in the awake condition. The animal was allowed to move ad libitum within an 
11×11 cm acoustically transparent enclosure during recording. Immediately after the 
awake recording session, the animal was anesthetized with an intraperitoneal injection of 
ketamine (100 mg/kg) and xylazine (10 mg/kg) with all other conditions held constant. 
All awake and anesthetized recording experiments (both acute and chronic) were 
performed inside a double walled sound-attenuating test chamber (ETS-Lindgren).   
Acoustic stimuli. Stimuli were generated with a 24-bit digital-to-analog converter 
(National Instruments model PXI-4461). In acute recording sessions, stimuli were 
presented via acoustic assemblies consisting of two miniature dynamic earphones (CUI 
CDMG15008–03A) and an electret condenser microphone (Knowles FG-23339-PO7) 
		
8 
coupled to a probe tube. Stimuli were calibrated at the tympanic membrane in each 
mouse before recording. Normal function of the auditory periphery and accurate 
placement of the probe tube were confirmed by monitoring the threshold and amplitude 
of cochlear distortion product oto-acoustic emissions at frequency 2f1-f2 (ratio of the 
primary and secondary tone frequencies [f2/f1] = 1.2, sound level of tone at f1 was 10 dB 
greater than the tone at f2, and f2 = 8, 11.3, 16, 22.6, 32 kHz). In chronic recordings, 
stimuli were presented via a free-field electrostatic speaker (Tucker-Davis Technologies) 
placed 17 cm from the center of the enclosure. Free-field stimuli were calibrated before 
recording with a wide-band ultrasonic acoustic sensor (Knowles Acoustics, model 
SPM0204UD5). Frequency response areas (FRAs) were measured with pseudorandomly 
presented tone pips (50 ms duration, 4 ms raised cosine onset/offset ramps, 0.5–1 s inter-
trial interval) of variable frequency (4–64 kHz in 0.1 octave increments) and level (0–60 
dB SPL in 5 dB increments). A total of 533 unique frequency-level combinations were 
presented once or twice for a given recording site. 
Data processing. Raw signals were digitized at 32-bit, 24.4 kHz (RZ5 BioAmp 
Processor; Tucker-Davis Technologies) and stored in binary format. Subsequent analyses 
were performed in MATLAB 2011a (MathWorks). The signals were notch filtered at 60 
Hz and then bandpass filtered at 300–5000 Hz with a fifth-order acausal Butterworth 
filter. MU spikes were detected as threshold-crossing events using an adaptive threshold 
(4.5 SDs from the mean of a 10 s running average for standard MU recordings, except 
where otherwise noted). Well-isolated SUs were identified in a subset of recording sites 
according to their inter-spike interval distributions (modal interval occurring later than 5 
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ms, no intervals < 2 ms) and waveform consistency (average deviation of the waveforms 
from the mean waveform of the cluster <15 µV). For LFPs, the raw signals were down-
sampled to 1 kHz and bandpass filtered at each frequency band using fifth-order causal 
Butterworth filters to avoid backward temporal spreading of the filtering artifacts. The 
delays introduced by the filters were corrected subsequently by shifting the filtered 
signals in the time domain to maximize their alignment with the original signals. 
Data analysis 
FRA analysis. A poststimulus time histogram (PSTH) was calculated for each recording 
site with 1 ms bin size. To identify sound-driven recording sites, the spike counts before 
and after tone onset were compared between two 100 ms windows in the PSTH, one set 
to begin 150 ms before tone onset and the other set to capture the 100 contiguous post-
stimulus bins with the greatest number of events. Sites with significant increase in spike 
counts after tone onset (p = 0.01, unpaired t test) were classified as sound driven. Next, 
the PSTH for each sound-driven unit was windowed to capture stimulus-related spikes. 
The start of the window (response onset) was set to be the point when the firing rate 
began to consistently exceed the spontaneous rate by at least 4 SD. The offset of the spike 
collection window was set to either 20 ms after the modal bin or the first bin after the 
response decreased to <5 SD above the spontaneous rate. Only spike events occurring 
within this window were used in FRA determination. For LFP data, the analytical 
amplitudes of the traces, calculated from the Hilbert transform, were used to represent the 
response amplitudes. The LFP signals were then analyzed in a fashion similar to the spike 
data, except that the length of the analysis window was adjusted to fit the wavelength of 
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the signal in each frequency band. FRA boundaries were quantified using an automated 
objective method to isolate the contiguous tone-evoked response areas. The FRA was 
first smoothed by a 3 × 3 point median filter, then the spike counts were summed across 
sound frequencies or sound levels to create spike-frequency or spike-level functions, each 
of which were subsequently smoothed again with a 5-point median filter. The spike 
frequency function was inverted (to create a V shape) and the tip set at the minimum 
threshold, defined as the inflection point on the spike level function. The resultant FRA 
outline exhibited a high degree of concordance with subjective estimates of the tone-
driven and tone unrelated regions (see Fig. 1B). With the FRA boundary shape 
established, all subsequent analysis on the tone-driven versus tone unrelated portions of 
the FRA was performed on the “raw” tone evoked spike counts. The tone-driven portion 
of the FRA was used to determine the best frequency (BF), the frequency associated with 
the highest spike count summed across all sound levels, and the FRA bandwidth 
measured 10 dB above the minimum response threshold. To characterize the 
responsiveness to pure tones, 30 frequency-level combinations were sampled at random 
from the tone-driven and tone-unrelated portions of the raw FRA, and the mean spike 
counts of the two subsampled groups were calculated. This process was repeated 1000 
times, yielding estimates of the distributions of the mean spike counts for both driven and 
undriven responses. The d’ of the unit was defined as the difference between the means 
of these two distributions divided by their arithmetic average SD, reflecting the 
difference between the spike counts in the driven and undriven FRA regions relative to 
inherent variability (a measure of the responsiveness of the unit). If the tone-driven 
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portion of the FRA contained <50 tone-level combinations, additional random samples 
from the tone-unrelated portion were added to reach 50 samples (resulting in a 
conservative estimate of the unit responsiveness). Identification of multiple auditory 
fields. Cortical fields were manually identified for each animal. Specifically, two regions 
comprised of units with low-frequency BFs (≤8 kHz) at the caudal and rostral extremes 
of the map were identified as the caudal end of A1 and the rostral end of AAF, 
respectively (see Fig. 1A). An area tuned to high frequencies (≥40 kHz) on the medial 
end of the map was identified as the shared boundary separating A1 and AAF. Two 
tonotopic axes were defined centered on the low-to-high tonotopic gradient running 
through the center of A1 and AAF. Boundaries of the surrounding belt fields were then 
drawn by identifying shifts in response properties and receptive fields along isofrequency 
contours oriented orthogonal to the tonotopic axes. In experiments where only the 
caudorostral extent of A1 and AAF was explored, the BFs of the recording sites were 
plotted as a function of their caudorostral coordinates, and the inflection point of the 
curve was used as the boundary between A1 and AAF.   
Quantification of tonotopy. For each pair of recording sites, i and j, located at cortical 
positions pi and pj, respectively, a BF gradient vector was defined as the BF at site i 
minus the BF at site j, normalized by the Euclidean distance between pi and pj, all 
multiplied by a unit vector in the direction from pi to pj as seen in the following: 
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The resulting gradient, gij, points from the site with the lower BF to the site with the 
higher BF, and has a length proportional to the size of the change in BF normalized by 
the physical separation of the sites. For each recording site i, a “tonotopic vector” was 
defined as the vector average of all the gradients between it and all the other recording 
sites in the same field as seen in the following: 
 
where Field(i) is the collection of recording sites that belong to the same cortical field as 
site i, and NField(i) is the number of sites in this field. The tonotopic deviation of field X 
was defined as the absolute value of the average angular deviation of the tonotopic 
vectors in the field from the mean tonotopic vector of the field: 
 
where NX is the number of sites in field X. Results from the tonotopic vector analysis 
were plotted on a radian scale and compared using nonparametric statistics, as the values 
were not normally distributed. 
Simulating auditory cortex under two-photon Ca2+ imaging. Simulated two-photon Ca2+ 
imaging maps were compared with unit recordings obtained from the middle layers of 
auditory cortex. First, a mesh grid with 1 × 1 µm grid size was generated over the MU 
map. Next, a randomly selected 1% of grid locations were populated with neurons, a ratio 
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that yields a tone-responsive neuron density comparable to what has been published in 
previous Ca2+ imaging studies. Finally, the BFs of the cells were set to be the BF of its 
closest recording site based on our MU recording recordings, plus or minus a uniformly 
distributed random jitter covering a 1.5 octave range. This range was based upon data 
reported in the Ca2+ imaging studies (Bandyopadhyay et al., 2010, their Fig. 5; 
Rothschild et al., 2010, their Fig. 5). 
Results 
Identification and characterization of core and belt fields the mouse auditory cortex 
To delineate the organization of multiple fields within the mouse auditory cortex, 
MU responses were densely sampled (~100 µm between neighboring recording sites) in 
the middle cortical layers under ketamine/xylazine anesthesia. Figure 1-1A depicts a BF 
map constructed from 300 recording sites in the right auditory cortex of one mouse. The 
precise mirror-reversal low-high-low BF gradient that has been used to identify A1 and 
AAF in at least 20 mammalian species (Kaas, 2011) is immediately evident; FRAs 
sampled across this gradient (Fig. 1-1B, recording sites a–f) demonstrate the well-
structured tonal receptive fields that typify core fields of the auditory cortex. Tone-driven 
responses were also found lateral and dorsal to the core fields, where tonotopic 
organization was less distinct and the receptive field quality (as indexed by d’) was lower 
(Fig. 1-1B, recording sites g–i). 
The “macroscopic” organization of the mouse auditory cortex described here is in 
close agreement with the seminal report on mouse auditory cortex organization (Stiebler 
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et al., 1997). Borrowing from the terminology used in that study, the zone of mid- and 
high-frequency tuning dorsal to A1 is the dorsal posterior field (DP) and the field 
comprised of heterogeneous tuning lateral to A1 is defined as A2 (Fig. 1-1C). We also 
observed a small area with mixed BFs rostral to AAF that we denote as the insular 
auditory field (IAF), in accordance with a recent voltage-sensitive dye imaging study in 
Figure 1-1 Organization of core and belt auditory fields in the mouse cortex. A, an exemplary 
tessellated BF map delineated from 300 MU recording sites in the middle layers of mouse 
auditory cortex. Polygon size is proportional to the spacing of adjacent penetrations. Polygon 
color reflects BF. Black dots represent unresponsive sites. B, Example FRAs measured from the 
recording sites marked in A. Lighter colors represent higher spike counts. Tone-driven FRA 
region is enclosed by white outline. Vertical gray lines denote BF. Response quality for each site 
is represented by d’ value derived from comparison of tone-driven and tone unrelated FRA 
regions. C, Schematized organization of the mouse auditory cortex, identifying the relative 
position of five auditory fields. Core fields are shaded gray. Arrows in core fields represent the 
low (L) to high (H) tonotopic axes. Blue-shaded region denotes core A1 and AAF described in 
our recent study (Hackett et al., 2011). Yellow-shaded region denotes the area previously 
described as the ultrasonic field (Stiebler et al., 1997). D, Relative position of auditory fields in 
four cases where several, but not all, fields were mapped. Ellipses represent the location of A1. L, 
lateral; R, rostral; A1, primary auditory cortex; AAF, anterior auditory field; DP, dorsal posterior 
auditory field; A2, secondary auditory cortex; IAF, insular auditory field. Scale bar, 0.5 mm. 
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the mouse (Sawatari et al., 2011). The only point of departure from the Stiebler (1997) 
study taxonomy concerned the contiguous zone of highest BFs they described as the 
ultrasonic field (Fig. 1-1C, yellow-shaded region). With the higher sampling density used 
in our study, it was evident that this region is not a separate field, but rather corresponds 
to the high-frequency extremes of A1 and AAF, an area that was not included in our 
recent description of the core auditory thalamocortical circuit in the mouse (Fig. 1-1C, 
blue-shaded region; (T. a Hackett et al., 2011)). 
The relative position and tonotopic organization of the core and belt fields is also 
evident in the multifield maps delineated from the right auditory cortices of four 
additional mice (Fig. 1-1D). Although the five maps shown in Figure 1-1 share a 
common overall framework for the relative layout of various fields and tonotopic 
gradients within fields, the precise location of borders between fields as well as the 
detailed point-to-point mapping of BF to a given location differs substantially between 
individual mice. The individual variation noted here is consistent with the seminal high-
density mapping studies of A1 in cats and primates (Merzenich et al., 1975; Merzenich 
and Brugge, 1973) and underscores the deleterious effect of creating aggregate maps 
averaged across multiple animals when delineating precise topography. 
Variation in tonotopic mapping strength across the auditory core and belt fields 
To determine the degree of tonotopic organization in each field, we calculated the 
length and angle of vectors derived from local BF gradients (Fig. 1-2A). In fields with 
strong tonotopic organization, the distribution of local tonotopic vectors (Fig. 1-2B, red 
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lines) was tightly clustered around the gradient mean (Fig. 1-2B, black line), yielding 
small angular deviations. In addition to BF, many other response properties exhibit 
spatially ordered representations (Higgins et al., 2010; Polley et al., 2007; Razak, 2011; 
Recanzone et al., 1999). Although we did not observe any obvious topographic 
Figure 1-2 Spatially organized feature representations in mouse auditory cortex. A, Tonotopic 
vector map of BFs. B, Distribution of individual vectors shown in A grouped according to field. 
Black lines indicate the average vectors. C–E, Spatial organization of bandwidth, FRA tuning, 
and onset latency. F–H, Mean+SEM bandwidth, FRA d’, and onset latency of each field across 
animals. I, Median+interquartile range of tonotopic vector deviation for each field. Lower values 
indicate more uniform tonotopic gradients. Asterisks denote statistically significant differences 
relative to A1 (***p < 2.5×10-4, which is the significance level at p < 0.001 after a Bonferroni 
correction for 4 comparisons; unpaired t test in F–H, Wilcoxon rank sum test in I). Scale bar, 0.5 
mm. 
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organization of FRA bandwidth (Fig. 1-2C) or quality (Fig. 1-2D), we did observe a 
contiguous area in the caudolateral corner of the auditory cortex that exhibited tone-
evoked onset latencies that were longer than all other regions (Fig. 1-2E), which matched 
previous reports in the rat (Polley et al., 2007) and cat (Carrasco and Lomber, 2011). 
Mean values for each of these response properties in A1 (N = 8 mice, 293 recording sites) 
were compared with AAF (N = 8, 259), DP (N = 6, 110), A2 (N = 8, 120), and IAF (N = 
6, 57). Frequency tuning was broader in AAF than in A1 (p = 1.5 × 10-5, unpaired t test), 
but comparable to A1 in other fields (Fig. 1-2F). The FRA quality index (d’) was higher 
in AAF (p = 1.3 × 10-5) and lower in IAF (p = 1.6 × 10-4) than in A1, and was more 
variable, although not significantly lower or higher, in DP and A2 (Fig. 1-2G). Compared 
with A1, tone-evoked spike latencies were shorter in AAF (p = 6.8 × 10-13), comparable 
in DP and IAF, and significantly longer in A2 (p = 2.0 × 10-14; Fig. 1-2H). Returning to 
the original question of tonotopy, we found that tonotopic deviations in DP, A2, and IAF 
were significantly greater than A1 (p = 3.3 × 10-12 for all fields, Wilcoxon rank sum test; 
Fig. 1-2I). In other words, core fields had a more robust tonotopic organization than belt 
fields. 
Variation in tonotopic mapping strength with threshold                                              
versus suprathreshold sound levels 
Traditional descriptions of tonotopy define the preferred frequency as the 
frequency to which the neuron is responsive at its minimum response threshold (i.e., 
characteristic frequency [CF]) or to which it is most responsive, summing across multiple 
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sound intensities (i.e., BF). In noninvasive imaging studies, maps are often constructed 
by presenting sounds at a single moderately high intensity (generally 60–80 dB sound 
pressure level [SPL]). To understand how using threshold versus suprathreshold stimulus 
amplitudes related to the strength of tonotopy, we compared maps in each field using the 
BF across sound levels ranging from 0 to 60 dB SPL, CF, and the BF at 60 dB SPL only. 
Compared with the clear organization seen with BF across all sound levels (Fig. 1-2A), 
Figure 1-3 Effect of suprathreshold versus 
threshold sound levels on tonotopy. A–B, 
Vector map calculated from CF(A) and BF at 
60dB SPL (B). C, Median ± interquartile range 
of tonotopic deviation based on BF, CF, BF60, 
and randomized maps. Asterisks and plus signs 
indicate statistically significant difference from 
BF and random conditions, respectively (*/+ p 
< 1.7 × 10-2, **/++ p < 3.3× 10-3, ***/+++ p < 
3.3 × 10-4, which are the significance levels at p 
= 0.05, p < 0.01, and p < 0.001, respectively, 
following a Bonferroni correction for 3 
comparisons; Wilcoxon rank sum test). Scale 
bar, 0.5 mm. 
		
19 
map organization was well preserved using CF (Fig. 1-3A), but was significantly 
degraded when BF was calculated using tones only at 60 dB SPL (Fig. 1-3B) in A1, 
AAF, and A2 (p = 0.02 for all tests, significant after correction for multiple comparisons, 
Wilcoxon rank sum test; Fig. 1-3C).  
To test if the use of a single, suprathreshold sound level simply reduced tonotopy 
or actually eliminated it altogether, we calculated the tonotopic mapping strength that 
resulted from a randomized arrangement of the recording sites in each map. In A1, AAF, 
and DP, we found that the tonotopy obtained with BF at 60 dB SPL only was still 
significantly better than chance, albeit significantly worse than BF calculated from all 
sound levels (p = 0.001 for each comparison). Therefore, characterizing tuning either at 
threshold or across a number of levels at and above threshold improved the overall 
precision of tonotopic organization, but was not strictly necessary to find evidence of 
tonotopicity. 
Variation in tonotopic mapping strength between cortical layers 
Topographic maps in the cortex are nearly always derived from unit recordings in 
the middle layers, where thalamocortical synapses are most abundant. Due to physical 
limitations of optics and the light-scattering properties of brain tissue, the physiological 
mapping signal acquired with many noninvasive imaging techniques (e.g., Ca2+ imaging, 
intrinsic signal imaging, voltage sensitive dye imaging, riboflavin imaging) originates in 
superficial layers of the cortex, where thalamocortical synapses are more sparse and 
intracortical synapses predominate (Hackett, 2011). We investigated the contribution of 
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cortical recording depth on the characteristics and organization of tonal receptive fields 
by simultaneously recording MU activities within a cortical column using a multichannel 
probe oriented orthogonally to the surface of the cortex. As depicted in Figure 1-4A, this 
approach enabled us to simultaneously record from the pial surface to a depth of 0.75 mm 
from the surface, which corresponds to the layer V/VI transition in the mouse (Anderson 
et al., 2009; Llano and Sherman, 2009).  
The probability of recording a tuned MU FRA under ketamine/ xylazine 
anesthesia was greatest in the middle cortical layers (0.3–0.5 mm), tapered off slightly in 
the deep cortical layers (0.55–0.75 mm), and was reduced even further in the superficial 
layers (0.05–0.25 mm; Fig. 1-4B). The loss of tonal receptive fields outside of the middle 
Figure 1-4 Organization of tonal receptive fields 
within and between cortical columns in core 
fields of auditory cortex. A, Schematic of 
columnar recordings approach. Numbers denote 
approximate location of cortical layers 1–6. B, 
Tuned FRA probability as a function of 
recording depth and anesthetic type. C, 
Representative columnar maps at 16 depths 
through central A1 and AAF regions (Fig. 1C, 
blue-shaded region) under ketamine/xylazine 
(left, 1 animal) and pentobarbital/ 
chlorprothixene (right, 2 animals) anesthesia. 
Blank boxes indicate unresponsive or not well 
tuned sites. D–E, Mean±SEM absolute value of 
BF difference (D) or FRA similarity (E) 
between pairs of well-tuned (d’ > 3) recording 
sites as a function of their distance. 
Intercolumnar comparisons made at a fixed 
depth across penetrations were subsequently 
grouped according to depth (superficial, 0.05–
0.25 mm; middle, 0.3–0.5 mm; and deep, 0.55–
0.75 mm). Values were computed separately for 
A1 and AAF then averaged. Actx, auditory 
cortex; WM, white matter; Hipp., hippocampus; 
Ket/Xyl, ketamine/xylazine; Pen/Chl, 
pentobarbital/ chlorprothixene. Scale bar, 0.25 
mm. 
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cortical layers was even more pronounced under pentobarbital/chlorprothixene, where the 
tuned FRA probability dropped to 50% in the deep layers and was <50% throughout 
many of the superficial layers. In the event that tuned FRAs were observed across the full 
length of the recording probe (i.e., at all depths), they exhibited a columnar BF 
organization. Tonotopic shifts in BF were noted in all layers as the recording probe 
traversed the caudal-to-rostral frequency gradient spanning A1 and AAF (Fig. 1-4C).  
We directly compared the precision of tonotopic versus columnar organization 
from well-tuned recording sites (d’ > 3) in the core fields. Changes in tonal receptive 
fields across both the depth axis and the tonotopic axis of A1 and AAF were quantified in 
two ways: first, by calculating the absolute value of the BF difference at various depths 
between columns (intercolumnar) and comparing this to the BF change across depths 
within a single column (intracolumnar; Fig. 1-4D) and second, by comparing similarity in 
the overall shape and position of receptive fields between a pair of recording sites 
(Pearson’s R correlation product for spike count at each frequency-level combination for 
a pair of FRAs) as a function of intracolumnar or intercolumnar distance (Fig. 1-4E). 
Complementary results emerged from the two analyses: (1) for the same cortical distance, 
variation in receptive fields was substantially smaller within a column than between 
columns and (2) comparable tonotopic gradients were evident in superficial, middle, and 
deep layers of the auditory core fields. BF change varied significantly with separation 
distance for both intercolumnar and intracolumnar comparisons (F = 7.44, p = 1.5 × 10-7 
for each comparison, one-way ANOVAs); FRA similarity also varied significantly with 
separation distance in both dimensions (F = 6.22, p = 1.1 × 10-6 for each comparison). 
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However, importantly, for the same cortical distance, receptive field changes were 
significantly greater across columns than within a column (F = 1121.1, p = 5 × 10-229 for 
BF difference and FRA similarity, one-way ANOVAs comparing mean intercolumn vs. 
intracolumn). Last, the interaction term between distance and intra/intercolumnar 
orientation was significant, indicating that the slope of BF change over distance was 
significantly steeper across columns than within columns (F = 34.24, p = 4.8 × 10-41, two-
way ANOVA).  
A closer inspection of tuning quality across layers revealed that only a small 
Figure 1-5 Impact of irregularly tuned recording sites on tonotopic organization across cortical 
layers. A–C, Example FRAs and associated PSTHs from each depth and tuning category. 
Vertical gray lines denote BF. Frequency range, 4–64 kHz; level range, 0–60 dB SPL. D–F, 
Distributions of d’ values from each depth category. Vertical line denotes the cutoff point used 
for grouping tuned versus irregularly tuned recording sites. G–I, Scatter plots depict change in 
BF across the caudorostral extent of A1 based on tuned (filled circles) or irregularly tuned (open 
circles) recording sites. Solid and dashed straight lines are linear regression lines of tuned and 
irregularly tuned units, respectively.   
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percentage of recording sites failed to show a statistically significant increase in firing 
rate in the poststimulus period (not responsive [NR]: 5.5% superficial, 1.0% middle, 5% 
deep; Fig. 1-5D–F). However, compared with the middle layer, we noted a greater 
proportion of recording sites in the superficial and deep layers that were driven by pure 
tones but whose tone-evoked responses did not coalesce into a single contiguous region 
of tuning within the FRA (Fig. 1-5A–C). This change resulted in significant downward 
shifts in the FRA d’ distributions between middle versus superficial (Kolmogorov–
Smirnov two-sample test, p = 3.4 × 10-11) and middle versus deep (p = 3.8 × 10-6) layer 
recordings (Fig. 1-5D–F). Including this subset of sound driven, yet irregularly tuned, 
recordings in subsequent analyses substantially degraded the estimated tonotopic map 
organization. As illustrated in Figure 5G–I, a precisely organized caudorostral BF map 
can be observed in the superficial (3.6 oct/mm, R2 = 0.54, p = 2.5 × 10-18; Fig. 1-5G), 
middle (3.5 oct/mm, R2 = 0.6, p = 6.3 × 10-40; Fig. 1-5H), and deep (3.5 oct/mm, R2 = 
0.54, p = 5.1 × 10-17; Fig. 1-5I) layers when based upon recording sites with d’ values that 
exceeded the cutoff d’ value of 3 (Fig. 1-5D–F, dashed blue line). A tonotopic 
organization was not observed when our analysis was limited to recording sites with low 
d’ values (R2 < 0.1 and p > 0.01 for each) and the combination of recording sites with 
regular and irregular FRA tuning reduced the overall strength of tonotopy, particularly in 
the superficial layers, compared to when only sites with regular tuning were included (2.8 
oct/mm, R2 = 0.33).  
Collectively, these data demonstrate that core fields of the mouse auditory cortex 
have a columnar organization and that tonotopy is represented equivalently in the deep, 
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middle, and superficial layers of the cortex. However, an increasing percentage of 
neurons are driven, yet not tuned, for pure tones outside of the middle layers. When 
combined with recording sites exhibiting regular tuning profiles, this can create the 
appearance of substantially degraded tonotopy outside of the thalamic input layers. 
Variation of tonotopic mapping strength across different                      
electrophysiological signal types 
Extracellular recordings provide access to a variety of neurophysiological signals. 
As the organization of frequency tuning has been reported to vary between studies that 
characterize frequency tuning at the level of SUs, MUs, and LFPs, we compared each 
directly. Although recording quality varied depending on the configuration of the 
electrode and the local milieu at the recording site, we were almost always able to record 
MU action potentials from small clusters of neurons (estimated to consist of 2–4 
individual unit waveforms) and, less often, well isolated SUs. We also recorded the gross 
electrical potential generated by all spikes and synaptic inputs occurring near the 
recording contact, which could be filtered off-line to characterize LFP activity in the 
high-gamma (50–100 Hz), low-gamma (25–50 Hz), beta (12–25 Hz), alpha (8–12 Hz), 
theta (6–8 Hz), and delta (0.5–4 Hz) ranges. The high-frequency (500–4000 Hz) neural 
activity that includes spikes and the slower, rhythmic waves that make up the LFP are 
regulated at different spatiotemporal scales and therefore may not be equivalent in their 
ability to reveal a tonotopic arrangement in the auditory cortex (Gaucher et al., 2012; 
Kayser et al., 2007). As most mapping studies use MU spiking to characterize receptive 
fields and topographic maps, here we explicitly compared FRA shapes and tonotopy from 
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signal types ranging from SU to delta waves.  
Figure 1-6, A and B, present tone-evoked voltage traces and PSTHs for each 
Figure 1-6 Frequency tuning across neurophysiological signal types. A, Electrical activity 
filtered at various frequency ranges simultaneously recorded during a single trial. B–C, 
Representative PSTHs (B) and FRAs (C) of tone-driven activity from the same recording site 
used in A. Red regions indicate the analysis window used to determine their FRAs. Blue bars in 
A and B indicate timing of the 50 ms tone pip. Vertical gray bars denote BF of tone-driven FRA 
region. Frequency range, 4–64 kHz; level range, 0–60 dB SPL. D, The MU map in Figure 1A 
replotted according to BFs of FRAs derived from various LFP frequency ranges. Blank polygons 
indicate sites that are tuned according to MU but not tuned according to the LFP signals. Black 
dots indicate sites that are not tuned according to MU. MU, MU activity exceeding our standard 
threshold at 4.5 SD of the mean signal amplitude; MU7SD, MU using threshold of 7 SD; SU, 
single unit. 
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signal type at a single recording site in the middle layers. Although the temporal 
properties of tone-evoked activity varied substantially with a frequency band of the LFP 
(as they must), their tonal receptive fields were remarkably similar (Fig. 1-6C). 
Expanding this approach to look at every recording site suggested that the probability and 
quality of tuning, more than the shape or BF of the receptive field, varied among signal 
types, particularly in lower frequency ranges of the LFP (Fig. 1-6D). When a recording 
site yielded a sound-driven MU, it was highly likely that most other signal types were 
also sound driven and tuned to a similar BF (Fig. 1-7A,B). However, the quality of 
frequency tuning varied substantially across signal types (Fig. 1-7C), which was reflected 
by the likelihood of identifying well-tuned FRAs from these signals (Fig. 1-6D). 
Nevertheless, when we restricted our analysis to recording sites in core auditory fields 
with clearly defined tonal receptive fields (d’ > 3), we found that the BF defined by MU 
spiking was significantly correlated with the BF of all signal types at each cortical depth 
(R2 = 0.44, p = 0.01) with the exception of delta-band LFPs recorded in the superficial 
layers (R2 = 0.17, p = 0.16; Fig. 1-7A).  
We used an unbiased unit sampling approach to make our results more directly 
comparable to SU Ca2+ imaging or cell-attached recordings, such that the specific 
position of the recording electrode was not adjusted based on the quality of auditory-
driven responses or isolation of a well driven SU. This approach, along with the physical 
characteristics of our recording probes (e.g., impedance and tip geometry), made it 
unlikely that we would find well isolated SU waveforms in any layer. However, in the 
event that a SU was identified from a recording site, there was an 50% chance that it 
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would have a tonal receptive field with a d’ > 3 (for each depth category, total # MU 
recording sites/total # SUs isolated/total # SU with FRA d’ > 3 were as follows: 
superficial layers, 234/45/19; middle, 1076/199/109; deep, 241/93/54). As illustrated in 
Figure 1-7A, the BFs of FRAs generated by high-frequency neural signals (SU, high-
Figure 1-7 Impact of neural signal type on tonotopic organization within core fields of auditory 
cortex. A, Scatter plots of BF obtained from MU spiking (abscissa) versus all other signal types 
(ordinate) in superficial, middle, and deep layers. Diagonal line represents line of unity. B, 
Probability of observing a sound-evoked change in response amplitude for each signal type and 
layer category calculated from sites exhibiting tone-evoked MU activity. C, Quality of tuning for 
each signal type for each layer category. D–E, Mean ± SEM absolute BF difference (D) and FRA 
similarity (E) between MU and each signal type. 
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amplitude MU [7 SD above the mean, or MU7SD] or gamma-band LFP) corresponded 
most closely to the MU BF, generally falling within one-third of an octave (Fig. 7D). 
However, the overall level of concordance in BF and FRA shape (Fig. 1-7E) was high for 
all signal types, exhibiting smaller deviations than those observed for the smallest step 
size tested across the tonotopic map (0.1mm; Fig. 1-4D,E). Thus, in the event that a tonal 
receptive field could be delineated, its frequency preference and coordinated arrangement 
within a tonotopic map were well conserved across SU, MU, and LFP signal types. 
Variation of tonotopic mapping strength across different anesthetic states 
Most topographic mapping experiments are performed in anesthetized animals. 
To test the influence of anesthesia on tonotopy, we compared the low-high-low BF 
gradient through the caudal-to-rostral extent of A1 and AAF in anesthetized and awake 
headfixed mice. MU recordings in the middle cortical layers revealed the expected 
precise low-high-low tonotopy under ketamine/xylazine (N = 85/106 recording sites in 
five animals for A1/AAF, respectively, A1: R2 = 0.81, p = 6.4 × 10-31; AAF: R2 = 0.77, p 
= 1.8 × 10-34; Fig. 1-8A) and pentobarbital/chlorprothixene (N = 172/111, nine animals, 
A1: R2 = 0.79, p = 9.3 × 10-48; AAF: R2 = 0.48, p = 3.0 × 10-17; Fig. 1-8B). A precise 
tonotopic organization was also observed in the awake mouse (N = 64/54, eight animals, 
A1: R2 = 0.64, p = 3.4 × 10-15; AAF: R2 = 0.62, p = 1.5 × 10-12; Fig. 1-8C). To directly 
compare the tonotopic organization across awake and anesthetized states, recordings 
were performed in four animals with chronically implanted multi-electrode arrays in A1. 
In these animals, FRAs were measured in the awake condition and repeated immediately 
afterward under ketamine/xylazine anesthesia (Fig. 1-8D). The BFs at all recording sites 
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were similar across the two conditions (N = 18; mean absolute value of BF difference 
Figure 1-8 Impact of anesthetic state on tonotopic organization within core fields of auditory 
cortex. A–C, BF distribution along the caudorostral axis through the central region of A1 and 
AAF (Fig. 1C, blue-shaded regions) under ketamine/xylazine (Ket/Xyl) anesthesia (A), 
pentobarbital/chlorprothixene (Pen/Chi) anesthesia (B), or in the awake condition (C). Data from 
individual animals are represented by different colors. Black lines are linear regression lines for 
A1 and AAF, respectively. Data in B is replotted from Hackett et al. (2011). All regression 
coefficients are highly significant (p < 0.0005). D, Tonotopic BF gradients are maintained 
between awake and anesthetized conditions in individual animals tested in the awake and 
anesthetized state via chronically implanted microwire arrays. Recordings for each animal are 
from a single row of adjacent wires spaced 250 µm apart. E, Representative raster plots recorded 
from chronically implanted microwire arrays in the awake and Ket/Xyl anesthetized condition. 
Trials shown represent the five best frequencies at the 10 highest sound levels. F–H, Mean ± 
SEM bandwidth, onset latency, and response duration of A1 and AAF across awake and 
anesthetized conditions. Asterisks denote statistically significant differences of indicated 
populations (*** p < 2.5 × 10-4, which is the significance level at p < 0.001 after a Bonferroni 
correction for 4 comparisons; unpaired t test. 
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between anesthetized and awake recordings: 0.16 octaves; p = 0.7, paired t test) and were 
tonotopically organized (one-way ANOVA for BF change across caudal-to-rostral 
position, F = 8.36, p = 0.009). Together, these data demonstrate that a tonotopic 
organization of BF is preserved across anesthetic states within the core fields of the 
auditory cortex. However, other features of tone-evoked responses varied between the 
awake and anesthetized state (Fig. 1-8E). Figure 1-8F–H shows bandwidth, onset latency, 
and response duration in A1 and AAF of awake and anesthetized animals. Inter-areal 
differences in latency (awake: p = 0.0016; anesthetized: p = 6.7 × 10-13), although not 
response duration or bandwidth (awake: p = 0.06 and 0.9, respectively; anesthetized: p = 
8.9 × 10-7 and 1.5 × 10-5), seen under anesthesia between A1 and AAF were preserved in 
awake animals. However, bandwidths in AAF of awake animals were significantly 
narrower than those measured under anesthesia (p = 5.34 × 10-9), and tone-evoked 
response duration was significantly shorter in awake mice compared with the prolonged 
bursts of action potentials commonly observed with ketamine anesthesia (A1: p = 3.99 × 
10-15; AAF: p = 5 × 10-229). 
Comparison of tonotopy between electrophysiological and                                      
simulated two-photon Ca2+ maps  
As a final test, we explored the possibility that highly heterogeneous local BF 
tuning may lurk beneath the smooth BF gradients characterized with electrophysiological 
mapping approaches. The argument for this possibility, conveyed most effectively by the 
recent single neuron Ca2+ imaging studies (Bandyopadhyay et al., 2010; Rothschild et al., 
2010), holds that the combination of coarse spatial sampling (ranging from 0.1 to 1mm  
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between neighboring electrode penetrations in a typical mapping study) and local 
averaging of MU response properties at the electrode tip can artificially smooth the 
substantial variability that can be observed with techniques that offer resolution at the 
Figure 1-9 Tonotopy in simulated two-photon Ca2+ maps. A, Auditory cortex boundaries from 
Figure 1A populated with reported neuronal density and BF tuning from Ca2+ imaging studies 
(Bandyopadhyay et al., 2010; Rothschild et al., 2010). Dots represent tone-driven cells captured 
by two-photon imaging, and colors represent their BFs. B, Left, Higher magnification 
representations of heterogeneous local BF organization within three 100_100_m regions 
identified in A. Right, Distribution of BF values in each higher magnification field along the 
caudorostral axis. C, BF distribution of units compiled across all three imaging fields onto a 
single, larger caudorostral field. Black lines represent linear fits. D, E, G, H, Distribution of 
simulated (D, E) and actual (G, H) SU and MU BFs from central A1 (black outlined region in 
A) with matching sampling densities. Different colors in G represent SU data from different 
animals. F, Mean ± SEM linear regression coefficients for actual MU and SU data (black bars) 
versus simulated data (red line) based on median BF of nearest 1–30 neighboring neurons. 
Asterisks indicate statistically significant difference from the MU group (* p < 1.67 × 10-3, 
which is significance level at p < 0.05 after a Bonferroni correction for 30 comparisons; 
unpaired t test). 
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cellular level. To wit, both of these studies reported a heterogeneous local organization of 
preferred frequency, such that the BFs of individual neurons within a given 100 × 100 
µm imaging field varied by as much as 3–4 octaves. In addition to local heterogeneity, 
both studies observed a marginal large-scale tonotopic organization in that there was a 
subtle bias toward average low-frequency BFs in the caudal end of A1 and high-
frequency BFs near the presumed border with AAF. Both the local heterogeneity and the 
weak large-scale tonotopy contrast with the precise tonotopic arrangement reported here.  
To understand more about these disparate descriptions of A1 tonotopy, we 
simulated the “salt-and-pepper” BF organization reported in their datasets by populating 
the full auditory cortex map with individual neurons and imposing a ±1.5 octave “jitter” 
in their BF relative to the MU BF documented in our experiments (Fig. 1-9A). Our 
simulation accurately reproduced both the local heterogeneity (Fig. 1-9B) as well as the 
coarse tonotopy reported at larger spatial scales in these studies (Fig. 1-9C). We 
subsampled the simulated dataset to match the typical sampling density in our 
electrophysiological mapping experiments (0.1 mm between two recording sites). As 
expected, a random subsampling of the neuron’s BF values still yields local heterogeneity 
and coarse large-scale organization (Fig. 1-9D) rather than the fine organization we 
observed. As a next step, we simulated MU tuning by combining the three nearest-
neighbor neurons of given locations with their median BF as the MU BF. Although local 
averaging reduced BF variability, it still did not match the precise tonotopic organization 
we found in recordings of actual MU clusters (Fig. 1-9E). Further analysis revealed that 
local averaging did not produce an equivalent degree of tonotopic order until the local 
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tuning from 15 or more neurons was combined (actual MU vs 1–15 neurons: p = 1.67 × 
10-3, significant after a Bonferroni correction for 30 comparisons; unpaired t test; Fig. 1-
9F), which is far greater than the local cluster of an estimated 2–4 neurons that comprised 
our MU data. Direct comparisons of simulated tonotopy based on the Ca2+ imaging data 
to our actual SU (actual R2 = 0.74, simulated R2 = 0.39; Fig. 1-9G,D) and MU (actual R2 
= 0.83, simulated R2 = 0.55; Fig. 1-9H,E) data further demonstrated that fine-scale 
tonotopy reported here was not likely to have arisen through subsampling or local 
averaging of the BF organization described in their studies. 
Discussion 
The principal motivation for this study was to determine whether the precise 
organization of topographic maps, which have been documented in visual, 
somatosensory, and auditory cortex of dozens of species, has been exaggerated somewhat 
through the reliance on a single experimental approach: recording MU activity in the 
thalamic input layers of anesthetized animals using near-threshold stimuli. The principal 
finding to emerge from these experiments is that a tonotopic organization is present in all 
cortical layers of the auditory cortex based upon electrical activity ranging from theta 
waves to SUs, and in states of consciousness ranging from are flexic to fully alert.  
With that said, we noted three circumstances in which the robustness of tonotopy 
was significantly reduced or absent. First, a tonotopic organization was not observed 
when recordings were made from the middle layers of the three belt fields that surround 
A1 and AAF (Fig. 1-2). The abrupt shift between tonotopic and nontontotopic fields is 
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well established in the auditory cortex of primates, cats, and other rodents and has been 
attributed to a shift in the thalamic subdivision that projects to core versus belt fields 
(Hackett, 2011), rather than a change in the specificity of thalamic or intracortical 
connections between belt and core fields (Lee and Winer, 2005). Additional comparisons 
of anatomical connectivity, neurochemical markers (e.g., calcium binding proteins and 
vesicular glutamate transporters), and transcriptional profiles in core versus belt fields of 
the mouse may reveal the mechanisms that underlie this abrupt shift in functional 
response properties. Second, tonotopy within the core fields was substantially reduced, 
though not eliminated altogether, when frequency tuning was characterized with a single, 
suprathreshold sound level (Fig. 1-3). The loss of tonotopic mapping precision at higher 
sound intensities has been reported previously in the cat (Phillips et al., 1994, their Figs. 
9 and 10), rat (Polley et al., 2007, their Fig. 5), and mouse (Hackett et al., 2011, their Fig. 
7) and likely stems from the increased excitation across frequency channels with higher 
sound levels that can be observed in the basilar membrane and at every level of the 
auditory pathways thereafter. Third, a substantial minority of recording sites in the 
superficial (29.5%) and deep (20.5%) layers were driven by pure tones, yet exhibited 
irregular frequency tuning (Fig. 1-5D,F) and no discernible tonotopic organization (Fig. 
1-5G,I ). The emergence of this response type may reflect the increased presence of 
cross-columnar corticocortical connections outside of the thalamic input layers (Happel et 
al., 2010; Kaur et al., 2005, 2004; Lee and Sherman, 2008; Liu et al., 2007; Moeller et al., 
2010; Wu et al., 2008)  that would serve to integrate inputs across noncontiguous map 
regions and otherwise increase the complexity of spectrotemporal receptive fields (Craig 
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A Atencio and Schreiner, 2010; Craig A. Atencio and Schreiner, 2010; Barbour and 
Callaway, 2008; Barth and Di, 1990; Dahmen et al., 2008; Kaur et al., 2005; Ojima et al., 
1991; Wallace et al., 1991). In this sense, the superficial and deep layers within core 
fields of the auditory cortex may reflect a transition zone wherein one subset of neurons 
is principally driven by tonotopically organized columnar inputs from the middle layers 
and the receptive field properties of the second nontonotopic population can be attributed 
to the diverse frequency selectivity conveyed through long-range horizontal connections.  
Increasingly, the failure to identify precise frequency tuning and robust tonotopy 
by early adopters of nontraditional approaches has been refuted as familiarity with the 
techniques has grown. For instance, researchers originally reported inconsistent tonotopic 
organization within Heschl’s gyrus using fMRI (Bilecen et al., 1998), although consistent 
tonotopy has since been reported with higher resolution scanning (Da Costa et al., 2011) 
or characterizations of frequency selectivity at sound intensities closer to hearing 
threshold (Langers and Van Dijk, 2012). Similarly, precise cortical tonotopy is routinely 
observed based on SU recordings in awake animals (Bendor and Wang, 2005), despite 
earlier evidence to the contrary (Evans et al., 1965; Goldstein Jr. et al., 1970), and can be 
extracted from the LFP or even cortical surface potentials if the tone-evoked events are 
isolated in the time domain (Ohl et al., 2000) or computed analytically, as we did here.  
The only possible exception to these principles is in vivo two-photon Ca2+ 
imaging. Although researchers have used Ca2+ imaging to generate maps that agree 
closely with the established functional architecture of the primary visual cortex (Ohki et 
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al., 2006), researchers using this technique have not yet been able to confirm the smooth 
and precise large-scale mapping of sound frequency across the core auditory fields found 
with other experimental techniques (Bandyopadhyay et al., 2010; Rothschild et al., 2010). 
It was initially suggested that the heterogeneous local tuning and the lack of a precisely 
organized large-scale tonotopic gradient reported in these studies might be an 
idiosyncrasy of the animal model (Castro and Kandler, 2010), yet earlier (Stiebler et al., 
1997), subsequent (T. a Hackett et al., 2011), and current (Fig. 1-2) findings in mouse 
make that explanation unlikely. It has also been suggested that the difference arises from 
the fact that Ca2+ imaging provides cellular (even subcellular) resolution of many 
neurons, whereas MU microelectrode mapping cannot approximate that sampling density 
or spatial resolution. But again, the preservation of large-scale tonotopy with SU 
recordings (Fig. 1-7) and our inability to recreate the local heterogeneity or the coarse 
large-scale tonotopic gradient through subsampling or local averaging (Fig. 1-9) suggest 
this is not the cause.  
Based on our recent voltage-sensitive dye-imaging studies that described coarser 
functional topography in layer II/III of mouse auditory thalamocortical brain slices, we 
suspected that the disparity might be traced to the fact that Ca2+ imaging is sensitive to 
neurons in the superficial layers of cortex (T. a Hackett et al., 2011). Our current dataset 
provides mixed support for this possibility. On the one hand, we did observe a subset of 
tone-driven, nontonotopically organized recording sites in the superficial layers that were 
almost entirely absent in the middle layers. Combining these units with the tonotopically 
organized units substantially diluted the precise organization of the observed tonotopic 
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map within the superficial layers, although not to the degree reported in the Ca2+ imaging 
studies. It is also the case that the calcium reporters used in these studies either 
predominantly reflect (in the case of OGB-1; Rothschild et al., 2010) or retain some 
sensitivity to (in the case of Fluo-4;  Bandyopadhyay et al., 2010) subthreshold 
membrane depolarizations, which would confer less selective frequency tuning 
(Chadderton et al., 2009; Kaur et al., 2004; Tan et al., 2004; Wehr and Zador, 2003; Wu 
et al., 2008) and coarser map organization (T. a Hackett et al., 2011) than estimates of 
frequency preference based on action potentials. Finally, estimating frequency tuning 
from the tone-evoked calcium transient involves integrating over a signal that persists for 
nearly 1 s following tone onset, whereas the spikes used to construct the tonotopic map 
were typically collected in the first 50 ms following tone onset. A recent study has shown 
that the sound-evoked Ca2+ transient is comprised of early and late components, the first 
of which exhibits sharper frequency tuning and a closer correspondence to the spiking 
profile, and the second of which is more indicative of ongoing cortical dynamics, such as 
upand down-states (Grienberger et al., 2012). Efforts to use calcium reporters that 
correspond more closely to suprathreshold activity, analyze the units with defined versus 
undefined tonal receptive fields separately, isolate specific temporal epochs of the Ca2+ 
signal, and directly visualize—or else electrophysiologically record from—the thalamic 
input layers will likely reconcile these divergent findings.  
Although tonotopic organization was observed across layers, signal types, and 
anesthetic states, it is important to point out that many other aspects of neural coding for 
sound are not expressed similarly across these dimensions. For example, temporal 
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encoding (Christianson et al., 2011), spectrotemporal receptive field complexity (Atencio 
et al., 2009), and connectivity patterns (Craig A. Atencio and Schreiner, 2010; Llano and 
Sherman, 2009; Oviedo et al., 2010) vary considerably between cortical laminae. 
Similarly, many aspects of cortical coding of sound stimuli are very likely affected by 
anesthesia (Wang et al., 2005), and comparison of the LFP and unit firing can reveal 
many diverse aspects of stimulus coding (Lakatos et al., 2007; O’Connell et al., 2011). In 
this regard, tonotopy is a rudimentary organizational feature that has proven most 
valuable as a functional readout of structural connectivity (Lee et al., 2004), brain 
evolution (Kaas, 2011), developmental experience (Barkat et al., 2011; de Villers-Sidani 
et al., 2008; Kim and Bao, 2009), and auditory learning (Bieszczad and Weinberger, 
2010; Polley et al., 2006), rather than an index of dynamic sound coding. Nevertheless, 
organizational benchmarks such as tonotopy provide valuable footing for exploring more 
nuanced aspects of auditory cortex function.  
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Chapter 2  Hearing the light: neural and perceptual encoding of optogenetic 
stimulation in the central auditory pathway2 
Abstract 
Optogenetics provides a means to dissect the organization and function of neural 
circuits. Optogenetics also offers the translational promise of restoring sensation, 
enabling movement or supplanting abnormal activity patterns in pathological brain 
circuits. However, the inherent sluggishness of evoked photocurrents in conventional 
channelrhodopsins has hampered the development of optoprostheses that adequately 
mimic the rate and timing of natural spike patterning. Here, we explore the feasibility and 
limitations of a central auditory optoprosthesis by photoactivating mouse auditory 
midbrain neurons that either express channelrhodopsin-2 (ChR2) or Chronos, a 
channelrhodopsin with ultra-fast channel kinetics. Chronos-mediated spike fidelity 
surpassed ChR2 and natural acoustic stimulation to support a superior code for the 
detection and discrimination of rapid pulse trains. Interestingly, this midbrain coding 
advantage did not translate to a perceptual advantage, as behavioral detection of midbrain 
activation was equivalent with both opsins. Auditory cortex recordings revealed that the 
precisely synchronized midbrain responses had been converted to a simplified rate code 
that was indistinguishable between opsins and less robust overall than acoustic 
stimulation. These findings demonstrate the temporal coding benefits that can be realized 
with next-generation channelrhodopsins, but also highlight the challenge of inducing 																																																								
2 Originally published as “Guo, W. et al. Hearing the light: neural and perceptual encoding of 
optogenetic stimulation in the central auditory pathway. Sci. Rep. 5, 10319 (2015).” 
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variegated patterns of forebrain spiking activity that support adaptive perception and 
behavior.  
Introduction 
For individuals with profound peripheral nerve degeneration, the only available 
treatment avenue for sensory restoration lies in delivering patterned electrical stimulation 
at early stages of central sensory processing. Although central prostheses have been used 
in human patients for over 50 years, they generally provide only a rudimentary sensory 
awareness. For example, translating spatial forms in the visual field to retinotopically 
organized microstimulation of primary visual cortex provides an awareness of object 
location, but does not support form discrimination (Dobelle, 2000; Schmidt et al., 1996). 
Similarly, hundreds of deaf individuals have gained an awareness of environmental sound 
through auditory brainstem or midbrain implants. However, discrimination of complex 
signals such as speech is generally quite poor (Lim et al., 2009; Nevison et al., 2002; Otto 
et al., 2008, 2002), with a few notable exceptions (Colletti et al., 2009; Colletti and 
Shannon, 2005). Interestingly, prostheses that deliver patterned electrical stimulation to 
retinal ganglion or spiral ganglion processes generally provide superior outcomes than 
stimulation of low-level brain areas (for review see (Shannon, 2012; Weiland et al., 
2005)). The abrupt performance drop associated with prosthetic devices that stimulate the 
brain rather than peripheral nerves may arise from more demanding surgical placement 
and electrical signal processing; yet the foremost cause arguably lies in the enormous 
increase in the complexity of coding and processing within brain networks themselves. 
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Brain circuit organization varies widely across regions but most share a common logic 
that includes interconnected afferent recipient neurons, interneurons, feedback neurons, 
projection neurons and a host of glial cells that modulate chemical and electrical 
neurotransmission. Whereas electrical microstimulation indiscriminately activates 
multiple elements of these circuits, the use of genetically encoded light-activated ion 
channels (i.e., optogenetics) could provide the means to pinpoint stimulation to specific 
nodes within these circuits (for review see (Boyden et al., 2005; Fenno et al., 2011)). A 
host of ethical, engineering, and biological hurdles stand between the current 
implementation of optogenetic technologies in basic science research and the targeted 
delivery of channelrhodopsins to specific cell types in human patients. One fundamental 
problem lies in the fact that light-activated photocurrents are sluggish due to inherently 
slow channel kinetics in channelrhodopsins, which reduces their ability to deliver long 
lasting, high-frequency neural stimulation (e.g., above 40 Hz, (Boyden et al., 2005; Lin et 
al., 2009)). This limitation is particularly problematic for any attempt to reconstitute 
sound representations in early stages of the auditory pathway, where temporal 
modulations in acoustic signals are normally encoded with submillisecond precision at 
rates as high as several hundred hertz (Carr, 2004; Golding and Oertel, 2012; Joris et al., 
2004). Because precise, sustained spike timing is essential for auditory feature encoding, 
faithful reconstruction of sound representations by optogenetic stimulation also requires 
an ability to induce precise, fast, and non-adapting patterns of spiking activity. Recently, 
a channelrhodopsin nicknamed ‘Chronos’ was identified in the algal species 
Stigeoclonium helveticum. Using a combination of patch clamp recordings from cultured 
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neurons and acute brain slices, Chronos was revealed to have the fastest channel kinetics 
described in any naturally occurring or genetically engineered channelrhodopsin 
(Klapoetke et al., 2014). The advent of Chronos inspired us to explore the feasibility of 
an optoprosthesis for the central auditory pathway. The present experiments explore the 
suitability of inducing actionable auditory percepts by activating early stations of the 
central auditory pathway with optogenetic stimulation. Our first aim was to determine 
whether the superior temporal fidelity of Chronos over conventional ChR2 could also be 
demonstrated in vivo, using the central nucleus of the inferior colliculus (ICc), a central 
midbrain hub for acoustic signal analysis, as a test bed. We then determined how 
midbrain temporal coding differences translated to perceptual salience by measuring 
behavioral detection of acoustic or laser pulses presented at various rates. As a final step, 
we addressed discrepancies between neural coding in midbrain and behavioral 
performance by documenting how high-fidelity temporal codes for optogenetic 
stimulation in the midbrain were transformed in ostensibly disadvantageous ways at the 
level of the auditory cortex. Collectively, these findings support the feasibility of single 
channel optoprosthetic implants for basic auditory awareness but underscore the need to 
develop more sophisticated approaches for multi-channel cell type-specific activation for 
encoding spectrotemporally complex signals such as speech. 
Methods 
All procedures were approved by the Massachusetts Eye and Ear Infirmary 
Animal Care and Use Committee and followed the guidelines established by the National 
Institute of Health for the care and use of laboratory animals. A total of 20 male 
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CBA/CaJ mice were used in this study (10 for in vivo ICc recordings; 10 for behavioral 
assessments and in vivo Actx recordings). 
Virus injection  
Adult CBA/CaJ mice aged 8–10 weeks were sedated with isoflurane (5% in 
oxygen), then anesthetized with ketamine (100 mg/kg) and xylazine (10 mg/kg). A 
surgical plane of anesthesia was maintained with supplements of ketamine (50 mg/kg) as 
needed. Throughout the procedure, the animal’s body temperature was kept at around 
36.5 °C with a homeothermic blanket system. After numbing the scalp with lidocaine 
(0.5%), an incision was made along the midline, exposing the skull around the lambdoid 
suture. A small craniotomy (0.2 × 0.2 mm, with the medial-rostral corner positioned at 
0.4 mm lateral and 0.1 mm caudal to lambda) was made with a scalpel to expose the right 
inferior colliculus. The dura mater was left intact. Electrophysiological recordings were 
made to identify the location of the central nucleus (ICc) before virus injection (See acute 
electrophysiology in the IC). Glass capillary pipettes were pulled and back filled with 
mineral oil before loading with virus. A motorized stereotaxic injector (Stoelting Co.) 
was used to inject 0.3–0.5 µ l of either AAV-CAG-ChR2-mCherrry or AAV-Synapsin-
Chronos-GFP into the right ICc of the mouse approximately 700 µ m below the brain 
surface with an injection rate of 0.05 µ l/min. The pipette was left in place for an 
additional 10 minutes before withdrawal. The craniotomy was covered with high 
viscosity silicon oil, and the scalp was sutured back. Mice were allowed to recover for at 
least 48 hours before behavioral training with NBN and at least 3 weeks before detection 
was measured with optogenetic stimulation. 
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Acute electrophysiology in the IC 
 The surgical procedure was similar as described in the previous section. Mice 
were anesthetized and a craniotomy performed over the right IC. Single-shank multi-
channel silicon optrodes (NeuroNexus Technologies) were used to deliver laser pulses 
and record neural activity (sampled at 24 kHz, digitized at 32 bit, and then band-pass 
filtered between 300 to 5000 Hz with second-order Butterworth filters). Multiunit spike 
events on each channel were time stamped at threshold crossing (4.5 s.d. above a 10 s 
running average of the baseline activity, SpikePac, Tucker-Davis Technologies). All 
recordings were performed in a double-walled sound-attenuating chamber. The ICc was 
identified according to the dorsal-ventral low-high tonotopic organization as defined by a 
pseudorandom series of pure tone pips (4–64 kHz in 0.1 octave steps, 0–60 dB SPL in 5 
dB steps, 50 ms duration with 5 ms cosine ramps at the onsets and offsets, 500 ms inter-
trial intervals) presented to the contralateral ear with a custom-built, calibrated in-ear 
acoustic system.  
Laser pulses (473 nm, 1 ms pulse width, 1 s total duration, LaserGlow Co.) were 
presented at various rates (20 to 300 Hz, 20 Hz steps) to the IC via the optic fiber on the 
optrode, which was positioned 0.2 mm above the topmost recording site. To avoid 
potential contamination through photoelectric artifacts, threshold crossings during the 
laser pulse were disregarded. Laser powers were selected to generate suprathreshold 
responses in the infected tissue on a case-by-case basis, and were generally in the range 
of 5 to 7 mW. For the sake of comparison narrowband noise bursts (filtered from 
		
45 
broadband noise stimuli using fourth-order Butterworth filters, 20 kHz center frequency 
and 0.25 octave bandwidth, 1 ms duration, 60 dB SPL) were presented at the same rates 
via the contralateral in-ear acoustic system. Laser and acoustic stimulation were 
presented in a pseudorandom order and repeated 20 times each. 
Optic fiber implantation  
Following 2–6 weeks of behavioral testing with acoustic stimuli, mice were 
anesthetized with ketamine and xylazine, as described previously. An implantable 4 mm 
optic fiber assembly (NeuroNexus NNC fiber) was advanced 0.35 mm into the ICc along 
the previous injection site. The implant was then securely cemented on the skull (C&B 
Metabond). Mice were allowed to recover for at least 48 hours prior to the continuation 
of behavioral testing. 
Acute electrophysiology in the auditory cortex 
 Following previously described procedures (Guo et al., 2012b), ChR2+ and 
Chronos+ mice were anesthetized with ketamine and xylazine, and a craniotomy was 
made over the right auditory cortex. The exposed dura was covered with high viscosity 
silicon oil. Extracellular recordings of multiunit activity were made with tungsten 
electrodes (FHC Co.) positioned in the middle cortical layers. Acoustic stimuli were 
delivered to the contralateral ear via a calibrated in-ear acoustic system. Laser stimuli 
were delivered through the implanted optic fiber in the ipsilateral ICc. Acoustic and laser 
stimulus parameters were identical to the approach used for ICc recordings. Since 
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animals at this stage had all completed behavioral training and assessment, the peak 
amplitude used for acoustic and laser stimulation was set to a suprathreshold level 
according to the corresponding behavioral from each mouse (60 dB SPL and 12 dB above 
the laser detection threshold, respectively). 
Behavioral testing 
Behavioral training was carried out in an acoustically transparent enclosure (8 × 6 
× 12 inch, L × W × H) bisected into two virtual zones resting atop electrified flooring (8 
pole scrambled shocker, Coulbourn Instruments). Mouse position was tracked with a 
commercial PC webcam. Auditory stimuli were delivered through a free-field speaker 
positioned above the apparatus to provide a relatively homogenous sound field (Tucker-
Davis Technologies). Mice were given at least five minutes to acclimate to the apparatus 
before each day of testing. Naive mice were initially shaped to cross between zones of the 
chamber to terminate a foot shock (60 Hz, 0.5–1 mA, according to the minimally 
effective intensity for each mouse). With conditioned crossing behavior established, mice 
were then trained to associate sound (white noise, 5 s duration, 5 ms cosine ramps, 70 dB 
SPL) with foot shock initiated 5 s later. Crossing within the 5 s window was scored as a 
hit and the foot shock was avoided. Foot shock was initiated if the mouse failed to cross 
within the 5 s period (a miss) and was terminated upon crossing sides or 10 s, whichever 
occurred first. Once the hit rate stabilized at ≥ 70%, white noise was replaced with the 
narrow-band noise bursts and training continued until crossing behavior stabilized again. 
Psychometric functions were acquired by documenting the hit probability at different 
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sound levels (− 10 to 70 dB SPL in 10 dB steps) and pulse rates (60–300 Hz in 60 Hz 
steps). Stimuli were presented in a pseudo random fashion and repeated at least 15 times 
each. Inter-trial intervals were randomly drawn from a uniform distribution between 30 to 
40 seconds. False positives were calculated as animal’s crossing probability during a 5 s 
window halfway through the inter-trial period. Typically, each animal performed 60 to 
100 trials per day, 5 to 6 days per week.  
For behavioral experiments involving detection of laser pulse trains rather than 
acoustic pulse trains, the implanted midbrain assembly was tethered to the laser with a 
patch cable. Mice were given approximately 20 minutes to acclimate to tethering before 
conditioned crossing behavior was initially reestablished with broadband noise stimulus. 
Once the hit probability was comparable to that documented without tethering, the 
acoustic stimulus was replaced by laser stimuli (1 ms laser pulses, 60 to 300 Hz in 60 Hz 
steps) without any additional behavioral shaping. Due to the variability of sensitivity 
introduced by injection volume and expression level of the opsins, the range of laser 
intensity tested was adjusted on a case-by-case basis for each animal to generate a range 
of subthreshold to suprathreshold behavioral responses. In all other respects, stimulus 
design and task organization were identical to the acoustic version of the task. 
Histology 
Animals were deeply anesthetized with ketamine and prepared for transcardial 
perfusion with 4% formalin solution. The brains were extracted and post-fixed in 4% 
formalin at room temperature for an additional 12 hours before transfer to 30% sucrose 
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solution. Brain sections (60 µm thick) were counterstained with DAPI (Life 
Technologies). The position and size of the infection zone was inferred through 
visualization of the fluorescent label with a conventional epifluorescence microscope 
(Zeiss). 
Data analysis 
Firing rate adaptation was quantified by calculating the ratio of the spike count to 
the first pulse divided by the average spike count to all remaining pulses within the 1 s 
period. To quantify the temporal fidelity of sound or laser evoked activities, a template-
based classifier model was used. For any given recording site, half the trials of responses 
to all pulse rates were used to build peristimulus time histogram (PSTH) based templates; 
the other half of the trials were used as test cases. Test trials were compared with the 
templates by calculating their cross correlation coefficients. The decoded pulse rate for a 
test trial was the pulse rate behind the most similar template (highest cross correlation 
coefficient). The decoding accuracy for all rates was calculated and averaged across 
recording sites. Pulse train detectability was quantified by dividing the PSTH into 100 ms 
bins and calculating the firing rates for each bin within the spontaneous and evoked 
periods on a single trial basis. For any given bin, its detectability was quantified as the 
rectified z-score of its spike count with respect to the baseline distribution. The difference 
between mean z-scores from the spontaneous and evoked periods for each trial provided 
the basis for calculating d’. In the population version of this analysis, the neural 
detectability for a given stimulus was calculated as the highest detectability provided by 
any of the recorded sites from an animal. 
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Statistical analyses  
All statistical analyses were performed in Matlab (Mathworks). Repeated 
measures ANOVAs were used to compare neural or behavioral measurements over 
dependent variables such as pulse rate or sound intensity in the same group of animals. 
When comparing measurements across different groups of animals, mixed-designed 
ANOVAs were used, and the main effects were reported. Multiple comparisons were 
corrected with the Bonferroni method. 
Results 
Chronos provides high spike fidelity in the ICc during photostimulation  
Temporal variations in the sound pressure envelope provide the dominant 
physical cue for speech intelligibility (Shannon and Zeng, 1995). To understand more 
about the accuracy and limitations of temporal coding with optogenetic stimulation of the 
central auditory pathways, we characterized the temporal response fidelity of midbrain 
neurons activated by trains of narrow-band noise (NBN) bursts or pulses of light at 
presentation rates ranging from 20–300 Hz. In these experiments, extracellular recordings 
of multiunit activity in the ICc were made several weeks after the same brain area was 
infected with a viral construct encoding either ChR2 or Chronos (Fig. 2-1a). In response 
to natural acoustic stimulation delivered to the contralateral ear, ICc neurons synchronize 
action potential timing to NBN pulse rates as high as several hundred Hz, with gradually 
adapting non-synchronized responses observed at higher rates (Fig. 2-1b). In ChR2 
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expressing regions (ChR2+), laser stimulation induced robust synchronization at low 
pulse rates (<50 Hz) and strongly adapting, non-synchronized responses at higher rates. 
By contrast, Chronos+ neurons could be entrained by a substantially wider range of 
photostimulation rates, with more sustained, non-synchronized activity observed even for 
the highest pulse rates tested (Fig. 2-1c). To quantify firing rate adaptation, we calculated 
the spike rate ratio between the first and the rest of the stimulus pulses for optogenetic 
versus acoustic stimulation. We found that adaptation increased with pulse rate for all 
modes of activation (Repeated-measures ANOVA, N = 388, df = 14, F = 365.4, p = 2.9 × 
10−6)  but  was  more  pronounced  overall  for  ChR2  compared  to  NBN (Mixed-design 
Figure 2-1 Chronos-mediated unit responses are more robust than ChR2 or natural acoustic 
stimulation. (a) Schematic of optrode recording probe relative to Chronos-GFP expression in a 
coronal section counterstained with DAPI. GFP expression levels are high in the central nucleus 
near the cartoon injection site with fainter staining in commissural axons that ramify in the 
contralateral ICc. Scale bar = 0.5 mm. (b, c) Rastergrams from individual recording sites 
stimulated either with 1 s trains of narrowband noise (NBN) bursts or pulsed blue light. (d) 
Firing rate adaptation quantified as the ratio between spikes evoked by the first pulse over the 
mean of all subsequent pulses. Error bars = sem. 
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ANOVA; main effect for stimulus type;  N = 117/160, df = 1, F = 22.8, p = 2.9 × 10−6). 
The opposite relationship was noted in Chronos+ neurons, in that adaptation was 
significantly more pronounced for acoustic pulse trains than optical pulse trains (Mixed-
design ANOVA; main effect for stimulus type; N = 111/160, df = 1, F = 56.3, p = 9.0 × 
10−13, Fig. 2-1d). 
Figure 2-2 Chronos supports a superior neural code for stimulation rate. (a–d) A PSTH-based 
approach for single trial pulse rate classification from individual recording sites. (a) 
Representational templates for each pulse rate are established from 10 randomly selected trials 
(bottom row) and the remaining 10 trial are then individually assigned to the PSTH template that 
provides the closest match. Confusion matrices from representative single recording sites 
illustrate that classification is fairly accurate at low pulse rates but trails off for higher rates with 
narrowband noise (b) and ChR2 (c) but remains high across the full range of rates tested with 
Chronos (d). (e) Mean probability of veridical classification (i.e., the upward central diagonal 
from the confusion matrices) for each stimulation type. Error bars = sem. 
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To determine how the various firing rate profiles evoked by acoustic and 
optogenetic stimuli translated into a robust neural code for pulse rate, we used a PSTH-
based classifier model to infer the parent stimulus rate from spike trains collected on 
individual trials. To the extent that each pulse rate was encoded by a distinct and reliable 
pattern of spiking, the classifier should correctly identify the pulse rate of the parent 
stimulus on an individual trial basis (Fig. 2-2a). The resultant confusion matrices 
computed from individual recording sites display the probability of veridical stimulus 
classification on the diagonal with classification errors appearing on either side. 
Qualitatively, all three types of activation support a robust neural code at low pulse rates, 
yet direct photoactivation via Chronos is the only approach that supports a robust code 
for higher pulse rates (Fig. 2-2b–d). Looking across all recording sites, we found a 
significantly higher probability of correct stimulus rate classification with Chronos 
compared to either ChR2 or NBN (Mixed-design ANOVA; main effect for injection type; 
Chronos vs. ChR2: N = 117/160, df = 1, F = 30.1, p = 9.0 × 10−13, Chronos vs. NBN: N = 
111/160, df = 1, F = 21.3, p = 6.0 × 10−6, both significant after the Bonferroni correction 
for 3 comparisons) but no significant difference between ChR2 and NBN (Mixed-design 
ANOVA; main effect for stimulus type; N = 117/160, df = 1, F = 0.44, p = 0.5, not 
significant after the Bonferroni correction for 3 comparisons; Fig. 2-2e).  
The previous analyses characterize the ability of midbrain neurons to discriminate 
between different pulse rates but leave open the more basic question of whether and how 
different methods of stimulation might support a more rudimentary code for simple 
detection of a stimulus. We addressed this point by counting the number of spikes in each 
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0.1 s bin for each trial (Fig. 2-3a) and comparing the overall distribution of spikes during 
the spontaneous and evoked periods (Fig. 2-3b). Spike counts from the spontaneous and 
evoked periods of the PSTH were then converted into z-scores and rectified (because any 
deviation from a baseline firing rate–be it an increase or decrease–could potentially drive 
Figure 2-3 Chronos-mediated spiking provides 
a superior basis for pulse rate detection in the 
midbrain. (a) Firing rates from individual trials 
within a 2 s period surrounding the onset of 
photostimulation in a Chronos+ mouse is 
plotted in 0.1 s bins. (b) The distribution of 
single trial firing rates from each bin falling 
within the spontaneous (−1 to 0 s) and evoked 
(0 to 1 s) periods, derived from the results in 
panel A. (c) For all three forms of stimulation, 
rates from both periods are then converted into 
z-scores and the absolute values used as 
rectified z-scores, where more positive values 
represent deviations in firing rate that could 
support a neural code for detection. (d) the 
separation between the spontaneous and evoked 
z-score distributions is expressed with the d’ 
metric to quantify the utility of a rate code for 
detecting sound or photostimulation. 
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detection), such that more positive z-scores represented a more salient neural cue for 
detection (Fig. 2-3c). We then computed the sensitivity index, d’, as the separation 
between the firing rate distributions evoked by the pulse train (hits) versus activity 
occurring during the pre-stimulus period (false positives) in units of standard deviations. 
We observed that both NBN and Chronos provided a salient cue for detection while the 
strong firing rate adaptation found with ChR2 stimulation interfered with a robust 
midbrain code for sound detection, particularly at high stimulation rates (Mixed-design 
ANOVA; between subjects factor; ChR2 vs. NBN: N = 117/160, df = 1, F = 44.3, p = 1.5 
× 10−10, ChR2 vs. Chronos: N = 111/160, df = 1, F = 56.2, p = 1.5 × 10−12, both 
significant after the Bonferroni correction for 3 comparisons; Fig. 2-3d). The clear 
differences in neural d’ that emerged from our midbrain neurophysiology experiments 
inspired a set of core hypotheses related to the perceptual salience of central auditory 
activation via sound versus direct photoactivation of midbrain neurons: i) behavioral 
detection of NBN should be robust and relatively insensitive to pulse rate; ii) behavioral 
detection of optogenetic stimulation should decrease at higher pulse rates; iii) Chronos 
should support an enhanced behavioral detection of midbrain photostimulation compared 
to ChR2.  
High fidelity spiking in ICc induced by photostimulation does not translate to high 
saliency of auditory sensation 
To address these hypotheses, mice were trained to report detection of pulse trains 
delivered via with acoustic stimulation or optogenetic stimulation of the midbrain. 
Shortly after receiving unilateral ICc injections of viral constructs or saline, mice were 
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trained and tested in an auditory avoidance task. Specifically, NBN pulse trains of 
Figure 2-4 Behavioral detection of midbrain photostimulation is similar across pulse rates and 
opsin types. (a) Detection abilities were tested with an avoidance paradigm where mice crossed 
from one side of a shuttlebox to another to avoid receiving an electric shock (top). Crossing 
during the 5 s cue period was scored as a hit while crossing during an equivalent 5 s period 
during the intertrial interval (ITI) was scored as a false positive (FP, bottom). (b, c) Hit and FP 
probabilities are plotted as function of sound level (b) and laser amplitude (c) across all pulse 
rates for a single, representative mouse. (d–g) The slope of the linear fit applied to each 
psychometric function obtained with acoustic (d) and laser (f) stimulation provides an objective 
readout for salience of pulse rate detection. Behavioral d’ is calculated from the acoustic (e) and 
laser (g) stimulation level that supports a 50% hit probability for each pulse rate. 
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variable level and rate were presented, whereupon mice crossed sides of a shuttlebox to 
avoid receiving a foot shock (Fig. 2-4a). Once psychometric functions were obtained for 
all acoustic pulse rates (Fig. 2-4b), an optic fiber assembly was implanted into the 
previously injected ICc and the behavioral procedure was repeated with photostimulation 
in lieu of acoustic stimulation (Fig. 2-4c). Increasing stimulation amplitude was 
associated with a monotonic increase in behavioral detection probability (Fig. 2-4b,c). 
The slope of the growth function for each pulse rate could be estimated from a linear fit 
of the data, which provided a behavioral proxy for stimulus salience. 
As predicted from the high neural d’ values for acoustic stimulation at all pulse 
rates (Fig. 2-3d), detection slopes were similarly steep across all NBN pulse rates. 
Psychometric detection slopes did not vary between injection types, but were affected by 
pulse rate (Mixed-design ANOVA; main effect for injection type: N = 3/3/2, df = 2, F = 
1.1, p = 0.40; main effect for pulse rate: N = 3/3/2, df = 4, F = 6.6, p = 1.5 × 10−3, Fig. 2-
4d). The d’ sensitivity index was then computed at a fixed sensation level (50 dB above 
the detection threshold, which usually generates hit rates around 70%). This analysis 
supported the conclusion that detection of acoustic pulse trains was robust for all 
injection types, and modestly affected by pulse rate (Mixed-design ANOVA; main effect 
for injection type: N = 3/3/2, df = 2, F = 0.32, p = 0.74; main effect for pulse rate: N = 
3/3/2, df = 4, F = 7.0, p = 1.0 × 10−3, Fig. 2-4e).  
Upon switching the detection stimulus from sound to light we found that Chr2+ 
and Chronos+ mice immediately generalized across stimulation modalities. To our 
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surprise, however, Chronos+ and ChR2+ mice exhibited similar detection slopes (Mixed-
design ANOVA; main effect for injection type: N = 3/3/2, df = 2, F = 0.13, p = 0.73; Fig. 
2-4f) and d’ values (Mixed-design ANOVA; main effect for injection type: N = 3/3/2, df 
= 2, F = 0.05, p = 0.83; Fig. 2-4g) that did not vary as a function of pulse rate (Mixed-
design ANOVA; main effect for pulse rate; slope: N = 3/3/2, df = 4, F = 1.4, p = 0.32; d’: 
N = 3/3/2, df = 4, F = 0.83, p = 0.52). Detection was at chance in saline-injected mice, 
confirming that detection of photostimulation trains could not be ascribed to visual 
detection of reflected laser light (Paired t-test between hit rates and FP rates, N = 10, p = 
0.34). Similar results were obtained when behavioral crossing latency was substituted for 
crossing probability (Fig. 2-S1). Thus, behavioral findings in channelrhodopsin-
expressing mice were essentially opposite to the predictions based on our ICc recordings, 
from which we surmised that Chronos+ mice would be more sensitive than ChR2+ and 
that perceptual salience be reduced at higher pulse rates.  
Sustained neuronal firing induced in the midbrain are transformed into transient activity 
in the auditory cortex 
One potential explanation for these discrepant findings stems from the possibility 
that robust midbrain neural codes for the discrimination (Fig. 2-2) and detection (Fig. 2-
3) have been reformatted, diminished, or lost altogether upon reaching higher stations of 
the auditory CNS, where neural activity is more intimately linked to perception (Atiani et 
al., 2014; Bendor and Wang, 2007; Bizley et al., 2013; Buran et al., 2014; Jaramillo and 
Zador, 2011; Mesgarani and Chang, 2012; Nelson et al., 2013; Niwa et al., 2012). For 
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example, neural activity in the auditory cortex (AC) might be organized in a manner that 
more closely resembles behavioral detection functions than midbrain activity. We 
addressed this hypothesis by recording activity from the core fields of AC (the primary 
Figure 2-5 Auditory cortex encoding of midbrain photostimulation matches behavior detection, 
not ICc neural detection. (a) AC recordings were made following the completion of behavioral 
testing using a laser power corresponding to a 0.7 hit probability for each pulse rate. The optical 
fiber tip was positioned to photostimulate a mid-frequency region of the ICc tonotopic map, 
which (b) activated a corresponding region of the AC tonotopic map. (c,d) Rastergrams from 
individual recording sites depict stimulation with 1 s trains of NBN bursts or pulsed blue light. 
(e) PSTHs averaged across all pulse rates reveal brief, weak onset responses followed by 
suppression with optogenetic stimulation and comparatively robust, less adapting responses 
evoked by NBN. (f–g) Rectified z-scores and the resultant d’ index were calculated for each 
pulse rate and stimulation type as described previously for ICc recordings in Fig. 3. 
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auditory cortex and the anterior auditory field) in the same mice that were tested 
behaviorally. For the sake of comparison to the ICc data, we recorded multiunit activity 
evoked by acoustic pulse trains and midbrain optogenetic stimulation under anesthesia 
with similar stimulation and recording protocols (Fig. 2-5a).  
Optic fiber tip implantation and virus injections were made at 0.35 mm and 0.7 
mm below the dorsal surface of the inferior colliculus, respectively. These depths 
approximately correspond to a best frequency range of 10–22 kHz within the ICc 
tonotopic map, respectively (Fig. 2-5a, 2-S2). By sampling optogenetically-evoked 
spiking across the AC tonotopic map, we confirmed that feedforward activation from the 
midbrain was greatest within zones of the AC with similar best frequencies (Two-way 
ANOVA; main effect for BF; N = 42/45, df = 4, F = 3.97, p = 0.54 × 10−3; Fig. 5b). 
Aside from this topographic correspondence, the downstream effects of optogenetic 
stimulation measured in the AC bore little resemblance to the direct activation of 
midbrain neurons. Whereas acoustic stimulation evoked non-synchronized, partially 
adapting responses in AC, photostimulating midbrain ChR2+ (Fig. 2-5c) or Chronos+ 
(Fig. 2-5d) ICc neurons evoked brief, non-synchronized onset responses (<50 ms) 
followed by suppression and a rapid return to baseline (Fig. 2-5e). As such, sound-evoked 
responses in AC were significantly greater overall than either mode of direct midbrain 
activation (One-way ANOVA; NBN vs. ChR2: N = 136/64, df = 1, F = 1540.67, p < 1 × 
10−196; NBN vs. Chronos: N = 136/72, df = 1, F = 902.82, p < 1 × 10−196).  
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To determine if AC neural detection across pulse rates more closely resembled 
midbrain or behavioral detection functions, we set the laser power for each pulse rate to 
be 12 dB above the detection threshold for each pulse rate, where hit rates were generally 
greater than 70%. We found that AC neural detection of optogenetic stimulation was 
fairly constant across pulse rates and was similarly robust for ChR2 and Chronos (but 
lower than for NBN), both in terms of both the z-scores separating the evoked and 
spontaneous periods (Fig. 5f) as well as the derivative d’ values (Fig. 2-5g). For NBN 
inputs, d’ increased significantly across pulse rates in a similar fashion to ICc recordings 
(Repeated measures ANOVA, N = 160, df = 4, F = 69.6, p = 0, Fig. 2-3d) and was 
significantly greater overall than for either mode of optogenetic stimulation (Mixed-
design ANOVA; main effect for injection type; NBN vs. ChR2: N = 136/48, df = 1, F = 
17.7, p = 4.1 × 10−5; NBN vs. Chronos: N = 136/72, F = 17.2, p = 4.9 × 10−5). In contrast 
with ICc results, neural detection of midbrain photostimulation did not significantly differ 
across opsin type (Mixed-design ANOVA; main effect for opsin type: N = 48/72, df = 1, 
F = 0.64, p = 0.42). Although there was a significant effect of pulse rate (Repeated 
measures ANOVA; ChR2: N = 48, df = 4, F = 4.7, p = 1.1 × 10−3; Chronos: N = 72, df = 
4, F = 8.2, p = 3.0 × 10−5), the absolute change in AC detection with either type of 
photostimulation was modest.  
To determine if AC spiking represented the temporal features of midbrain 
photostimulation at the population level in a manner that could not be appreciated from 
an analysis of single recording sites, we applied a population based approach to calculate 
the z-scores of cortical neural responses, where for a given stimulus, its population neural 
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z-score is the highest z-score out of all the recorded sites. However, even at the level of a 
distributed cortical population code, midbrain photostimulation was similarly poor for 
both opsins (Mixed-design ANOVA; main effect for opsin type: N = 3/3, df = 1, F = 
0.05, p = 0.84, Fig. 2-S3). Thus, the cortical encoding of optogenetic pulse trains did not 
support the second and third hypotheses that arose from our midbrain findings, but 
closely resembled—and likely enabled—similar observations made at the level of 
behavior. 
Discussion 
Auditory prostheses have provided over 300,000 deaf individuals with an 
awareness of environmental sound and an ability to comprehend speech in quiet 
backgrounds. In this regard, the auditory prosthesis is a triumph of modern biomedical 
engineering. Speech intelligibility in quiet has steadily improved among cochlear implant 
recipients since the device came into common use approximately 30 years ago. Average 
cochlear implant users who are fitted with modern electrodes and electronic processing 
strategies correctly comprehend approximately 58% of monosyllabic words presented in 
silence (Wilson and Dorman, 2008). However, the inter-subject variability in speech 
comprehension is enormous, even after controlling for mitigating variables such as onset 
and duration of deafness. For example, individuals implanted at the same clinic by the 
same surgeon using identical hardware, exhibit speech recognition scores ranging from 
0–100% (Tyler et al., 2000). Moreover, such devices rarely allow users to extract 
intelligible information from complex, degraded acoustic signals such as speech in noise. 
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Speech recognition with auditory brainstem or midbrain implants is even worse, with 
users reporting 35% (n= 60) and 0% (n= 3) improvements in comprehension, 
respectively, for measures of speech performance (Colletti et al., 2009; Lim et al., 2009). 
The present project was motivated by a desire to explore alternative ways to provide an 
actionable sound percept through direct brain stimulation. We took advantage of a 
recently described channelrhodopsin, Chronos, that supports non-adapting, high-fidelity 
encoding of rapid light pulses that fall within the range of pulse rates used in auditory 
brainstem implant processors (SPEAK processing strategy, 250 pulses/s, Cochlear 
Clinical Guidance Document 2010). Direct comparison of acoustic versus optical 
activation in ChR2+ or Chronos+ ICc neurons demonstrated that Chronos supported a 
superior encoding of temporal pulse trains, in terms of firing rate adaptation (Fig. 2-1), 
temporal coding (Fig. 2-2) and the overall salience of neural responses at high stimulation 
rates (Fig. 2-3). These performance advantages were not realized when the downstream 
effects of midbrain photostimulation were assessed behaviorally (Fig. 2-4) or through AC 
recordings (Fig. 2-5).  
We found that midbrain photostimulation induced weak cortical onset responses 
followed by firing rate suppression across a broad range of stimulation frequencies, 
consistent with previous descriptions of cortical response suppression upon electrical 
stimulation of the inferior colliculus in animals (Calixto et al., 2012; Straka et al., 2014). 
Thus, a spatiotemporally coherent barrage of afferent activity might be ill-suited to 
engage the distributed coding capacities of cortical neurons. One possible explanation lies 
in the observation that fast-spiking parvalbumin+ inhibitory interneurons, which are 
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known to rapidly ‘quench’ excitatory responses in primary sensory cortex (Cardin et al., 
2009; Li et al., 2013), have broader frequency tuning and lower response thresholds than 
putative pyramidal neurons (Li et al., 2014), but see (Moore and Wehr, 2013). Thus, 
simultaneously exciting a relatively broad region of the subcortical tonotopic map might 
preferentially engage cortical inhibition, thereby preempting robust, sustained responses 
in cortical excitatory neurons, which are more responsive to afferent regimes 
characterized by spatially differentiated patterns of inputs organized on multiple, nested 
time scales (David et al., 2009; Engineer et al., 2008; Malone et al., 2013; Rabinowitz et 
al., 2012; Ulanovsky et al., 2004; Zhou and Wang, 2010).  
An alternative explanation holds that cortical networks do indeed encode temporal 
information contained within the photoactivated midbrain efferent signals, but that the 
nature of the code has been reformatted from a temporal scheme that is evident in 
individual midbrain recording sites to a spatially distributed, rate-based scheme that can 
only be appreciated when documented at the level of coordinated activity an ensemble of 
cortical neurons. Indeed, internally or externally generated inputs to auditory cortex are 
processed by locally organized subnetworks of cortical neurons (Bandyopadhyay et al., 
2010; Bathellier et al., 2012; Issa et al., 2014; Rothschild et al., 2010) that feature highly 
stereotyped spatiotemporal dynamics (Luczak et al., 2009) that generate inter-neuronal 
correlations, which may (Jeanne et al., 2013) or may not (Rothschild et al., 2013) 
augment AC coding capabilities. Although our approach did not permit the direct 
visualization of cellular ensembles in the cortex (Fig. 2-S3), behavioral detection 
exhibited a similarly weak correspondence to midbrain encoding functions, suggesting 
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that even if temporal features were encoded that could not be observed with our 
neurophysiological approach they are not being translated into behavioral detection 
abilities.  
If temporal coding deficiencies can be attributed to the stimulation strategy and 
not to the readout, how could one design a central sensory prosthesis better suited to the 
encoding preferences of higher brain networks so as to provide a more robust percept? 
We suggest that the core deficiency lies in the inability to selectively activate the 
projection neurons of low-level sensory brain areas with spatially differentiated inputs. 
Whereas a single cochlear implant channel activates a relatively homogenous population 
of cochleotopically restricted afferent nerve fibers, direct stimulation of the auditory 
brainstem or midbrain activates a heterogeneous and spatially undifferentiated population 
of neurons and glial cells. This deficiency is insurmountable with electrical stimulation 
strategies but could be addressed through further development of an optogenetics-based 
prosthesis.  
What would be the defining features of a future optoprosthesis? Ideally, the 
channelrhodopsin could be selectively expressed in primary output neurons at the earliest 
stage of central auditory processing (e.g. globular and spherical bushy cells, multipolar, 
and fusiform neurons (Adams, 1979; Brunso-Bechtold et al., 1981)). Cell-type specific 
expression is trivial to realize in laboratory animals, where Cre-loxP transgenic 
recombination systems used in conjunction with Cre-dependent viruses ensure that 
transcription of viral constructs are limited to the cell type of interest (Madisen et al., 
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2012). An alternative approach that might be more feasible in humans would be to design 
viral constructs with promoter sequences that are transcribed at far higher levels in the 
cell type of interest than neighboring cells. In this manner, transcription of the 
channelrhodopsin DNA could be ‘steered’ into particular cell types within the cochlear 
nucleus. This approach has been used with some success in the cerebral cortex, where 
viral constructs packaged with the CAMKIIa promoter are expressed at far greater levels 
in pyramidal neurons due to natural variations in expression of this gene between 
different cell types (Dittgen et al., 2004). In situ hybridization studies of the cochlear 
nucleus or its avian homolog reveal striking differences in mRNA levels between cell 
types, which lends provisional support to further study of transcriptional differences 
between principal neurons and other cell types of the cochlear nucleus (e.g. mGluR1α in 
globular bushy cells (Bilak et al., 1996); VGlut2 in fusiform neurons (T. A. Hackett et al., 
2011)).  
The challenge of creating spatially differentiated input patterns could be tackled 
through an engineering approach to develop bundles of low-power, miniature-scale 
independent illumination systems or a biological approach to engineer channelrhodopsins 
that are sensitive to restricted, non-overlapping wavelengths18. With this latter approach, 
the brainstem could be ‘seeded’ with constructs encoding distinct channelrhodopsins that 
were packaged in viral serotypes selected to provide highly focal infection zones. 
Alternatively, a single construct encoding multiple channelrhodopsins with a self-
initiated transcriptional suppressor system might be used to drive stochastic expression of 
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a single channelrhodopsin from the cassette, similar to the approach used for multi-
colored fluorescent protein expression in ‘Autobow’ mice (Cai et al., 2013).  
Provided a minimal level of spatiotemporally differentiated activity, ample time 
for adjustment, and a cellular milieu that supports an acceptable degree of plasticity, 
higher levels of the brain can support a remarkable constellation of perceptual operations 
despite a distorted or impoverished input signal. In classic examples, humans and other 
animals rapidly adapt to visual goggles that dramatically shift the visual field (Harris, 
1965) or to temporary manipulations of the outer ear that grossly distort dichotic cues that 
underlie sound localization (Hofman et al., 1998). Perhaps even more impressively, 
postlingually deafened cochlear implant users can map the massively altered and 
degraded patterns of electrical stimulation onto prior neural representations of acoustic 
speech sounds. Further, they can rapidly recover or exceed baseline speech recognition 
when temporal stimulation strategies are radically changed (Wilson et al., 1991) or can 
achieve a fused pitch percept from bilateral implants that stimulate grossly mismatched 
cochlear positions (Reiss et al., 2011). Thus, whatever the form optoprosthesis 
development may take, future recipients, surgeons, and scientists can take solace from the 
observation that the prosthetic device need not provide a perfect signal, but rather one 
that is just good enough to fuel the remarkable pattern recognition abilities of the brain. 
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Figure 2-S1 Animals’ reaction time towards the laser stimulation. Behavioral crossing latency, 
rather than crossing probability, is plotted as a function of laser pulse amplitude (a) and rate 
(b). 
Figure 2-S2 The ICc is tonotopically organized along the dorsal-ventral axis. The best frequency 
of recorded sites (N = 10 penetrations, 16 sites per penetration) in the ICc are plotted as a 
function of depth, revealing a tonotopic organization. The arrow indicates the depth of virus 
injection. 
Figure 2-S3 The performance of population-based detection matches the performance of 
single-site-based detection. The sensitivity indices (d’) for stimuli with different pulse rates 
are measured with a population decoding scheme, where the population d’ is quantified as the 
highest single-site-based d’ out of all the recorded sites from a given animal. 
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Chapter 3 A corticothalamic circuit for dynamic switching between feature 
detection and discrimination 
Abstract 
Sensory processing must be sensitive enough to encode faint signals near the 
noise floor, but selective enough to differentiate between similar stimuli. Here we 
describe a layer 6 corticothalamic (L6 CT) circuit in the mouse auditory forebrain that 
alternately biases sound processing towards hypersensitivity and improved behavioral 
sound detection or dampened excitability and enhanced behavioral sound discrimination. 
Optogenetic activation of L6 CT neurons could increase or decrease the gain and tuning 
precision in the thalamus and all layers of the cortical column, depending on the timing 
between L6 CT activation and sensory stimulation. The direction of neural and perceptual 
modulation – enhanced detection at the expense of discrimination or vice versa – arose 
from the interaction of L6 CT neurons and subnetworks of fast-spiking inhibitory neurons 
that reset the phase of low-frequency cortical oscillations. These findings suggest that L6 
CT neurons contribute towards resolving the competing demands of detection and 
discrimination. 
Introduction 
Environmental stimuli are transduced, amplified and spatially enhanced by low-
level circuits contained within the brainstem and sensory end organs. Afferent sensory 
traces undergo another set of transformations upon reaching forebrain sensory areas, 
where they are contextualized according to internal state, recent stimulus histories, long-
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term sensory experience and top-down predictions of behavioral relevance(David et al., 
2012; McGinley et al., 2015; Mesgarani and Chang, 2012; Polley et al., 2006; Shuler and 
Bear, 2006). Adaptive modulation of forebrain sensory traces is accomplished both 
through long-range neuromodulatory inputs and local excitatory-inhibitory microcircuits 
(Fu et al., 2014; Letzkus et al., 2011; Marlin et al., 2015; Pi et al., 2013; Pinto et al., 
2013; Schneider and Woolley, 2013; Zhou et al., 2014). The contribution of 
corticothalamic (CT) neurons to forebrain sensory modulation are intriguing in this 
respect, as they feature both a massive long-range feedback projection to the thalamus as 
well as connections onto local excitatory and inhibitory neurons within the cortical 
column (Bourassa and Desche ̂nes, 1995; Llano and Sherman, 2009; Ramon y Cajal, 
1906; Zhang and Deschênes, 1997). Recent studies of corticothalamic modulation have 
taken advantage of the Ntsr1-Cre transgenic mouse, which labels a subpopulation of 
pyramidal neurons in layer (L) 6 that have short-range vertical connections within the 
cortical column and subcortical projections that deposit axon collaterals in the thalamic 
reticular nucleus (TRN) en route to the dorsal thalamus (Gong et al., 2007; Kim et al., 
2014; Lee and Dan, 2012; Olsen et al., 2012). Anatomical tracer experiments have 
confirmed that virtually all Ntsr1-positive neurons are L6 corticothalamic (L6 CT) and 
virtually all L6 CT neurons are Ntsr1-positive (Bortone et al., 2014). 
Optogenetic activation of L6 CT neurons in the mouse primary visual cortex (V1) 
induces disynaptic divisive suppression of spontaneous and visually evoked activity in 
the cortex via direct connections onto local fast-spiking (FS) inhibitory neurons (Bortone 
et al., 2014; Kim et al., 2014; Olsen et al., 2012). Whereas the effects of activating L6 CT 
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neurons on gain control in local cortical circuits are robust and well defined, their direct 
effects on thalamic responses are a mixture of comparatively modest facilitation and 
suppression (Denman and Contreras, 2015; Mease et al., 2014; Olsen et al., 2012). A 
recent study performed in the thalamocortical slice preparation has opened a new 
framework for studying these circuits by showing that there is no way to understand their 
mode of modulation outside of the time domain; L6 CT neurons can dynamically mediate 
either synaptic suppression or enhancement, depending on their frequency and time 
course of activation (Crandall et al., 2015). Here, we pursue this idea in the intact animal 
by showing that L6 CT neurons can impose multiple forms of modulation on auditory 
responses in the primary auditory cortex (A1) and medial geniculate body of the thalamus 
(MGB), where again the sign of modulation – suppression or enhancement - is strictly 
dependent on the temporal coordination of sensory stimuli and L6 CT activation.  
Enhancement or suppression of sensory representations in primary sensory cortex 
has an immediate and direct impact on perceptual salience, as studied behaviorally 
(Froemke et al., 2013; Pinto et al., 2013). The linkage between the form of cortical 
response modulation and basic perceptual readouts, such as detection versus 
discrimination, is unknown. Recent studies of sensory processing in humans and non-
human primates suggest that cortical networks can enhance detection, segregate stimulus 
sources and suppress distracting stimuli by organizing the frequency and phase of low-
frequency oscillations in the cortical electrical field (Giraud and Poeppel, 2012; 
Schroeder and Lakatos, 2009). A stimulus falling on the high excitability phase of a 
cortical oscillation would recruit strong spiking in principal neurons and robust 
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perception, whereas the same stimulus falling on the low excitability phase might fail to 
drive spiking activity and could go undetected (Lakatos et al., 2007; Zion Golumbic et 
al., 2013). A neural circuit responsible for controlling the phase of these ubiquitous low-
frequency cortical oscillations has yet to be identified. Here we report that L6 CT neurons 
change the frequency and indirectly reset the phase of low-frequency cortical rhythms by 
driving a subtype of FS neuron in A1. By controlling the phase of network oscillations, 
L6 CT neurons alternately bias cortical sound processing towards modes that support the 
enhanced perception of faint sounds or the enhanced resolution of similar sounds. 
Methods 
Transgenic mice 
All procedures were approved by the Massachusetts Eye and Ear Infirmary 
Animal Care and Use Committee and followed the guidelines established by the National 
Institutes of Health for the care and use of laboratory animals. For L6 CT experiments, 
we used 50 hemizygous Ntsr1-Cre transgenic mice, aged 6-12 weeks (B6.FVB(Cg)-
Tg(Ntsr1-Cre)GN220Gsat/Mmcd). For comparisons of laser-evoked cortical activity 
from other cell types, we used an additional two PV-Cre:Ai32 mice, two ChAT-Cre:Ai32 
mice, and two wild type mice expressing CamKIIα-hChR2. 
Virus-mediated gene delivery 
Adult mice aged 6-7 weeks were anesthetized with ketamine (100 mg/kg) and 
xylazine (10 mg/kg). A surgical plane of anesthesia was maintained throughout the 
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procedure with supplements of ketamine (50 mg/kg) as needed. The animal’s body 
temperature was maintained near 36.5° C using a homeothermic blanket system (Fine 
Science Tools). The surgical area was numbed with a subcutaneous injection of lidocaine 
(0.5%). An incision was made on the right side of the scalp to expose the skull around the 
caudal end of the temporal ridge, where the caudomedial end of the temporalis muscle 
joins to the skull. The temporal ridge provides a reliable cranial landmark for core fields 
of the auditory cortex. We made 2-3 burr holes along the temporal ridge, spanning a 
region 1.0—2.0 mm rostral to the lambdoid suture. At each burr hole, 0.3 – 0.5 µl of 
either AAV5-EF1α-DIO-hChR2(E123T/T159C)-mCherry or AAV5-FLEX-tdTomato 
solution was injected into the cortex 450 µm below the pial surface at 0.05 – 0.1 µl/min 
using a motorized injector (Stoelting Co.). For animals undergoing behavioral 
assessments, 0.6 µl of virus solution was injected bilaterally into both the left and right 
auditory cortex. Following the procedure, antibiotic ointment was applied to the wound 
margin and an analgesic was administered (Buprenex, 0.05 mg/kg). Neurophysiology and 
behavior experiments began 3-4 weeks following virus injection.	
Preparation for awake head-fixed recordings 
Mice were once again brought to a surgical plane of anesthesia, using the same 
protocol for general anesthesia, local anesthesia and body temperature control described 
above. The periosteum overlying the dorsal surface of the skull was completely removed. 
The skull surface was prepared with 70% ethanol and etchant (C&B Metabond). A 
titanium head plate was then cemented to the skull, centered on Bregma. After recovery, 
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animals were housed individually. Animals were given at least 48 hours to acclimate to 
the head plate before any further experiments.  
On the day of the first recording session, animals were briefly anesthetized with 
isoflurane (1.5% in oxygen) while a small craniotomy (0.5 × 1.0 mm, medial-lateral × 
rostral-caudal) was made along the caudal end of the right temporal ridge, 1mm rostral to 
the lambdoid suture to expose A1. A small chamber was built around the craniotomy 
with UV-cured cement and filled with ointment. At the end of each recording session, the 
chamber was flushed, filled with fresh ointment, and sealed with UV-cured cement. The 
chamber was removed and rebuilt under isoflurane anesthesia before each subsequent 
recording session. Typically, 4—7 recording sessions were performed on each animal 
over the course of 1—2 weeks. For dual A1/MGB or A1/TRN recordings, a second 
craniotomy and chamber provided access to the MGB (1mm rostral to the lambdoid 
suture, 2—3 mm lateral to midline) or the TRN (2 mm rostral to the MGB craniotomy). 
Neurophysiology 
On the day of recording, the head was immobilized by attaching each prong of the 
head plate to a rigid clamp (Altechna). The animal’s body rested atop a disk, coated with 
a sound-attenuating polymer that was mounted on a low-friction, silent rotor. We 
continuously monitored the eyelid and status of the rotating disk to confirm that all 
recordings were made in the awake condition.  
For columnar recordings, a single-shank linear silicon probe (NeuroNexus 
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A1x16-100- 177-3mm) was inserted into the auditory cortex craniotomy perpendicular to 
the brain surface using a micromanipulator (Narishige) and a hydraulic microdrive (FHC) 
with the tip of the probe positioned approximately 1.3 mm below the brain surface, such 
that the top 2 electrode contacts were outside the brain, the bottom 2 contacts were in the 
white matter or hippocampus, and the middle 11-12 contacts spanned all six layers of the 
auditory cortex. At the beginning of the first recording session, several penetrations were 
made along the caudal-rostral extent of the craniotomy to locate the high-frequency 
reversal of the tonotopic gradient that demarcates the rostral boundary of mouse A1 
(Hackett et al., 2011). For dual recordings, a second silicon probe (NeuroNexus A1X16-
50-177-5mm) was inserted into MGB or TRN using a dorsal approach. To identify the 
MGBv on any given day of recording, we first recorded lateral to the MGB, in the 
hippocampus, and then progressively marched the electrode medial in 0.1mm steps until 
we had at least eight contiguous channels with noise-evoked spiking activity. By 
validating this approach in pilot experiments through electrolytic lesion reconstructions in 
post-mortem tissue (data not shown), we were assured of recording from the lateral bank 
of the MGB, which contains the MGBv and, depending on the caudal-rostral coordinates, 
might also contain recording sites in the dorsal subdivision or suprageniculate nucleus 
(Hackett et al., 2011). MGBv recordings were limited to the most ventral recordings sites 
(2.6—3.0 mm below the brain surface) to exclude recordings from the dorsal subdivision 
or suprageniculate nucleus. For TRN recordings, units were classified as putative 
auditory TRN units only if they were both sound responsive and exhibited a thin spike 
waveform (peak-to-trough delay less than 0.4 ms, Fig. 3-S3). Based on the frequency 
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tuning of the recorded MGB or TRN units, the location of the cortical probe was 
positioned within the A1 tonotopic gradient to maximize the overlap between cortical and 
thalamic receptive fields (Fig. 3-4C). 
Optogenetic and acoustic stimulation for neurophysiology recordings 
Digital waveforms for the laser command signal and acoustic stimuli were 
generated with a 24-bit digital-to-analog converter (PXI, National Instruments) using 
custom MATLAB (MathWorks) and LabVIEW (National Instruments) scripts. Stimuli 
were presented via a freefield electrostatic speaker positioned 10cm from left ear canal 
(Tucker-Davis Technologies). Free-field stimuli were calibrated before recording using a 
wide-band ultrasonic acoustic sensor (Knowles Acoustics, model SPM0204UD5). The 
optical signal was generated with a calibrated 515 nm diode laser (LuxX, Omicron) 
coupled to an optic fiber. The fiber tip was positioned approximately 1cm above the 
exposed surface of A1.  
Once the silicon probe was positioned in an A1 column, we derived the laminar 
position of each electrode from the CSD pattern evoked by broadband noise bursts (50 
ms duration, 4 ms onset/offset cosine ramps, 1 s inter-stimulus interval, 70 dB SPL, 100 
repetitions; see analysis of local field potential and current source density). Frequency 
response areas (FRAs) from all recording sites were delineated from pure tone pips (50 
ms duration, 4 ms onset/offset cosine ramps, 0.5 s ISI, 4—45 kHz with 0.1 octave steps, 
0-60 dB SPL with 5 dB steps, 2 repetitions of each stimulus, pseudo-randomized). Based 
on the FRAs of all recorded units across layers, we chose a single suprathreshold sound 
		
76 
level, normally 40—60 dB SPL, for subsequent measures of the iso-level frequency 
tuning function. We activated L6 CT neurons using laser light at various intensities (400 
ms duration, 2 s inter-stimulus interval, 5—50 mW at the fiber tip in 5 mW steps, 10 
repetitions of each stimulus, pseudorandomized). Laser power at the fiber tip was 
calibrated with a power meter (Thorlabs). The effective laser power at a given point in 
the cortex was lower than the level calibrated at the optic fiber tip.  
To investigate the modulatory effect of L6 CT neuronal activity on columnar 
sound processing, L6 CT neurons were activated with laser (either 400 ms or 50 ms 
duration, 3.5 s inter-stimulus interval, either at 20 mW or 5 mW above the minimally 
effective laser power), while pure tone stimuli were presented alone or at various delays 
with respect to the onset of the laser stimulus (0—800 ms in 50 ms steps, 15 repetitions 
of each delay, pseudorandomized with a 2 s interval separating each trial). In a subset of 
experiments described in Fig. 3-5D-E, we varied the duration of the laser stimuli (10 — 
400 ms in octave steps) while holding the intensity constant (20 mW). 
Analysis of extracellular unit recordings 
Raw signals were digitized at 32-bit, 24.4 kHz (RZ5 BioAmp Processor; Tucker-
Davis Technologies) and stored in binary format. In order to eliminate potential 
movement-generated artifacts, the common mode signal (channel-averaged neural traces) 
was subtracted from all channels. In experiments where simultaneous recordings were 
made from probes in cortex and thalamus, the common mode removal was performed 
separately for each probe. Electrical signals were notch filtered at 60Hz, then band-pass 
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filtered (300—3000 Hz, second order Butterworth filters), from which the multiunit 
activity (MUA) was extracted as negative deflections in the electrical trace with an 
amplitude exceeding 4 s.d. of the baseline hash. Single units were separated from the 
MUA using a wavelet-based spike sorting package (wave_clus). Single unit isolation was 
confirmed based on the inter-spike-interval histogram (less than 3% of the spikes in the 
0—3 ms bins) and the consistency of the spike waveform (s.d of peak-totrough delay of 
spikes within the cluster less than 200 ns). The average trough-to-peak delay from each 
single unit formed a clear bi-modal distribution (Fig. 3-S3), allowing us to further divide 
our recordings into fast-spiking and regular-spiking units (FS units < than 400 ns; RS 
units > 400 ns). 
 Frequency tuning from MUA or single unit recordings was quantified as the 
average evoked firing rate measured 10—60 ms following tone onset. By fitting a linear 
regression model between the tone-evoked firing rates in the tone-alone and the tone plus 
laser conditions, we could estimate the type of modulation from the slope and the y-
intercept of the linear fit. The slope indicates the multiplicative gain of the change; the y-
intercept indicates the baseline offset. Only the y-intercept values were used if data was 
not well fit by linear regression (p > 0.05). The cross-correlograms between 
simultaneously recorded SUs were calculated with up to 250 ms lag time. If neuron A’s 
activity consistently leads neuron B’s, the peak of their cross-correlogram had a positive 
lag time. Therefore, we computed the averaged cross-correlation between 0- 50 ms to 
estimate the direct excitatory drive from neuron A to neuron B. 
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Analysis of the local field potential and current source density 
To extract local field potentials, raw signals were notch filtered at 60 Hz and 
down-sampled to 1000 Hz. The CSD was calculated as the second spatial derivative of 
the local field potential signal. To eliminate potential artifacts introduced by impedance 
mismatching across recording channels, signals were spatially smoothed along the 
channels with a triangle filter (5-point Hanning window). The frequency components of 
the CSD signal were analyzed by calculating the Thomson’s multitaper power spectral 
density estimate. For each trial, a set of three spectra were each estimated from three 400-
ms windows (0-400 ms before laser, during the 400 ms laser, and 0-400 ms following 
laser offset). The spectral gain during laser and after laser were calculated using the 
before-laser spectrum as the baseline.  
Noise-evoked columnar CSD patterns were used to determine the location of the 
A1 recording channel. Two CSD signatures were used to identify L4: A brief current sink 
first occurs approximately 10 ms after the noise onset, which was used to determine the 
lower border of L4 (Kaur et al., 2005). A tri-phasic CSD pattern (sink-source-sink from 
upper to lower channels) occurs between 20 ms and 50 ms, where the border between the 
upper sink and the source was used to define the upper boundary of L4. Normally, 2 
channels were assigned to L4. Other layers were defined relative to the location of L4 
(L2/3: 3 channels above L4; L5: 3 channels below L4; L6: 3 channels below L5). CSD-
derived layer assignments were cross-validated against sound-evoked MUA response 
patterns, where L4 and L5 units responded with higher firing rates and shorter latency. 
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CSD traces were bandpass filtered (2—6 Hz, 2nd order Butterworth filters) to obtain the 
activity in the delta-theta band. The temporal delay caused by filtering was identified 
using the cross-correlogram between the original and filtered CSDs, and corrected by 
time-shifting the filtered signal. The instantaneous phase and amplitude of the CSD were 
calculated from its analytical signal using the Hilbert transform.  
To calculate spike-triggered CSD amplitude, we computed the average columnar 
CSD waveform 250 ms before and after a spike occurrence for a reference single unit. 
Spike-triggered CSD phase was computed similarly, except that phase trajectories in the 
delta-theta band were analyzed rather than CSD amplitude. To classify single units as 
resetters or nonresetters, we compiled a histogram of the spike-triggered L2/3 CSD phase 
trajectories 100 ms before and after a reference spike. We then calculated the vector 
strength for each distribution and operationally defined resetters as single units associated 
with an increase in vector strength ≥ 0.05 (n = 184 single units). The phase delay of any 
resetter neuron was defined as the lag time between the spike and the peak of the first 
current source in the L2/3 CSD. 
Chronic optic fiber implantation 
Once mice were brought to a stable anesthetic plane, we positioned an 
implantable optic fiber assembly atop craniotomies made over the left and right auditory 
cortex (n=5 mice). The fiber tips were lowered until they rested on the brain surface 
before the assemblies were fixed into place with dental cement (C & B Metabond). The 
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animals were given buprenex and antibiotic ointment post operation. At least 48 hours of 
recovery time were given before any experiment was performed on implanted animals. 
Behavioral training and testing 
Behavioral testing occurred in an acoustically transparent enclosure (20 × 15 × 30 
cm, L × W × H) bisected into two virtual zones resting atop electrified flooring (8 pole 
scrambled shocker, Coulbourn Instruments). Mouse position was tracked with a 
commercial webcam. The acoustic, laser, and foot-shock signals were all generated on a 
National Instruments PXI system using custom software programmed in LabVIEW. 
Auditory stimuli were delivered through a calibrated free-field speaker positioned above 
the apparatus to provide a relatively homogenous sound field (Tucker-Davis 
Technologies). Laser stimuli were generated by a pair of calibrated diode lasers, coupled 
to the animal with flexible, lightweight patch cables. Mice were given at least 5 min to 
acclimate to the apparatus and cable tethering before each day of training or testing.  
Mice were initially shaped to cross between each zone of the chamber in order to 
terminate a foot shock (0.1–0.5 mA, chosen to be the minimally effective intensity for 
each mouse). Foot shock terminated after 10s or upon crossing sides of the avoidance 
chamber, whichever occurred first. With conditioned crossing behavior established, mice 
were then trained to associate the target sound (14 kHz, 50 ms tone bursts with 4 ms 
onset/offset cosine ramps, repetition rate 2.5 Hz, 6 s total duration, 70 dB SPL) with 
onset of foot shock. Mice learned that they could avoid a foot shock by crossing sides of 
the chamber before the 6 s stimulus period ended. Crossing during the target sound 
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presentation was defined as a hit. Animals were trained with blocks of 10 target trials 
with randomized inter-trial intervals set to 40–50 sec.  
Once the animal’s hit rate exceeded 60%, the shaping procedure would switch to 
the foil blocks, in which the animal was presented with a train of 8.4 kHz tone pips that 
did not predict the onset of shock. Crossing behavior during foil tones was defined as 
false alarms. No punishment was given on false alarm trials. Similarly, animals were 
trained with blocks of 10 foil trials with randomized inter-trial intervals between 40 to 50 
seconds. Training continued until the false alarm rate dropped to below 40%, after which 
the training would switch back to the target blocks. Target and foil shaping blocks would 
alternate whenever the animal’s performance crossed the threshold (higher than 60% hits, 
lower than 40% false alarms). As the animal reached this stage and its performance d’ 
exceeded 1.0, the animal would be trained with blocks of interleaved target and foil trials 
(10 targets, 10 foils) until the performance d’ plateaued. Once shaping was complete, we 
tested if optogenetic activation of L6 CT neurons alone was enough to create an auditory 
percept and generate a crossing response. This was achieved by delivering laser pulses 
with the same temporal structure as the auditory stimuli (20 trials consisting of 50 ms 
pulses with 4 ms onset/offset cosine ramps, repetition rate 2.5 Hz, 6 s duration, 10 mW).  
The testing phase consisted of two sets of experiments. The first set of 
experiments investigated whether L6 CT activation influenced detection thresholds. Four 
conditions of the laser stimuli were used: three different onset delays (0, 100 and 200 ms 
for each laser-tone pair) and a control condition with no laser. Target (14 kHz) and foil (8 
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kHz) frequencies matched the shaping phase but tones were presented across a range of 
sound levels (0—60 dB SPL in 20 dB steps) and mice were allowed 10s to cross rather 
than 6s. Foot shock reinforcement was not used during test blocks to avoid learning 
effects. Trials were randomized across all stimulus conditions (target/foil, sound level, 
laser delays). Each unique permutation was presented 15 times to generate the complete 
set of psychometric functions. The second set of behavioral experiments investigated L6 
CT modulation of tone discrimination performance. These testing blocks used a single 
tone level (40 dB SPL), but the frequency separation between the target (14 kHz) and foil 
tone was decreased from 40% (8 kHz) to 20%, 10% or 5% (foil frequencies: 11.2 kHz, 
12.6 kHz, and 13.3 kHz). The same four laser conditions were tested. Similarly, trials 
were randomized such that each unique stimulus permutation presented 15 times. No 
reinforcement was given during the testing.  
For each animal, the discrimination index d’ at any stimulus condition was 
calculated as z(hit rate) – z(false alarm rate). The psychometric functions were fit with 
logistic regression models. From the models, sound levels associated with a 50% hit rate 
were defined as detection thresholds. The target/foil frequency separation associated with 
a 50% false alarm rate was defined as the discrimination threshold.   
Histology 
Mice were deeply anesthetized with ketamine and prepared for transcardial 
perfusion with a 4% formalin solution in 0.1M phosphate buffer. The brains were 
extracted and post-fixed at room temperature for an additional 12 hours before transfer to 
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30% sucrose solution. Coronal sections of the brain (40 µm thick) were sectioned with a 
cryostat and counterstained with DAPI (Life Technologies). Images were acquired with a 
confocal or epifluorescence microscope (Leica).  
Statistical analysis 
All statistical analysis was performed with Matlab (Mathworks). A complete 
reporting of all statistical tests and outcomes is provided in Supplemental Table 1. 
Descriptive statistics are reported as mean ± SEM unless otherwise indicated. In cases 
where the same data sample was used for multiple comparisons, we used the Bonferroni 
correction to adjust for the increased probability of Type-I error. Non-parametric 
statistical tests were used in select cases where data samples did not meet the assumptions 
of parametric statistical tests. 
Results 
L6 CT neurons drive dynamic patterns of activation and                                     
suppression across the cortical column 
To control the activity of L6 CT neurons, we expressed channelrhodopsin (ChR2) 
in the auditory cortex of adult Ntsr1-Cre mice using a cre-dependent viral construct (Fig. 
3-1A). We then recorded unit activity from all layers of the primary auditory cortex (A1) 
in awake, head-fixed mice while activating L6 CT neurons with blue light (n = 418 
recording sites from 11 mice, Fig. 3-1B,C). Whereas optogenetic activation of L6 CT 
neurons suppresses spontaneous activity in V1 (Olsen et al., 2012), it increases firing 
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rates in all layers of A1 (Fig. 3-1D, refer to supplemental table 1 and figure legends for 
all statistical reports). Closer inspection revealed that firing rate elevation was observed 
at the onset and steady-state of laser activation, yet robust suppression of spiking was 
Figure 3-1 Optogenetic activation of L6 CT neurons in A1 induces alternating periods of spike 
enhancement and suppression.  (A) ChR2 was expressed in L6 CT neurons by injecting a Cre-
dependent viral construct into A1 of Ntsr1-Cre mice.  The fluorescent mCherry reporter is 
visible in L6 cell bodies, dense bands of neuropil in L4 and in MGB axons. (B) Schematic of 
columnar recording during L6 CT activation. (C) Sound-evoked (left) and laser-evoked (right) 
laminar profiles of current source density (CSD) amplitude from a single A1 penetration in an 
awake mouse.  Multiunit activity (MUA) at each location is represented by the superimposed 
white peristimulus time histograms (PSTH, scale bar = 100 spikes/s).  White arrow indicates the 
earliest, sound-evoked current sink used to identify L4.  (D) PSTHs represent the mean MUA in 
each layer. Laser power at the tip of the optic fiber ranges from 5-50 mW, but is substantially 
weaker at any given point in L6. Error bars represent 1 SEM.  (E) Laser-evoked firing rates 
increase monotonically during the onset and sustained periods (ANOVA, F= 70.91, p < 1 x 10-6, 
at orange arrow; F=10.49, p < 1 x 10-6, at gray arrow), decrease immediately following laser 
offset (F=22.99, p < 1 x 10-6, at purple arrow) and increase again 100ms later (F=4.01, p < 5 x 
10-5, at green arrow), particularly in L2/3, L4 and L5.  Error bars represent 1 SEM.  A detailed 
breakdown of all statistical tests can be found in Supplemental Table 3-1. 
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observed at a short delay following the offset of laser activation (50-100 ms postlaser 
offset), followed by rebound excitation at a longer delay after laser offset (150-200 ms 
post-laser offset) (Fig. 3-1E). Thus, the effect of optogenetically activating L6 CT 
neurons in A1 was opposite to prior reports in V1. Moreover, deactivation of L6 CT 
neurons upon laser offset initiated an alternating pattern of suppression and facilitation of 
spiking that has not been described previously. None of these phenomena were observed 
in Ntsr1-Cre mice that were injected with a reporter virus that did not encode ChR2 (Fig. 
3-S1). 
Optogenetic activation of L6 CT neurons bi-directionally                                     
modulates sound processing in A1 
As a next step, we characterized how dynamic changes in columnar excitability 
initiated by L6 CT activation affected sound-evoked responses and frequency tuning. We 
measured pure tone frequency tuning from A1 units with or without optogenetic 
activation of L6 CT units (Fig. 3-2A). Because the modulation of spontaneous firing rate 
alternated between enhancement and suppression over the course of L6 CT activation, we 
staggered the onset of pure tone stimuli relative to laser onset at 17 discrete intervals (0 - 
800 ms in 50 ms steps, Fig. 3-2B). As illustrated from a representative L4 unit recording, 
L6 CT activation induced clear modulation of both auditory responsiveness and auditory 
tuning (Fig. 3-2C). The modulation was divergent, alternating between enhancement 
during L6 CT activation, suppression immediately following the deactivation of L6 CT 
neurons and then a second enhancement at longer delays following laser offset.  
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Figure 3-2 Activating L6 CT neurons induces a tri-phasic modulation of sound-evoked A1 
responses.  (A) Pure tone pips were presented to the left ear while recording unit activity with and 
without optogenetic activation of L6 CT neurons.  Frequency tuning functions were estimated 
from the Gaussian fit of tone-evoked firing rates.  (B) Tones were presented without L6 CT 
activation (50% of trials) or with L6 CT activation, where the delay between the onset of tone 
bursts and laser pulses varied from 0 – 800 ms. (C) L6 CT activation imposed diverse forms of 
modulation on a representative L4 recording site.  A flat upward shift in firing rate was observed 
at the onset of L6 CT activation (orange), followed by a divisive scaling of responsiveness shortly 
following deactivation at laser offset (purple) and a final multiplicative scaling 150 ms after 
deactivation (green).  (D-E) The scaling and shifting components were computed in the same 
example L4 site (D) and a representative L6 site (E) by regressing the mean normalized tone-
evoked firing rates measured during the tone-alone trials against the firing rates recorded during 
the three epochs of L6 CT activation. With this approach, the Y-intercept term of the linear fit 
equation provides the additive/subtractive shifting modulation (positive or negative, respectively), 
while the slope of the fit line provides the multiplicative/divisive scaling modulation (slope 
values >1 or <1, respectively).  (F-G) Mean (±1 SEM) shifting and scaling modulation was 
computed for each multiunit site for recordings made with a 400 ms laser pulse at 20 mW (F) or a 
50 ms laser pulse set to the minimally effective laser power (G).  Inset: Laser-induced tuning 
modulation was not observed from a separate cohort of mice injected with a control reporter virus 
(Mixed design ANOVA, main effect for shifting modulation: F(2,20) = 0.24, p = 0.79; main 
effect for scaling modulation: F(2,20) = 2.17, p = 0.14).  Statistically significant shifting and 
scaling modulation for all permutations of laser duration, response period and layer were 
determined with one-sample t-tests against a population mean of 0 (shifting modulation) or 1.0 
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(scaling modulation).  Looking across both laser durations, we observed significant additive gain 
during L6 CT activation in L2/3, L5 and L6 (p < 0.05 for each) and significant divisive gain in L4 
and L5 (p < 0.05 for each).  In the short-delay period following L6 CT deactivation, we observed 
significant subtractive gain in all layers and significant divisive gain in all but L6 (p < 0.005 for 
each).  In the long-delay period following L6 CT deactivation, we observed significant additive 
and multiplicative gain for L2/3, L4 and L5 (p < 0.05 for each) but no significant change in L6 
tuning (p > 0.1 for each). (H) The mixture of shifting and scaling modulation created sharper 
frequency tuning during the short-delay period but wider frequency tuning in the long-delay 
period.  Tuning changes are estimated from the change in width at half-height between the tone-
alone and tone + L6 CT activation for the 400 ms laser (top) and 50 ms laser (bottom) conditions.  
Asterisks indicate p < 0.05 with a one-sample t-test relative to a population mean of 0. 
Sensory response modulation can be expressed as a linear transformation from 
responses without laser (roff) to responses with laser (ron) with formula ron = a × roff + b, 
where additive/subtractive modulation (additive: b > 0, subtractive: b < 0) reflect constant 
shifts across the entire tuning function and multiplicative/divisive gain (multiplicative: a 
> 1, divisive: a < 1) reflects scaling changes that preserve the shape of the tuning 
function(Seybold et al., 2015). In V1, L6 CT activation induces a purely divisive scaling 
change such that visual responses were suppressed without affecting orientation tuning 
(Olsen et al., 2012). Referring to the same representative L4 unit shown in Fig. 3-2C, we 
observed a purely additive shift during L6 CT activation, divisive gain when tones were 
presented at a short delay following laser offset and a multiplicative gain when tones 
were presented at a longer delay after laser offset (Fig. 3-2D). By contrast, a 
representative L6 unit was strongly activated by the laser (likely because it expressed 
ChR2) but did not show any notable changes in auditory responsiveness following laser 
offset (Fig. 3-2E). These effects were summarized by plotting the mean 
additive/subtractive and multiplicative/divisive modulation in Cartesian coordinates, 
where pure shifting changes fell on the x-axis, pure scaling changes fell along the y-axis, 
and mixtures of shifting and scaling modulation fell in between. For units in L6, the 
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effect of L6 CT activation was straightforward and matched prior reports in V1: the 
evoked-firing rate change was purely additive during the laser with comparatively modest 
modulation at later time periods. For units in L2/3-L5, L6 CT activation induced a 
tripartite modulation of auditory responses: additive scaling during L6 CT activation, 
divisive gain shortly after L6 CT deactivation (50 ms following laser offset) and 
multiplicative gain at a longer delay following L6 CT deactivation (150 ms following 
laser offset) (Fig. 3-2F).  
One possibility is that these dynamic changes arose from an unrealistically long 
and powerful period of L6 CT activation. We controlled for this by performing the same 
measurements with a shorter laser pulse set to a minimally effective amplitude (50 ms, 5 
mW above threshold). The results of this stimulation paradigm were largely the same, 
with primarily additive scaling during L6 CT activation and periods of predominantly 
divisive and multiplicative gain in the short and long delays following laser offset, 
respectively (Fig. 3-2G). As a negative control for non-specific effects of laser activation 
on A1 receptive fields, we did not observe any systematic modulation of auditory 
responses in Ntsr1-Cre mice that expressed only a control fluorophore in L6 CT units (n 
= 96 recording sites from 3 mice; Fig. 3-2G, inset).  
Importantly, the modulation of tone-evoked responses after laser offset was not 
purely divisive or multiplicative. The significant subtractive and additive components 
observed in the short- and long-delay modulation, respectively, suggested that the 
precision of frequency tuning was also affected. Indeed, for most cortical layers, 
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frequency tuning was significantly narrower during the short delay period and 
significantly wider during the long delay period following laser offset (Fig. 3-2H). 
Optogenetic activation of L6 CT neurons can alternately bias sound perception towards 
enhanced detection or discrimination 
To study L6 CT modulation of sound perception, we implanted optic fibers over 
the left and right auditory cortex of Ntsr1-Cre mice that expressed ChR2 in A1 of both 
hemispheres and measured their sound detection and discrimination performance in an 
auditory avoidance task (n = 5 mice). In this task, mice were trained to cross from one 
side of a shuttlebox to the other shortly following the presentation of tone pips at the 
target frequency but not to foil tones at other frequencies (Fig. 3-3A). The distinct forms 
of receptive field modulation during L6 CT activation or shortly following L6 CT 
deactivation inspired three specific hypotheses (Fig. 3-3B, left): i) Concurrent activation 
would induce a flat, additive increase in firing rate, which would have no effect on target 
detection or target/foil discrimination performance; ii) The divisive/subtractive gain 
observed during the short delay period would suppress A1 activity, thereby impairing 
tone detection. However, the sharper tuning would improve frequency discrimination; iii) 
The multiplicative/additive gain observed during the long delay period would enhance 
tone-evoked activity and improve tone detection performance. However, the loss of 
tuning precision would impair tone discrimination.  
We tested each of these predictions by interleaving behavioral trials where 50 ms 
tone pips were presented 1) without L6 CT activation (tone alone), 2) concurrent with 50  
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Figure 3-3  L6 CT activation can alternately bias sound perception towards enhanced detection at 
the expense of discrimination, or vice versa.  (A) Mice were trained in an auditory avoidance task 
that required them to cross from one side of a shuttle box shortly following the presentation of 14 
kHz tone bursts (target) but not tones of other frequencies (foils).  Mice expressed ChR2 in L6 
CT neurons in left and right auditory cortex and were implanted with bilateral optic fiber 
assemblies.  (B) Schematic of A1 tuning modulation and design of behavioral optogenetics 
experiment.  The three types of receptive field modulation mediated by L6 CT activation were 
predicted to have dissociable effects on tone detection and discrimination behaviors.  Whereas the 
flat ‘DC’ shift in firing rate during L6 CT activation would not be expected to have any 
behavioral effect, the divisive-subtractive changes during the short-delay period should benefit 
discrimination at the expense of detection, while the multiplicative-additive changes during the 
long-delay period would be expected to impart the opposite effects. (C) Probability of a “Go” 
(i.e., crossing) response for target tones, foil tones, the laser stimulus alone and the three 
combined tone + laser test conditions as a function of sound level.  Compared to tone-alone trials, 
target detection is impaired in the short-delay configuration but enhanced in the long-delay 
configuration (ANOVA, main effects for delay, F = 10.44, p < 0.005 for short and long 
conditions).  (D) Probability of a Go response as a function of frequency separation between the 
target tone and the foil tone at a fixed sound level (40 dB SPL).  Discriminative behavior (Go 
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responses to targets, not foils) is enhanced in difficult trials (e.g., a 10% difference) in the short-
delay condition and is impaired in easy trials (e.g., 20% difference) in long-delay trials (ANOVA, 
main effect for delay, F = 14.3, p < 0.0005 for both short and long delays).  (E) Mean (±1 SEM) 
target detection threshold, defined as the sound level associated with a 50% probability of making 
a Go response on target trials. (F) Mean (±1 SEM) false alarm threshold, defined as the frequency 
spacing associated with a 50% probability of making a Go response on foil trials.  Horizontal 
lines in E and F represent p < 0.05 using a paired t-test between tone-alone and the corresponding 
tone + laser condition, after correcting for multiple comparisons. (G) Overall sensitivity, 
measured with the d’ statistic, was higher on short-delay trials, but the difference is not 
statistically significant after correcting for multiple comparisons (paired t-test, p = 0.16). 
ms pulses of L6 CT activation, 3) shortly after L6 CT deactivation (short delay), or 4) at a 
longer delay following L6 CT deactivation (Fig. 3-3B, right). Importantly, activating L6 
CT neurons without tone presentation did not cause mice to “hear the light” and cross 
sides of the shuttle box, as we have previously observed with non-specific optogenetic 
activation of subcortical auditory centers (Guo et al., 2015) (Fig. 3-3C, left). Mice 
performed predictably on tone-alone trials; the likelihood of detecting the target tone 
increased with sound level and false alarms with these easily discriminable frequencies 
were rare at any sound level (Fig. 3-3C, black). Concurrent L6 CT activation did not 
affect tone detection performance (Fig. 3-3C, orange). Importantly, compared to tone 
alone trials, target detection was impaired in short delay trials but significantly enhanced 
in long delay trials, without any non-specific effects on foil tones (Fig. 3-3C, purple and 
green).  
We observed the opposite pattern of perceptual changes when mice were asked to 
discriminate between increasingly similar tone frequencies rather than detect faint tones. 
In the tone alone condition, mice were unable to discriminate the target and foil 
frequencies when they differed by 10% or less (Fig. 3-3D, black). Concurrent L6 CT 
activation had no effect on tone discrimination (Fig. 3-3D, orange). In the short delay 
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period, where divisive/subtractive modulation dominated A1 responses, accurate 
discrimination of targets and foils persisted at frequency differences as small as 10%, 
even though detection was impaired overall (Fig. 3-3D, purple). In the long delay period, 
where multiplicative/additive modulation was prevalent, discrimination was impaired for 
targets and foils that were separated by as much as 20%, even though detection of target 
tones was enhanced overall (Fig. 3-3D, green).  
These findings demonstrate that L6 CT neurons can enhance sensory feature 
detection or discrimination, depending on the relative timing between their activation and 
environmental stimuli. Compared to tone-alone trials, detection thresholds were elevated 
by 11.2 ± 1.9 dB when tones were presented 50ms after L6 CT neurons were deactivated, 
but were reduced by 11.4 ± 2.6 dB when tones arrived just 100ms later (Fig. 3-3E). On 
the other hand, the threshold for mistaking the foil tone frequency for the target 
frequency (false alarm) was reduced to a 8.7 ± 1.17 % difference at the short delay 
following L6 CT deactivation but increased to a 20.7 ± 1.87 % difference on long delay 
trials (Fig. 3-3F). Discriminability of similar tones, estimated here with the d’ statistic, 
was marginally improved during the short delay period when A1 responses were 
suppressed and tuning more precise, though the change was not statistically significant 
(Fig. 3-3G). 
L6 CT neurons enhance A1 sound responses by modulating a thalamic microcircuit 
In addition to their local connections within A1, L6 CT neurons deposit axon 
collaterals in the thalamic reticular nucleus (TRN) before terminating in the ventral 
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subdivision of the medial geniculate body (MGBv) of the thalamus (Fig. 3-4A). The 
auditory sub-region of TRN is composed of GABAergic neurons that project to MGBv, 
whereas the mouse MGBv contains no GABAergic interneurons, but rather only 
glutamatergic neurons that project both to TRN and to the middle layers of A1 (Hackett 
et al., 2015; Ito et al., 2011; Jones, 2007) (Fig. 3-4B). Modulation of A1 responses could 
arise either through local circuit effects of L6 CT neurons within the cortical column or 
could be inherited from the dynamic interplay of inhibition and excitation between TRN 
and MGBv. To characterize whether and how receptive field modulation in A1 could be 
attributed to changes at the level of the thalamus, we recorded from all layers of the A1 
column in head-fixed awake mice during L6 CT activation (50 ms duration, 5 mW above 
threshold) while making simultaneous recordings from tonotopically matched regions of 
the MGBv (n= 106 recordings sites from 5 mice) or TRN (n= 24 recording sites from 2 
mice, Fig. 3-4C).  
We found that auditory responses were enhanced in both MGB and TRN during 
L6 CT activation, much as they were in A1 (Fig. 3-4D-F, orange). Shortly following the 
offset of L6 CT activation, when A1 responses were strongly suppressed, frequency 
tuning in MGBv and TRN was not significantly changed from the tone alone condition 
(Fig. 3-4D-F, purple). During the long delay period following laser offset, frequency 
tuning in MGBv showed a comparable level of multiplicative/additive enhancement as 
was simultaneously observed in A1 (Fig. 3-4D-F, green). Interestingly, we found that 
TRN modulation during the long delay period was inverted; whereas MGB and A1 both 
showed multiplicative-additive modulation 150 ms after laser offset, tuning modulation 
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in the TRN was a mixture of divisive-subtractive.  
	
Figure 3-4 Enhanced A1 responses at long delays following L6 CT activation can be 
attributed to short-term dynamics in thalamic sound processing. (A) Coronal sections 
showing mCherry expression in auditory cortex (ACtx) L6 CT neurons and medial geniculate 
body (MGB) axon terminals (top) as well as a more rostral section showing the L6 CT axon 
bundle in the internal capsule (ic) and collaterals in the thalamic reticular nucleus (TRN, 
bottom). (B) Schematic of procedure for simultaneous recordings of the A1 column and 
either MGB or TRN in awake, head-fixed mice.  The ventral, medial and dorsal subdivisions 
of the MGB are illustrated (v, m and d, respectively). (C) Frequency response areas (FRAs) 
from simultaneously recorded A1/MGB or A1/TRN sites.  We attempted to make ‘on-beam’ 
recordings such that frequency tuning was matched between cortical and thalamic recording 
sites. (D) Iso-intensity frequency tuning functions from representative L4, MGB and TRN 
recording sites. The gray and blue functions correspond to the tone-alone and tone + laser 
conditions, respectively.  Enhanced auditory responses are observed in both A1 and thalamus 
when tones and L6 CT activation are concurrent (orange).  Divisive suppression is found in 
A1 shortly after L6 CT deactivation but not in either thalamic recording site (purple).  
Multiplicative enhancement is observed in A1 and MGB at long delays following L6 CT 
deactivation (green).  TRN tuning is suppressed at this interval.  (E) Mean (±1 SEM) tone-
evoked firing rates normalized to the best frequency in the tone-alone condition (gray). 
Compared to tone-alone responses, firing rates were significantly elevated with the 
concurrent L6CT activation in A1, MGB and TRN units (paired t-test, p < 0.05); during the 
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short delay period, A1 and TRN units showed significantly reduced firing rates (paired t-test, 
p < 0.05) while MGB units showed unchanged firing rates (p > 0.05); during the long delay 
period, A1 and MGB units showed significantly enhanced firing rates (p < 0.05) while TRN 
units showed significantly reduce firing rates (p < 0.05). (F) Mean (±1 SEM) shifting and 
scaling modulation was computed for each multiunit site recorded with the paired recording 
approach.  Statistically significant shifting and scaling modulation for all permutations of 
laser duration, response period and brain structure was determined with one-sample t-tests 
against a population mean of 0 (shifting modulation) or 1.0 (scaling modulation).  We 
observed significant additive gain during L6 CT activation in L4 and MGB and significant 
divisive gain in L4 (p < 0.05 for each).  In the short-delay period following L6 CT 
deactivation, we observed significant subtractive and divisive gain only in L4 (p < 0.05 for 
each).  In the long-delay period following L6 CT deactivation, we observed significant 
additive gain in MGB, significant multiplicative gain in L4 and MGB, and significant 
subtractive and divisive gain in TRN (p < 0.05 for each).	
These findings lead us to conclude that enhanced behavioral detection and A1 unit 
responses at a longer delay following L6 CT deactivation could be fully explained by a 
change in sound-evoked MGBv activity. Whereas MGBv and A1 unit responses were 
enhanced at a longer delay following L6 CT deactivation, the modulation of sound-
evoked activity in TRN was matched in strength but was opposite in sign. This suggests 
that enhanced auditory responsiveness at longer delays following L6 CT deactivation 
could have arisen from a purely intra-thalamic circuit wherein the feedforward inhibition 
from TRN to MGBv is scaled down over time, as has been suggested from studies of L6 
CT activation in thalamocortical slice recordings (Crandall et al., 2015). Reduced 
inhibition from TRN could disinhibit MGBv neurons, making them hypersensitive to 
auditory stimulation. By contrast, there was no thalamic antecedent for the robust A1 
suppression observed just after L6 CT neurons were deactivated. This raises the 
possibility that enhanced frequency discrimination, reduced tone detection and 
suppressed A1 responses observed shortly following L6 CT deactivation were mediated 
by a purely intracortical circuit. 
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L6 CT activation changes the frequency and resets the phase                                            
of cortical network oscillations. 
Cortical spiking activity rides on a background of slower oscillations in the 
underlying electric field. The cortical local field potential is generated by the flow of 
transmembrane currents distributed across a volume of tissue spanning hundreds of 
microns laterally and up to several millimeters vertically (Kajikawa and Schroeder, 
2011). Low-frequency oscillations in cortical electric fields can be studied at higher 
spatial resolution by measuring the second spatial derivative of the local field potential, 
the current source density (CSD), using linear multi-electrode arrays that evenly sample 
cortical activity across all layers (Kajikawa and Schroeder, 2014; Kaur et al., 2005; 
Müller-Preuss and Mitzdorf, 1984). The amplitude, frequency and phase of the 
underlying CSD are closely linked with spike probability and sensory tuning in auditory 
cortex (Kayser et al., 2015; O’Connell et al., 2011). This lead us to question whether the 
suppression and facilitation of spiking activity associated with L6 CT activation were 
associated with stereotyped changes in the underlying electric field, as estimated from the 
translaminar CSD. 
 L6 CT activation induced an alternating pattern of current sinks and sources 
similar to the laminar signature of sound-evoked CSD signals (Fig. 3-1C). When studied 
in the time domain, L6 CT activation drove robust high-frequency oscillations across the 
cortical column (Fig. 3-5A) with a distinct high gamma peak in L5 and L6 (110 Hz with 
its 220 Hz harmonic) and two peaks in the high gamma range in L2/3 and L4 (40 Hz and  
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Figure 3-5 L6 CT activation changes the frequency and resets the phase of local electric field 
oscillations in A1. (A) The raw L6 CT-evoked CSD signal recorded across the A1 column from a 
single trial in an awake mouse. Optogenetic activation of L6 CT neurons induces a high-
frequency oscillation while the laser is on followed by a few cycles of a low-frequency oscillation 
following L6 CT deactivation.  X and Y axes of the scale bar are set to 0.2 s and 5 mV/mm2, 
respectively.   (B-C) Multi-taper analysis of the change in CSD frequency spectrum during laser 
(blue) and 0-400 ms after the laser is turned off (black) relative to pre-laser baseline. B plots the 
full frequency range to highlights the high-gamma peak during laser activation, whereas C plots 
frequencies ≤ 30 Hz to emphasize the delta-theta power after laser offset. (D) Mean (±1 SEM) 
L2/3 unfiltered CSD amplitude for laser durations varying from 10-400 ms. The short- and long-
delay periods following L6 CT deactivation are indicated by the purple and green arrows, 
respectively.  (E) Phase histograms at the corresponding laser duration for the short- and long-
delay period.  L2/3 CSD phase is consistently near zero in the short-delay period and pi in the 
long-delay period.  (F) Multiunit spike probability in each layer as a function of the spontaneous 
L2/3 delta-theta CSD phase (2-6 Hz).  Spike probability changed significantly across L2/3 CSD 
phase for all layers (ANOVA, F > 3.6 and p < 0.001), with the lowest probability consistently 
occurring at the zero phase. (G) Tone-evoked frequency tuning functions at three phases of the 
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spontaneously occurring L2/3 delta-theta CSD: zero, pi and the average of the intermediate 
phases, ±pi/2.  Tuning shape was significantly modulated by phase in L4, L5 and L6, (ANOVA, 
F > 6.3, p < 0.005 for all), but not in L2/3 itself (F = 1.4, p = 0.28). 
110 Hz) (Fig. 3-5B). By contrast, L6 CT activation in V1 elicits a single peak in the L6 
frequency spectrum at 60 Hz (Olsen et al., 2012). Deactivation of L6 CT neurons at laser 
offset initiated a low-frequency delta-theta rhythm (2-6 Hz) across all layers (Fig. 3-5C). 
L6 CT deactivation induced one reliable cycle of this delta-theta rhythm regardless of 
laser duration, with a L2/3 current source occurring 50-100 ms after laser offset and a 
current sink occurring 100-200 ms later (Fig. 3-5D). Prior work demonstrates a strong 
correlation between spike probability and the phase of the L2/3 low-frequency cortical 
phase, with the low spiking probability associated with the upstroke of the current source 
(at 0 radians) and high spiking probability aligned to the downstroke of the current sink 
(π radians) (Lakatos et al., 2013, 2007). We noted that auditory suppression in the short 
delay period following L6 CT deactivation was aligned with the upstroke of the CSD, 
while the auditory enhancement observed in the long delay period was aligned with the 
CSD downstroke (Fig. 3-5E).  
This raised the possibility that L6 CT-induced modulation of auditory 
responsiveness was supported by changes in the frequency and phase of network 
oscillations. However, it is also possible that the oscillations and spiking modulation 
weren’t specific to L6 CT neurons, but rather could arise from driving a 
hypersynchronous response from any population of auditory cortex neurons. We 
performed a series of negative control experiments to account for this possibility by 
restricting ChR2 to L5 corticofugal projection neurons, parvalbumin-expressing FS 
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interneurons, or cholinergic modulatory afferents from the basal forebrain. We then 
characterized whether the same optogenetic activation protocol elicited similar changes in 
network state. We found that the particular signature of high gamma activity followed by 
the low-frequency delta-theta rhythm was specific to L6 CT activation (Fig. 3-S2).  
As a positive control, we also characterized A1 spiking modulation when delta-
theta rhythms occurred spontaneously, independent of optogenetic activation. We found 
that spontaneous spiking in A1 could be modulated by as much as 30% according to the 
phase of naturally occurring L2/3 delta-theta rhythms (Fig. 3-5F). Spike probability was 
modulated in all layers, though far less in L6. As predicted, spike probability was 
strongly suppressed at the upstroke of the CSD (phase 0), which corresponds to the short 
delay period. Delta-theta oscillations modulated sensory tuning functions as well as 
spontaneous activity. Tone-evoked spikes falling on the 0 phase of delta-theta rhythms 
were suppressed, leading to divisive gain of ACtx tuning functions in L2/3, L4 and L5 
that closely resembled the tuning modulation observed at the short delay following L6 
CT deactivation (compare Fig. 3-4E, purple to Fig. 3-5G, purple). Importantly, neither 
spontaneous spiking nor frequency tuning was enhanced at the downstroke of the CSD 
(phase π) relative to intermediate phases (±π/2). This agrees with our prior finding that 
the facilitation of spiking at the longer delay following L6 CT deactivation was not 
generated by an intracortical circuit, but instead arose from dynamic switching of 
inhibition and excitation between MGB and TRN. By contrast, the circuit dynamics 
underlying the suppressive effects of L6 CT activation were likely to arise from within 
A1, as has previously been described in V1 (Bortone et al., 2014). Our findings suggest 
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that suppressed unit responses and enhanced tone discrimination observed during the 
short delay period following L6 CT deactivation could be achieved by resetting a low-
frequency oscillation in A1 to a phase that was refractory to spiking. 
L6 CT neurons control low-frequency network oscillations by driving a sub-population of 
fast-spiking cortical neurons. 
The preceding analysis of phase-associated spiking underscored the correlation 
between L6 CT-evoked delta-theta rhythms, spike probability and sound-evoked 
responsiveness. As a next step, we undertook an analysis of spike-triggered changes in 
CSD phase and amplitude to identify a possible neural circuit that could reset the delta-
theta rhythm. We examined the average cortical CSD amplitudes associated with 
spontaneously occurring spikes from 739 isolated single units in A1, MGB and TRN 
(Fig. 3-6A). For many single units, the spike-triggered CSD was essentially flat, 
suggesting that their spiking did not demonstrably change the spatiotemporal patterning 
of sinks and sources throughout the column. We refer to these units as “non-resetters” 
(Fig. 3-6B). For other units, spontaneously occurring spikes were associated with the 
emergence of a clear, laminar CSD pattern. For these “resetter” units, spontaneously 
occurring spikes evoked 1 cycle of a delta-theta rhythm with a clearly defined laminar 
pattern of sinks and sources (Fig. 3-6B and 3-6C). We rank-ordered the change in pre- 
versus post-spike vector strength to identify 184 single units that were clearly associated 
with a L2/3 CSD phase reset (Fig. 3-6D). Variability in the free-running, spontaneous 
L2/3 oscillations was reset to a single phase following a resetter spike, such that the short 
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delay period fell on the zero phase (low excitability) and remained sharply aligned for 
approximately 1 cycle (Fig. 3-6E).  
 
Figure 3-6  L6 CT neurons reset the phase of low-frequency cortical oscillations by driving a 
sub-type of cortical fast-spiking interneuron.  (A) Schematic diagram depicting the analysis 
approach for spike-triggered CSD phase and amplitude. (B) Spike-triggered CSD amplitude from 
two exemplar A1 single units.  Spontaneous spikes is associated with a clear pattern of alternating 
sinks and sources across the cortical column in some single units (a “resetter” unit, bottom), but 
not others (a “non-resetter” unit, top).  (C) L2/3 delta-theta CSD phase histograms at discrete 
time bins before and after a spontaneous spike from the same two single units shown in (B).  The 
L2/3 CSD vector strength represents the phase precision over time.  (D) Spontaneous spike-
triggered phase changes from 723 single units recorded from the thalamus and cortex of awake 
mice are sorted according to the change in L2/3 CSD vector strength.  Resetter units (n = 184) 
were operationally defined as those that increased the post-spike L2/3 CSD vector strength by 
0.05 or more. (E) Spike-triggered phase histograms from all resetter and 185 non-resetter units. 
Each trace is the mean phase trajectory from a single unit. Resetter units reset the phase of the 
L2/3 CSD to pi at the time of the spike. The spike-triggered phase remains well organized at the 
zero phase (corresponding to the short-delay, purple box) and one complete cycle later 
(corresponding to the long-delay, green box). (F) Histogram of resetter occurrence as a function 
of brain region and spike waveform. G) Mean (±1 SEM) latency between spontaneous spike 
occurrence and the time of CSD reset, operationally defined as the peak negativity in the L2/3 
delta-theta CSD waveform.  For MGBv resetter (MGBvr, n = 52) and cortical FSr units (n=31), 
the spontaneously occurring spike occurs significantly earlier than the L2/3 CSD reset, suggesting 
that they might induce the reset (paired t-tests, p < 0.05 for both).  By contrast, RSr unit spikes 
(n=78) occur during or just after the CSD reset event (paired t-test, p = 0.1). (H) Cartoon 
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illustrating the 4 cell types in the putative CSD reset circuit and the cross-correlation analysis 
approach.  (I) Mean (±1 SEM) cross-correlogram of L6 CT unit spike trains with the other 
resetter unit types. (J) Mean (±1 SEM) probability that a spike in each resetter type will follow a 
laser-evoked L6 CT spike. Horizontal lines represent significant differences between FSr evoked 
spike probability and other unit types (unpaired t-test, p < 0.05 after correcting for multiple 
comparisons). (K) FSr-spike triggered L2/3 CSD amplitude for spike events occurring 
spontaneously, during acoustic stimulation or during optogenetic activation of L6 CT units.  Note 
similarity of FSr-associated CSD amplitude and laser-evoked CSD amplitude in Fig. 5D. (L) 
Mean (±1 SEM) laser-evoked firing rate in L6 CT neurons, FSr neurons and FS neurons not 
associated with CSD reset (FSnr). (M) L6 CT spiking ceases immediately at laser offset whereas 
FSr neurons remains significantly higher for at least 10ms (Wilcoxon rank-sum, p < 0.05), 
providing a potential explanation for why the delta-theta rhythm and divisive-subtractive gain 
occurs at the short-delay following L6 CT deactivation.   
To learn more about the properties of resetter neurons, we analyzed their 
occurrence as a function of spatial position (TRN, MGB or A1 layer) and spike type (FS 
units, regular spiking units or directly ‘phototagged’ L6 CT units). We found that resetter 
neurons could have the fast-spiking waveform characteristically associated with 
parvalbumin-containing interneurons or could have regular-spiking waveforms (Fig. 3-6F 
and Fig. 3-S3). They could be found in any layer of the cortical column or in MGB. 
There were only two conditions that failed to yield resetter neurons: they were never 
found in TRN and they were never the L6 CT neurons themselves. To distinguish 
between resetter neurons that might have caused CSD resets versus resetter neurons 
whose spikes were merely folded into an ongoing reset event, we examined the 
relationship between the timing of resetter neuron spikes versus the onset of CSD reset. 
This analysis revealed two subtypes of resetter neurons with spike timing that 
significantly lead – rather than lagged – resets in the spontaneous L2/3 CSD rhythm: 
resetter units in the ventral subdivision of the MGB (MGBvr) and cortical fast-spiking 
resetter units (CtxFSr) (Fig. 3-6G).  
		
103 
With CSD resetter neurons functionally defined, we returned to the question of 
how L6 CT units reset the phase of the low-frequency CSD rhythm to suppress spiking, 
sharpen frequency tuning and improve behavioral frequency discrimination. Although L6 
CT unit spiking did not directly reset the CSD, L6 CT units could indirectly generate the 
delta-theta rhythm by driving MGBvr or CtxFSr units. To address this possibility, we 
optogenetically activated L6 CT neurons and cross-correlated their spike trains with the 
other resetter neuron types (Fig. 3-6H). There was no consistent relationship between the 
spiking of L6 CT neurons and the MGBvr or regular spiking units in A1 (Fig. 3-6I).  
However, we found a significant correlation between L6 CT neurons and CtxFSr 
units. L6 CT spikes lead CtxFSr spikes by approximately 13ms, suggesting that L6 CT 
units could reset the CSD phase by driving CtxFSr units (Fig. 3-6J). Whether 
spontaneously occurring, driven by sound or evoked by optogenetic activation of L6 CT 
neurons, CtxFSr unit spikes induced one or two cycles of a low-frequency pattern of 
electrical sinks and sources in L4 and L2/3 (Fig. 3-6K). Laser stimulation directly 
activated L6 CT neurons, and their activity was followed shortly thereafter by robust 
indirect activation CtxFSr neurons (Fig. 3-6L). Interestingly, L6 CT activation had no 
effect on cortical FS units whose spontaneous spikes were not associated with a columnar 
CSD reset (CtxFSnr, Fig. 3-6L). During laser stimulation, when L6 CT and CtxFSr are 
co-active (and likely others, as well) a high gamma rhythm dominates and the 2-6Hz 
delta-theta rhythm is clearly defined, but relatively weak (Fig. 3-5B). L6 CT units cease 
firing immediately after the laser power falls to zero, yet CtxFSr units continue to spike 
for a short while thereafter (Fig. 3-6M). Because unopposed CtxFSr spiking induce 1-2 
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cycles of the delta-theta rhythm, we surmised that the low-frequency rhythm induced by 
the deactivation of L6 CT units arises from a brief window of elevated CtxFSr unit 
spiking after L6 CT unit firing has returned to baseline. Therefore, as in V1, L6 CT 
activation induces divisive suppression by selectively driving cortical FS units that 
impose strong, feedforward inhibition (Bortone et al., 2014). However, in auditory 
cortex, divisive suppression only occurs shortly after L6 CT units deactivate and is 
coincident with a low-frequency electrical rhythm that dampens spontaneous and sound-
evoked spiking but enhances frequency discrimination for approximately 100 ms. 
Discussion 
We described a corticothalamic circuit that can either enhance or suppress 
spontaneous (Fig. 3-1) or sound-evoked (Fig. 3-2) activity, depending on the timing 
between A1 spikes and optogenetic activation of L6 CT neurons. We demonstrated that 
enhanced A1 sound-evoked responses and wider frequency tuning were correlated with 
improved behavioral sound detection but reduced discrimination accuracy. Conversely, 
suppressed A1 responses and sharper frequency tuning were associated with improved 
behavioral sound discrimination but elevated detection thresholds (Fig. 3-3). 
Interestingly, the strongest modulation of cortical responses and sound perception 
occurred just after deactivation of L6 CT units, not during the period of optogenetic 
activation. We found that multiplicative-additive gain in A1 responses at a long interval 
following L6 CT deactivation could be inherited from a corresponding change in MGBv 
units, yet we did not observe a thalamic antecedent for the divisive-subtractive gain at 
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short intervals following L6 CT deactivation (Fig. 3-4). To explain the suppressive 
modulation of auditory responses following the offset of L6 CT activation, we turned to 
dynamic changes in the frequency and phase of sinks and sources in the local electrical 
field. We found that L6 CT deactivation reset the phase of delta-theta oscillations such 
that the low-excitability period of the CSD was associated with suppressed sound-evoked 
responses, sharper frequency tuning and improved discrimination (Fig. 3-5). To identify 
the neural circuit underlying delta-theta reset, we first characterized hundreds of single 
neurons with spontaneous spike events associated with strong phase alignment and 
enhanced low-frequency CSD signal amplitude. Among our heterogeneous sample of 
“resetter” neurons, the cortical FS neuron was the only type that spiked before CSD reset 
and was strongly driven by L6 CT neurons (Fig. 3-6). We concluded that the divisive-
subtractive gain observed shortly after L6 CT deactivation could be attributed to a delta-
theta phase reset that arose from the interaction of L6 CT and cortical FS neurons. 
Distinct signatures of neuromodulation in A1 as compared to other cortical areas 
L6 CT neurons are glutamate-releasing pyramidal neurons (Bortone et al., 2014; 
Bourassa and Desche ̂nes, 1995; Zhang and Deschênes, 1997). In V1, the net effect of L6 
CT activation is to suppress spiking via disynaptic inhibition from GABAergic FS 
interneurons (Bortone et al., 2014; Olsen et al., 2012). As a caveat to this rule, L6 CT 
neurons have been shown to directly excite neurons in L5a in both V1 and barrel cortex, 
though again, L6 CT activation mediated a net inhibitory effect outside of L5a (Kim et 
al., 2014). By contrast, the net effect of activating L6 CT neurons in all layers of A1 is 
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excitatory. This sign reversal seems unlikely to reflect a simple absence of disynaptic 
inhibition from L6 CT neurons, as we observed strong activation of FS ‘resetter’ 
interneurons during laser stimulation (Fig. 3-6L). The clearest effects of L6 CT activation 
occurred after the laser had been turned off. Cortical modulation following L6 CT 
deactivation has not been reported in other brain areas. In many respects, the suppressive 
modulation reported in A1 upon L6 CT deactivation resembled the modulation in V1 
during L6 CT activation: the modulation had a clear divisive component associated with 
strong activation of FS interneurons (Bortone et al., 2014). Sign reversals for excitatory-
inhibitory modulatory effects in A1 and V1 are not without precedent. For example, 
locomotion enhances visually evoked activity in V1 (Fu et al., 2014; Lee et al., 2014; 
Niell and Stryker, 2010; Polack et al., 2013), with comparatively subtle enhancement in 
the visual thalamus (Erisken et al., 2014; Roth et al., 2015; Williamson et al., 2015). By 
contrast, locomotion is associated with strong suppression of sound-evoked activity in 
both A1 and the auditory thalamus (McGinley et al., 2015; Schneider et al., 2014; 
Williamson et al., 2015; Zhou et al., 2014). 
Technical caveats and considerations for interpreting optogenetics experiments 
Optogenetics permits cell-type specific activation or inactivation with millisecond 
precision but the spatial resolution (i.e., the number of neurons that are activated or 
inactivated) is relatively poor. As a result, most optogenetic activation experiments 
induce a hyper-synchronized volley of spikes from a large number of neurons that most 
likely does not resemble naturally occurring spike patterns (Seybold et al., 2015). We 
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mitigated the spatial spread of activity by targeting our virus injections to A1, using a 
moderate (~10 mW at the fiber tip) and brief (50 ms) laser pulse, and opening as small a 
region of the skull as possible while still providing clear access for our recording probe 
and laser light (0.5 x 1.0 mm). Even so, it is plausible that L6 CT neurons were activated 
across much of A1.  
As such, were the neurophysiological changes described here an artifact of this 
presumably unnatural spatiotemporal pattern of L6 CT activation? Several lines of 
reasoning would argue otherwise: First, the clearest effects of L6 CT activation occurred 
50-200 ms after the laser had been turned off, not while L6 CT neurons were activated. 
Second, delta-theta oscillations also occurred spontaneously. Importantly, suppressed 
spontaneous activity and divisive modulation of auditory frequency tuning that occurred 
50-100 ms (or a half-cycle) following L6 CT deactivation was nearly identical to the 
modulation observed when spontaneous and toneevoked spikes fell on the same phase of 
naturally generated delta-theta oscillations (Fig. 3-5F-G). Third, the particular signature 
of high-gamma oscillations followed by 1-2 cycles of a delta-theta rhythm was specific to 
L6 CT activation and was not an epiphenomenon of introducing a generic hyper-
synchronized impulse of activity to the cortical column. We did not observe the same 
laminar pattern of CSD changes when we optogenetically activated PV neurons directly, 
L5 corticofugal neurons, or cholinergic modulatory afferents (Fig. 3-S2). Fourth, and 
perhaps most importantly, optogenetic activation of L6 CT neurons produced specific and 
interpretable effects on auditory-guided behavior. Auditory stimuli arriving 50-100 ms 
following L6 CT deactivation were harder to detect but easier to discriminate. 
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Conversely, auditory stimuli arriving 150-200 ms following CT deactivation were easier 
to detect but harder to discriminate. This double-dissociation occurred in every animal we 
tested without any pretraining on trials that provided sounds and laser activation. We 
argue that the neurophysiological and perceptual changes reported here provide a useful 
basis for predicting how L6 CT neurons might coordinate their spiking activity to support 
active sensing. One clear prediction is that when presented with a stream of sensory 
stimuli that occur at regular intervals, L6 CT neurons will organize spiking activity to 
precede target stimuli; at a shorter lead time if the task places a premium on 
discrimination over detection and at a longer lead time if detection is favored over 
discrimination. 
A L6 CT circuit for resetting the phase of low-frequency oscillations and dynamically 
regulating stimulus salience 
Expectation can rise and fall over time. Stimuli that arrive at expected intervals 
are more rapidly and accurately processed than stimuli that occur at unexpected intervals 
(Jaramillo and Zador, 2011; Nobre et al., 2007). This time-dependent modulation of 
neural and perceptual salience may arise from fluctuations in the underlying low-
frequency cortical electric field because not only is perceptual salience modulated by 
oscillation phase, but phase itself can be proactively controlled through attention and 
expectation (Luo and Poeppel, 2007; Schroeder and Lakatos, 2009). Thus, by resetting 
the phase at opportune moments, attended stimulus features can benefit from enhanced 
processing at the high-excitability phase of an oscillation while distractors can be 
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suppressed by aligning the timing of their occurrence to the low-excitability phase (Henry 
and Obleser, 2012). By resetting the phase of nested cortical oscillators, the temporal 
signature of target speech can be perceptually enhanced and neurophysiologically 
deconvolved from the temporal signature of a competing speakers’ speech (Ghitza, 2011; 
Giraud and Poeppel, 2012; Giraud et al., 2007; Zion Golumbic et al., 2013). Modulation 
through phase entrainment is not only achieved in time, but also in space; for example, 
attending to a stream of tones at a fixed frequency while ignoring distractor tones at 
another frequency sets up regional pockets of low-frequency oscillations where the high-
excitability region is in-phase throughout the target region of the tonotopic map but in 
counter-phase in map regions that encode distractor frequencies (Lakatos et al., 2013; 
O’Connell et al., 2014). 
While there is general agreement that the phase of ongoing delta and theta 
oscillations can be adaptively reset either through high-contrast bottom-up stimulus 
features or top-down executive control signals, the neural mechanism of phase reset is 
unknown. By computing the spike-triggered phase for hundreds of individual neurons, 
we identified a sub-network of neurons distributed throughout middle and deep layers of 
the A1 column and MGB that exert a strong influence over the amplitude and phase of 
delta-theta oscillations. This analysis suggested two overlapping networks: First, a 
bottom-up network involving neurons in the MGBv and cortical FS neurons that reset the 
phase shortly following the onset of a tone close to their preferred frequency; Second, a 
separate network also involving cortical FS neurons that is driven by L6 CT neurons 
rather than the bottom-up sensory trace. Speech processing studies have shown that resets 
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of low-frequency oscillations occur following sharp spectrotemporal onsets in the 
acoustic speech stream and/or at moments of attentional focusing, when the target speech 
stream is cognitively separated from distractor streams (Giraud and Poeppel, 2012; Luo 
and Poeppel, 2007; Zion Golumbic et al., 2013). One possibility is that the MGBv and L6 
CT reset networks subserve the bottom-up and attentional reset events, respectively. In 
this scheme, as has been suggested in other contexts, the cortical column is split into an 
upper-layer network that specializes in sensory analysis and cross-columnar 
communication and a deeplayer network that organizes columnar output and primes 
upper-layer columnar processing according to internal state, long-range neuromodulatory 
inputs and other non-sensory factors (Constantinople and Bruno, 2013; Zagha and 
McCormick, 2014; Znamenskiy and Zador, 2013). As an essential node in the deep-layer 
modulatory circuit, L6 CT neurons may be able to resolve the competing demands of 
detection and discrimination by coordinating their spiking at opportune moments during 
analysis of a sensory scene. 
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Figure 3-S1  Laser does not evoke spiking activity from L6CT neurons expressing 
a control fluorophore.  (A) A reporter fluorophore (tdTomato) was expressed in L6 
CT neurons by injecting a Cre-dependent viral construct into A1 of Ntsr1-Cre 
mice.  (B) Schematic of columnar recording and laser illumination. (C) Sound-
evoked (left) and laser-evoked (right) laminar profiles of current source density 
(CSD) amplitude from a single A1 penetration in an awake mouse.  Multiunit 
activity (MUA) at each location is represented by the superimposed white 
peristimulus time histograms (PSTH, scale bar = 100 spikes/s). (D) PSTHs 
represent the mean MUA in each layer for laser powers ranging from 5-50 mW at 
the tip of the fiber.  Error bars represent 1 SEM.  (E) Laser did not evoke spiking 
activity from any layer (mixed design anova, F(3) = 0.83, p = 0.48) during any 
response period (mixed design anova, F(3) = 0.86, p = 0.46).  Error bars represent 
1 SEM.  
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Figure 3-S2  The laminar pattern of CSD changes evoked by activation of L6 CT neurons is 
not observed with optogenetic activation of other modulatory cell types. (A-D)  Patterns of 
laser-evoked CSD amplitudes and frequency spectra when ChR2 is expressed in other cell 
types. First column, cartoon illustrating cell type-specific ChR2 expression.  (continued next 
page) 
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(continued from previous page) Second column, the laminar pattern of CSD sinks and sources 
for a representative recording in each condition.  Third column, mean (±1 SEM) L2/3 CSD 
amplitude.  Blue box denotes 400 ms laser period.  Black box denotes 400 ms post-laser 
period.  Fourth column, mean (±1 SEM) change in L2/3 frequency spectrum for the laser and 
post-laser periods relative to the baseline period (0-400 ms prior to laser onset).  (A) L6 CT 
activation as per Fig. 5.  (B) ChR2 is expressed in pyramidal neurons under the CamKIIa 
promoter.  Optogenetic stimulation is restricted to L5 corticofugal neurons by stimulating axon 
terminals on the dorsal surface of the inferior colliculus, a midbrain structure.  (C) Optogenetic 
activation is limited to parvalbumin-expressing FS interneurons by crossing the PV-Cre mouse 
line with Ai32 mouse line [Ai32(RCL-ChR2(H134R)/EYFP)], in which ChR2 is expressed in 
cells with Cre recombinase.  (D) Optogenetic activation is limited to cholinergic axons from 
the basal forebrain by crossing the ChAT-Cre mouse line (B6;129S6-Chattm2(cre)Lowl/J) 
with the Ai32 mouse line. (E) Sound-evoked CSD changes in Ntsr1-Cre mice are provided for 
comparison with optogenetic activation.  Note that the distinctive pattern of high-gamma 
oscillations during activation followed by a 2-6 Hz large-amplitude post-laser offset CSD 
signal is only observed with L6 CT activation.  Also note differences in Y-axis scaling 
between conditions. 
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Figure 3-S3 Cell type classification based on spike waveform.  (A) The peak-to-trough delays of 
well-isolated single units in A1 form a bi-modal distribution.  Units were classified as fast-
spiking units (FSUs, peak-to-trough delay < 0.4 ms) and regular-spiking units (RSUs, peak-to-
trough delay > 0.4 ms). (B) Average waveforms of A1 FSUs and RSUs. (C) Nearly all single 
units in TRN were fast-spiking. (B) Average waveform of TRN units. Error bars represent 1 
SEM. 
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Supplemental Table 1 - Results for statistical tests 
 
Figure Plot Data analyzed Statistical test 
Result 
df T/F value P value sig. 
Fig.3-1E 
  
Change in firing 
rate during L6 CT 
activation onset 
(orange) 
One-way 
ANOVA over 
laser power 
9 70.91 3.43E-122 Yes 
Change in firing 
rate during L6 CT 
activation (gray) 
One-way 
ANOVA over 
laser power 
9 10.49 3.37E-16 Yes 
Change in firing 
rate after L6 CT 
activation offset 
with a short delay 
(purple) 
One-way 
ANOVA over 
laser power 
9 22.99 1.19E-38 Yes 
Change in firing 
rate after L6 CT 
activation offset 
with a long delay 
(green) 
One-way 
ANOVA over 
laser power 
9 4.01 3.93E-05 Yes 
Fig. 3-
S1E 
 
Change in firing 
rate during L6 CT 
activation onset 
(orange) 
One-way 
ANOVA over 
laser power 
9 1.85 5.56E-02 No 
Change in firing 
rate during L6 CT 
activation (gray) 
One-way 
ANOVA over 
laser power 
9 1.04 4.05E-01 No 
Change in firing 
rate after L6 CT 
activation offset 
with a short delay 
(purple) 
One-way 
ANOVA over 
laser power 
9 1.57 5.24E-02 No 
Change in firing 
rate after L6 CT 
activation offset 
with a long delay 
(green) 
One-way 
ANOVA over 
laser power 
9 1.04 4.07E-01 No 
Fig. 3-
2F 
 
Shifting 
modulation 
across layers 
(L2/3-L6), 
treatment (ChR2, 
mCherry), and 
response period 
(during CT, short 
delay, long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 1.72 1.70E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
 
1 13.42 3.34E-04 Yes 
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‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 11.47 1.53E-05 Yes 
Scaling 
modulation 
across layers 
(L2/3-L6), 
treatment (ChR2, 
mCherry), and 
response period 
(during CT, short 
delay, long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 5.22 1.82E-03 Yes 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
1 10.11 1.76E-03 Yes 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 31.91 2.09E-13 Yes 
Shifting 
modulation in 
L2/3 during CT 
One-sample t-
test against mean 
at 0 
16 2.22 4.14E-02 Yes 
Shifting 
modulation in 
L2/3 during short 
delay 
One-sample t-
test against mean 
at 0 
16 -4.15 7.49E-04 Yes 
Shifting 
modulation in 
L2/3 during long 
delay 
One-sample t-
test against mean 
at 0 
16 2.62 1.87E-02 Yes 
Shifting 
modulation in L4 
during CT 
One-sample t-
test against mean 
at 0 
29 1.78 8.56E-02 No 
Shifting 
modulation in L4 
during short 
delay 
One-sample t-
test against mean 
at 0 
29 -6.27 7.53E-07 Yes 
Shifting 
modulation in L4 
during long delay 
One-sample t-
test against mean 
at 0 
29 4.17 2.49E-04 Yes 
Shifting 
modulation in L5 
during CT 
One-sample t-
test against mean 
at 0 
42 2.69 1.03E-02 Yes 
Shifting 
modulation in L5 
during short 
delay 
One-sample t-
test against mean 
at 0 
42 -3.06 3.80E-03 Yes 
Shifting 
modulation in L5 
during long delay 
One-sample t-
test against mean 
at 0 
42 4.76 2.32E-05 Yes 
Shifting 
modulation in L6 
during CT 
One-sample t-
test against mean 
at 0 
28 3.96 4.69E-04 Yes 
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Shifting 
modulation in L6 
during short 
delay 
One-sample t-
test against mean 
at 0 
28 -3.91 5.29E-04 Yes 
Shifting 
modulation in L6 
during long delay 
One-sample t-
test against mean 
at 0 
28 1.67 1.07E-01 No 
Scaling 
modulation in 
L2/3 during CT 
One-sample t-
test against mean 
at 1 
16 -0.54 5.96E-01 No 
Scaling 
modulation in 
L2/3 during short 
delay 
One-sample t-
test against mean 
at 1 
16 -3.12 6.60E-03 Yes 
Scaling 
modulation in 
L2/3 during long 
delay 
One-sample t-
test against mean 
at 1 
16 5.23 8.24E-05 Yes 
Scaling 
modulation in L4 
during CT 
One-sample t-
test against mean 
at 1 
29 -3.10 4.30E-03 Yes 
Scaling 
modulation in L4 
during short 
delay 
One-sample t-
test against mean 
at 1 
29 -4.77 4.78E-05 Yes 
Scaling 
modulation in L4 
during long delay 
One-sample t-
test against mean 
at 1 
29 4.15 2.65E-04 Yes 
Scaling 
modulation in L5 
during CT 
One-sample t-
test against mean 
at 1 
42 -2.08 4.40E-02 Yes 
Scaling 
modulation in L5 
during short 
delay 
One-sample t-
test against mean 
at 1 
42 -3.32 1.90E-03 Yes 
Scaling 
modulation in L5 
during long delay 
One-sample t-
test against mean 
at 1 
42 3.26 2.20E-03 Yes 
Scaling 
modulation in L6 
during CT 
One-sample t-
test against mean 
at 1 
28 -1.21 2.38E-01 No 
Scaling 
modulation in L6 
during short 
delay 
One-sample t-
test against mean 
at 1 
28 -1.29 2.09E-01 No 
Scaling 
modulation in L6 
during long delay 
One-sample t-
test against mean 
at 1 
28 -1.30 2.04E-01 No 		 	
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Fig. 3-
2G 
 
Shifting 
modulation across 
layers (L2/3-L6), 
treatment (ChR2, 
mCherry), and 
response period 
(during CT, short 
delay, long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 1.05 3.72E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
1 28.3 3.83E-07 Yes 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 31.78 2.47E-13 Yes 
Scaling 
modulation across 
layers (L2/3-L6), 
treatment (ChR2, 
mCherry), and 
response period 
(during CT, short 
delay, long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 3.14 8.15E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
1 1.69 1.95E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 6.22 2.24E-03 Yes 
Shifting 
modulation in 
L2/3 during CT 
One-sample t-test 
against mean at 0 20 5.64 1.62E-05 Yes 
Shifting 
modulation in 
L2/3 during short 
delay 
One-sample t-test 
against mean at 0 20 -3.80 1.10E-03 Yes 
Shifting 
modulation in 
L2/3 during long 
delay 
One-sample t-test 
against mean at 0 20 2.67 1.46E-02 Yes 
Shifting 
modulation in L4 
during CT 
One-sample t-test 
against mean at 0 32 6.53 2.39E-07 Yes 
Shifting 
modulation in L4 
during short delay 
One-sample t-test 
against mean at 0 32 -7.07 5.15E-08 Yes 
Shifting 
modulation in L4 
during long delay 
One-sample t-test 
against mean at 0 32 4.36 1.25E-04 Yes 
Shifting 
modulation in L5 
during CT 
One-sam1ple t-
test against mean 
at 0 
56 6.80 7.45E-09 Yes 
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Shifting 
modulation in L5 
during short delay 
One-sample t-test 
against mean at 0 56 -8.40 1.74E-11 Yes 
Shifting 
modulation in L5 
during long delay 
One-sample t-test 
against mean at 0 56 4.87 9.44E-06 Yes 
Shifting 
modulation in L6 
during CT 
One-sample t-test 
against mean at 0 34 7.21 2.42E-08 Yes 
Shifting 
modulation in L6 
during short delay 
One-sample t-test 
against mean at 0 34 -5.11 1.23E-05 Yes 
Shifting 
modulation in L6 
during long delay 
One-sample t-test 
against mean at 0 34 5.56 3.25E-06 Yes 
Scaling 
modulation in 
L2/3 during CT 
One-sample t-test 
against mean at 1 20 1.83 8.29E-02 No 
Scaling 
modulation in 
L2/3 during short 
delay 
One-sample t-test 
against mean at 1 20 -2.99 7.20E-03 Yes 
Scaling 
modulation in 
L2/3 during long 
delay 
One-sample t-test 
against mean at 1 20 1.38 1.82E-01 No 
Scaling 
modulation in L4 
during CT 
One-sample t-test 
against mean at 1 32 -0.50 6.23E-01 No 
Scaling 
modulation in L4 
during short delay 
One-sample t-test 
against mean at 1 32 -4.82 3.37E-05 Yes 
Scaling 
modulation in L4 
during long delay 
One-sample t-test 
against mean at 1 32 3.73 7.44E-04 Yes 
Scaling 
modulation in L5 
during CT 
One-sample t-test 
against mean at 1 56 -1.70 6.46E-02 No 
Scaling 
modulation in L5 
during short delay 
One-sample t-test 
against mean at 1 56 -3.59 6.99E-04 Yes 
Scaling 
modulation in L5 
during long delay 
One-sample t-test 
against mean at 1 56 5.43 1.28E-06 Yes 
Scaling 
modulation in L6 
during CT 
One-sample t-test 
against mean at 1 34 -1.60 1.19E-01 No 
Scaling 
modulation in L6 
during short delay 
One-sample t-test 
against mean at 1 34 -2.95 5.70E-03 Yes 
Scaling 
modulation in L6 
during long delay 
One-sample t-test 
against mean at 1 34 1.25 2.19E-01 No 
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Fig. 3-
2G Inset 
 
Shifting 
modulation across 
layers (L2/3-L6) 
and response 
period (during 
CT, short delay, 
long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
2 0.22 8.80E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
3 0.24 7.88E-01 No 
Scaling 
modulation across 
layers (L2/3-L6) 
and response 
period (during 
CT, short delay, 
long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
2 0.83 4.94E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
3 2.17 1.40E-01 No 
Fig. 3-
2H 
 
Change in tuning 
halfwidth from 
400ms laser 
experiments 
across layers 
(L2/3 – L6), 
treatment (ChR2 
and mCherry), 
and response 
period (during 
CT, short delay, 
long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 0.37 7.79E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 8.26 3.14E-04 Yes 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
1 1.28 2.59E-01 No 
Change in tuning 
halfwidth from 
50ms laser 
experiments 
across layers 
(L2/3 – L6), 
treatment (ChR2 
and mCherry), 
and response 
period (during 
CT, short delay, 
long delay) 
Mixed-design 
ANOVA, main 
effect for layer 
3 0.73 5.38E-01 No 
		
121 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 11.88 1.04E-05 Yes 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
treatment 
1 0.23 6.31E-01 No 
Change in 
halfwidth in L2/3 
during CT (400 
ms laser) 
One-sample t-test 
against mean at 0 16 0.61 5.48E-01 No 
Change in 
halfwidth in L2/3 
during short delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 16 -5.55 4.40E-05 Yes 
Change in 
halfwidth in L2/3 
during long delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 16 -0.58 5.70E-01 No 
Change in 
halfwidth in L4 
during CT (400 
ms laser) 
One-sample t-test 
against mean at 0 29 2.21 3.55E-01 No 
Change in 
halfwidth in L4 
during short delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 29 -2.69 1.17E-02 Yes 
Change in 
halfwidth in L5 
during long delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 29 1.28 2.10E-01 No 
Change in 
halfwidth in L5 
during CT (400 
ms laser) 
One-sample t-test 
against mean at 0 42 2.78 7.05E-01 No 
Change in 
halfwidth in L5 
during short delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 42 -2.87 6.40E-03 Yes 
Change in 
halfwidth in L5 
during long delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 42 1.90 6.49E-02 No 
Change in 
halfwidth in L6 
during CT (400 
ms laser) 
One-sample t-test 
against mean at 0 28 2.57 4.40E-03 Yes 
Change in 
halfwidth in L6 
during short delay 
(400 ms laser) 
One-sample t-test 
against mean at 0 28 -2.73 1.07E-02 Yes 
Change in 
halfwidth in L6 
during long delay 
One-sample t-test 
against mean at 0 28 1.20 2.39E-01 No 
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(400 ms laser) 
Change in 
halfwidth in L2/3 
during CT (50 ms 
laser) 
One-sample t-test 
against mean at 0 20 0.30 5.48E-01 No 
Change in 
halfwidth in L2/3 
during short delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 20 -1.27 2.17E-01 No 
Change in 
halfwidth in L2/3 
during long delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 20 -0.04 9.71E-01 No 
Change in 
halfwidth in L4 
during CT (50 ms 
laser) 
One-sample t-test 
against mean at 0 32 0.84 4.05E-01 No 
Change in 
halfwidth in L4 
during short delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 32 -4.34 1.33E-04 Yes 
Change in 
halfwidth in L5 
during long delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 32 0.50 6.19E-01 No 
Change in 
halfwidth in L5 
during CT (50 ms 
laser) 
One-sample t-test 
against mean at 0 56 1.17 2.46E-01 No 
Change in 
halfwidth in L5 
during short delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 56 -3.91 2.55E-04 Yes 
Change in 
halfwidth in L5 
during long delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 56 4.30 6.96E-05 Yes 
Change in 
halfwidth in L6 
during CT (50 ms 
laser) 
One-sample t-test 
against mean at 0 34 1.63 1.12E-01 No 
Change in 
halfwidth in L6 
during short delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 34 -3.16 3.30E-03 Yes 
Change in 
halfwidth in L6 
during long delay 
(50 ms laser) 
One-sample t-test 
against mean at 0 34 2.21 3.37E-02 Yes 		 	
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Fig. 3-
3C 
 
Cross probability 
across stimuli 
(target, foil), 
sound level (0 – 
60 dB), and laser-
sound delay 
(concurrent, short, 
and long delay) 
Repeated-
measures 
ANOVA, main 
effect for 
stimulus 
1 141.12 2.88E-04 Yes 
‘’ 
Repeated-
measures 
ANOVA, main 
effect for sound 
level 
3 364.01 4.45E-05 Yes 
‘’ 
Repeated-
measures 
ANOVA, main 
effect for delay 
3 10.44 1.16E-03 Yes 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and 
concurrent 
4 NA 9.81E-01 No 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and short 
delay 
4 NA 3.60E-02 Yes 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and long 
delay 
4 NA 6.22E-03 Yes 
‘’ 
Post-hoc 
comparison of 
foil false alarm 
rate between tone 
alone and 
concurrent 
4 NA 9.78E-01 No 
‘’ 
Post-hoc 
comparison of 
foil false alarm 
rate between tone 
alone and short 
delay 
4 NA 5.46E-01 No 
‘’ 
Post-hoc 
comparison of 
foil false alarm 
rate between tone 
alone and long 
delay 
4 NA 9.99E-01 No 
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Fig. 3-
3D 
 
Cross probability 
across stimuli 
(target, foil), 
target-foil 
frequency 
difference (40%, 
20%, 10%, and 
5%), and laser-
sound delay 
(concurrent, short, 
and long delay) 
Repeated-
measures 
ANOVA, main 
effect for 
stimulus 
1 108.21 4.82E-04 Yes 
‘’ 
Repeated-
measures 
ANOVA, main 
effect for 
frequency 
difference 
3 507.84 2.30E-05 Yes 
‘’ 
Repeated-
measures 
ANOVA, main 
effect for delay 
3 14.3 2.88E-04 Yes 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and 
concurrent 
4 NA 9.99E-01 No 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and short 
delay 
4 NA 1.89E-01 No 
‘’ 
Post-hoc 
comparison of 
target hit rate 
between tone 
alone and long 
delay 
4 NA 1.62E-01 No 
‘’ 
Post-hoc 
comparison of 
foil false alarm 
rate between tone 
alone and 
concurrent 
4 NA 9.41E-01 No 
‘’ 
Post-hoc 
comparison of 
foil false alarm 
rate between tone 
alone and short 
delay 
4 NA 2.30E-01 No 
‘’ Post-hoc comparison of 4 NA 7.86E-02 No 
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foil false alarm 
rate between tone 
alone and long 
delay 
Fig. 3-
3E 
 
Detection 
threshold between 
sound alone and 
concurrent 
One-sample t-test 
corrected for 
multiple 
comparison 
4 -0.06 9.50E-01 No 
Detection 
threshold between 
sound alone and 
short delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 -5.87 4.20E-03 Yes 
Detection 
threshold between 
sound alone and 
long delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 4.25 1.31E-02 Yes 
Fig. 3-3F 
 
False alarm 
threshold between 
sound alone and 
concurrent 
One-sample t-test 
corrected for 
multiple 
comparison 
4 2.98 4.00E-02 No 
False alarm 
threshold between 
sound alone and 
short delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 5.01 7.50E-03 Yes 
False alarm 
threshold between 
sound alone and 
long delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 -4.72 9.20E-03 Yes 
Fig. 3-
3G 
 
D’ at 10% T/F 
difference 
between sound 
alone and 
concurrent 
One-sample t-test 
corrected for 
multiple 
comparison 
4 0.21 8.43E-01 No 
D’ at 10% T/F 
difference 
between sound 
alone and short 
delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 -1.72 1.60E-01 No 
D’ at 10% T/F 
difference 
between sound 
alone and long 
delay 
One-sample t-test 
corrected for 
multiple 
comparison 
4 -0.19 8.61E-01 No 
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Fig. 3-
4F 
 
Shifting 
modulation 
across brain 
regions (L4, 
MGBv and 
TRN), and 
response period 
(during CT, short 
delay, long 
delay) 
Mixed-design 
ANOVA, main 
effect for brain 
structure 
2 8.51 4.31E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 34.32 6.48E-13 Yes 
Scaling 
modulation 
across brain 
regions (L4, 
MGBv and 
TRN), and 
response period 
(during CT, short 
delay, long 
delay) 
Mixed-design 
ANOVA, main 
effect for brain 
structure 
2 1.27 2.85E-01 No 
‘’ 
Mixed-design 
ANOVA, main 
effect for 
response period 
2 7.23 1.02E-03 Yes 
Shifting 
modulation in L4 
during CT 
One-sample t-
test against 
mean at 0 
12 2.35 3.66E-02 Yes 
Shifting 
modulation in L4 
during short 
delay 
One-sample t-
test against 
mean at 0 
12 -3.66 3.20E-03 Yes 
Shifting 
modulation in L4 
during long 
delay 
One-sample t-
test against 
mean at 0 
12 1.77 1.02E-01 No 
Shifting 
modulation in 
MGBv during 
CT 
One-sample t-
test against 
mean at 0 
53 14.97 1.12E-20 Yes 
Shifting 
modulation in 
MGBv during 
short delay 
One-sample t-
test against 
mean at 0 
53 0.43 5.71E-01 No 
Shifting 
modulation in 
MGBv during 
long delay 
One-sample t-
test against 
mean at 0 
53 4.80 1.32E-05 Yes 
Shifting 
modulation in 
TRN during CT 
One-sample t-
test against 
mean at 0 
8 2.24 6.03E-01 No 
Shifting 
modulation in 
TRN during 
short delay 
One-sample t-
test against 
mean at 0 
8 -1.40 2.04E-01 No 
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Shifting 
modulation in 
TRN during long 
delay 
One-sample t-
test against 
mean at 0 
8 -3.17 1.57E-02 Yes 
Scaling 
modulation in L4 
during CT 
One-sample t-
test against 
mean at 1 
12 -0.84 4.17E-01 No 
Scaling 
modulation in L4 
during short 
delay 
One-sample t-
test against 
mean at 1 
12 -1.71 4.59E-02 Yes 
Scaling 
modulation in L4 
during long 
delay 
One-sample t-
test against 
mean at 1 
12 2.91 1.31E-02 Yes 
Scaling 
modulation in 
MGBv during 
CT 
One-sample t-
test against 
mean at 1 
53 -4.69 1.95E-05 Yes 
Scaling 
modulation in 
MGBv during 
short delay 
One-sample t-
test against 
mean at 1 
53 -3.23 9.35E-02 No 
Scaling 
modulation in 
MGBv during 
long delay 
One-sample t-
test against 
mean at 1 
53 5.50 1.12E-06 Yes 
Scaling 
modulation in 
TRN during CT 
One-sample t-
test against 
mean at 1 
8 1.37 2.12E-01 No 
Scaling 
modulation in 
TRN during 
short delay 
One-sample t-
test against 
mean at 1 
8 -1.88 1.03E-01 No 
Scaling 
modulation in 
TRN during long 
delay 
One-sample t-
test against 
mean at 1 
8 -2.89 2.34E-02 Yes 
Fig. 3-
4E 
 
L2-5 neuron 
firing rate 
(baseline vs 
onset) 
Paired t-test 
with Bonferroni 
correction 
57 -6.04 1.26E-07 Yes 
L2-5 neuron 
firing rate 
(baseline vs short 
delay) 
Paired t-test 
with Bonferroni 
correction 
57 8.92 2.07E-12 Yes 
L2-5 neuron 
firing rate 
(baseline vs long 
delay) 
Paired t-test 
with Bonferroni 
correction 
57 -7.84 1.27E-10 Yes 
MGB neuron 
firing rate 
(baseline vs 
onset) 
Paired t-test 
with Bonferroni 
correction 
53 -12.40 2.70E-17 Yes 
MGB neuron 
firing rate 
(baseline vs short 
delay) 
Paired t-test 
with Bonferroni 
correction 
53 0.55 5.87E-01 No 
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MGB neuron 
firing rate 
(baseline vs long 
delay) 
Paired t-test 
with Bonferroni 
correction 
53 -8.12 7.16E-11 Yes 
TRN neuron 
firing rate 
(baseline vs 
onset) 
Paired t-test 
with Bonferroni 
correction 
8 -2.59 3.20E-02 No 
TRN neuron 
firing rate 
(baseline vs short 
delay) 
Paired t-test 
with Bonferroni 
correction 
8 5.38 6.66E-04 Yes 
TRN neuron 
firing rate 
(baseline vs long 
delay) 
Paired t-test 
with Bonferroni 
correction 
8 4.87 1.20E-03 Yes 
Fig. 3-
5E 
 
L2/3 CSD phase 
during the short 
delay period 
across laser 
durations (10 ms, 
50 ms, 200 ms, 
and 400 ms) 
Parametric 
Watson-
Williams multi-
sample test 
3 122.05 0E+00 Yes 
L2/3 CSD phase 
during the long 
delay period 
across laser 
durations (10 ms, 
50 ms, 200 ms, 
and 400 ms) 
Parametric 
Watson-
Williams multi-
sample test 
3 2.54 7.03E-02 No 
Fig. 3-
5F 
 
Normalized 
spontaneous 
firing rate over 
layers (L2/3 – 
L6) and L2/3 
CSD phase 
Mixed-design 
ANOVA, main 
effect for phase 
7 114.41 1.46E-146 Yes 
Normalized 
spontaneous 
firing rate of 
L2/3 over L2/3 
CSD phase 
One-way 
ANOVA 7 9.25 5.56E-11 Yes 
Normalized 
spontaneous 
firing rate of L4 
over L2/3 CSD 
phase 
One-way 
ANOVA 7 83.95 1.13E-78 Yes 
Normalized 
spontaneous 
firing rate of L5 
over L2/3 CSD 
phase 
One-way 
ANOVA 7 57.79 2.01E-65 Yes 
Normalized 
spontaneous 
firing rate of L6 
over L2/3 CSD 
phase 
 
One-way 
ANOVA 7 3.59 8.21E-04 Yes 
		
129 
Fig. 3-
5G 
 
Normalized 
frequency tuning 
functions over 
layers (L2/3 – 
L6), frequency 
and L2/3 CSD 
phase 
Mixed-design 
ANOVA, main 
effect for phase 
2 17.84 1.07E-07 Yes 
Normalized 
frequency tuning 
functions of L2/3 
over frequency 
and L2/3 CSD 
phase 
Mixed-design 
ANOVA, main 
effect for phase 
2 1.37 2.78E-01 No 
Normalized 
frequency tuning 
functions of L4 
over frequency 
and L2/3 CSD 
phase 
Mixed-design 
ANOVA, main 
effect for phase 
2 6.38 3.78E-03 Yes 
Normalized 
frequency tuning 
functions of L5 
over frequency 
and L2/3 CSD 
phase 
Mixed-design 
ANOVA, main 
effect for phase 
2 8.11 7.43E-04 Yes 
Normalized 
frequency tuning 
functions of L6 
over frequency 
and L2/3 CSD 
phase 
Mixed-design 
ANOVA, main 
effect for phase 
2 8.09 1.43E-03 Yes 
Fig. 3-
6E 
 
Average spike-
triggered L2/3 
CSD phase 
between 0 ms 
and 50 ms (short 
delay) from non-
resetters 
Parametric 
Watson-
Williams multi-
sample test 
1 0.28 5.98E-01 No 
Average spike-
triggered L2/3 
CSD phase 
between 0 ms 
and 50 ms (short 
delay) from 
resetters 
Parametric 
Watson-
Williams multi-
sample test 
1 561.46 0 Yes 
Fig. 3-
6G 
 
Spike triggered 
CSD reset delay 
form CtxFSr 
One-sample t-
test against 
mean at 0 
31 -2.71 1.09E-02 Yes 
Spike triggered 
CSD reset delay 
form CtxRSr 
One-sample t-
test against 
mean at 0 
78 1.64 1.04E-01 No 
Spike triggered 
CSD reset delay 
form CtxMGBvr 
One-sample t-
test against 
mean at 0 
52 -1.87 6.74E-02 No 		
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Fig. 3-
6J 
 
Averaged evoked 
response by 
L6CT spike (FSr 
vs RSr) 
Two-sample t-
test 63 3.40 3.60E-03 Yes 
Averaged evoked 
response by 
L6CT spike (FSr 
vs MGBvr) 
Two-sample t-
test 21 2.34 2.35E-02 Yes 
Fig. 3-
6M 
 
Firing rate 0—10 
ms after laser 
offset (L6CT vs 
FSr neurons) 
Wilcoxon rank 
sum test 26 -2.03 4.22E-02 Yes 
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Chapter 4 Bridging the gap: stimulus-reinforcement plasticity emerges in the basal 
forebrain and drives Hebbian plasticity in the auditory cortex 
Abstract 
The mammalian cortex updates its representation of sensory stimuli to reflect past 
experience and behavioral utility. Cholinergic (ACh) inputs from the basal forebrain are 
believed to perform a key role in this learning-induced receptive field plasticity. The 
prevailing model holds that basal forebrain neurons respond to the unconditioned 
reinforcement stimulus (US) such as reward or punishment by flooding the cortex with 
acetylcholine, which temporarily disables the inhibitory ‘brakes’ that limit adult receptive 
field plasticity. Thus, the bottom-up CS sensory trace ‘mixes’ with the cholinergic US 
reinforcement trace in primary sensory cortex and the reduced inhibitory tone permits 
stimulus-specific remodeling of the CS. However, in the real world, predictive stimuli 
often occur and disappear seconds before reinforcement, imposing a temporal gap 
between the CS and US. We tested whether learning and cortical plasticity could “bridge 
the gap” by training mice on a trace fear conditioning task where the CS (narrow band 
noise) preceded the US (foot shock or air puff) by 5 seconds. We found that mice could 
easily learn the CS-US association. Recordings from primary auditory cortex (A1) 
revealed a clear over-representation of the CS frequency, much like traditional 
conditioning paradigms where the CS and US overlap. How and where did the system 
find a way to bridge the 5s gap between the CS and US to enable stimulus-specific A1 
plasticity? We used an optogenetic approach to antidromically tag ChAT+ neurons in the 
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basal forebrain that project to A1 in awake, head-fixed ChAT-Cre::Ai32 transgenic mice 
during CS-US conditioning. Antidromically tagged ChAT-A1 projection neurons in the 
NB not only respond to the US, as previous studies suggested, but also had robust, short-
latency (~10 ms) responses to auditory stimuli. This implies that the CS-US gap is readily 
bridged in the NB. Interestingly, we found that A1-projecting ACh neurons transiently 
enhanced their responses to the CS frequency during conditioning, a phenomenon not 
observed in the ChAT- neurons. These findings challenge the prevailing model by 
suggesting that learning-induced plasticity in A1 does not result from the convergence of 
the sensory and reinforcement neural signals in A1, but rather a stimulus-specific 
plasticity in A1-projecting nucleus basalis neurons that multiplex acoustic and 
nociceptive signals.  
Introduction 
 It has been widely accepted that novel stimuli that predict food, mating 
opportunities or danger can cause over-representation in specific cortical regions to 
provide higher perceptual sensitivity (Bakin and Weinberger, 1996; Froemke et al., 2013; 
Polley et al., 2006; Schreiner and Polley, 2014). To explain this phenomenon, one well-
established theory hypothesizes that in the basal forebrain (BF), reinforcement stimuli 
such as rewards or punishments evoke neural activity from the cholinergic neurons that 
project to the sensory processing cortices (Weinberger, 2004). Serving as 'teaching 
signals', these cholinergic signals boost cortical responses to the sensory cues, and over 
time recruit more neurons to be responsive via Hebbian learning, thus expanding the 
representation of the cue stimuli (Weinberger, 2003). Particularly, it has been 
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demonstrated that with activation of neurons in the nucleus basalis (NB), a ACtx-
projecting nucleus in the BF, cortical plasticity can be readily induced in ACtx without 
the need of external reinforcement stimuli (Bakin and Weinberger, 1996; Froemke et al., 
2013). 
However, in order for the cholinergic ‘teaching signals’ to be effective, it has to 
overlap with the cortical responses to the sensory cues. But in real life, sensory cues and 
behavioral reinforcers can be separated by seconds or even minutes. Numerous previous 
studies have demonstrated that animals can still learn the association despite the delay 
(Beylin et al., 2001; Clark et al., 2002; Raybuck and Lattal, 2014). Given that direct 
cortical responses to sensory stimuli are unlikely to persist for seconds, there would be a 
‘gap’ between the neural responses to the sensory and the reinforcement stimuli. Also 
known as the ‘distal reward problem’, the existence of this ‘gap’ makes the ‘convergence 
theory’ of cortical plasticity problematic (Izhikevich, 2007). 
In this study, we explore the possibility that the ‘gap’ can be bridged within the 
NB itself rather than in ACtx. Specifically, we hypothesize that the ACtx-projecting 
cholinergic neurons in the NB would develop auditory responses after conditioning, thus 
sending ACh signals to the cortex that is temporally overlapping with the sensory 
responses in ACtx. It has been described that certain neurons in the BF can develop 
responses towards sensory cues after repeated training (Lin et al., 2006; Lin and 
Nicolelis, 2008; Nguyen and Lin, 2014). However, most previous studies focused on the 
horizontal limb of the diagonal band (HDB), a nucleus in the BF that has extensive 
connections with the prefrontal cortex but lacks projections to ACtx (Hangya et al., 2015; 
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Lin and Nicolelis, 2008; Pinto et al., 2013). Moreover, it is technically challenging to 
demonstrate that neurons recorded in NB were indeed cholinergic and even more 
challenging to prove that such neurons project to ACtx (Hangya et al., 2015). 
To test our hypothesis, we first established an assay showing that we can induce 
fear learning and associative cortical plasticity in mice using the trace fear conditioning 
paradigm in which acoustic stimuli and behavioral reinforcement are separated by several 
seconds. We then performed simultaneous recordings from both ACtx and NB during 
conditioning and monitored learning-induced changes in both brain structures. Using 
optogenetic tools and a transgenic mouse line in which cholinergic neurons express 
channelrhodopsin-2 (ChR2), we were able to substitute the reinforcement signal with 
photoactivation of the ACh system and isolate ACtx-projecting ChAT+ neurons in the 
NB. With these tools, we were able to investigate the role of the ChAT+ NB neurons and 
its ACh signaling during the induction of cortical plasticity.  
Methods 
Transgenic mice 
All procedures were approved by the Massachusetts Eye and Ear Infirmary 
Animal Care and Use Committee and followed the guidelines established by the National 
Institutes of Health for the care and use of laboratory animals. For freely moving fear 
conditioning experiments, 8 adult CBA/CAj mice of either sex were used. For head-fixed 
fear conditioning experiments, 30 adult ChAT-Cre::Ai32 transgenic mice with either sex 
were used.  
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Fear conditioning with freely moving mice 
Fear conditioning procedure was carried out in an acoustically transparent 
enclosure (20 × 15 × 30 cm, L × W × H) resting atop electrified flooring (8 pole 
scrambled shocker, Coulbourn Instruments). Mouse position was tracked with a 
commercial webcam. The acoustic and foot-shock signals were all generated on a 
National Instruments PXI system using custom software programmed in LabVIEW. 
Auditory stimuli were delivered through a calibrated free-field speaker positioned above 
the apparatus to provide a relatively homogenous sound field (Tucker-Davis 
Technologies). Mice were given at least 5 min to acclimate to the apparatus before each 
conditioning session. The CS+ stimulus was a narrowband noise (NBN) stimulus band-
pass filtered at center frequency 16 kHz with second order Butterworth filters (2 s 
duration with 5 ms cosine ramp at stimulus onset and offset, 70 dB SPL). The CS- 
stimulus was an NBN with 8 kHz as its center frequency. Each session consists of 6 
alternating conditioning blocks between CS+ and CS-, with 10 trials in each block. 
During every CS+ trial, a foot shock (0.1 mA, 1 s) was delivered 5 s after the offset of the 
sound. During CS- trials, no foot shocks were delivered. Inter-trial intervals were 
randomly chosen between 30 s to 40 s. For the passive exposure control group, all mice 
went through the conditioning sessions with the same CS+/CS- stimuli except without 
any foot shocks. 
All mice were tested after 5 consecutive conditioning sessions. For testing, mice 
were placed in an acoustically transparent enclosure with a different visual and olfactory 
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context from the conditioning chamber. Mice were given at least 5 min to acclimate to 
the apparatus before the testing. Twenty trials of randomized CS+ and CS- were 
delivered without foot shocks with inter-trials intervals between 60 s and 90 s. Animals’ 
movements were captured by the camera at 20 frames/s. For each frame, a value called 
significant motion pixels (SMPs) were calculated by counting how many pixels 
significantly changed its value (more than 50 in 16-bit grey scale). The animal was 
considered frozen during a frame when its SMP is lower than 20. For each animal group 
and each stimulus, we calculated the averaged percentage of frozen frames during sound 
presentation and 3 seconds afterwards.  
Anesthetized extracellular cortical mapping 
Mice were brought to a surgical plane of anesthesia with ketamine/xylazine 
(induction with 100 mg/kg ketamine and 10 mg/kg xylazine, with 50–60 mg/kg ketamine 
supplements as necessary). During the course of recording, the core body temperature of 
the animal was maintained at 36.5°C with a homeothermic blanket system (Fine Science 
Tools). Using a scalpel, a 4 × 3mm (rostrocaudal × mediolateral) craniotomy was made 
in the right auditory cortex, approximately centered on a point 2.8 mm posterior and 4.4 
mm lateral to bregma, and the dura mater was left intact. The brain surface was covered 
with high-viscosity silicon oil and photographed. Simultaneous recordings were made 
from the middle layers of the auditory cortex (420–430_mfrom pial surface) with 2–4 
epoxylite-coated tungsten microelectrodes (1–2 MΩ at 1 kHz; FHC). The location of 
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each recording site was marked on a high-resolution photograph of the brain surface with 
a scale bar.  
Sound stimuli were generated with a 24-bit digital-to-analog converter (National 
Instruments model PXI-4461) and were presented via acoustic assemblies consisting of 
two miniature dynamic earphones (CUI CDMG15008–03A) and an electret condenser 
microphone (Knowles FG-23339-PO7) coupled to a probe tube. Stimuli were calibrated 
at the tympanic membrane in each mouse before recording. Normal function of the 
auditory periphery and accurate placement of the probe tube were confirmed by 
monitoring the threshold and amplitude of cochlear distortion product otoacoustic 
emissions at frequency 2f1-f2 (ratio of the primary and secondary tone frequencies [f2/f1] 
= 1.2, sound level of tone at f1 was 10 dB greater than the tone at f2, and f2 = 8, 11.3, 16, 
22.6, 32 kHz). Frequency response areas (FRAs) were measured with pseudorandomly 
presented tone pips (50 ms duration, 4 ms raised cosine onset/offset ramps, 0.5–1 s inter-
trial interval) of variable frequency (4–64 kHz in 0.1 octave increments) and level (0–60 
dB SPL in 5 dB increments). A total of 533 unique frequency-level combinations were 
presented once or twice for a given recording site. 
Raw neural signals were digitized at 32-bit, 24.4 kHz (RZ5 BioAmp Processor; 
Tucker-Davis Technologies) and stored in binary format. Subsequent analyses were 
performed in MATLAB 2011a (MathWorks). The signals were notch filtered at 60 Hz 
and then band-pass filtered at 300–3000 Hz with a fifth-order acausal Butterworth filter. 
MUA spikes were detected as threshold-crossing events using an adaptive threshold (4.5 
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SDs from the mean of a 10 s running average). For each recording site, an FRA was 
constructed based on the onset portion of the tone-evoked MUA responses (10 – 40 ms), 
and the best frequency (BF) of the unit is defined as the frequency that evoked most 
spikes across all sound levels. 
Normally, A1 and AAF were identified based on the stereotypical low-to-high-to-
low frequency tonotopic organization across the caudal-rostral axis. Then, 40 to 60 
penetrations were made forming a 0.5 × 1.5 mm (lateral-medial × rostral-caudal) strip 
spanning the center portion of the A1-AAF extent, sampling the entire region evenly, and 
the locations were digitized postdoc based on the photograph of the craniotomy. In order 
to combine data from different animals, the A1-AAF BF reversal point from each map 
was used as an anchor point to align the maps. 
Preparation for head-fixed awake recordings 
Mice were brought to a surgical plane of anesthesia, using the same protocol for 
general anesthesia (ketamine/xylazine), local anesthesia and body temperature control 
described above. The periosteum overlying the dorsal surface of the skull was completely 
removed. The skull surface was prepared with 70% ethanol and etchant (C&B 
Metabond). A titanium head plate was then cemented to the skull, centered on Bregma. 
After recovery, animals were housed individually. Animals were given at least 48 hours 
to acclimate to the head plate before any further experiments.  
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On the day of the first recording session, animals were briefly anesthetized with 
isoflurane (1.5% in oxygen) while a small craniotomy (0.5 × 1.0 mm, medial-lateral × 
rostral-caudal) was made along the caudal end of the right temporal ridge, 1mm rostral to 
the lambdoid suture to expose A1. A second craniotomy (1.0 × 1.0 mm, medial-lateral × 
rostral-caudal) was made centered at 2.5 mm lateral and 1.5 mm caudal to bregma for 
access of the nucleus basalis. Small chambers were built around the craniotomies with 
UV-cured cement and filled with ointment. At the end of each recording session, the 
chamber was flushed, filled with fresh ointment, and sealed with UV-cured cement. The 
chamber was removed and rebuilt under isoflurane anesthesia before each subsequent 
recording session. Typically, 3 – 4 recording sessions were performed on each animal 
over the course of 1 – 2 weeks.  
Head-fixed awake recordings 
On the day of recording, the head was immobilized by attaching each prong of the 
head plate to a rigid clamp (Altechna). The animal’s body rested atop a disk, coated with 
a sound-attenuating polymer that was mounted on a low-friction, silent rotor. We 
continuously monitored the eyelid and status of the rotating disk to confirm that all 
recordings were made in the awake condition.  
For A1 columnar recordings, a single-shank linear silicon probe (NeuroNexus 
A1x16-100- 177-3mm) was inserted into the auditory cortex craniotomy perpendicular to 
the brain surface using a micromanipulator (Narishige) and a hydraulic microdrive (FHC) 
with the tip of the probe positioned approximately 1.3 mm below the brain surface, such 
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that the top 2 electrode contacts were outside the brain, the bottom 2 contacts were in the 
white matter or hippocampus, and the middle 11-12 contacts spanned all six layers of the 
auditory cortex. At the beginning of the first recording session, several penetrations were 
made along the caudal-rostral extent of the craniotomy to locate the high-frequency 
reversal of the tonotopic gradient that demarcates the rostral boundary of mouse A1 
(Hackett et al., 2011). For NB recordings, a second silicon probe (NeuroNexus A1X16-
50-177-5mm) was inserted into the other craniotomy with the depth of the probe tip 
around 3.8 mm to 4.3 mm below the pial surface. 
Optogenetic and acoustic stimulation for neurophysiology recordings 
Digital waveforms for the laser command signal and acoustic stimuli were 
generated with a 24-bit digital-to-analog converter (PXI, National Instruments) using 
custom MATLAB (MathWorks) and LabVIEW (National Instruments) scripts. Stimuli 
were presented via a freefield electrostatic speaker positioned 10cm from left ear canal 
(Tucker-Davis Technologies). Free-field stimuli were calibrated before recording using a 
wide-band ultrasonic acoustic sensor (Knowles Acoustics, model SPM0204UD5). The 
optical signal was generated with a calibrated 515 nm diode laser (LuxX, Omicron) 
coupled to an optic fiber. The fiber tip was positioned approximately 1cm above the 
exposed surface of A1.  
Once the silicon probe was positioned in an A1 column, we derived the laminar 
position of each electrode from the CSD pattern evoked by broadband noise bursts (50 
ms duration, 4 ms onset/offset cosine ramps, 1 s inter-stimulus interval, 70 dB SPL, 100 
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repetitions; see analysis of local field potential and current source density). Frequency 
tuning functions from all recording sites were delineated from pure tone pips (50 ms 
duration, 4 ms onset/offset cosine ramps, 0.5 s ISI, 4—45 kHz with 0.1 octave steps, 70 
dB SPL, 15 repetitions of each stimulus, pseudo-randomized).  
Analysis of local field potential and current source density 
To extract local field potentials, raw signals were notch filtered at 60 Hz and 
down-sampled to 1000 Hz. The CSD was calculated as the second spatial derivative of 
the local field potential signal. To eliminate potential artifacts introduced by impedance 
mismatching across recording channels, signals were spatially smoothed along the 
channels with a triangle filter (5-point Hanning window).  
Noise-evoked columnar CSD patterns were used to determine the location of the 
A1 recording channel. Two CSD signatures were used to identify L4: A brief current sink 
first occurs approximately 10 ms after the noise onset, which was used to determine the 
lower border of L4 (Kaur et al., 2005). A tri-phasic CSD pattern (sink-source-sink from 
upper to lower channels) occurs between 20 ms and 50 ms, where the border between the 
upper sink and the source was used to define the upper boundary of L4. Normally, 2 
channels were assigned to L4. Other layers were defined relative to the location of L4 
(L2/3: 3 channels above L4; L5: 3 channels below L4; L6: 3 channels below L5). CSD-
derived layer assignments were cross-validated against sound-evoked MUA response 
patterns, where L4 and L5 units responded with higher firing rates and shorter latency. 
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Analysis of awake extracellular recordings 
Raw signals were digitized at 32-bit, 24.4 kHz (RZ5 BioAmp Processor; Tucker-
Davis Technologies) and stored in binary format. In order to eliminate potential 
movement-generated artifacts, the common mode signal (channel-averaged neural traces) 
was subtracted from all channels. In experiments where simultaneous recordings were 
made from probes in cortex and thalamus, the common mode removal was performed 
separately for each probe. Electrical signals were notch filtered at 60Hz, then band-pass 
filtered (300—3000 Hz, second order Butterworth filters), from which the multiunit 
activity (MUA) was extracted as negative deflections in the electrical trace with an 
amplitude exceeding 4 s.d. of the baseline hash. Single units were separated from the 
MUA using a wavelet-based spike sorting package (wave_clus). Single unit isolation was 
confirmed based on the inter-spike-interval histogram (less than 3% of the spikes in the 
0—3 ms bins) and the consistency of the spike waveform (s.d of peak-totrough delay of 
spikes within the cluster less than 200 ns). The average trough-to-peak delay from each 
single unit formed a clear bi-modal distribution (Fig. 3-S3), allowing us to further divide 
our recordings into fast-spiking and regular-spiking units (FS units < than 400 ns; RS 
units > 400 ns). 
Antidromic identification of A1-projecting ChAT neurons 
To identify ChAT+ neurons in the NB that project to A1, brief laser pulses were 
delivered to the surface of the A1 craniotomy (477 nm, 50 ms duration, 50 mW, 1 s inter-
trial intervals, 50 trials). Unit responses from the NB recording sites were analyzed as 
peri-stimulus time histograms (PSTHs). According to the response profile, three types of 
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units were identified: direct antidromically activated (DAA) units which exhibited short 
latency (10 – 15 ms) and low inter-trial jitter (< 1 ms); indirect antidromically activated 
(IAA) units which exhibited long latency (40 – 60 ms) and high inter-trial jitter (> 1 ms); 
and non-antidromically activated (NAA) units which did not show significant responses 
to laser. Laser responses were regularly monitored during the entire course of the 
experiment and only units with consistent response profiles were analyzed. 
Head-fixed fear conditioning 
Mice were allowed to acclimate to the head-fixation for at least an hour before 
any conditioning trials. CS+/CS- stimuli were narrow-band noise (2 s duration, 70 dB 
SPL, 0.25 octave bandwidth, 5 ms onset/offset cosine ramps) with center frequencies 
within the tonal receptive fields of the ACtx units and at least half an octave away from 
the best frequency. Pre-conditioning frequency tuning functions of both ACtx and NB 
units were measured with pure tone stimuli (250 ms duration, 4 – 45 kHz in 0.25 octave 
steps, 70 dB SPL, 15 repetitions) at least 2 times or until the recording stabilized. During 
each CS+ trials, an air puff was delivered to the animal’s face 5 seconds after the sound 
offset. Every CS+ conditioning session consisted of 6 blocks of 10 CS+ trials with 40-
second inter-trial intervals. Frequency tuning functions were measured between 
consecutive conditioning blocks and measured at least 4 times after the last conditioning 
block. The block/session organization of CS- conditioning were the same as the CS+ 
conditioning, except for that no air puff was delivered. Animals were only conditioned 
with either CS+ or CS- during a single session and CS+/CS- session were randomly 
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assigned. 
For the ACh pseudo-conditioning experiments, air puffs were replaced with 
photoactivation of ACh axon terminals in A1 by shining blue light to the brain surface 
(477 nm, 2 s duration, 50 mW). The acoustic stimuli were narrowband noise similar to 
the air puff fear conditioning experiments. Two versions of pseudo-conditioning 
experiments were carried out: the trace pseudo-conditioning experiments where the ACh 
photoactivation started 5 seconds after the sound offset, and the overlap pseudo-
conditioning experiments where the ACh photoactivation overlapped with the sound 
presentation. Similarly, frequency tuning functions of ACtx and NB units were monitored 
throughout the entire time course of conditioning. 
 For any recorded unit, to analyze the plastic changes induced by conditioning, its 
frequency tuning functions were first normalized individually between the values 0 and 1, 
with 1 representing the response at the best frequency. Next, the responses at conditioned 
frequency and the two closest frequencies (conditioned frequencies) were averaged and 
values were collected over the time course of conditioning. The responses at all the other 
frequencies (unconditioned frequencies) were also averaged and used as a comparison. 
Results 
Trace conditioning induces ACtx map reorganization 
We first tested if trace fear conditioning could produce behavioral and 
physiological results in mice similar to delayed and overlap conditioning paradigms. 
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Mice were conditioned with intermixed CS+ stimuli (narrowband noise, 16 kHz center 
frequency), which were always followed by a mild foot shock 5 seconds after the sound 
offset and CS- stimuli (narrowband noise, 8 kHz center frequency), which did not predict 
any foot shock (Fig. 4-1A).  After five sessions of conditioning, mice were presented 
Figure 4-1 Trace conditioning alters the 
organization of ACtx maps.  (A) Schematic 
cartoons showing the process of trace fear 
conditioning.  (B) Conditioned mice 
showed more freezing behavior towards 
CS+ sound than CS- sound and overall 
more freezing behavior comparing with the 
passively exposed control group.  (C) Top: 
a representative ACtx map showing the best  
frequency (BF) tuning across A1 and AAF. Bottom: BF distribution as a function of rostral- 
caudal location.  (D) Same as (C) but from the passively exposed control group.  (E) BF 
distribution in A1 for the conditioned and control group.  A1: primary auditory cortex. AAF: 
anterior auditory field. 
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randomized CS+ and CS- stimuli in a different environment and their freezing behavior 
were measured. Mice show significantly more freezing during the presentation of CS+ 
(Fig. 4-2B, student t-test, p < 0.01) comparing with CS-. A separate group of mice were 
passively exposed to the CS+ and CS- stimuli without any reinforcement to follow; and 
during the testing phase overall they showed significantly less freezing behavior 
comparing with the conditioned group (Fig 4-1B, Student t-test, p < 0.001). 
Next, we mapped the ACtx of mice in both groups and measured the best 
Figure 4-2 Frequency specific and cell-type specific plasticity induced in ACtx by trace 
conditioning.  (A) Awake head-fixed preparation for conditioning and recording.  (B) 
Experiment procedure.  (C) Animals undergone CS+ conditioning showed increase of 
freezing behavior during learning.  (D) Cell-type specific plasticity of ACtx neurons. Top: 
Frequency tuning functions of a representative regular-spiking unit (RSU) and a fast-spiking 
unit (FSU) over the course of CS+ conditioning. Bottom: Changes of neural response to 
conditioned and unconditioned frequencies over time in all RSUs and FSUs.  (E) Same as 
(D), but from CS- conditioning experiments. 
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frequency (BF) tuning of layer 4 (L4) units in the core fields (A1: primary auditory 
cortex, AAF: anterior auditory field) under anesthesia. We observed that in the 
conditioned group, both A1 and AAF showed clear over-representation of the CS+ 
frequency (16 kHz), but not the CS- frequency (Fig. 4-1C). Interestingly, the CS+ 
frequency over-representation is accompanied by the almost deletion of two neighboring 
frequency bands 0.5 octaves away from the CS+ frequency, suggesting that neurons 
originally tuned to the near-by frequencies shifted their tuning and were ‘taken-over’ by 
the CS+ frequency. In contrast, the passively exposed control group did not exhibit any 
over-representation of either the CS+ or the CS- frequency (Fig. 4-1D). Overall, the BF 
distribution in the A1 of conditioned animals were significantly altered comparing to that 
of control animals (Fig. 4-1E, k-s test, p < 0.05). 
In sum, trace fear conditioning in mice induced frequency-specific freezing 
behavior and ACtx plasticity in mice similar to the results shown in previous delayed 
conditioning experiments (Bakin and Weinberger, 1996; Weinberger, 2003). 
Trace conditioning induces rapid plastic changes in ACtx regular-spiking neurons 
To investigate how plastic changes in ACtx develop during learning, we adapted 
the trace conditioning paradigm to an awake head-fixed preparation so that we could 
track receptive field changes in ACtx neurons over the course of conditioning (Fig. 4-
2A). Prior to each conditioning session, a single-shank linear silicone probe was inserted 
into the ACtx to record neural activity from all six cortical layers within a cortical 
column. The conditioning stimuli (CS+/CS-) were narrowband noise similar to the 
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previous experiments, except that center frequencies of the noise bands were centered on 
the frequency tuning of the recorded units for that session. In addition, air puffs were 
used as the unconditioned stimulus in lieu of foot shocks, which were delivered 5 seconds 
after the offset of the CS+ stimuli. In order to ensure that animals can learn during a short 
period of time (1 – 1.5 hours), only CS+ or CS- conditioning was carried out in a single 
session. Animals that had undergone head-fixed trace conditioning exhibited frequency-
specific freezing behavior towards the CS+ stimuli similar to previous experiments (Fig 
4-2C, Student t-test, p < 0.001). 
Single units (SUs) were isolated based on cluster separation, waveform 
uniformity, and inter-spike interval distribution (see Methods). We monitored the 
frequency tuning functions of all recorded SUs before, during, and after the conditioning 
by interleaving tuning measurements with the conditioning blocks. To avoid potential 
learning or extinction during tuning measurements, frequency tuning functions were 
measured with randomized short pure tone stimuli that sounded different from the 
narrowband noise used during conditioning. Among all the ACtx SUs, some showed 
clear learning-associated enhancement of responses towards the CS+ frequency while 
some did not. To further delineate the heterogeneity of the responses, ACtx SUs were 
divided them into the regular spiking units (RSUs) and fast spiking units (FSUs), with the 
latter group representing the putative Pavalbumin+ inhibitory interneurons. For both 
neuronal groups, we quantified their responses to the conditioned frequencies (CS+ 
frequency ± 0.25 octaves) over the course of conditioning and as a comparison their 
responses to the unconditioned frequencies. 
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We observed that during CS+ conditioning sessions, ACtx RSUs exhibited clear 
learning-induced plastic changes, where their responses towards the conditioned 
frequencies started showing enhancement after 1 – 2 conditioning blocks (10 – 20 CS+ 
trials) and their responses towards the unconditioned frequencies stayed the same. The 
tuning changes would last for at least 30 minutes after 6 blocks of CS+ conditioning (Fig. 
4-2D, repeated measures ANOVA, main effect F1,58 = 14.35, p < 0.001). Interestingly, 
ACtx FSUs did not show any learning-induced tuning shifts group-wise (Fig. 4-2D, 
repeated measures ANOVA, main effect F1,19 = 0, p > 0.05). During CS- conditioning 
sessions, neither the RSUs or the FSUs showed any learning-induced tuning shifts (Fig. 
4-2E, RSUs: repeated measures ANOVA, main effect F1,69 = 0.61, p > 0.05; FSUs: 
repeated measures ANOVA, main effect F1,20 = 0, p > 0.05). 
With these experiments, we further demonstrated that trace fear conditioning can 
rapidly induce plastic changes in ACtx neurons, but in a cell-type specific fashion. 
However, what is inducing these changes? If the NB ACh system is involved as indicated 
in the previous work using delayed conditioning, how is the 5-second long gap between 
the sound and the reinforcement bridged? 
Pairing sound with optogenetic activation of cholinergic axons from the basal forebrain 
induces associative plasticity in ACtx 
To investigate the involvement of the cholinergic NB during trace conditioning, 
we turned to a cell-type specific optogenetic approach. By crossing the ChAT-Cre mouse 
line with the Ai32 line, we produced transgenic mice with exclusive ChR2 expression in 
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their ChAT+ neurons. By shining blue light on the ACtx surface, we can optogenetically 
activate axons of cholinergic neurons in the NB that project to the ACtx. With this 
approach, we can substitute the reinforcement stimuli such as foot shocks and air puffs 
with ACh activation, creating a ‘pseudo-conditioning’ paradigm (Fig. 4-3A-B). The 
pseudo-conditioning paradigm was similar to the fear conditioning paradigm, except for 
that without any aversive reinforcement stimuli, the animals did not exhibit any learning-
induced freezing behavior (Fig. 4-3C). 
Figure 4-3 Frequency specific and cell-type specific plasticity induced in ACtx by ACh 
photoactivation.  (A) Awake head-fixed preparation for pseudo conditioning and recording. The 
reinforcement is replaced with photostimulation of ChAT+ axon terminals in ACtx. (B) 
Experiment procedure. (C) Neither overlap or trace pseudo conditioning induced increase of 
freezing behavior. (D) Cell-type specific plasticity of ACtx neurons. Top: Frequency tuning 
functions of a representative RSU and a FSU over the course of overlap pseudo conditioning. 
Bottom: Changes of neural response to conditioned and unconditioned frequencies over time in 
all RSUs and FSUs. (E) Same as (D), but from trace pseudo conditioning experiments. 
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We first tested whether overlap pseudo-conditioning, where ACh activation and 
CS+ presentation overlapped in time, was enough to induce ACtx plasticity. We recorded 
and analyzed ACtx unit data similar to the previous fear conditioning experiments and 
found that indeed that was the case. Intriguingly, only the ACtx RSUs showed learning-
induced enhancement towards the conditioned frequencies like what we observed in the 
fear conditioning experiments. Furthermore, the time course of the RSU tuning shift was 
similar to the fear conditioning cases (Fig 4-3D, RSUs: repeated measures ANOVA, 
main effect F1,85 = 3.5, p > 0.05; FSUs: repeated measures ANOVA, main effect F1,35 = 
0.05, p > 0.05). These results demonstrate that the cholinergic NB activity alone can 
powerfully mediate ACtx plasticity without any associative learning; and the similar 
features exhibited in the ACh-activation induced ACtx plasticity further suggest the 
involvement of the cholinergic NB neurons during fear conditioning. 
It has been shown that NB neurons respond to the reinforcement stimuli during 
learning (Harrison et al., 2016; Letzkus et al., 2007; Lin and Nicolelis, 2008). However, 
are these ACh responses enough to induce ACtx plasticity when they occur long after the 
sensory stimuli in the trace conditioning cases? We tested this hypothesis with a trace 
version of the pseudo-conditioning experiments, where ACh photoactivation occurred 5 
seconds after the CS+ stimuli. We found that neither the RSUs or FSUs in ACtx showed 
any learning-induced tuning shifts during the entire course of pseudo-conditioning (Fig. 
4-3E, RSUs: repeated measures ANOVA, main effect F1,50 = 1.3, p > 0.05; FSUs: 
repeated measures ANOVA, main effect F1,12 = 1.82, p > 0.05).  
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Figure 4-4 NB ChAT+ neurons exhibit learning-induced plasticity during trace conditioning.  (A) 
Awake head-fixed preparation for conditioning, recording, and optogenetic antidromic tagging of 
A1-projecting ChAT+ neurons in the NB. (B) Retrograde tracing of A1-porjecting ChAT+ 
neurons. (C) A representative A1- projecting ChAT+ neuron. From left to right: antidromically 
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activated by blue laser, response air puffs, noise bursts, and pure tones. (D) Same as C, but from a 
putative ChAT- neuron. (E) Cell-type specific plasticity of NB neurons. Top: Frequency tuning 
functions of a representative ChAT+ and a ChAT- over the course of CS+ conditioning. Bottom: 
Changes of neural response to conditioned and unconditioned frequencies over time in all ChAT+ 
and ChAT neurons. (F) Same as (E), but from CS- conditioning experiments. 
These results indicate that ACh activity from NB is enough to mediate ACtx 
plasticity the same way we observed during fear conditioning. However, the ACh activity 
and the sound evoked activity have to be overlapped in order to converge in ACtx to 
induce plasticity, which means the gap between the sensory stimuli and the reinforcement 
stimuli has to be bridged somewhere in the brain during trace conditioning. 
ACtx reorganization is induced by associative plasticity in nucleus basalis 
Concerning the convergence of sensory and reinforcement neural responses, we 
have two possible solutions. The first one hypothesize that the convergence occurs in 
ACtx, which means the sensory response would persist after the sound offset and 
continue until the reinforcement stimuli occur. However, we did not observe any 
systematic sustained response after the CS+ stimuli during conditioning. If a ‘reverberant 
trace’ exists, it is unlikely to be manifest in the spiking activity or electrical oscillations in 
ACtx but must instead be found in an intracellular signaling process. The second 
hypothesis suggests that the convergence occurs in the NB, which would require, among 
other things, that NB neurons to respond to the sensory stimuli.  
We tested the convergence-in-NB hypothesis by recording from the NB neurons 
during head-fixed trace conditioning of the ChAT-Ai32 transgenic mice. We recorded 
from the NB and ACtx simultaneously using two separate silicone probes, with an optic 
fiber delivering blue light pulses to the ACtx surface to antidromically activate the 
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ChAT+ NB neurons (Fig. 4-4D). Due to narrow geometry of the NB and sparseness of 
the ChAT+ neurons in the NB, the probability of encountering a direct-antidromic-tagged 
ACtx-projecting ChAT+ neuron was low (12 units out of 1008 recorded channels), while 
more NB neurons showed indirect antidromic response to the laser activation (153 units 
out of 1008 recorded channels), which we putatively designated as ChAT- neurons. We 
studied both direct and indirect antidromically-tagged NB neurons and their naïve 
responses to an assortment of stimuli before conditioning. As previous studies suggested, 
both types of NB neurons respond to air puffs. However, to our surprise, we observed 
robust responses from both types of NB neurons to sound, including broadband noise 
stimuli and pure tone stimuli (Fig. 4-4C-D). Since no conditioning has occurred yet, these 
results suggest that the NB neurons had “native” responses to the auditory stimuli. The 
short latency NB sound responses (11 – 15 ms) suggest that the origin of the signal may 
come from pre-ACtx regions such as the thalamus or the midbrain.  
Because NB neurons, including the ChAT+ neurons, readily respond to auditory 
stimuli, bridging the gap between the sensory and reinforcement stimuli becomes a trivial 
issue because NB neurons could release ACh in the ACtx during the CS+ (or CS-) as 
well as during the behavioral reinforcer. However, if the NB ACh signally occurs 
indiscriminately and passively to all the sounds, how would frequency-specific plasticity 
occur in ACtx? 
To address this confound, we studied the frequency tuning functions of both types 
of NB neurons during trace fear conditioning in a similar fashion to the previous 
experiments. Interestingly, during CS+ conditioning sessions we observed a transient 
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enhancement of the responses to the conditioned frequencies in ChAT+ ACtx-projecting 
NB neurons, but not the ChAT- NB neurons (Fig 4-4E, ChAT+ neurons: Wilcoxon 
signed-rank test: p < 0.05; ChAT- neurons: Wilcoxon signed-rank test: p > 0.05). During 
CS- conditioning sessions, neither type of NB neurons exhibited learning-induced plastic 
changes (Fig 4-4F, ChAT+ neurons: Wilcoxon signed-rank test: p > 0.05; ChAT- 
neurons: Wilcoxon signed-rank test: p > 0.05). 
These results demonstrated that the NB not only readily bridges the gap between 
the sensory and reinforcement stimuli, it also exhibits clear learning-induce plasticity that 
can potentially be the precursor of ACtx plasticity. The transient enhancement of ChAT+ 
neural responses coincides with the onset of ACtx plasticity, suggesting that ACh input 
from the NB is only needed to induce the plasticity, not to maintain the change. 
Discussion 
The link between sensory cues and associated rewards or punishments has been 
studied extensively in behavioral and physiological animal models, and various neural 
modulatory systems have been suggested to play significant roles (Marlin et al., 2015; 
Martins and Froemke, 2015; Schultz et al., 1997). However, few of these studies address 
the ‘distal reward problem’ thoroughly, limiting the explanatory power of their models. 
This study approached the problem with a tractable and quantifiable measurement 
(cortical frequency tuning plasticity) caused by a well-controlled behavioral paradigm 
(trace fear conditioning behavior), and carried out a series of experiments in a progressive 
fashion addressing different aspects of the mechanism.  
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Most of the classic studies of cortical plasticity compare the status of the cortex 
before and after learning, apply acute mapping techniques under anesthesia, and focus 
mainly on the thalamic recipient layers of the cortex (Bakin and Weinberger, 1996; Kim 
and Bao, 2009; Polley et al., 2006). In this study, we track the evolution of the cortical 
responses in awake behaving animals during the course of conditioning, which provides 
us rich real-time information about the neural activities concerning the plasticity. We also 
recorded from multiple cortical layers and various cell types, which provides us a holistic 
view of process (Kajikawa and Schroeder, 2011; Mountcastle, 1957).  
One interesting observation we made is the cell-type specific plasticity induced by 
both trace fear conditioning and overlap pseudo-conditioning in ACtx, whereas RSUs 
showed clear changes but FSUs did not. The similarity of the RSU plasticity between the 
two cases strongly suggest that the underlying neural mechanisms are potentially similar, 
i.e. what trace fear conditioning induced is similar to what overlap pseudo-conditioning 
induced—ACh input to ACtx overlapping with the auditory responses. It has been 
reported that cholinergic input to ACtx mediates cortical plasticity by activating 
interneurons with nicotinic receptors in L1 which then disinhibit interneurons in L2/3 and 
enhance cortical responses (Letzkus et al., 2011). However, we did not observe any clear 
tuning changes in the FSUs, which are putative PV+ interneurons. There are several 
possible explanations. First, most of the units we recorded were from mid – deep cortical 
layers, which may be mediated by ACh differently from the L1-3 circuit, for instance, via 
muscarinic receptors (Miasnikov et al., 2009; Wenk, 1997). Second, it may be 
unnecessary to have FSUs with long-term plastic changes in order for the RSUs to 
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maintain their plastic changes. Third, it is possible that the time course for FSUs to 
develop plastic changes is longer than the RSUs, so we did not observe it during the 
conditioning session. 
To explain the ACtx plasticity and the bridged gap, we dismissed the hypothesis 
that the sensory and reinforcement signals converged in ACtx by cortical neurons 
responding during the gap, even though previous works suggested that certain cortical 
neurons in other cortices may develop prolonged responses to sensory stimuli (Chubykin 
et al., 2013; Shuler and Bear, 2006; Zold and Shuler, 2015). However, it would be 
difficult for ACtx neurons to develop a sustained response for a 5-second long silence 
period within just 10 – 20 trials of conditioning. In fact, we did not observe any such kind 
of activity in our ACtx recordings. Moreover, since the ACh activity from the NB already 
overlap in time with the auditory responses in ACtx, it would be impractical for neurons 
to develop such responses. 
The basal forebrain is a complex brain structures consists of multiple nuclei which 
are made out of a mixture of cell types supporting a wide variety of functions (Alitto and 
Dan, 2013; Chen et al., 2015; Gritti et al., 2003; Kim et al., 2015; Yang et al., 2014). 
Many previous works focus on the medial portion of the BF, which includes the 
horizontal limb of the diagonal band (HDB), substantia innominate (SI), and medial 
septal nuclei (Baxter and Chiba, 1999; Kristt et al., 1985). However, it has been shown 
that the cholinergic projections from the BF to the cortex were topographically organized, 
with only the lateral-caudal portion of the nucleus basalis (NB) projecting to ACtx (Kim 
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et al., 2016). It is also crucial to delineate the different cell types in the NB, which 
include cholinergic, GABAergic, and glutamatergic neurons (Do et al., 2016). With 
optogenetic tools, we were able to isolate only the ACtx-projecting ChAT+ neurons. 
Whereas neurons in HDB and SI can “acquire” sensory responses after conditioning 
likely through feedback from frontal cortex (Lin et al., 2015; Lin and Nicolelis, 2008), 
our data suggest that NB neurons contribute to auditory learning through a different 
mechanism. Rather than developing a sensory response from nothing, these neurons 
exhibit “native” sensory responses and they mediate ACtx plasticity by undergoing 
plastic changes themselves. Because these neurons are cholinergic and they project the 
ACtx, we can directly link the enhancement of their auditory responses to the induction 
of associative plasticity in ACtx. 
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APPENDIX  Brief hearing loss disrupts binaural integration during two early 
critical periods of auditory cortex development3 
Abstract 
Early binaural experience can recalibrate central auditory circuits that support 
spatial hearing. However, it is not known how binaural integration matures shortly after 
hearing onset or whether various developmental stages are differentially impacted by 
disruptions of normal binaural experience. Here we induce a brief, reversible unilateral 
conductive hearing loss (CHL) at several experimentally determined milestones in mouse 
primary auditory cortex (A1) development and characterize its effects B1 week after 
normal hearing is restored. We find that CHL shapes A1 binaural selectivity during two 
early critical periods. CHL before P16 disrupts the normal coregistration of interaural 
frequency tuning, whereas CHL on P16, but not before or after, disrupts interaural level 
difference sensitivity contained in long-latency spikes. These data highlight an evolving 
plasticity in the developing auditory cortex that may relate to the aetiology of 
amblyaudia, a binaural hearing impairment associated with bouts of otitis media during 
human infancy. 
Introduction 
Perturbations of normal sensory experience during critical periods of cortical 
development can have specific and lasting effects on the organization of synapses, 
receptive fields, topographic maps and sensory-guided behaviours (for recent reviews see 
(Espinosa and Stryker, 2012; Sanes and Woolley, 2011)). Often, critical period regulation 																																																								
3 Originally published as “Polley, D. B. et al. Brief hearing loss disrupts binaural integration 
during two early critical periods of auditory cortex development. Nat. Commun. 4:2547 (2013).” 
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of a particular sensory representation coincides with a stage in normative development 
when its associated neural circuitry is most labile (Knudsen, 2004). In the primary visual 
cortex, the effects of the eyelid suture are greatest several weeks after eye opening, when 
ipsilateral eye responses begin to rapidly mature (Crair et al., 2014) and the preferred 
stimulus orientation for inputs to each eye become increasingly well matched (Wang et 
al., 2010). In the primary auditory cortex (A1) of altricial rodents, the effect of hearing 
loss on intracortical inhibition is greatest when inhibitory synapses are actively maturing 
(Takesian et al., 2012). Tonotopic map plasticity associated with pure tone rearing is 
limited to a 3-day window beginning at the onset of hearing, when tone-evoked response 
thresholds drop most precipitously (de Villers-Sidani et al., 2007), synaptic excitation and 
inhibition are still uncorrelated (Dorrn et al., 2010) and dendritic spines on layer 4 
thalamorecipient neurons are rapidly maturing (Barkat et al., 2011). By contrast, the 
effect of frequency-modulated sweep rearing on auditory directional tuning is greatest 
weeks later, when frequency-modulated sounds first begin to elicit high firing rates 
(Insanally et al., 2009).  
Temporarily disrupting hearing in one ear of young animals can negatively impact 
binaural selectivity in central auditory nuclei (Gold and Knudsen, 2000; Kral et al., 2013; 
Miller and Knudsen, 2003; Mogdans and Knudsen, 1993; Popescu and Polley, 2010; 
Silverman and Clopton, 1977), much like the effects of monocular deprivation on the 
development of coordinated binocular tuning in the visual cortex (Espinosa and Stryker, 
2012). Unlike tonotopic map plasticity in the auditory cortex or ocular dominance 
plasticity in the visual cortex, the precise timing and organization of critical periods 
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governing the experience-dependent maintenance of binaural integration in the 
developing auditory cortex are unknown. Moreover, it is not known how—or whether—
these changes are aligned to the normal maturational time course for cortical binaural 
tuning. Thus, one of the aims for these experiments was to introduce a temporary hearing 
loss at precise time points suggested from a day-by-day analysis of normative binaural 
development in A1.  
Asymmetric conductive hearing loss (CHL) is quite common in human infants 
with otitis media (Gravel and Wallace, 2000). Affected individuals are at greater risk to 
experience a constellation of brain-based binaural hearing impairments in later life, 
collectively known as amblyaudia (named after its visual analogue, amblyopia (for 
review see (Whitton and Polley, 2011)). However, developmental studies of temporary 
CHL in animal models generally involve recording immediately following extended 
periods of severe CHL rather than simulating the more enduring effects of the transient, 
moderate-intensity CHL that can accompany otitis media (Gravel and Wallace, 2000). 
Therefore, a second goal of these studies was to determine whether mimicking a naturally 
occurring CHL at empirically defined developmental milestones is associated with 
specific neuronal deficits in binaural integration. To address these aims, we tracked the 
day-by-day maturation of A1 sound representations over the first week of hearing in 
mouse pups. We noted abrupt shifts in monaural response threshold and preferred 
frequency tuning between P11 and P14 followed by a more gradual maturation of 
ipsilateral interaural level difference (ILD) sensitivity contained in long-latency spikes 
that was maximally pronounced at P15–P16. To test the hypothesis that the stepwise time 
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course of normative maturation would correspond to distinct points in development when 
each feature was specifically vulnerable to the effects of degraded binaural experience, 
we introduced a brief, reversible monaural CHL at P12, P16 or P20. We found that 
disrupting binaural experience at P12 interfered with the normal coregistration of 
frequency-receptive fields between the contralateral and ipsilateral ears, whereas the 
same manipulation at P16 primarily affected cortical ILD sensitivity. These findings 
highlight a sequence of brief developmental windows occurring shortly after hearing 
onset that regulate the specific and lasting influence of binaural experience on the cortical 
representation of sound features underlying spatial hearing.   
Methods 
Animal preparation 
All procedures were approved by the Massachusetts Eye and Ear Infirmary 
Animal Care and Use Committee and followed the guidelines established by the National 
Institutes of Health for the care and use of laboratory animals. A total of 78 CBA/CaJ 
mice of either sex were used for all experiments. The morning that a new litter of pups 
was first observed was designated as postnatal day P0. Mice were anaesthetized with 
ketamine and xylazine for all experiments involving physiological measurements 
(induction with 80 mg kg-1 ketamine and 16 mg kg-1 xylazine; 45 mg kg-1 maintenance 
doses of ketamine, as needed). Mice were anaesthetized with isoflurane (5% induction, 
1.5–2.5% maintenance in oxygen) for cases where manipulations or inspections of the ear 
were performed without physiological measurements. For all procedures, mice were 
placed atop a homeothermic blanket system with skin temperature maintained at 36.5 °C 
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and the head immobilized with a modified head-holder. All experiments were performed 
inside a sound-attenuating chamber. Acoustic assemblies consisted of two miniature 
dynamic earphones used as sound sources and an electret condenser microphone coupled 
to a probe tube to measure sound pressure near the eardrum. For terminal recording 
procedures, the external ear was severed at the tympanic ring. The tip of each sound 
delivery tube was positioned against the tympanic ring and calibrated before each 
experiment. In P10–11 mice, care was taken to separate the meatus from the tympanic 
membrane to create a direct path for the acoustic stimulus. A lumen had formed in the 
external meatus by P12; thus, this step was unnecessary. 
Middle ear poloxamer hydrogel injection 
A slit was made in the left tragus to allow better visualization of the tympanic 
membrane. A small hole was made in the pars flaccida to permit the outflow of excess 
solution. Borosilicate glass capillary tubing was pulled to a fine, tapering point (B15 mm) 
and the blunt end fixed to a syringe infusion set. The syringe contained a 20% (w/w) 
solution of poloxamer 407 (Spectrum Chemicals) and blue dye (FD&C Blue 1) dissolved 
in double deionized water. The solution was prepared immediately before use and 
maintained at ~5 °C up to the point of injection. The injection pipette was secured within 
a three-dimensional micropositioner and the pipette tip advanced through the posterior 
quadrant of the pars tensa. Approximately 5 µl of poloxamer solution was injected under 
visual inspection through an operating microscope until blue fluid had filled the middle-
ear cavity. Excess solution was quickly removed with an absorbent point before it 
transitioned to a gel. Injections were made on two successive days beginning on P12, P16 
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or P20. For the sham procedure, the mouse was anaesthetized at one of the ages listed 
above and the tragus was snipped. The middle ear was left intact owing to concerns that 
tympanic membrane puncture, on its own, was a form of CHL as well as a portal for 
middle ear infection. 
Otoacoustic emission measurement 
The probe-tube microphone was calibrated in a small coupler with a 1/80 
condenser microphone. Stimuli were generated digitally, and sound pressure was 
amplified and digitally sampled at 5 ms. Two tones with different carrier frequencies 
were delivered through the earphones. The frequencies were kept at a constant ratio (f2/f1 
= 1.2), and the f2 primary was presented at 10 dB below the f1 level. The resultant 
DPOAE was measured at the 2f1 - f2 frequency. Each ear canal SPL measurement was 
obtained from 1.6 s of spectral and waveform averaging. DPOAEs were measured at five 
probe frequencies (f2 = 8–32 kHz in 0.5 octave intervals) and 13 levels (f2 = 20–80 dB 
SPL in 5 dB increments). The acoustic noise floor was measured at frequencies straddling 
the DPOAE frequency in the spectrum average. DPOAE threshold was defined as the 
lowest of at least two contiguous f2 levels for which the DPOAE amplitude was at least 3 
dB greater than the noise floor. 
ABR measurement 
Subdermal needle electrodes (Grass) were inserted into the ventral aspect of each 
pinna and a ground electrode at the base of the tail. ABRs were bandpass filtered (0.3–3 
kHz), amplified 10,000× (Grass) and sampled by the A/D board at 100 kHz. ABR was 
measured with tone bursts (5 ms duration, 0.5 ms onset/offset gates, 30 Hz repetition 
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rate) at 8, 16 and 32 kHz (chronic experiments) or 16 kHz (acute experiments). Stimulus 
level was varied from 20–80 dB SPL, initially in 5-dB steps but increasing to 10-dB steps 
after a criterion response amplitude was reached (0.55mV peak-to-peak). Stimuli were 
presented in opposite-polarity pairs to attenuate the contribution of microphonic 
potentials to the ABR waveforms. ABRs were averaged from 512 stimulus pairs (or 256 
in the event the criterion response amplitude had been reached). Wave 1 threshold was 
defined for each stimulus type based on visual inspection of the stacked ABR waveforms. 
Threshold was defined as the lowest sound level that could reliably produce a stimulus-
evoked peak that followed the progressive trend for decreasing amplitude and increasing 
latency across the full range of sound levels. 
Cortical unit recordings 
A craniotomy was made over the right auditory cortex and the brain surface was 
covered with high viscosity silicone oil. The dura mater was left intact. Recordings were 
made from the middle layers of A1 with a 4-shank 16-channel silicon probe (177 mm2 
contact area, 50 µm contact separation, 4 contacts per shank, 125 µm separation between 
shanks; NeuroNexus Technologies). A1 was distinguished from other cortical fields on 
the basis of cranial landmarks and a low-to-high, caudal-to-rostral tonotopic organization 
(Guo et al., 2012b; T. a Hackett et al., 2011). One to four separate penetrations were 
made per mouse. Raw signals were digitized at 32 bit and bandpass filtered at 300–5,000 
Hz. High SNR multi-unit spikes were detected using an adaptive threshold set to 4.5–6 
s.d. above the mean of a 5 s running average (OpenEx, Tucker-Davis Technologies).  
For each penetration, FRAs were derived from tone pips (50 ms duration, 4ms 
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raised cosine ramps, 4–45.5 kHz in 0.15 octave steps, across a maximum range of 0–90 
dB SPL, interleaved and randomized for each ear, repeated twice) delivered 
independently to each ear (700 ms stimulus onset asynchrony). ILD sensitivity was 
measured from the unit responses to 45 dichotic white noise bursts of varying 
contralateral and ipsilateral level (100 ms duration, 5ms raised cosine ramps, 15 
repetitions). Contralateral and ipsilateral sound levels ranged from the minimum response 
threshold to 20 dB above threshold (5 dB steps) with ILDs spanning -20 to 20 dB (5 dB 
steps).  
To estimate the level of acoustic attenuation provided by the head, we performed 
extracellular unit recordings from the left and right central nucleus of the inferior 
colliculus using the same methods for anaesthesia, sound delivery and neurophysiological 
recordings described above. Before recording, the right stapes was removed and the 
cochlear fluids were drained, thereby inducing complete unilateral hearing loss. Sound 
delivery tubes were then positioned against each tympanic ring (Fig. 5-S1a–d). Tones and 
white noise bursts were presented to the intact or destroyed ear.  
We were unable to elicit a response from tone bursts presented to the 
cochlectomized ear at any frequency up to 80 dB SPL, thereby assuring that tonal 
receptive fields were faithful to the stimulated ear (Fig. 5-S1e). Noise bursts delivered to 
the cochlectomized ear could drive 69% of the recorded units with thresholds that were 
elevated by 61.6 ± 0.71 dB (n = 45, mean ± s.e.m.) above the same unit’s sensitivity to 
stimulation of the intact cochlea (Fig. 5-S1f). Our analysis of noise-evoked responses was 
restricted to stimuli with ILDs of ±20 dB and mean binaural levels between threshold to 
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20 dB above threshold (that is, for a unit with a mean binaural threshold at 60 dB SPL, 
we presented noise bursts to the contralateral and ipsilateral ears ranging from 50 to 90 
dB SPL as illustrated in Fig. 5-4a). With this approach, the most intense sound presented 
would be only 30 dB above the response threshold, which is less than half of the mean 
threshold for activating the contralateral cochlea via cross-talk. Therefore, the neural 
responses presented here can be attributed to the ear that was directly stimulated. 
Analysis of cortical unit recordings 
The FRA was first smoothed by a 3 × 3 point median filter, then the spike counts 
were summed across sound frequencies or sound levels to create spike-frequency or 
spike-level functions, each of which were subsequently smoothed again with a five-point 
median filter. The spike-frequency function was inverted (to create a V-shape) and the tip 
set at the minimum threshold, defined as the inflection point on the spike-level function. 
FRA BF was defined as the frequency associated with the greatest number of spikes 
within the tone-evoked response period. The aural dominance index was defined in sites 
with bilateral FRAs as the mean ratio of contralateral versus ipsilateral firing rates 
separately defined for each frequency-level combination contained within the union of 
the contralateral and ipsilateral FRAs. Receptive field overlap was defined as the number 
of frequency–intensity points contained within the intersection of the contralateral and 
ipsilateral FRAs divided by the number of points contained within their union. The 
developmental analysis was based on 1,262 unit recordings in 35 mice, of which 1,001 
units were responsive to ipsilateral or contralateral sound (P10, n?3/3 (recording 
sites/animals); P11, n = 55/3; P12, n = 70/3; P13, n = 42/3; P14, n = 96/4; P15, n = 107/3; 
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P16, n = 91/3; P17, n = 162/ 4; adult (8–14 weeks) n = 375/9). The effects of hearing loss 
were based on 612 units in 21 mice (Sham, n = 142/5; CHL12, n = 163/6, CHL16, n = 
159/5 and CHL20, n = 148/5).  
For dichotic noise burst stimuli, analysis was restricted to recording sites that 
yielded a FRA for either the contralateral or ipsilateral ear, were significantly driven by 
dichotic white noise bursts (unpaired Student’s t-test of pre- versus poststimulus spike 
rates for all stimulus combinations, P < 0.001) and had a minimum response threshold for 
average binaural sound levels ≤75 dB SPL (n = 610 and 552 recordings sites for the 
developmental study and plasticity study, respectively). Minimum threshold was defined 
at each recording site as the lowest mean binaural level for which the firing rate of at 
least one ILD combination was more than 3.5 s.d. above its spontaneous firing rate. The 
timing of the overall noise-evoked response periods were the first and last bins of a 
contiguous response period containing firing rates at least 4 s.d. above the spontaneous 
rate.  
We separately quantified response periods containing spikes evoked by 
contralateral versus ipsilateral ILDs. The timing of each window was determined by 
measuring when spiking activity for the 20 contralateral ILDs (ILD = 5 to 20dB at 5 
mean binaural levels) was most different from the 20 ipsilateral ILD combinations (ILD 
= -5 to -20 dB at 5 mean binaural levels), respectively. As the precise timing of response 
periods containing spikes evoked by contralateral versus ipsilateral ILDs might vary 
across development between hearing loss conditions, or between different units, the onset 
and offset windows that captured the strongest contralateral and ipsilateral ILD 
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sensitivity were left as free parameters to be determined by a brute force exhaustive 
search approach. The search algorithm was limited by three constraints: first, the onset of 
contralateral and ipsilateral ILD response windows must both be contained within the 
entire response period; second, the windows must avoid offset responses by terminating 
<100ms from the onset response; finally, each window must be at least 20 ms in duration. 
This approach allowed us to objectively determine the post-stimulus response windows 
that maximized the difference in mean firing rate evoked by contralateral versus 
ipsilateral ILDs without making any assumptions as to when these responses occurred. 
Once the timing of each response window was established, the mean rate-ILD functions 
were constructed from the five binaural levels ranging from threshold to 20 dB above 
threshold. ILD sensitivity was quantified by calculating the slope of the linear fit applied 
to the mean ILD function. 
Results 
Defining the onset of hearing 
The maturation of cortical sound representations was characterized on a day-by-
day basis for 1 week after the onset of hearing. The analysis was based on recordings 
from 1,262 A1 units in 35 CBA/CaJ mice. The onset of hearing was operationally defined 
as P10, as it was the earliest age when a contiguous monaural frequency response area 
(FRA) could be delineated from the anaesthetized cortex using airborne tone bursts ≤90 
dB sound pressure level (SPL) (albeit, in only 3/64 recordings sites from one of the three 
P10 pups tested). This does not set an absolute lower bound on the onset of hearing in all 
mice, as measurements in different strains or with different functional markers of hearing 
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Figure 5-1 Rapid maturation of monaural response properties in A1 is associated with concurrent 
changes in cochlear sensitivity. (a) Representative contralateral and ipsilateral FRAs recorded 
from A1 on P11, P14 and P17. (b, c) Rapid expansion of BF (b) and drop in threshold (c) of 
contralateral (black) and ipsilateral (red) FRAs measured from 1,001 units in 35 mice. (d) 
Minimum sound levels sufficient to elicit a measurable DPOAE at five test frequencies. N = 56 
ears, values represent mean ± s.e.m. DPOAEs are based on outer hair cell receptor currents that 
can be measured as sound level changes in the ear canal. (e, f) Neither the absolute difference 
between contralateral and ipsilateral BFs (e) nor the contralateral bias in minimum response 
threshold (f) were greatly changed over the first week of hearing. C, contralateral; I, ipsilateral; 
dif., difference. Lines represent mean values at each age. Each data point is one recording site. A 
slight random jitter is imposed on all data points to visually distinguish identical values in the 
scatterplots. 
could provide different results. However, P10 or P11 is the age at which the ear canal 
first opens in several mouse strains, Preyer’s reflex is first evident and soundevoked 
activity is first observed in the auditory nerve and inferior colliculus, making it a 
reasonable estimate (Ehret and Romand, 1992; Mikaelian and Ruben, 1965; Shnerson 
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and Willott, 1979). 
Development of monaural sound representations 
Monaural FRAs exhibit a series of profound changes during the first week of 
hearing (Fig. 5-1a). At the onset of hearing, contralateral and ipsilateral best frequencies 
(BFs) were predominantly found between 10 and 22 kHz, frequencies that fall within the 
most sensitive region of the CBA mouse audiogram (Radziwon et al., 2009). Beginning 
at P14, contralateral and ipsilateral BFs were observed at progressively more eccentric 
sound frequencies until they reached an adult-like distribution by P16 or P17 (Fig. 5-1b). 
Contralateral and ipsilateral minimum response thresholds also decreased significantly 
during the initial days of hearing, reaching approximately adult-like levels by P15 (one-
way analysis of variances (ANOVAs), F > 120.43, P < 1 × 10-6 for both contralateral (n = 
964) and ipsilateral (n = 684) response measurements, Fig. 5-1c).  
The rapid maturation of cortical response properties in the first days after hearing 
onset could reflect neurodevelopmental changes in the central auditory system and/or the 
auditory periphery. To estimate postnatal changes in cochlear sensitivity, we measured 
the outer hair cell function via distortion product otoacoustic emissions (DPOAEs), a 
bioacoustic signal that is based upon sound-evoked changes in hair cell receptor 
potentials that can be measured as sound pressure changes in the ear canal (Shera and 
Guinan, 1999). In so doing, it was evident that both the change in A1 response thresholds 
and the increasing range of BF tuning between P10 and P14 occurred in parallel with 
commensurate changes in cochlear sensitivity (ANOVA, main effect for DPOAE 
threshold changes by age and age_frequency interaction term n = 56 ears, F = 77.38 and 
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3.52, respectively, P < 1 × 10-6 for both comparisons; Fig. 5-1d). 
The contribution of peripheral maturation to developmental changes in A1 
threshold and frequency sensitivity can be accounted for if one assumes that peripheral 
maturation is symmetrical; namely, whatever developmental processes are unfolding in 
the left ear are also unfolding in the right ear. In this scenario, the intearaual difference in 
various response features would remain constant, despite ongoing cochlear maturation. 
Alternatively, peripheral development could accompany changes in CNS circuits tuned to 
interaural response features. This could result in developmental changes in both monaural 
and interaural response properties. 
To address these possibilities, we analyzed developmental changes in the 
interaural relationship between various response features for units with contralateral and 
ipsilateral receptive fields (71% of all recording sites). We found that interaural BFs 
deviated by ~0.25 octaves throughout the first week of hearing (one-way ANOVA, n = 
707, F = 1.54, P = 0.15; Fig. 5-1e). This suggested that the rapid increase in the range of 
preferred frequency tuning noted in Fig. 5-1b can be primarily attributed to postnatal 
changes in cochlear development, as has been suggested previously (Moore and Irvine, 
1979; Shnerson and Pujol, 1982). The interaural threshold difference increased slightly 
but significantly across the ages tested (one-way ANOVA, n = 707, F = 8.49, P < 1 × 10-
6; Fig. 5-1f). Although this supports a previous description of increasing contralateral 
sensitivity bias across an early period of hearing in the ferret cortex (Mrsic-Flogel et al., 
2006), the increase in the interaural threshold difference is far less than the change in 
overall response threshold (Fig. 5-1c). Collectively, these findings suggest that many 
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changes in monaural threshold and frequency tuning can be ascribed to cochlear 
development. Despite its provenance, the fact remains that the sensitivity and frequency 
range of sound-evoked spiking changes dramatically between P11 and P14 in A1. The 
timing of this abrupt change in cortical spiking patterns may predict the timing of a 
critical period window for experience-dependent influences on coordinated interaural 
frequency tuning. 
Monaural deprivation disrupts receptive field balance 
To test this hypothesis, we developed a new approach to temporarily degrade 
auditory inputs to one ear during brief windows of postnatal development. This was 
achieved by injecting a thermoreversible poloxamer hydrogel into the middle ear cavity, 
Figure 5-2 Intratympanic poloxamer injections 
create a short-term and fully reversible mild 
CHL. (a) Reversible CHL was created by 
injecting a solution of Poloxamer 407, a 
thermoreversible hydrogel, into the middle ear 
space of young mice. Injections were made on 
two consecutive days into the left ear. Unit 
recordings were made in the right A1, 
contralateral to the injected ear. (b–d) Minimum 
response threshold for ABR wave 1 elicited with 
8 (b), 16 (c) or 32 kHz (d) tone bursts delivered 
to the left ear. Thresholds are plotted relative to 
day of the first poloxamer injection on P16 (solid 
lines, n = 14) or from age-matched control mice 
(dashed lines, n = 9). (e) ABR threshold was 
measured at 16 kHz from left injected ear (black) 
and the right uninjected ear (grey) in poloxamer-
injected mice. Measurements were taken 
immediately before A1 recordings, 14 days after 
an initial poloxamer injection at P12 (n = 5), P16 
(n = 4) or P20 (n = 5). All values represent mean 
± s.e.m. Asterisks indicate significant differences 
between poloxamer and control threshold values 
based on ANOVA post-hoc pairwise 
comparisons (P < 0.05). 
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which simulated a temporary bout of asymmetric CHL that can accompany otitis media 
in human infants (Fig. 5-2a). Poloxamers offer the advantage of remaining liquid when 
injected in the middle ear at a cool temperature, then rapidly transition to a gel as they 
warm to body temperature and, finally, spontaneously dissolve through hydrolysis several 
days later. Intratympanic poloxamer injections circumvent some of the challenges 
associated with using ear plugs in very young animals, such as permanent stenosis of the 
ear canal and degradation of the tympanic membrane (Moore et al., 1989). It also 
provides an alternative to surgically ligating the ear canal, which is disadvantaged by the 
fact that normal hearing thresholds can only be restored by an invasive surgery on the 
ligated ear, thereby necessitating that the neurophysiology experiment take place within 
minutes or hours after hearing is restored. By tracking day-to-day changes in auditory 
brainstem response (ABR) in mice injected with poloxamer at P16 and P17 (n = 14) or 
age-matched control mice (n = 9), we determined that poloxamer injections induced a 
significant elevation of ABR wave 1 threshold for 5 days at 8 kHz (Fig. 5-2b), 6 days at 
16 kHz (Fig. 5-2c) and 7–13 days at 32 kHz (Fig. 5-2d). We also confirmed that the ABR 
threshold shift was fully resolved before our cortical neurophysiology experiments 14–15 
days after the initial poloxamer injection (that is ~1 week after normal hearing was 
restored, Fig. 5-2e).  
To compare the effects of temporary unilateral hearing loss on the coordinated 
development of interaural frequency tuning, recordings were made from A1 in the right 
hemisphere of mice 2 weeks after poloxamer injection into the left middle ear cavity on 
P12 (CHL12), P16 (CHL16) or P20 (CHL20), and also from mice that underwent a sham 
		
175 
 
Figure 5-3 An early critical period for the disruptive effect of transient unilateral hearing loss 
on interaural receptive field alignment. (a) Representative contralateral and ipsilateral FRAs 
recorded from A1 of mice that received a sham procedure (top) or a poloxamer injection to 
the contralateral ear on P12 (bottom). All recordings are made 14–15 days following the 
initial poloxamer injection or sham procedure. For purposes of direct comparison, the 
monaural FRA colour scale is mapped to the same range of firing rates rather than 
normalizing individually. Panels to the right represent the ratio of firing rates for each point 
within the union of the contralateral and ipsilateral FRAs. (b) Contralateral (black) and 
ipsilateral (red) FRA thresholds (c) Spontaneous firing rate measured during the 100-ms 
period preceding tone onset.  (d) The percentage of tone combinations contained in both 
contralateral and ipsilateral FRAs (the intersection) relative to all tone combinations 
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contained in the contralateral and ipsilateral FRAs combined (the union). (e) Absolute 
difference in BF measured from the contralateral and ipsilateral FRAs. (f) Increased BF 
disparity in CHL12 group reflects a systematic high-frequency shift in contralateral versus 
ipsilateral BFs. Asterisk indicates a significant difference based on a paired Student’s t-test 
(Po0.005).  (g) Mean ratio of contralateral versus ipsilateral firing rates from tone 
combinations within the union of both FRAs. More positive values indicate greater 
contralateral dominance. All values represent mean ± s.e.m. dif., difference. Sample size: 
CHL12 (n = 163 (total units)/135 (units with bilateral FRAs) from 6 mice), CHL16 (n = 
159/127 units from 5 mice), CHL20 (n = 149/127 units from 5 mice) and sham-operated 
controls (n = 142/77 units from 5 mice). Asterisks and horizontal lines indicate significant 
differences relative to the sham group or associated pair, respectively, according to ANOVA 
post-hoc pairwise statistics adjusted for multiple comparisons (P < 0.05). 
 
procedure at one of these ages. Unless otherwise indicated, descriptive statistics are 
provided as mean ± s.e.m. P-values for all statistical tests reported below are based on an 
ANOVA followed up with pairwise contrasts that were adjusted for multiple comparisons 
with the Bonferroni method.  
In sham-operated juvenile mice, as was previously described in naive adult mice, 
contralateral FRA thresholds were 5 dB lower on average than ipsilateral FRA thresholds 
(21.1 ± 0.94 versus 25.9 ± 1.25 dB, Fig. 5-1f and Fig. 5-3a,b). A double dissociation was 
observed for tone sensitivity in CHL12 mice, such that thresholds for the 
developmentally deprived contralateral ear were significantly elevated (26.04 ± 0.77 dB, 
ANOVA post-hoc comparison, n = 212, P < 0.005), whereas sensitivity to the non-
deprived ipsilateral ear was significantly enhanced relative to shams (20.0 ± 0.79 dB, 
ANOVA post-hoc comparison, n = 212, P < 0.0005; Fig. 5-3a,b). CHL initiated at P16 
was associated with a significant elevation in the contralateral deprived ear threshold 
compared with sham (25.28 ± 0.9 dB, ANOVA post-hoc comparison, n = 204, P < 0.05) 
but no change in ipsilateral threshold (24.76 ± 0.96 dB, ANOVA post-hoc comparison, n 
= 204, P > 0.5). Contralateral and ipsilateral FRA thresholds from CHL20 recordings 
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were not different than sham controls (22.46 ± 0.83 and 27.46 ± 0.84 dB for contralateral 
and ipsilateral, respectively, ANOVA post-hoc comparison, n = 195, P > 0.9 for both). 
The spontaneous firing rate was also elevated when CHL was initiated at P12 compared 
with sham, but not at any other age (18.64 ± 0.85 versus 12.71 ± 0.81 spikes per s, 
ANOVA post-hoc comparison, n = 305, P < 1 × 10-6, Fig. 5-3c).  
In addition to a bidirectional adjustment in sensitivity, we also observed that 
contralateral and ipsilateral receptive fields, which were precisely coregistered for 
frequency preference even at the onset of hearing (Fig. 5-1e), had slipped out of 
alignment when CHL was initiated at P12 (Fig. 5-3a). Quantitative analysis confirmed 
that the percentage of overlapping points in contralateral and ipsilateral FRAs was 
significantly reduced (53 ± 1% versus 44 ± 1%; ANOVA post-hoc comparison, n = 212, 
P  < 5 × 10-5, Fig. 5-3d) and that BFs were approximately twice as far apart in CHL12 
recordings (0.59 ± 0.05 versus 0.27 ± 0.03 octaves; ANOVA post-hoc comparison, n = 
212, P < 1 × 10-6), but were not different than sham recordings in CHL16 or CHL20 
conditions (ANOVA post-hoc comparisons, n = 204 and n = 195, respectively, P > 0.24 
for all comparisons, Fig. 5-3e). The increase in absolute BF difference in CHL12 
recordings was attributed to a systematic high-frequency shift in contralateral compared 
with ipsilateral BF, as has also been reported shortly after mild sensorineural hearing loss 
in primates (Cheung et al., 2009) (0.33 ± 0.06 octaves, paired Student’s t-test, n = 212, P 
< 0.005, Fig. 5-3f). As a final comparison of interaural dominance, the average ratio of 
firing rates for all points within the union of the contralateral and ipsilateral FRAs were 
compared, where the degree of positivity is commensurate with the degree of 
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contralateral bias in evoked firing rate (right-most column in Fig. 5-3a). The contralateral 
bias measured from all three deprivation ages was reduced compared with shams 
(CHL12, 0.16 ± 0.02; CHL16, 0.28 ± 0.01; CHL20, 0.31 ± 0.02; Sham, 0.44 ± 0.02; 
ANOVA post-hoc comparisons, n = 212, 204 and 195, respectively, P < 5 × 10-5 for all 
comparisons), yet the decrease was significantly greater in CHL12 recordings compared 
with either CHL16 or CHL20 (ANOVA post-hoc comparisons, n = 262, P < 5 × 10-5 for 
both, Fig. 5-3g), matching an earlier description that A1 aural dominance plasticity 
effects subsequent to unilateral CHL are observed into adulthood but are most 
pronounced when asymmetric hearing loss is initiated shortly after hearing onset 
(Popescu and Polley, 2010). Other than this graded change in contralateral response bias, 
most aspects of interaural frequency tuning were only modified by CHL initiated at P12, 
the age in normative development when response thresholds and preferred frequency 
tuning were poised to change most abruptly. 
Development of ILD selectivity 
The position of a sound source along the horizon is encoded centrally by neurons 
sensitive to differences in the loudness or timing of sounds arriving at each ear. 
Therefore, the development of binaural integration must predominantly reflect maturation 
of central binaural circuits. In mammals such as rats and mice, which have small head 
circumferences, high-frequency hearing ranges and a virtually nonexistent medial 
superior olivary nucleus, ILD contributes far more actionable information for sound 
localization than interaural time differences (Koka et al., 2008; Wesolek et al., 2010). In 
response to brief dichotic sounds that vary in ILD or spatial location,  most  cortical  units 
		
179 
Figure 5-4 Maturation of ILD sensitivity during the first week of hearing. (a–d) Top rows: post-
stimulus time histograms of spikes recorded from an A1 units at P11 (a, b) or P15 (c, d) 
following a 100-ms dichotic white noise burst (horizontal bar). Histogram colouring depicts 
timing of spikes that showed the strongest differential sensitivity to contralateral ILDs (black) and 
ipsilateral ILDs (red). Middle rows: bubble plots present firing rate as a function of ILD across 
five mean binaural levels based on the spike windowing shown above. Heat map is scaled to the 
normalized firing rate within each time window, whereas circle diameter is normalized to the 
maximum firing rate across both time windows. Bottom rows: faint lines represent firing rate 
changes across ILD at each of five binaural levels between threshold and 20 dB > threshold. 
Thick and dashed lines represent the mean ILD-rate function and its linear fit, respectively. 
Numerical slope of the fit line (the ILD slope value) is provided. (e) Mean±s.e.m. onset (lower 
value) and offset (higher value) of the entire stimulus-evoked response period (light gray), 
optimal contralateral (dark grey) and ipsilateral (red) ILD periods. (f) ILD slope values across all 
ages (n = 39 units from 6 P11/P12 mice, n = 148 form 7 P13/14 mice, n = 180 from 6 P15/16 
mice, n = 96 from 3 P17 mice and n = 147 from 9 adult mice). Positive and negative slope values 
indicate a preference for contralateral and ipsilateral ILDs, respectively, for spikes contained 
within the optimal contralateral (black) or ipsilateral (red) ILD response periods. Lines represent 
mean values at each age. Each data point is one recording site. A slight random jitter is imposed 
on all data points to visually distinguish identical values in the scatterplots. 
 
exhibit robust responses to contralateral stimuli and suppressed responses to ipsilateral 
stimuli (Zhang and Jones, 2004; Zhou and Wang, 2012). Thus, most auditory cortex 
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units, whether recorded in adulthood or shortly after hearing onset have been described as 
‘EI’, a categorical label denoting a net excitatory (E) input from the contralateral ear and 
a net inhibitory (I) input from the ipsilateral ear (Brugge et al., 1988; Razak and 
Fuzessery, 2007).  
Several studies have demonstrated that the cortical representation of binaural 
sound level is considerably more nuanced than the categorical label ‘EI’ would suggest. 
In fact, spikes evoked by dichotic sounds may contain information about multiple 
binaural level combinations, and the representational salience of disparate stimulus 
features can be wax and wane on distinct time scales within the overall stimulus-evoked 
response period (Campbell et al., 2010; Tsuchitani, 1988; Walker et al., 2011). To further 
explore the possibility that spikes associated with contralateral versus ipsilateral ILD 
combinations may occur in distinct periods within the overall stimulus-evoked response, 
and the maturation of this dichotomous ILD sensitivity may be regulated on distinct 
developmental time scales, we adopted an unbiased brute force search algorithm to 
identify and separately analyze the post-stimulus time periods associated with the 
strongest differential sensitivity to contralateral versus ipsilateral ILD combinations.  
At the onset of hearing, short-latency spikes were strongly tuned for contralateral 
ILDs in a manner consistent with the EI designation previously described in infant and 
adult A1 units (Fig. 5-4a). Moreover, at the onset of hearing, even the optimal temporal 
windowing failed to capture any selectivity for ipsilateral ILDs (Fig. 5-4b). Recordings 
made from mice just a few days older revealed a similar short-latency response period 
containing contralateral ILD sensitivity (Fig. 5-4c), but in contrast to recordings made at 
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P11 clear sensitivity for ipsilateral ILDs was present at longer latencies (Fig. 5-4d).  
Looking across the developmental ages studied here, the optimal period for 
contralateral ILD sensitivity occurred significantly earlier within the overall response 
period than the optimal ipsilateral ILD period (mixed-design ANOVA, n = 610, F > 
1,660, P < 1 × 10-6 for both onset and offset main effects; Fig. 5-4e). ILD sensitivity 
changed significantly over the early period of hearing, although in different ways and at 
different rates within the early- and late-occurring response windows. At the onset of 
hearing, A1 binaural tuning was essentially purely EI. Contralateral ILD sensitivity was 
relatively constant across age, although ILD slopes flattened somewhat between P17 and 
adulthood, resulting in a subtle but significant reduction in the short-latency contralateral 
ILD slope across development (one-way ANOVA, n = 610, F = 56.25, P < 1 × 10-6; black 
symbols in Fig. 5-4f). Conversely, negatively sloped ipsilateral ILD sensitivity was rarely 
observed at the onset of hearing (Fig. 5-4b, bottom row, and Fig. 5-4f, red symbols). 
However, negative slope values indicating separable ipsilateral ILD sensitivity in long-
latency spikes emerged several days later, became maximally defined at P15 and P16 and 
returned to an intermediate, although still clearly separable, state in adulthood (one-way 
ANOVA, n = 610, F = 47.0, P < 1 × 10-6; Fig. 5-4f). 
Transient hearing loss weakens cortical ILD sensitivity 
The normative course of ILD maturation in A1 suggested that contralateral ILD 
sensitivity was roughly adult-like at the onset of hearing, whereas the weaker, temporally 
delayed response to ipsilateral ILDs was effectively absent at the onset of hearing and 
continued  to  change  significantly  through  P17.   Working  off  the  premise  that  the  
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Figure 5-5 Temporary CHL disrupts short- and long-latency ILD sensitivity at distinct ages 
during the first week of hearing. (a–c), PSTHs (top row), binaural interaction matrices (middle 
row) and ILD-rate functions (bottom row) derived from the optimal contralateral and ipsilateral 
ILD response periods (black and red, respectively) from representative A1 recording sites in sham 
and poloxamer-injected mice. All plotting conventions are identical to those used in Fig. 5-4. 
Note the double dissociation between disruptions of short-latency contralateral ILD sensitivity in 
the CHL12 unit (b) and long-latency ipsilateral ILD sensitivity in the CHL16 unit (c) compared 
with sham (a). (d) Slope of the linear fits applied to ILD-rate functions derived from the early 
contralateral (black) and late ipsilateral (red) ILD response windows (n = 127 sham units from 5 
mice, 165 CHL12 units from 6 mice, 143 CHL16 units from 5 mice and 117 CHL20 units from 5 
mice). (e) ILD associated with the highest firing rate (that is, the best ILD) based on the 
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contralateral (black) versus ipsilateral (red) ILD response windows. All values represent mean ± 
s.e.m. Asterisks indicate a significant difference relative to the sham group with an ANOVA after 
correcting for multiple comparisons (P < 0.05). 
 
developmental windows for experience-dependent reorganization would coincide with 
the period of greatest change in normative development, we hypothesized that 
contralateral ILD sensitivity would be only weakly affected by CHL. By contrast, the 
effect of CHL on ipsilateral ILD sensitivity would be both greater in magnitude and 
developmentally delayed compared with both contralateral ILD and interaural FRA 
changes (Fig. 5-3).  
The example recordings shown in Fig. 5-5a–c confirm that transient unilateral 
CHL disrupted distinct aspects of binaural integration depending upon whether it began 
at P12 or P16. Compared with sham recordings (Fig. 5-5a), CHL at P12 was associated 
with slightly reduced contralateral ILD slope values (0.08 ± 0.01 versus 0.1 ± 0.01, 
ANOVA post-hoc comparison, n = 292, P < 1 × 10-6) but comparable sensitivity to 
ipsilateral ILDs (-0.03 ± 0.01 versus -0.03 ± 0.01, ANOVA post-hoc comparison, n = 
292, P = 1.0; Fig. 5-5b,d). The opposite pattern was noted in CHL16 recordings; namely, 
contralateral ILD sensitivity was similar to controls (0.1 ± 0.01, ANOVA post-hoc 
comparison, n = 370, P = 1.0), yet ipsilateral ILD sensitivity was abolished (0.0 ± 0.01, 
ANOVA post-hoc comparison, n = 370, P < 1 × 10-6; Figs. 4-5c,d). These same trends 
were noted in the best ILD, defined as the ILD combination that yielded the highest 
average firing rate. In CHL12 recordings, the preferred ILD within the contralateral 
period was shifted closer to zero than shams (13 ± 0.77 versus 17.08 ± 0.46 dB, ANOVA 
post-hoc comparison, n = 292, P < 1 × 5-5), yet the best ipsilateral ILD was equivalent (-
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6.37 ± 0.92 versus -4.78 ± 1.03 dB, ANOVA post-hoc comparison, n = 292, P = 1.0; Fig. 
5-5e). Conversely, initiating hearing loss at P16 had no effect on the preferred ILD in the 
contralateral period (16.79 ± 0.36 dB, ANOVA post-hoc comparison, n = 370, P = 1.0), 
yet the best ILDs from the ipsilateral response window were significantly more 
contralaterally biased than in sham recordings (4.23 ± 1.12 dB, ANOVA post-hoc 
Figure 5-6 Delayed critical period for sound features coded by long-latency spikes is specific to 
ILD sensitivity. (a) A1 FRAs derived from stimuli delivered separately to the 
contralateral/deprived (left column) and ipsilateral/non-deprived (middle column) ears in a 
CHL16 mouse. Aural dominance, quantified as the ratio of contralateral/ipsilateral firing rates 
for all tone combinations contained within the union of the two receptive fields is provided in 
the right column, where a more positive aural dominance index (ADI) reflects contralateral 
dominance in the mean of all ratio values. The overall aural dominance captured across the 
entire post-stimulus spiking response period (top row) can be attributed to a strong contralateral 
bias in the first and middle third of the response period (second and third rows, respectively) 
and a more balanced contralateral and ipsilateral response strength in the final portion of each 
response period (bottom row). (b) When aural dominance is analysed for all recording sites with 
bilateral FRAs (n = 135 CHL12 units from 6 mice, 127 CHL16 units from 5 mice, 127 CHL20 
units from 5 mice and 77 sham units from 5 mice), it is evident that although contralateral 
dominance may lessen in the final portion of the tone-evoked response period, it does so equally 
for sham controls and all CHL groups. Therefore, the age-dependent regulation of aural 
dominance effects is similar across all portions of the monaural tone-evoked spiking response, 
unlike the dichotomous effect of CHL on ILD sensitivity contained in early- versus late-
response periods. Values represent mean ± s.e.m. I, ipsilateral; C, contralateral. Horizontal lines 
indicate a significant difference between two groups after correcting for multiple comparisons 
(ANOVA post-hoc pairwise comparisons, P < 0.05). 
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comparison, n = 370, P < 1 × 10-6; Fig. 5-5e). Initiating transient CHL at P20 had no 
effect on the ILD slope or best ILD values derived from either of the response windows 
when compared with sham controls (ANOVA post-hoc comparisons, n = 260, P > 0.16 
for all comparisons; Fig. 5-5d,e). Systematic differences in the timing of the contralateral 
(23–30ms poststimulus onset across all groups) or ipsilateral ILD windows (51–56 ms 
post-stimulus onset across all groups) were not observed.  
To address the possibility that any stimulus feature encoded by long-latency 
spikes might be regulated by a developmentally delayed critical period rather than just 
ILD per se, we revisited the developmental regulation of aural dominance plasticity (Fig. 
5-3g), only this time we separately performed the analysis on spikes occurring in the 
early, mid and final portion of the tone-evoked response period. Although contralateral 
bias decreased in later epochs of the tone-evoked response, the change was consistent for 
units recorded in all groups, such that the same developmental regulation of frequency 
tuning was observed in both early and late response periods (Fig. 5-6). This suggests that 
long-latency spikes representing ipsilateral ILDs are specifically vulnerable to the effects 
of CHL at later ages.   
Discussion 
A1 binaural response properties were fairly mature at the onset of hearing. The 
preferred frequency for each ear was closely aligned (Fig. 5-1e) and the contralateral bias 
in response threshold was similar to adults (Fig. 5-1f). A marked elaboration of BF range 
and a steep decline in response thresholds were noted between P10 and P14 (Fig. 5-1b,c), 
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but these changes could be accounted for by ongoing cochlear maturation (Fig. 5-1d). We 
also noted robust ‘EI-like’ ILD sensitivity in short-latency spikes at the onset of hearing 
that was qualitatively similar to recordings in older mice (Fig. 5-4a,c), in keeping with 
previous reports of well-defined ILD sensitivity shortly after the onset of hearing in cats 
and bats (Brugge et al., 1988; Razak and Fuzessery, 2007). The precocious maturation of 
binaural sensitivity is likely to arise from the substantial refinement of brainstem binaural 
circuits that is known to occur before the onset of hearing (Case et al., 2011; Fathke and 
Gabriele, 2009; Hoffpauir et al., 2010; Kim and Kandler, 2003; Nakamura et al., 2012; 
Sanchez et al., 2010). However, by utilizing a brute force search algorithm that scanned 
the poststimulus response period for spike epochs that were optimally sensitive to both 
contralateral and ipsilateral ILDs, we noted the delayed maturation of a long-latency 
response period containing fewer spikes that were nevertheless clearly associated with 
ipsilateral ILDs. Ipsilateral ILD sensitivity was absent at the onset of hearing (Fig. 5-4b) 
but came online rapidly, reaching its peak by P15–P16 (Fig. 5-4d,f).  
One hypothesis is that the delayed maturation of ipsilateral ILD sensitivity in 
long-latency spikes might be traced to the development of intracortical inhibition, which 
is thought to feature a more protracted development than excitation (Chang et al., 2005; 
Dorrn et al., 2010) (also see (Sun et al., 2010)). Auditory deprivation has been shown to 
interrupt the progressive reduction in inhibitory response duration that normally occurs in 
the early postnatal period (Chang et al., 2005; Kotak et al., 2008; Magnusson et al., 
2005). Thus, longlatency responses to weak, delayed inputs (such as ipsilateral ILDs) 
may emerge only when intracortical inhibition has contracted to its mature duration, but 
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not when inhibition is abnormally prolonged, as would occur at hearing onset 
(Venkataraman and Bartlett, 2013) or following hearing loss (Takesian et al., 2012). The 
validity of this hypothesis remains to be tested with in vivo whole-cell recording, which 
offers the advantage of relating ILD spike tuning to the underlying interactions between 
synaptic excitation and inhibition (Xiong et al., 2013). Looking beyond underlying 
mechanisms, a multiplexed code for ILD sensitivity could greatly increase the bandwidth 
for representing binaural sound properties. With this strategy, units could dynamically 
encode multiple combinations of ILD and mean binaural level (rather than a single fixed 
property) according to when spikes occur during the post-stimulus period, as has been 
suggested for both spectral (Walker et al., 2011; Zhou et al., 2012) and binaural 
localization cues (Campbell et al., 2010; Tsuchitani, 1988; Walker et al., 2011).  
Although many aspects of binaural sound representations were adult-like at the 
onset of hearing, the maintenance of these response properties was strongly disrupted by 
early experience with imbalanced binaural cues. Transient hearing loss in the 
contralateral ear was associated with elevated thresholds (Fig. 5-3b), enhanced sensitivity 
to the non-deprived ear (Fig. 5-3b), elevated spontaneous firing rates (Fig. 5-3c), 
decreased precision of interaural FRA co-registration (Fig. 5-3d–f) and reduced 
contralateral dominance in tone-evoked response rates (Fig. 5-3g). Other than the 
elevation of contralateral response threshold at P16 and comparatively weak shifts in 
aural dominance at both P16 and P20, reorganization of interaural frequency tuning was 
only observed when CHL was initiated at P12. By contrast, unilateral deprivation at P12 
had comparatively weak effects on ILD tuning that were limited to short-latency spikes 
		
188 
encoding contralateral ILDs (Fig. 5-5b). However, long-latency sensitivity to ipsilateral 
ILDs was strongly disrupted when CHL was introduced at P16, but not at P12 or P20, the 
same day ipsilateral ILD selectivity reached its maximal level in normative development 
(Fig. 5-5c,e).  
A previous study from our group described a dramatic change in contralateral and 
ipsilateral frequency tuning accompanied by a categorical remodelling of ILD sensitivity 
following reversible ear canal ligation in rats (Popescu and Polley, 2010). The findings 
reported here are similar in kind, although comparatively subtle in degree. We attribute 
this difference to the fact that CHL associated with poloxamer injection was less severe 
than ear canal ligation (an average of 15–20 dB here versus 30 dB in the previous study), 
the period of deprivation was far shorter (~7 days here versus 60 days in the previous 
study), and the post-CHL recovery time before neurophysiological recordings was longer 
(~7 days here versus several hours in the previous study). The outcome of our original 
study motivated us to more precisely probe the developmental regulation of enduring 
plasticity effects stemming from mild CHL that resembled a bout of otitis media in 
human infants. We would argue that these two studies provide a reasonable upper and 
lower bound on the magnitude of cortical plasticity effects associated with reversible 
unilateral CHL in early life, although the precise timing of developmental vulnerability to 
CHL will likely depend upon the species, severity and duration of hearing loss.  
Spatial hearing arises from three redundant acoustic cues: ILD, interaural time 
differences and monaural spectral cues (although the salience of each cue will vary 
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between species according to factors such as head size, hearing range and outer ear 
shape). When one cue is devalued, adult humans and ferrets learn to adaptively reweight 
information from other cues or remap the correspondence between the altered cues and 
spatial locations. For instance, with several consecutive days of practice, adult ferrets or 
humans outfitted with a monaural earplug can learn to shift their sensitivity to other cues 
and eventually recover normal azimuthal localization accuracy (Kacelnik et al., 2006; 
Kumpik et al., 2010). Juvenile ferrets reared with an intermittent unilateral earplug 
develop a bistable neural and behavioural representation of sound location that adaptively 
switches between emphasizing spectral cues through the unplugged ear or dichotic cues 
during periods when both ears are unobstructed (Keating et al., 2013). Similarly, adult 
human subjects learn over a several week period to accurately localize sound sources 
along the elevation axis when the spectral localization cues naturally provided by the 
geometry of their own outer ears are exchanged for a new set of spectral cues from 
foreign ears (Hofman et al., 1998).  
Whereas the adult nervous system is able to flexibly and adaptively reweight 
binaural cues according to the listening demands imposed by the particular environment, 
chronic experience with consistently impoverished localization cues in early life can have 
a lasting and negative impact on binaural hearing. Mammals reared with monaural ear 
plugs exhibit persistent binaural hearing deficits when tested later in life, after their 
hearing is audiometrically normal (Clements and Kelly, 1978; Moore et al., 1999). 
Similarly, humans born with unilateral ear canal malformations that are surgically 
repaired in later life exhibit a subnormal ability to make use of binaural cues, where the 
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degree of behavioural deficit is positively correlated with their age at the time of 
corrective surgery (Gray et al., 2009; Wilmington et al., 1994).  
Persistent binaural hearing deficits are far more common in instances where CHL 
accompanies otitis media in early childhood. According to pediatric audiology studies 
and the latest US census data, ~12% of children (or 2.6 million children in the United 
States alone) will experience at least one bout of otitis media severe enough to cause a 
brief, mild CHL (>25 dBHL) before reaching 5 years of age (Gravel and Wallace, 2000; 
Whitton and Polley, 2011). These children are at far greater risk to develop amblyaudia in 
later life than children who have otitis media that is not severe enough to introduce a 
CHL18. Individuals that fall under the amblyaudia spectrum exhibit reduced binaural 
release from masking (Moore et al., 1991; Pillsbury et al., 1991), abnormally poor sound 
localization accuracy (Besing and Koehnke, 1995) and deficits in complex 
spectrotemporal processing (Hall et al., 2003) that persist for years after the peripheral 
hearing loss has been resolved.  
Paradoxically, plasticity of binaural circuits in the auditory cortex may be both the 
cause of irregular binaural sound encoding during development as well as its most likely 
source of remediation in later life. Substantial behavioural and neural improvements in 
discriminating subtle differences in sound localization cues have been reported after 
several days of perceptual training in rodents and humans (Wright and Fitzgerald, 2001; 
Zhang et al., 2013). The lifelong plasticity of the adult auditory cortex is thought to be 
essential for the ability of mammals to gradually adapt to disordered binaural cues as 
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pharmacological inactivation of the auditory cortex prevents the learning-induced 
recovery of behavioural sound localization accuracy following unilateral ear plugging 
(Nodal et al., 2012). Future work will be required to address the permanence of the 
changes described here and to establish whether applied neuroplasticity protocols in the 
form of auditory training or neuromodulatory pairing strategies (Kilgard, 2012) could be 
used to remediate suboptimal binaural sensitivity in animals, and eventually humans, 
recovering from impoverished auditory experience in early life. 
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Figure 5-S1 FRA and ILD measurements are not contaminated by the contralateral transfer of 
acoustic energy across the head. (a–d) Extracellular unit recordings were made from the right (a, 
b) and left (c, d) central nucleus of the inferior colliculus after the right cochlea had been 
destroyed. Sound delivery tubes were positioned against the tympanic ring of the left and right 
ears, per normal. Example FRAs (second column), spike rastergrams (third column) and rate-
level functions (fourth column) for individual recordings corresponding to the electrode and 
stimulus configuration depicted in the first column. Rastergrams and rate-level functions are 
derived from 100 ms white noise bursts. (e, f) minimum thresholds for responses evoked by tones 
(e) and noise bursts (f) are displayed for sounds delivered to the intact (left) and cochlectomized 
(right) ears. Unit responses for white noise stimuli presented to the cochlectomized ear could be 
elicited in 69% of the recordings but the threshold shift was far greater than the maximum ILD 
used in Figs 4 and 5 (n = 45 units, 61.6 ± 0.71 dB, mean ± s.e.m.). 
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