In greedy geometric routing, messages are passed in a network embedded in a metric space according to the greedy strategy of always forwarding messages to nodes that are closer to the destination. In this paper, we study greedy geometric routing in R 2 , using the standard Euclidean metric. Greedy geometric routing is not always possible in fixed-dimensional Euclidean spaces, of course, as is the case, for example, with star graphs. Nevertheless, we show that such greedy geometric routing schemes exist in R 2 , for 3-connected planar graphs, using the standard Euclidean metric, with coordinates that can be represented succinctly, that is, with O(log n) bits. Moreover, our embedding strategy introduces a coordinate system for R 2 that supports distance comparisons using our succinct coordinates. Thus, our scheme can be used to significantly reduce bandwidth, space, and header size over other recently discovered greedy geometric routing implementations for R 2 .
Introduction
In an intriguing confluence of computational geometry and networking, geometric routing has shown how simple geometric rules can replace cumbersome routing tables to facilitate effective message passing in a network (e.g., see [5, 13, 24, 25, 29, 30, 31] ). Geometric routing algorithms perform message passing using geometric information stored at the nodes and edges of a network. For example, geometric information could come from the latitude and longitude GPS coordinates of the nodes in a wireless sensor network or this information could come from an embedded doublyconnected edges list representation of a planar subgraph of such a network. Indeed, in one of the early works on the subject, Bose et al. [5] show how to do geometric routing in an embedded planar subgraph of a wireless sensor network by using a geometric subdivision traversal algorithm of Kranakis et al. [28] , which was first introduced in the computational geometry literature.
Greedy Geometric Routing
Perhaps the simplest routing paradigm is the greedy routing rule:
• If a node v receives a message M intended for a destination w = v, then v should forward M to a neighbor that is closer to w than v is.
This rule can be applied in any metric space, of course, but simple and natural metric spaces are preferred over cumbersome or artificial ones. The greedy routing rule traces its roots back to the original "degrees-of-separation" small-world experiment of Milgram [34] , where he asked randomly chosen individuals to forward 296 letters, initiating in Omaha, Nebraska and Wichita, Kansas, all intended for a lawyer in Boston, using the rule that requires each letter to be forwarded to an acquaintance that is closer to the destination.
In the modern context, researchers are interested in solutions that use a paradigm introduced by Rao et al. [39] of doing greedy geometric routing in geometric graphs that assigns virtual coordinates in a metric space to each node in the network, rather than relying on physical coordinates. For example, GPS coordinates may be unavailable for some sensors or the physical coordinates of network nodes may be known only to a limited degree of certainty. For these reasons, we are interested in this paper in greedy geometric routing schemes that assign network nodes to virtual coordinates in a metric space, which ideally would be a natural metric space that supports simple distance comparisons, to drive the greedy routing protocol.
Interestingly, the feasibility of the greedy geometric routing rule depends heavily on the geometry of the underlying metric space used to define the notion of "closer to the destination." For example, it is easy to see that star graphs (consisting of a central vertex adjacent to every node in an arbitrarily large independent set) cannot support greedy geometric routing in any fixed-dimensional Euclidean space. Likewise, even for bi-connected or tri-connected planar graphs embedded in R 2 , a network may have "holes" where greedy routing algorithms could get "stuck" in a local metric minimum (e.g., see Funke [16] for related work on hole detection in sensor networks). Alternatively, several researchers (e.g., see [13, 25, 35] ) have shown that greedy geometric routing is possible, for any connected graph, in fixed-dimensional hyperbolic spaces. Our interest in this paper, however, is on greedy geometric routing in R 2 under the Euclidean metric, since this space more closely matches the geometry of wireless sensor networks.
Interest in greedy geometric routing in fixed-dimensional Euclidean spaces has expanded greatly since the work by Papadimitriou and Ratajczak [37] , who showed that any 3-connected graph can be embedded in R 3 so as to support greedy geometric routing. Indeed, their conjecture that such embeddings were possible in R 2 spawned a host of additional papers (e.g., see [1, 10, 11, 13, 33, 35] ). Recently, in work that just appeared at FOCS '08 and, according to the author's website, has already been invited to Discrete and Computational Geometry, Leighton and Moitra [32] have settled this conjecture, by giving a polynomial-time algorithm for producing two-dimensional Euclidean greedy embeddings of 3-connected graphs, and a similar result was independently discovered by Angelini et al. [1] . Prior to these results, Euclidean greedy embeddings in R 2 were known only for graphs containing power diagrams [10] , graphs containing Delaunay triangulations [33] , and existentially (but not algorithmically) for triangulations [11] .
Succinct Geometric Routing
In spite of their theoretical elegance, these results settling the Papadimitriou-Ratajczak conjecture have an unfortunate drawback. The coordinates used to represent the virtual coordinates of network nodes in all these solutions require Ω(n log n) bits each in the worst case. These space inefficiencies reduce the applicability and elegance of these results for greedy geometric routing, of course, since one could alternatively keep routing tables of size O(n log n) bits at each network node to support message passing. Indeed, such routing tables would allow for network nodes to be identified using labels of only O(log n) bits each, which would significantly cut down on the space, bandwidth, and packet header size needed to communicate the destination for each packet being routed. Thus, for a solution to be effectively solving the routing problem using a greedy geometric routing scheme, we desire that it be succinct, that is, it should use O(log n) bits per virtual coordinate.
Succinct greedy geometric routing schemes are known for fixed-dimensional hyperbolic spaces [13, 35] , but we are unaware of any prior work on succinct greedy geometric routing in fixed-dimensional Euclidean spaces. We are therefore interested in this paper in a method for succinct greedy geometric routing in R 2 , with distance comparisons being consistent with the standard Euclidean L 2 metric.
Additional Related Prior Work
In addition to the greedy geometric routing schemes referenced above, there is a hybrid scheme, for example, as outlined by Karp and Kung [24] , which combines a greedy routing strategy with face routing [5] . Similar hybrid schemes were subsequently studied by several other researchers (e.g., see [15, 29, 30, 31] ). An alternative hybrid augmented greedy scheme is introduced by Carlsson and Eager [9] . In addition, Gao et al. [17] show how to maintain a geometric spanner in a mobile network so as to support hybrid routing schemes. Although such schemes are local, in that routing decisions can be made at a node v simply using information about v's neighbors, we are interested in this paper in routing methods that are purely greedy.
The problem of constructing succinct greedy geometric routing schemes in R 2 is related to the general area of compressing geometric and topological data for networking purposes. Examples of such work includes the compression schemes of Suri et al. [44] for two-dimensional routing tables, and the coordinate and mesh compression work of Isenburg et al. [23] . We should stress, therefore, that we are not primarily interested in this paper in compression schemes for greedy geometric routing; we are interested primarily in coordinate systems for greedy routing, since they have a better applicability in distributed settings.
Another area of related work is on methods for routing in geometric graphs, such as road networks (e.g., see [2, 19, 22, 26, 40, 41, 45] ). For example, Sedgewick and Vitter [41] and Goldberg and Harrelson [19] study methods based on applying AI search algorithms, and Bast et al. [2] explore routing methods based on the use of transit nodes. In this related work, the coordinates of the network nodes are fixed geometric points, whereas, in the greedy geometric routing problems we study in this paper, vertices are assigned virtual coordinates so as to support greedy routing.
Our Results
In this paper, we show provide a succinct greedy geometric routing scheme for 3-connected networks in R 2 . Our method uses O(log n) bits per vertex, and allows distance comparisons to be done just using our coordinate representations in a manner consistent with the standard Euclidean L 2 metric. Although we are primarily interested in such a coordinate system for greedy geometric routing, we also give, in an appendix, a simple global compression scheme for greedy geometric routing, based on the approach of Leighton and Moitra [32] and Angelini et al. [1] , which achieves O(log n) bits per vertex, which is asymptotically optimal.
Our coordinate scheme for greedy geometric routing in a graph G is based on a three-phase approach. In the first phase, we find a spanning subgraph, C, of G, called the Christmas cactus graph [32] . In the second phase, we find a graph-theoretic dual to C, which is a tree, T , and we form a heavy-path decomposition on T . Finally, in the third phase, we show how to use T and C to embed G in R 2 to support greedy routing and coordinates that can be represented using O(log 2 n) bits, and then we show how this can be further reduced to O(log n) bits per node.
Finite-Length Coordinate Systems
Let us begin, then, by formally defining what we mean by a coordinate system, and how that differs from a simple compression scheme. Let Σ be an alphabet, and let Σ * a set of finite-length strings over Σ. We define a coordinate system f for a space S as follows:
1. f is a map, f : Σ * → S, which assigns character strings to points of S.
2. f may be parameterized : the assignment of strings to points may depend on a fixed set of parameters.
3. f is oblivious: the value of f on any given x ∈ Σ * must depend only on f 's parameters and x itself. It cannot rely on any other character strings in Σ * , points in S, or other values of f .
Clearly, this is a computationally-motivated definition of a coordinate system, since real-world computations performed on actual points must use finite representations of those points, which is, of course, an issue and theme present in computational geometry from its earliest days to today (e.g., see [3, 4, 6, 7, 8, 12, 14, 20, 21, 23, 36, 38, 42, 44] ). Note also that our definition can be used to define finite versions of all the usual coordinate systems, since it allows for the use of symbols like "π", "/," and k-th root symbols. Thus, it supports finite coordinates using rational and algebraic numbers, for example. In addition, note that it supports points in non-Cartesian coordinate systems, such as a finite-length polar coordinate system, in that we can allow strings of the form "(x, y)" where x is a string representing a value r ∈ R + and y is a string representing a value θ ∈ [0, 2π), which may even use "π". It also allows for non-unique representations, like the homogeneous coordinate system for R 2 , which uses triples of strings, with each triple representing a point in the Euclidean plane, albeit in a non-unique way.
If one has a mapping f that meets the above requirements 1 and 2, but not requirement 3, we prefer to think of f as a compression scheme. Examples of compression schemes are mappings that use look-up tables, which are built incrementally based on sequences of previous point assignments [23] . Given a compression scheme f : Σ * f → S, note that it is possible to construct a coordinate system f : Σ * f → S by augmenting strings in Σ * f with the data required to evaluate f (such as the assignments of other points in a set of interest). Indeed, we give such a compression scheme in the appendix to this paper.
Greedy Routing in Christmas Cactus Graphs
Our method is based on a number of non-trivial modifications to the Leighton and Moitra scheme [32] , so let us review some of the ideas from their work. A cactus graph is a graph where each edge is contained in at most one cycle. Leighton and Moitra [32] define a Christmas cactus graph to be a connected cactus graph where the removal of any vertex disconnects the graph into at most 2 connected components. Let G be a Christmas cactus graph, we consider any edge in G that is not in a simple cycle to be a simple cycle itself (a 2-cycle); hence, every edge in G is in exactly one simple cycle. Given a Christmas cactus graph G, we define a dual tree T of G to be a tree containing a vertex for each simple cycle in G. We create an edge between two vertices in T if the corresponding cycles in G share a vertex. If we root the tree T at an arbitrary vertex, we call the resulting rooted tree a depth tree. A depth tree, T , induces a partial order on the vertices and cycles of G. Let C 1 and C 2 be cycles in G, with dual nodes v 1 and v 2 in T . We say C 1 is an ancestor of C 2 if v 1 is an ancestor of v 2 in T . If v 1 is the parent of v 2 in T , then let the unique vertex p that is shared between C 1 and C 2 be called the primary node of C 2 . The cycle whose dual node is the root of T does not have a primary node. We say that v ∈ V (C 1 ) is an ancestor of u ∈ V (C 2 ) in G if C 1 is an ancestor of C 2 and v is the primary node of C 1 . We say that C 1 is an ancestor of vertex u ∈ V (C 2 ) if C 1 is an ancestor of C 2 and u is not the primary node of C 1 .
Greedy Routing in a Leighton-Moitra Embedding
Leighton and Moitra [32] show that every 3-connected planar graph contains a spanning Christmas cactus subgraph and that every Christmas cactus graph has a greedy embedding in R 2 , which together imply that 3-connected graphs have greedy embeddings in R 2 . Utilizing the structure of a depth tree, Leighton and Moitra embed the cycles of a Christmas cactus graph on semi-circles of increasing radii, centered at the origin. Cycles at depth i in the depth tree are embedded on a semi-circle of radius R i , with the exception of their primary nodes, which are embedded on semicircle of radius R i−1 . Within their embedding, we say that vertex u is above vertex v if u is the embedding of u is farther from the origin than the embedding of v, and we say that u is to the left of v if u is embedded in the positive angular direction relative to v. We can define below and right similarly. These comparisons naturally give rise to directions of movement between adjacent vertices in the embedding: up (down), which is a hop to a vertex above (below) the current vertex, and left (right), which is a hop to a vertex to the left (right) of the current vertex. Suppose we are asked to route from a vertex s to a vertex t in a Leighton-Moitra embedding. Then our routing scheme has two cases: (1) one vertex is a descendant of the other vertex, and (2) s and t share a common ancestor C. Figure 2 , if t is a descendant of s, then we can route to t by a sequence of up and right hops (always routing up first). Likewise, if s is a descendant of t, then we can route to t by a sequence of down and left hops (giving preference to left hops) .
As shown in
2. If neither vertex is a descendant of the other, then we route to the least common (cycle) ancestor of s and t. Suppose, without loss of generality, that t is to the left of s, then we can reach this cycle by a sequence of down and left hops (giving preference to left hops). Once on the cycle, we can move left until we reach an ancestor of t. Now we are back in case 1.
Toward a Succinct Greedy Embedding
In this section we construct a greedy embedding for any Christmas cactus graph in the Euclidean plane. We then construct a coordinate system from our embedding, and show that the coordinates can be represented using O(log 2 n) bits. In the next section, we show how to achieve an optimal O(log n)-bit representation.
Heavy Path Decompositions
We begin by applying the Sleator and Tarjan [43] heavy path decomposition to the depth tree T for G, which decomposes T into a collection of paths. For each node v in T , let n T (v) denote the number of descendants of v in T , including v. For each edge e = (v, parent(v)) in T , label e as a heavy edge if n T (v) > n T (parent(v))/2. Otherwise, label e as a light edge. Connected components of heavy edges form paths, called heavy paths. Vertices that are incident only to light edges are considered to be zero-length heavy paths.
Let H be a heavy path in T . We say that head(H) is the vertex in H that is closest to the root of T , we define tail(H) similarly. Let e = (v, parent(v)) be a heavy edge in the heavy path decomposition of T . Then the dual cycles in G are connected by some vertex p which we call a turnpike. Let e = (v, parent(v)) be a light edge connecting heavy paths H v and H parent(v) in the heavy path decomposition of T . Then the dual cycles C v and C parent(v) in G are connected by some vertex r which we call an off-ramp for H parent(v) . We call the vertices v ∈ V (C v ) − {r} on-ramps for H v .
Modifying the Christmas Cactus Graph
Like Leighton and Moitra [32] , we lay the cycles from our Christmas cactus graph on concentric semi-circles of radius 1 = R 0 < R 1 < R 2 . . .; however our embedding has the following distinct differences: on-ramps to heavy paths are embedded on special semi-circles which we call super levels, individual cycles are embedded so that turnpikes are placed in a position known a prioi, regardless of the number of vertices in the cycle, and the radii of semi-circles can be computed directly, without knowing anything special about the topology of the particular Christmas cactus graph being embedded. Since the path from the root to any leaf in the depth tree will contain O(log n) heavy paths, we will have O(log n) of these super levels. Between super levels we will lay out the non-trivial heavy paths on "baby" levels.
To simplify the construction of our embedding, as well as the proof of greediness, we will modify the Christmas cactus graph G, then produce a greedy embedding of the modified G. After embedding the modified G, we will undo the changes and prove that we have a greedy embedding for G.
Let v ∈ V (T ) be on some heavy path H, let relativeDepth(v) be depth(v) − depth(head(H)). Consider each edge e = (v, parent(v)) in T . If e is a light edge, then we insert a path of n − 1 − relativeDepth(parent(v)) "dummy" edges between the corresponding cycles in G. We do not make any changes to the graph for heavy edges. After inserting all paths in this manner, we have a new Christmas cactus graph G and depth tree T . Tree T contains nodes copied in from T and "dummy" nodes. T has the property that at any depth, nodes copied from T have the same relativeDepth number, that is, the heavy paths from T are now lined up in layers in T .
Embedding the Modified Christmas Cactus Graph in R 2
Let G be the output of the modification procedure described above. Let n be the number of vertices in the original graph G. We embed G in phases, and prove by induction that at the end of each phase we have a greedy embedding of a subgraph of G . We begin by tracing out a semi-circle of radius R 0 = 1 centered at the origin. Let the root of the depth tree T represent the k-cycle C = (v 0 , . . . , v k−1 ) where edges exist only between vertices v i and v (i+1) mod k . We divide the perimeter of the semi-circle into 2n + 1 equal arcs. Vertices from C are allowed to be placed at the beginning of each arc, we number these positions 0 to 2n. We place the vertices v 0 , . . . , v k−1 clockwise into any k distinct positions, except that position n is reserved for C's turnpike v t in G. If there is no such v t (as is the case if C is a "dummy" edge or tail(H) for some heavy path in T ) then this position remains empty. The embedding of C is greedy (proof omitted here).
Let the subgraph of G that has been embedded up to the semi-circle with radius R i be called Since we do not specify exact placement of all vertices, we cannot compute these values exactly for G 0 . Therefore we instead compute positive underestimates which we refer to as δ 0 and β 0 . Let s and u two vertices embedded in this step, such that u is a neighbor of s. The Euclidean point that is closest to the perpendicular bisector of su, and furthest from su creates the smallest delta value for a specific s and u. Choosing s,u so that d(s, u) is minimized further decreases the delta value. The three points shown in Figure 4 satisfy these criteria. Thus δ 0 = 2 − 2 + 2 cos
Inductive Step: We assume that the embedding of G i is greedy, we are given values δ i and β i . The greedy embedding of G i can be extended to a greedy embedding of G i+1 .
Subphase:
}. Trace out a semi-circle of radius R i+1 = R i + i centered at the origin. Consider each cycle C at depth i + 1 in the depth tree T . C has the form (v, x 1 , . . . , x m ), where v is the unique vertex in C that is embedded on the ith semi-circle, the primary node of C.
We begin by embedding at most one vertex from each C. If C is a 2-cycle, and x 1 is a turnpike, then we insert a temporary placeholder vertex p into C with edges to v and x 1 . We can now treat C as a 3-cycle. We will remove the placeholder at the end of the next subphase. We choose an orientation for C such that x 1 a not a turnpike, and place x 1 where the ray beginning at the origin and passing through v meets semi-circle i + 1. Let X be the set of vertices embedded in this subphase. If s, t ∈ G i then s has a neighbor u closer to t, by the induction hypothesis. If s ∈ G i and t ∈ X and s is not the primary node for the cycle containing t then s has a neighbor u closer to the primary node v for the cycle C that contains t, again by the induction hypothesis. Since we place t in a δ i /3-ball around v, s's neighbor u closer to v is also closer to t. If s is the primary node for C, then s's neighbor is t, therefore s's neighbor t is strictly closer to t.
Finally, we consider the case when s ∈ X and t ∈ G i ∪ X. Let v be the primary node for the cycle C containing vertex s. We have designed the value i such that the perpendicular bisector to the line vs contains s on one side and every other vertex in G i ∪ X on the other side. Therefore v is a neighbor of s that is closer to every possible t = s ∈ G i ∪ X.
The next subphase requires underestimates for δ(G i ∪ X) and β(G i ∪ X), which we call δ 1 i and β 1 i . By construction, β 1 i = β i . Since the embedding of G i has not been modified, no s-t path in G i will update the delta value, therefore, we only must consider the paths where s ∈ G i , t ∈ X, and s ∈ X, t ∈ G i ∪ X. Paths from s ∈ G i to t ∈ X will have a delta value ≥ δ i /3 by design. Consider s ∈ X, t ∈ G i ∪ X. s has one neighbor v, the primary node for the cycle containing s on level i. Consider the perpendicular bisector of sv. By design, v is the closest vertex to the perpendicular bisector, and on the v side. However, whether vertex produces the smallest δ-value depends on a delicate balance between distance from perpendicular bisector and distance from sv. If a point is simultaneously closest to the perpendicular bisector, and farthest away from the segment sv, then it creates the smallest δ-value for paths beginning with edge sv. Therefore, if we translate v along the perpendicular bisector to a distance of R i+1 from sv, this point is guaranteed to produce an underestimate of the δ-value for all paths beginning with s ∈ X. Therefore, we can easily calculate our new underestimate:
. Consider finishing the embedding of each C = (v, x 1 , . . . , x m ). Trace out an arc of R i+1 α radians from the embedding of x 1 , in the clockwise direction along semi-circle i+1. We evenly divide this arc into 2n+1 positions, numbered 0 to 2n. Position 0 is already filled by x 1 . Vertices should be embedded in clock-wise order around the arc in m − 1 distinct positions; reserving position n for C's turnpike. If there is no such node, position n remains empty.
Let the subgraph of G that has been embedded up to semi-circle i + 1 be G i+1 . Let P ⊂ X be the set of all placeholders added in the previous subphase. Let Y be the set of vertices embedded during this subphase. We show that the embedding of G i+1 ∪ P is greedy. Let s, t ∈ G i+1 ∪ P ; we show that for all s there exists a neighbor u that is closer to t for all choices of s, t. If s, t ∈ G i ∪ X, then there already exists such a u by proof of the previous subphase. If s ∈ G i ∪ X and t ∈ Y , by construction, t is in a δ 1 i /3-ball around node x 1 , therefore, all s ∈ G i have a neighbor u that is closer to t. The same reasoning applies to s ∈ X, t ∈ Y where s, t are not in the same cycle. If s, t are in the same cycle, then s = x 1 and s's neighbor closer to t is x 2 . Finally, consider s ∈ Y , t ∈ G i ∪ X ∪ Y . Let the cycle that s is on be C = (v, x 1 , . . . , x m ). If s = x i = x m then, since α ≤ β 1 i /3 the interior of the sector formed by x 1 , x m and the origin is empty. Therefore, every vertex t ∈ G i ∪ X ∪ Y is either on the x i−1 side of the perpendicular bisector to x i−1 x i or on the x i+1 side of the perpendicular bisector to x i x i+1 . If s = x m then if t is embedded to the left s, then the neighbor is x m−1 . Otherwise, our choice of sin α ≤ i (1−cos 2 3
forces the perpendicular bisector to sv to have s on one side, and all nodes to the right of s on the other side. All cases are considered, so the embedding of G i+1 ∪ P is greedy. Consider each cycle C = (v, p, x 1 ), where p ∈ P . All distance-decreasing paths between vertices in G i+1 that contain p go through v to x 1 or through x 1 to v. By the triangle inequality, removing p preserves these distance-decreasing paths. Therefore, the embedding of G i+1 is greedy.
To complete the inductive proof, we must compute δ i+1 and β i+1 . Trivially, β i+1 = α 2n ≤ β(G i+1 ). By removing the placeholders, the first-hop on distance-decreasing paths within G i ∪ X have not decreased, so only the new distance-decreasing paths from s ∈ G i ∪ X − P to t ∈ Y , and from s ∈ Y to t ∈ G i+1 will update the delta value. By design, paths from s ∈ G i ∪ X − P to t ∈ Y have a delta value ≥ δ 1 i /3. Distance-decreasing paths from s ∈ Y to t ∈ G i+1 take two different directions. If s's neighbor u which is closer to t is on semi-circle i + 1 then points that are closest to the perpendicular bisector to su are along the perimeter of the sector formed by s, u, and the origin. The point closest to the perpendicular bisector is where the first semi-circle intersects the sector. We translate this point down R i+1 + 2 units along the perpendicular bisector, and we have an underestimate for the delta value that any path beginning with a left/right edge has. If s's neighbor that is closer to t is on the ith semi-circle, then a down edge is followed. By design, we only have to evaluate down edges, added during the second subphase. The closest vertex to the perpendicular bisector to su on the u side is either u, or the vertex placed in the next clock-wise position the i + 1th semi-circle. Translating this point 2R i+1 units away from su along the perpendicular bisector gives us the an underestimate for paths beginning with su. This completes the proof for the greedy embedding of G . To obtain a greedy embedding for G, we repeatedly collapse the "dummy" edges in G until we reach G. When we collapse an edge (p, x 1 ), where p is the primary node for the 2-cycle, we must collapse the edge to vertex p. p may have neighbors embedded to its left and right, and collapsing in the other direction may break distancedecreasing paths that go through p and these neighbors. After collapsing all such "dummy" edges, the remaining graph is G and the embedding is still greedy.
We call the levels where the on-ramps to heavy paths are embedded super levels, and all other levels are baby levels. There are O(log n) super levels, and n − 1 baby levels between consecutive super levels.
Our Coordinate System
We can assign each vertex in our graph G a pair of integers representing its location between super levels of our Euclidean embedding. Let v be a vertex. We define level(v) to be the number of "baby" levels between v and the previous super level (zero if v is on a super level) and cycle(v) to be the position, between 0 and 2n, where v is placed when its cycle is embedded. Note that we do not need to perform the embedding discussed above to assign these integers to vertices.
Every vertex v has a unique ancestor s on the first super level. The path from s to v passes through O(log(n)) heavy paths, entering each heavy path at an on-ramp, and leaving at an offramp. We define v's coordinate to be a log n-tuple consisting of the collection of (level(·), cycle(·)) pairs for each heavy path off-ramp on the path from s to v, and the pair (level(v), cycle(v)), which is either an off-ramp or a turnpike. Using the coordinate for v and the parameter n, we can compute the Euclidean coordinates for all the turnpikes and off-ramps on the path from s to v, including the coordinate for v. Thus, this is a coordinate system for the Euclidean plane.
Using a straightforward encoding scheme, each pair is encoded using O(log n) bits. Since we store O(log n) of these values, each coordinate requires O(log 2 n) bits.
Greedy Routing with Coordinate Representations
Since our embedding is greedy for the Euclidean plane, given coordinates for s and t, we can compute the corresponding Euclidean coordinates of s and t and use the Euclidean L 2 metric to evaluate the distance between them. Alternatively, we can define a comparison rule, which can be used for greedy routing in our coordinate system, and which evaluates consistently with the L 2 metric for all vertices on the path from start to goal. Let s and t be two vertices in our embedding.
The greedy routing scheme in Section 3 will always follow a particular distance-decreasing path from s to t. Our comparison rule will be based on the length of this path. That is, if t is embedded to the left of s, then we route down and left until we reach the least common ancestor of s and t, C. If t is embedded to the right of s, then we route down and right. Once on C we follow left/right edges until we reach t's ancestor on C, then we follow right and up edges to t.
Let s i be the vertex between super levels i and i + 1, whose level-cycle pair is in position i of s's coordinate. Define t i similarly. Let h be the smallest integer such that s h and t h differ. We begin by finding the least common ancestor, C, of s and t. Using the level-cycle pairs for s h and t h , we can compute the level-cycle pair for the off-ramps on C that lead to s and t, which we call s C and t C . That is, if level(s h ) = level(t h ) then s C = s h and t C = t h . Otherwise, assume without loss of generality that level(s h ) < level(t h ), then s C 's pair is (level(s h ), cycle(s h )) and t C is a turnpike with the pair (level(s h ), n). Using the level-cycle pairs for s C and t C , we compute an overestimate of the path length from s to s C , from s C to t C , then from t C to t.
Consider routing from s to s C . If t is embedded to the left of s, then our routing scheme will route along the "left side" of the heavy paths between s and s C . That is, with the exception of off-ramps, we follow edges that are to the left of the turnpikes on the heavy paths. If t is embedded to the right of s, then we route along the "right side" of the heavy paths. Let i ≥ h. Then an upper bound on the path-length from s i to s C (along the "left side" of heavy paths) is as follows:
Then an upper bound on the path-length from s i to s C (along the "right side" of heavy paths) is as follows:
Consider the path from s C to t C . Our routing scheme will follow edges on C, from s C to t C . Therefore, the number of edges on this path is upper bounded by:
regardless of whether we are traveling right or left.
Lastly consider routing from t C to t i , where i ≥ h. Since t C is an ancestor of t i , our routing scheme will route along the "left side" of the heavy paths between t C and t i . Then the upper bound of the path-length is just like our upper bound for s i to s C defined above. That is,
Let s be embedded between super levels l and l + 1, and t be embedded between super levels m and m + 1, then our upper bound for the total path length from s to t is:
Any move we make toward the goal will decrease d(·, ·), and any move away from the goal will increase d(·, ·). Therefore, using this comparison rule, we can perform greedy routing in our embedding efficiently, and comparisons along the distance-decreasing path from s to t will evaluate the consistently with the corresponding Euclidean coordinates under the L 2 metric.
An Optimal Succinct Greedy Embedding
Conceptually, the level(·) and cycle(·) values used in the previous section are encoded as integers whose binary representation corresponds to a path from root to a leaf in a full binary tree with n leaves. Instead of encoding with a static O(log n) bits per integer, we will take advantage of the heavy-path decomposition of the dual tree T , using weight-balanced binary trees [18, 27] .
Encoding the Levels
As in the O(log 2 n) embedding, we will lay the heavy paths between super levels. However, we no longer require the on-ramps of heavy paths to be embedded on super levels, nor do we require adjacent cycles on the same heavy path to be embedded on consecutive levels; instead, cycles will be assigned to "baby" levels by an encoding derived from a weight-balanced binary tree.
As discussed in Section 3, T induces a partial order on the vertices in G. Let v ∈ V (G), then descendants(v) is the number of descendants of v in G, including vertex v. Let C = (p, x 1 , x 2 , . . . , x m ) be a simple cycle in G, where p is the primary node for C, if it exists. We define descendants(C) to be x∈V (C)−{p} descendants(x). Let C be a cycle in G. C is on some heavy path H in T . We define a weight function n(·) on the cycles in G as follows:
That is, n(C) is the number of descendants of cycle C in G excluding the descendants the next cycle on the heavy path with C.
For each heavy path H, we create a weight-balanced binary tree B H . We impose an total order on the cycles in H, so that cycles are in their path order from head(H) to tail(H). We insert each cycle C ∈ H into B H with weight n(C). By properties of the weight balanced binary tree, each cycle C will be stored in a leaf at depth O(log W/n(C)), where W = C∈H n(C), and an in-order listing of the leaves will read off the cycles in H in order from head(H) to tail(H).
Let v be a vertex embedded between super levels l and l + 1. v's coordinate contains a collection of level(·) values for each off-ramp r i (between super levels i, i + 1) on the path to v, including v. Let C i be the cycle containing vertex r i , such that r i is not the primary node for C i ∈ H i . Then the encoding for level(r i ) is the bit-string representing the path from root to leaf (for C i ) in the weight-balanced binary tree B H i . Since C i is at a depth of O(log W i /n(C i )), this is length of the encoding.
Therefore, for all level values of off-ramps, our encoding will have O( 0≤i≤l log W i /n(C i )) bits total. We now show that this is a telescoping sum, giving us O(log n) bits total. Consider the meaning of the values n(C i−1 ) and W i . Since our path to v routes from C i−1 to the heavy path H i , every descendant of cycles in H i is a descendant counted in n(C i−1 ). Therefore, all descendants that are counted in W i are also counted in n(C i−1 ). Therefore, we have that n(C i−1 ) ≥ W i . Thus, 0≤i≤l log W i /n(C i ) ≤ log W 0 /n(C l ) ≤ log n. If v is not an off-ramp itself, then it uses an extra O(log W v /n(C v )) bits, which is still O(log n).
Interpreting the Level Encoding
Let c be the constant such that item v stored in the weight-balanced binary tree is at depth ≤ c log W/n(v). Then we can treat the position of v in the weight-balanced binary tree as a position in a full binary tree of height c log n. We interpret the level code to be the number of tree nodes preceding v in an in-order traversal of the full binary tree. This is the level that we will embed cycle v on between super levels. Thus, between super levels we need 2n c − 1 levels.
Encoding the Cycles
We will create two weight-balanced binary trees B 1 and B 2 for each cycle represented by a node in the depth tree T . We define a weight function w(·) on the nodes in G as follows:
w(x) = 1 if x is not shared between two cycles n(C) + 1 where x is the primary node of cycle C That is, w(x) is the number of descendants of x in G, excluding the descendants of the next cycle on the heavy path.
Consider a particular cycle C = (p, x 1 , x 2 , . . . , x m ). Let x h be the turnpike that connects C to the next cycle on the heavy path, if it exists. Our weight-balanced binary tree B 1 will contain an item for each x i ∈ C for i < h with a weight w(x i ). We impose a total order on elements x i where x i < x j if i < j. Thus, each item is stored at a depth O(log W C,1 /w(x i )), where W C,1 = x i ∈C,i<h w(x i ), and an in-order listing of the leaves of B 1 is in order x 1 . . . x h−1 . B 2 is constructed similarly with all nodes x i for i > h. If no such x h exists, then we can place all the items into one weight-balanced tree or choose an integer 1 ≤ j ≤ m and put items x i for i < j into B 1 and the remaining items into B 2 . We then combine these two weight-balanced binary trees into a single binary tree by creating a new root node with B 1 as a left subtree and B 2 as a right subtree. We let the root node represent x h . We now have an encoding for each node x i in C. Note that by adding in a new root, we have only added 1 to the depth of the nodes in the right and left subtrees. Therefore, each subtree still maintains the weight-balanced property, just with respect to different weights W C,1 , and W C,2 . The code for a given vertex is the path from the root to the item containing that vertex in this binary tree.
Consider the coordinate for a vertex v, embedded between super levels l and l + 1. It contains cycle(·) values for each off-ramp r i (between super levels i, i + 1) on the path to v, as well as cycle(v). cycle(r i ) is encoded using O(log W i /w(r i )) bits, where W i is the weight of the appropriate weight-balanced binary subtree containing r i . Therefore, the code for all such cycle(·) values uses O( 0≤i≤l log W i /w(r i )) bits. We now show that this is a telescoping sum, giving us O(log n) bits total.
Consider the meaning of the values w(r i−1 ) and W i . The value of w(r i−1 ) is the number of descendants of r i−1 that are not descendants of cycles further along in the heavy path H i−1 . W i is the number of descendants of some subset of the vertices on cycle C i , which includes descendants of r i . Since r i−1 is an off-ramp, every descendant of C i counted in W i are also counted in w(r i−1 ). Therefore, we have that w(r i−1 ) ≥ W i . Thus, encoding all the off-ramps, takes 0≤i≤l log W i /w(r i ) ≤ log W 0 /w(r l ) ≤ log n bits.
If v is an off-ramp, then it is included in the telescoping sum, otherwise it is encoded as a turnpike, using a constant number of bits. Therefore the cycle(·) values in v's coordinate use O(log n) bits.
Interpreting the Cycle Encoding
Let c be the constant such that the items stored in the weight-balanced binary trees have depth ≤ c log W/w(x). Note that by our choice of weight function, this depth is ≤ c log n. In our combined binary tree, items have a max depth of c log n + 1. We can treat the position of v in the weightbalanced binary tree as a position in a full binary tree of height c log n + 1. We interpret the cycle code for a vertex v to be the number of tree nodes preceding v in the in-order traversal of this full binary tree. Therefore we require 4n c − 1 positions in which to embed the vertices from any given cycle.
The Euclidean Embedding
Our new embedding will still have O(log n) super levels. Between each super level we will have 2n c − 1 "baby" levels. Each cycle will have 4n c − 1 positions where its vertices may be placed.
Let T be the depth tree for our Christmas cactus graph G. We create the weight-balanced binary trees on the heavy paths in T and on each of the cycles in G, giving us the level and cycle codes for every vertex. For a cycle C, define level(C) to be max v∈V (C) level(v). We modify the graph as follows: Let C 1 , C 2 adjacent cycles in G. If C 1 and C 2 are on the same heavy path H in T , then we insert level(C 2 ) − level(C 1 ) heavy "dummy" edges between them, which are "dummy" edges that are considered to be on the heavy path H with C 1 and C 2 . If C 1 and C 2 are on different heavy paths H 1 and H 2 in T , then we insert n c − level(C 1 ) "dummy" edges (not considered on any heavy path) and level(C 1 ) heavy "dummy" edges (considered on H 2 ) between C 1 and C 2 .
We begin with a semi-circle of radius R 0 = 1 centered at the origin, which is considered the first super level. We embed the graph G analogously to the previous section. Our coordinate system is the same as the previous section, except that we also need to store the level value for the on-ramp embedded on the first super level with every coordinate. Without this value we would not be able to compute the corresponding Euclidean point from our succinct representation. Our comparison rule from the previous section only requires an update to account for the new range of cycle values. Thus, we achieve O(log n) bits per coordinate and still get a greedy embedding.
Conclusion
We have provided a succinct coordinate-based representation for the vertices in 3-connected planar graphs so as to support greedy routing in R 2 . Our method uses O(log n) bits per vertex and allows greedy routing to proceed using only our representation, in a way that is consistent with the Euclidean metric, for all edges in a spanning subgraph known as the Christmas cactus graph. For future work, it would be interesting to design an efficient parallel/distributed algorithm to perform such embeddings in a computer network itself for which we want to produce a greedy embedding in R 2 .
A A Succinct Compression Scheme
Using the output of the Leighton-Moitra embedding scheme on a Christmas cactus graph G, we can assign succinct integer values to each vertex, allowing us perform greedy routing from one vertex to another according to the Euclidean L 2 metric within the Leighton-Moitra embedding. Our embedding f : V (G) → Z 3 n produces a triple of the following integers: radialOrder(v): the number of vertices to the right of v; level(v): the number of semi-circles between the vertex and the origin, excluding the semi-circle that v is embedded on; and boundary(v): the smallest radialOrder value of all vertices that are descendants of v. The Leighton-Moitra embedding has the property that all descendants of v fall between v and the vertex embedded immediately to the right of v on the same level as v.
We can implement each step of the routing scheme using only the triples of s, the neighbors of s, and t. Queries of the form u is left/right of v, involve a straightforward comparison of radial order element of the triple. Likewise for u is above/below v, using level. The same comparisons can be used to determine which neighbors of s are a left, right, down, or up move away. Finally, queries of the form u is a descendant of v are true if and only if boundary(v) ≤ radialOrder(u) ≤ radialOrder(v) and level(v) ≤ level(u).
To extend this routing scheme to graphs that have a spanning Christmas cactus subgraph, we need to store extra data to ensure that the routing scheme does not fail. Since the Christmas cactus graph has bounded degree 4, in addition to storing the triple for a single vertex, we store the triples of neighbors in the Christmas cactus graph, and only allow our greedy routing scheme to choose neighbors in the supergraph that are neighbors in the Christmas cactus graph.
It should be noted that this routing scheme is greedy if we know the Euclidean coordinates of the vertices in addition to the integer triples, using the Euclidean L 2 metric. Unfortunately, if we only have access to the integer triples then it is not obvious that there is any metric that we can define that will satisfy the definition for greedy routing using just these integer values. Therefore, we must concede that, while this routing scheme fulfills the spirit of greedy routing, it is not greedy routing in the strictest sense. This is an example of a compression scheme and not a coordinate system. In order to compute the Euclidean points of a vertex in the Leighton-Moitra embedding, we require a subset of the integer triples.
