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ABSTRACT
We compute a large grid of photoionization models that covers a wide range of physical
parameters and is representative of most of the observed PNe. Using this grid, we derive
new formulae for the ionization correction factors (ICFs) of He, O, N, Ne, S, Ar, Cl, and C.
Analytical expressions to estimate the uncertainties arising from our ICFs are also provided.
This should be useful since these uncertainties are usually not considered when estimating the
error bars in element abundances.
Our ICFs are valid over a variety of assumptions such as the input metallicities, the spec-
tral energy distribution of the ionizing source, the gas distribution, or the presence of dust
grains. Besides, the ICFs are adequate both for large aperture observations and for pencil-
beam observations in the central zones of the nebulae.
We test our ICFs on a large sample of observed PNe that extends as far as possible in
ionization, central star temperature, and metallicity, by checking that the Ne/O, S/O, Ar/O,
and Cl/O ratios show no trend with the degree of ionization.
Our ICFs lead to significant differences in the derived abundance ratios as compared with
previous determinations, especially for N/O, Ne/O, and Ar/O.
Key words: ISM: abundances – planetary nebulae: general.
1 INTRODUCTION
Planetary nebulae (PNe) are powerful tools to study chemical evo-
lution in galaxies. The spectra of PNe have bright emission lines
that allow us to calculate physical conditions and ionic abundances
in the ionized gas. The abundance of sulfur, neon, argon, and chlo-
rine in PNe reflect the abundances of the interstellar medium at the
time the progenitor stars were born. Therefore, these abundances
can be used as tracers of interstellar abundances. On the other hand,
helium, nitrogen, carbon, and oxygen abundances change as a con-
sequence of nucleosynthesis processes occurring in the star before
and during the PN phase. The analysis of these abundances can give
us clues on the efficiencies of nucleosynthesis in low and interme-
diate mass stars.
The total abundance of one particular element is obtained by
adding up the ionic abundances of all the ions present in a nebula.
However, not all the ions are observed, either because the lines are
emitted in a different spectral range from the one observed or be-
cause the lines are too weak to be detected. Thus, one must estimate
the contribution of unobserved ions to the total abundance using
ionization correction factors (ICFs). First ICFs were proposed by
Peimbert & Costero (1969) and they were based on ionization po-
? E-mail: gloria.delgado.inglada@gmail.com (GDI);
Chris.Morisset@gmail.com (CM); grazyna.stasinska@obspm.fr (GS)
tential similarities. However these ICFs should be taken with cau-
tion since the ionization structures do not depend only on ioniza-
tion potentials (see, e.g., Stasin´ska 2002). Alternatively, ICFs may
be derived from photoionization models, as those derived, e.g., by
Stasin´ska (1978); Kingsburgh & Barlow (1994, hereafter KB94);
and Kwitter & Henry (2001). They are more reliable but so far have
been based on a small number of models.
In this paper we derive new recipes for the ICFs of He, O, N,
Ne, S, Ar, Cl, and C using a large grid of models that spans over a
wide range of parameters and is representative of most of the ob-
served PNe. We also provide analytical formulae to estimate the
error bars associated with our ICFs. Our motivations are two. First,
some of the commonly adopted ICFs do not correct properly for
unobserved ions. Second, the errors in ICFs are usually not con-
sidered when estimating errors in element abundances. Our results
should be useful for empirical abundance studies. In particular, an
accurate determination of the element abundances and their associ-
ated uncertainties is essential in the study of abundance gradients
in galaxies.
We examine the accuracy of our ICFs by applying them to
several families of photoionization models computed from different
assumptions. The studied performed by Alexander & Balick (1997)
is the only one in the literature investigating the errors arising from
the use of ICFs in PNe. Our sample of models cover a wider range
of physical parameters and we include several assumptions not con-
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sidered in Alexander & Balick (1997), such as the non-constant
density distribution, the combination of two models, or the inclu-
sion of dust grains in the nebulae. We also test our ICFs on a large
sample of observed PNe, and compare the computed abundances
with the ones obtained with other ICFs (mainly the ones by KB94).
The analysis here is restricted to ions with emission lines in the
optical range, ICFs for ultraviolet and infrared observations will be
discussed in a forthcoming paper.
2 PHOTOIONIZATION MODELS
The ionization structure of a nebula depends principally on the
spectral energy distribution shape of the ionizing spectrum, in this
case essentially determined by the effective temperature (Teff) of
the ionizing star. For a given Teff , it also depends on the ratio of the
flux of ionizing photons reaching a given point in the nebula and
the local electron density. The larger this ratio, the higher the ion-
ization state. Finally, it also depends on the electron temperature of
the nebular gas, since recombination is more efficient at low tem-
perature. Photoionization codes allow one to compute the detailed
ionization structure of the various elements present in a model neb-
ula, by taking into account all the processes that govern ionization
and recombination (i.e. mostly photoionization, radiative and di-
electronic recombination, and charge exchange), as well as all the
heating and cooling processes that determine the electron tempera-
ture.
For our study, we have computed a grid of spherical photoion-
ization models using Cloudy c10.01 (Ferland et al. 1998). The free
parameters are the effective temperature (Teff) and the luminosity
(L∗) of the central star, the inner nebular radius (Rin), and the hy-
drogen density of the gas (nH). These parameters take the values
shown in Table 1.
We use both blackbodies (B) and Rauch atmospheres (Rau)
for the spectral energy distributions of the ionizing stars, and in-
clude constant (C) and gaussian (G) nebular density distributions.
Rauch models are constructed with the atmospheres from Rauch
(2003) for Teff = 50000, 75000, 100000, 125000, 150000, and
180000 K. We only use one value for the stellar surface gravity,
log(g) = 6. This parameter varies from log(g) ∼ 4 to log(g) ∼ 6.5
during the evolution of the PN but we do not expect this has an
effect on our results.
For radiation bounded (R) models the calculations are per-
formed until the ionic fraction of H+ falls below 0.02. Matter
bounded (M) models are simply obtained by reading out Cloudy
results at 40%, 60%, and 80% of the total gas mass. This percent-
age is given by the parameter fmass. Radiation bounded models have
fmass = 1 whereas matter bounded models have 0.4 < fmass < 1. In
order to mimic some aspherical PNe we combine pairs of the above
models (Co) with the same ionizing source, inner radius and gas
density but different quantities of gas.
The input abundances used for the solar (S) models are the
default PN abundances in Cloudy except for those elements with
abundances equal to 10−20, for which we use their values in the
Cloudy ISM set. The PN set is based on the works by Aller &
Czyzak (1983) and Khromov (1989) and is not necessarily repre-
sentative of solar neighborhood abundances (see, e.g, Rodríguez
& Delgado-Inglada 2011, 2012). But, as we will show in Sec-
tion 5, our ICFs do not depend on the detailed abundances. The
input abundances for the elements studied here are, in units of
12 + log(X/H), 11.00 (He), 8.89 (C), 8.26 (N), 8.64 (O), 8.04 (Ne),
7.0 (S), 5.23 (Cl), and 6.43 (Ar). To explore the effect of metallicity
Table 1. Input parameters for the models.
Teff (103 K)
25 35 50 75 100 125
150 180 210 240 270 300
Rin (cm)
3 × 1015 1016 3 × 1016 1017 3 × 1017 1018
3 × 1018
nH (cm−3)
30 100 300 1000 3000 10000
30000 100000 300000
L∗ (L)
200 1000 3000 5600 10000 17800
in our results we also compute high metallicity models (with twice
solar abundances, H) and low metallicity models (with half solar
abundances, L).
Table 2 describes the characteristics and names of the different
families of models computed. The number in the last column refers
to the final number of models of each family after applying all the
selection criteria described below.
2.1 Selection criteria for the models
We apply different filters to the initial grid of 22265 BCRS and
BCMS models computed from all the combination of parameters
showed in Table 1. We exclude those models with hydrogen masses
above one solar mass since higher nebular masses are not observed
(e.g., Barlow 1987; Gathier 1987; Stasin´ska et al. 1991). We also
exclude the combinations of Teff and L∗ that fall outside the evo-
lutionary tracks from Schoenberner (1983) and Bloecker (1995) of
PN central stars with masses between ∼ 0.58 and ∼ 0.70 M (see
black symbols in Figure 1). PNe with such central stars are indeed
very rare (Stasin´ska et al. 1997).
Another parameter that we use to trim our grid of models is
the Hβ surface brightness, S(Hβ). Based on typical values of S(Hβ)
in observed samples of Galactic PNe (e.g. Tsamis et al. 2004; Liu
et al. 2004), we restrict log S(Hβ) values in our grid to the range
10−13 – 10−11 erg s−1 cm−2 arcsec−2.
We also exclude the models having at the same time large
(small) outer radius and high (low) electron density. To do this, we
restrict our trimmed grid of models to 2×1053 6 nHR3out 6 3×1056.
This filter is based on Figure (18) from Marigo et al. (2001) which
represents electron densities as a function of nebular radius for a
sample of Galactic PNe together with their model predictions.
Figure 2 displays the values of He++/(He++He++) as a function
of O++/(O++O++) for the initial grid of ∼22300 BCRS and BCMS
models (in different colors according to Teff). We also plot in the
figure the grid of 2820 models resulting from the above filters (in
black). This trimmed grid is used to derive the different ICF recipes
and their associated uncertainties. In section 5 we discuss the va-
lidity of our computed ICFs for the models other than BCRS and
BCMS. The comparison between the values of He++/(He++He++)
as a function of O++/(O++O++) for the models and the sample of
PNe will be presented later.
We include one more restriction when computing the analyt-
ical ICFs from our models. We only consider those models where
the intensities of the common lines used to compute ionic abun-
c© 2014 RAS, MNRAS 000, 1–19
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Table 2. Families of photoionization models
Family name Ionizing Source Density law Bounded Metallicity Dust Combined Models Number of models
after applying the filters
BCRS blackbody (B) constant (C) radiation bounded (R) solar (S) no no 668
BCMS blackbody (B) constant (C) matter bounded (M) solar (S) no no 2286
RauCRS Rauch (Rau) constant (C) radiation bounded (R) solar (S) no no 409
RauCMS Rauch (Rau) constant (C) matter bounded (M) solar (S) no no 1410
BGRS blackbody (B) gaussian (G) radiation bounded (R) solar (S) no no 725
BGMS blackbody (B) gaussian (G) matter bounded (M) solar (S) no no 2323
BCRH blackbody (B) constant (C) radiation bounded (R) twice solar (H) no no 697
BCMH blackbody (B) constant (C) matter bounded (M) twice solar (H) no no 2397
BCRL blackbody (B) constant (C) radiation bounded (R) half solar (L) no no 637
BCML blackbody (B) constant (C) matter bounded (M) half solar (L) no no 2211
BCRSD blackbody (B) constant (C) radiation bounded (R) solar (S) yes (D) no 730
BCMSD blackbody (B) constant (C) matter bounded (M) solar (S) yes (D) no 2436
BCRSCo blackbody (B) constant (C) radiation bounded (R) solar (S) no yes (Co) 1000
BCMSCo blackbody (B) constant (C) matter bounded (M) solar (S) no yes (Co) 3635
4.24.44.64.85.05.25.45.6
log(Teff) [K]
2.0
2.5
3.0
3.5
4.0
4.5
lo
g
(L
∗)
 [
L
¯]
Figure 1. Hertzsprung-Russel diagram for our blackbody models (squares).
The evolutionary tracks interpolated from the Schoenberner (1983) and
Bloecker (1995) tracks are overplotted. The tracks of PN central stars with
masses in the range 0.57–0.70 M are shown in dark grey whereas those
with masses below 0.55 M or above 0.70 M are shown in light grey. The
filled squares represent the combinations of stellar temperatures and lumi-
nosities that are retained for the computation of the ICFs.
dances are above ∼ 10−4 × I(Hβ), otherwise the needed lines are
probably not observed.
All the computed models are included in the Mexican Mil-
lion Models database (3MdB, Morisset 2009 under the reference
PNe_2014. The 3MdB will be available for the community this
year. In the meantime the grid is available from the authors upon
request.
3 OBSERVATIONAL SAMPLE
Here we constitute a database of line intensities for observed PNe.
First it will be used to check whether the range of observational
ionization properties of our trimmed grid of models corresponds to
the range observed in real nebulae. Also, it will be used to check
whether our ICFs lead to a reasonable behavior of abundance ratios
(such as Ne/O and Ar/O) with the degree of ionization, as done e.g.
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Figure 2. Values of He++/(He++He++) as a function of O++/(O++O++) for
the initial grid of BCRS and BCMS models (in colors). Overplotted (in
black) are the models resulting from the applied filters (see the text).The
color bar located on the side runs from low to high values of the effective
temperature.
by Torres-Peimbert & Peimbert (1977). Spectroscopic observations
of PNe in the literature are numerous. We do not need to construct
a complete sample, but rather to construct a sample that extends as
far as possible in ionization, central star temperature, and metallic-
ity. Therefore, we merge data from several sources, PNe from the
Galactic disk, bulge as well as PNe from the Magellanic Clouds.
The observational data for the Magellanic Clouds are taken
from Leisy & Dennefeld (2006). The data for the Galactic PNe
belongs to several sources that contain large samples of objects:
García-Rojas et al. (2009, 2012); Górny et al. (2009); Henry et
al. (2010); Liu et al. (2004); Milingo et al. (2010); Tsamis et al.
(2003); Wang & Liu (2007); Wesson & Liu (2004); Wesson et al.
(2005). We also include some Galactic PNe from the compilation
by Delgado-Inglada & Rodríguez (2014, ApJ, accepted). In total,
we have observations for 138 LMC PNe, 45 SMC PNe, and around
200 Galactic PNe.
Note that the observations are not all equivalent, neither in
terms of signal-to-noise nor in term of aperture size with respect
c© 2014 RAS, MNRAS 000, 1–19
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Figure 3. Values of He++/(He++He++) as a function of O++/(O++O++) for
the whole sample of observed PNe (colored stars). The data are taken from:
Leisy & Dennefeld (2006) (LD06), Henry et al. (2010) (H10), Milingo et al.
(2010) (M10), Górny et al. (2009) (G09), García-Rojas et al. (2009, 2012)
(GR09, GR12), and from the compilation by Delgado-Inglada & Rodríguez
(2014) (DI14). The black circles represent the values computed for our grid
of blackbody models with constant density (the same as shown in Fig. 2).
to the total angular size of the nebulae. For example, observations
of extragalactic PNe cover the entire nebular shells, while those of
nearby nebulae are generally made with slits covering only a small
portion of the objects (often the central or the brightest region).
Only a few authors (Liu et al. 2004; Tsamis et al. 2003) have ob-
tained integrated spectra for nearby PNe by sweeping the slit across
the object. The spectra from García-Rojas et al. (2009, 2012); Liu
et al. (2004); Tsamis et al. (2003); Wang & Liu (2007); Wesson
& Liu (2004); Wesson et al. (2005) are the deepest ones and they
possess the highest resolution.
Figure 3 shows the abundance ratios He++/(He++He++) as a
function of O++/(O++O++) for the observed PNe (stars) and for our
BCRS and BCMS models (circles). It can be seen that the models
cover almost the whole range of ionization, with the exception of
a few cases that correspond to some of the lowest quality spectra.
This figure confirms that our photoionization models are represen-
tative of most of the observed PNe. The calculation of the ionic
abundances for the observational sample is explained in detail in
Section 6.1.
4 IONIZATION CORRECTION FACTORS
4.1 Methods and notations
Ionic abundances ratios are computed as the ratios of the intensi-
ties of lines emitted by the parent ions divided by the ratios of the
corresponding emissivities of those lines (see e.g. Stasin´ska 2006).
The ICF for a given element, ICF(X), is the factor by which
one should multiply the sum of all the observed ionic abundances
(ΣX+i/H+) in order to obtain the total abundances of the element
(X/H).
Let us take the example of oxygen to define the quantities and
notations that will be used throughout this paper. There are two
ions which emit lines in the optical domain1: O+ and O++. The ion-
ization correction factor to obtain the O/H ratio, better written as
ICF(O++O++) to specify from which ions it is obtained, is defined
by:
O
H
=
(
O+
H+
+
O++
H+
)
ICF(O+ + O++) (1)
where
ICF(O+ + O++) =
x(H+)
x(O+) + x(O++)
. (2)
The x values are the relative ionic fractions weighted by the elec-
tron density ne. For example, for O++, x(O++) is defined as:
x(O++) =
∫
n(O++)nedV∫
n(O)nedV
. (3)
For each photoionization model, we can obtain ICF(O++O++)
from Eq.2, since the ionic fractions are outputs of the models. The
result will be called ICFm(O++O++).
We obtain an analytical fit for ICF(O++O++), called
ICFf(O++O++), by looking for correlations between the values of
ICFm(O++O++) and ionic fractions given by the models for other,
easily observed, ions. These ionic fractions are chosen to be
υ =
He++
(He+ + He++)
(4)
or
ω =
O++
(O+ + O++)
. (5)
We have chose the υ and ω parameters because they are well-
behaved functions varying between 0 and 1 that are reliably calcu-
lated from optical observations (the involved lines are bright and
easily detected, and the ratios are weak functions of the electron
temperature).
The quantity
∆/ICFf(O+ + O++) =
ICFm(O+ + O++) − ICFf(O+ + O++)
ICFf(O+ + O++)
(6)
represents, for each model, the relative uncertainty of
ICFf(O++O++).
To provide a general expression for this uncertainty, we find an
analytical fit to the upper and lower envelope of ∆/ICFf(O+ + O++)
as a function of υ or ω. Note that the upper and lower envelopes are
generally not symmetric. The fits are represented by the functions
ε+(O++O++) and ε−(O++O++), for the upper and lower envelopes,
respectively.
Thus, the computed abundance of oxygen, including the error
bars, can be written as:
O
H
=
(
O+
H+
+
O++
H+
)
ICFf(O+ + O++)
(
1±ε+(O++O++)
ε−(O++O++)
)
. (7)
and the upper and lower error bars in log(O/H), expressed in dex,
as:
log(1 + ε+) (8)
and
1 The neutral oxygen line at 6300 Å is observed in many PNe. However its
abundance must not be included in formulae giving the total abundance of
oxygen with respect to hydrogen since O0 coexists with H0 while only the
abundance of H+ is measured through the hydrogen recombination lines.
c© 2014 RAS, MNRAS 000, 1–19
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− log(1 − ε−), (9)
respectively.
Note that our error bars are rather conservative. Users may
wish to reduce them by a reasonable factor of their choice, however
their trend with υ or ω should be maintained. For each element we
define regions in υ and ω where the error bars are so large that no
meaningful abundance can be computed. The only reliable way to
obtain the elemental abundances in such a case is to perform a well
constrained detailed photoionization modelling of the object.
In the following subsections we deal with ICFs for He, O, N,
Ne, S, Cl, Ar, and C. They are based on Figures 4–14 in which
the upper panels represents ICFm as a function of either υ or ω.
The errors are estimated using the lower panels which represent
the values of ∆/ICFf as a function of υ or ω. The errors in dex
are showed in the right axis. The color bars located at the side of
each panel run, in most of the cases, from low to high values of Teff
(upper panels) or fmass (lower panels). Table 3 compiles all the ICFs
we derived and the analytical expressions to estimate the associated
error bars.
All the concepts and methods defined above can be readily
generalized to the case where the abundances are computed with
respect to O instead of H.
In this section we restrict ourselves to the BCRS and BCMS
models, the other families of models will be discussed in Section 5.
4.2 Helium
Many observed PNe show He II lines in their spectra implying that
the abundance of neutral helium is probably negligible for them.
From our models, the contribution of He0 to the total abundance of
helium can be more than 20% only in those objects with no contri-
bution of He++, i.e, υ = 0.
The derivation of an ICF for neutral helium based on other
ions is not recommend since the relative populations of helium ions
depend essentially on the effective temperature of the central star,
whereas the ones of metal ions also depend on the ionization pa-
rameter. The ICFs proposed by Peimbert et al. (1992); Zhang & Liu
(2003) and Peimbert & Costero (1969) lead to helium abundances
that show a hint of a trend with the degree of ionization.
We suggest to calculate He/H simply by adding He+/H+ and
He++/H+ abundances:
ICFf(He+ + He++) = 1, (10)
(see Fig. 4a) and integrate the correction for neutral helium in the
error bar. As expected, Figure 4b shows that the correction for
neutral helium is important only for the models having ionizing
sources with Teff . 50000 K. The highest corrections are found for
radiation bounded PNe (dark purple dots with fmass = 1) having
I(He II)/I(Hβ) < 0.02. The value of ε+ is estimated from Figure 4b
as:
ε+(He+ + He++) =
0.1
0.03 + ω1.1
, (11)
represented by a thick solid line.
Note that Equations (10) and (11) provide estimates of helium
abundances for objects with ω . 0.45, but for detailed abundance
studies tailored photoionization models should be constructed.
4.3 Oxygen
From optical observations we can derive O+ and O++ abundances
through several bright lines, such as [O II] λλ3727, 29 and [O III]
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Figure 4. (a) Values of ICFm(He+ + He++) as a function of ω for our BCRS
and BCMS models. The thick line represents ICFf (He+ + He++). The color
bar located on the side runs from low to high values of Teff . (b) Values of
∆/ICFf (He+ + He++) as a function of ω for our BCRS and BCMS models.
The thick line represents the values of ε+ for the models with ω < 0.5. The
thin horizontal line represents ICFm(He+ + He++) = ICFf (He+ + He++).
The color bar located on the side runs from low to high values of fmass. The
vertical line in both panels delimits the value of ω (0.05) above which our
ICF is valid.
λ4959, λ5007. These two ions are expected to be the major contrib-
utors to total oxygen abundances in low ionization PNe. In PNe of
higher ionization, the contribution of other ions may be significant.
Figure 5a displays the values of ICFm(O+ +O++) as a function
of υ for our models. From this figure we propose:
log ICFf(O+ + O++) =
0.08υ + 0.006υ2
0.34 − 0.27υ . (12)
This function is represented by a solid line in the figure. It does
not fit the models with υ larger than 0.95. However in that case,
the ICF becomes very large and the oxygen abundance very uncer-
tain. As a matter of fact we do not recommend to compute oxygen
abundances in such cases (unless a well constrained tailored pho-
toionization model is computed).
c© 2014 RAS, MNRAS 000, 1–19
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Figure 5. (a) Values of ICFm(O+ + O++) as a function of υ for our BCRS
and BCMS models. The solid line is ICFf (O+ + O++) from equation (12).
The color bar located on the side runs from low to high values of Teff . (b)
Values of ∆/ICFf (O+ + O++) as a function of υ for our BCRS and BCMS
models. The thick solid lines are ε+ and ε− and the thin solid line represents
ICFm(O+ + O++) = ICFf (O+ + O++). For comparison purposes we show the
uncertainties associated with the ICFs from KB94 (dashed line) and Torres-
Peimbert & Peimbert (1977) (dash-dotted line). The color bar located on the
side runs from low to high values of fmass. The vertical line in both panels
delimits the value of υ (0.95) below which our ICF is valid.
Figure 5b shows ∆/ICFf(O+ + O++) as a function of υ. Note
that radiation bounded models (dark purple dots with fmass = 1) do
not reach the highest values of υ. Only the matter bounded models
in which we trimmed away around 40%–60% (yellow dots with
fmass ∼ 0.4–0.6) of the nebular mass have υ values beyond 0.6. This
suggests that PNe with υ above 0.6 are probably matter bounded
nebulae.
The values of ε+ and ε− can be estimated as:
ε(O+ + O++) = 0.03 + 0.5υ − 0.2υ2. (13)
The uncertainties associated with the ICF for oxygen (between 0.1
and 0.15 dex) can constitute a significant part of the total error bud-
get on the total abundance of this element.
For comparison we also plot in Figure 5b the error bars as-
sociated with the two ICFs most frequently adopted in the litera-
ture, those proposed by KB94 (dashed line) and Torres-Peimbert
& Peimbert (1977) (dash-dotted line). In the first case, upper error
bars are somewhat higher than the ones associated with our ICF
whereas lower error bars are equal to ours. As for the ICF from
Torres-Peimbert & Peimbert (1977), there are no upper error bars
since this ICF always overestimates oxygen abundances. The lower
error bars are somewhat higher than ours.
4.4 Nitrogen
In the optical range, the only nitrogen lines to be commonly de-
tected are the ones emitted by N+. This ion is often found in a small
proportion in PNe, since its low ionization potential (29.6 eV) can
be easily reached, and thus, using a correct ICF is crucial to obtain
reliable values of total nitrogen abundances. We find that the con-
tribution of N+ to the total abundance of nitrogen can be less than
20% in objects with ω & 0.6.
Nitrogen abundances are generally calculated assuming that
N/O = N+/O+ (e.g., KB94). However, we see from Figure 6a that
this procedure (corresponding to the dashed line) highly underesti-
mates N/O in PNe with very low values of υ (i.e. low Teff). Indeed,
while the ionization potentials of N+ and O+ are close, they are
not identical (29.6 and 35.1 eV respectively). This difference pro-
duces significant differences in the N+/O+ ratio in regimes where
the photons just above such energies contribute significantly to the
photoionization rates, which occurs at low values of Teff2 (except
in cases where the ionizing star is so cool that virtually no N++ is
produced).
The best ICF should take into account both υ and ω and we
find that the best expression is given by:
log ICFf(N+/O+) = −0.16ω(1 + log υ). (14)
We recommend to use this ICF only until ω = 0.95. When He II
lines are not detected log ICFf= 0.64ω should be used. This is
equivalent to Equation (14) when log υ = -5 (represented with a
solid line in Fig. 6a).
Figure 6b shows ∆/ICFf(N+/O+) values as a function of ω.
The uncertainties associated with our ICF, represented by the solid
lines, are given by:
ε−(N+/O+) = 0.32ω (15)
and
ε+(N+/O+) = 0.50ω. (16)
The uncertainties related to N/O = N+/O+ are shown with dashed
lines in the figure for comparison. The error bars for the models
with log υ > −2 are similar for both correction schemes but for the
rest of the models our error bars are significantly lower.
The models with the highest discrepancies between
ICFf(N+/O+) and ICFm(N+/O+) are those with low tempera-
ture central stars and a high percentage of the nebula trimmed
away when constructing matter bounded models. This is a con-
sequence of the ion N+ being located in the outer regions of the
nebula. In these PNe, nitrogen abundances are highly uncertain.
However, this combination of low temperature central stars and
matter bounded nebulae is very unlikely.
2 Note that, in this case, the ICFs depend strongly on the model atmo-
spheres.
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Figure 6. (a) Values of ICFm(N+/O+) as a function of ω for our BCRS
and BCMS models. The dashed line represents the ICF suggested by KB94
and the solid line corresponds to the ICFf of equation (14) for log υ = −5.
(b) Values of ∆/ICFf (N+/O+) as a function of ω for our BCRS and BCMS
models. The thick solid lines are ε+ and ε−. The dashed lines represent the
uncertainties associated with N/O = N+/O+. The thin solid line represents
ICFm(N+/O+) = ICFf (N+/O+). The color bar located on the side in both
panels runs from low to high values of log υ and the vertical line delimits
the value of υ (0.95) below which our ICF is valid.
4.5 Neon
In PNe, Ne++, Ne+3, and Ne+4 can be derived from [Ne III],
[Ne IV], and [Ne V] optical collisionally excited lines. The [Ne IV]
λλ4724,25 doublet is very weak and sensitive to the temperature.
The [Ne V] lines are emitted in the 3300–3450 range, often outside
the observed wavelength range. Therefore total abundances of neon
are often calculated using only Ne++ and one ICF to account for the
other ions.
The usual correction scheme for neon, Ne/O = Ne++/O++, as-
sumes that O++ and Ne++ are located in the same region of the neb-
ula, based on their similar ionization potentials (54.93 and 63.45
eV respectively). In low ionization objects, a small fraction of Ne+
could coexist with O++ (see, e.g., Peimbert et al. 1992), making this
ICF incorrect. In regions with a large amount of neutral hydrogen,
charge exchange reactions become important, and O+ may coexists
with Ne++ (Pequignot 1980).
Figure 7a shows ICFm(Ne++/O++) values as a function of ω.
The ICF from KB94 is overplotted with a dashed line. We see from
this figure that the ionic fractions of O++ and Ne++ are similar only
for a small group of models with Teff ∼ 50000 K and ω between 0.6
and 1. For the other models, the ICF from KB94 does not correct
properly the contribution of unobserved ions, especially in those
with central star temperatures below 50000 K.
As in the case of nitrogen, for neon an ICF based on υ and ω
is needed. We suggest to use:
ICFf(Ne++/O++) = ω+
(
0.014
υ′
+ 2υ′2.7
)3 (
0.7 + 0.2ω − 0.8ω2
)
, (17)
where υ′ = 0.01 if no He II lines are observed, υ′ = 0.015 if He II
lines are detected and υ is very small (< 0.015), and υ′ = υ in all
the other cases.
The uncertainties associated with our ICF are:
ε−(Ne++/O++) = 0.17 (18)
and
ε+(Ne++/O++) = 0.12. (19)
Note that this expression is valid only when ω > 0.1. Only
some of our models with Teff = 25000 – 35000 K reach values of
ω below 0.1. The ICF for them can be very high (the contribution
of Ne+ to total neon abundances is more than 50%) and we do not
recommend to use objects with such low ω for mean abundance
studies.
As occurred for nitrogen, our ICF for neon implies a signifi-
cant improvement in neon abundance determination, because Equa-
tion (17) is more adequate than the commonly adopted one Ne/O
= Ne++/O++, and because the uncertainties associated with our ICF
are much lower than the ones associated with the other correction
scheme.
One may wonder why our ICF for neon is so different from
adopting Ne/O = Ne++/O++ as recommended by KB94 (from their
photoionization models), and as previously proposed by Torres-
Peimbert & Peimbert (1977) (from similarities of ionization po-
tentials of Ne+ and O+). As a matter of fact, the situation for neon
is even more complicated than for nitrogen. First, the ionization po-
tential of Ne+ is 41.0 eV, sufficiently higher than the ionization po-
tential of O+ to decouple the frontiers between the once and twice
ionized states of these ions when the star temperature is moderate.
On the other hand, recombination of O++ into O+ is far more effi-
cient than recombination of Ne++ into Ne+, and this has the reverse
effect on the respective sizes of the O+ and Ne+ zones. When the
stellar temperature is not high (25000K and 35000K in our grid of
models), it is the first effect which dominates and the Ne++ zone is
smaller than the O++ zone. When the stellar temperature is high and
the ionization parameter is low, it is the second effect which dom-
inates. In our model grid, the Teff= 50000 K case is intermediate,
and leads to an ICF close to the canonical one. For the highest Teff ,
the canonical ICF applies only in cases where the ionization param-
eter is high (and therefore O++/(O+ + O++) close to one. Why did
KB 94 not find this? We suspect that this is because of their very
restricted number of models, which did not allow them to find the
subtle tendencies we see in our extended grid of models).
If [Ne III] and [Ne V] lines are observed, we propose to use:
ICFf(Ne++ + Ne+4) = (1.31 + 12.68υ2.57)0.27. (20)
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Figure 7. (a) Values of ICFm(Ne++/O++) as a function of ω for our BCRS
and BCMS models. The solid curves correspond, from top to bottom, to
Equation (17) for υ′ = 0.01, 0.015, and υ. The dashed line represents Ne/O
= Ne++/O++. (b) Values of ∆/ICFf (Ne++/O++) as a function of ω for our
BCRS and BCMS models. The thick horizontal lines are ε+ and ε−. The
dashed lines represent the uncertainties associated with the ICF by KB94.
The thin horizontal line represents ICFm(Ne+/O++) = ICFf (Ne+/O++). The
color bar located on the side in both panels runs from low to high values of
log υ and the vertical line delimits the value of ω (0.1) above which our ICF
is valid.
This fit is shown with a solid line in Figure 8a, together with the
values of ICFm(Ne++ + Ne+4) as a function of υ for our BCRS and
BCMS models. We exclude from the figure those models with υ <
0.02 since [Ne V] lines would be very weak (or absent) in their
spectra. The figure also shows, with a dashed line, the constant ICF
proposed by KB94. This ICF overestimates neon abundances when
υ . 0.4 and underestimates neon abundances when υ & 0.6. This is
probably introducing a bias in the computed neon abundances.
Figure 8b shows the uncertainties associated with our ICF
(solid lines), that are:
ε− = 0.20 (21)
and:
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Figure 8. (a) Values of ICFm(Ne+++Ne+4) as a function of υ for our
BCRS and BCMS models with υ > 0.02 (see the text). The solid line is
ICFsf (Ne+++Ne+4) while the dashed line corresponds to ICF = 1.5 (KB94).
The color bar located on the side runs from low to high values of Teff . (b)
Values of ∆/ICFf (Ne+++Ne+4) as a function of υ for our BCRS and BCMS
models. The thick horizontal lines are ε+ and ε−. The dashed lines represent
the uncertainties associated with the ICF by KB94. The thin horizontal line
represents ICFm(Ne+++Ne+4) = ICFf (Ne+++Ne+4). The color bar located
on the side runs from low to high values of fmass.
ε+ = 0.17, (22)
and the ones related with the ICF from KB94 (dashed lines).
Extreme caution should be taken when computing Ne+4 ionic
abundances since the adoption of an adequate Te is crucial to obtain
reliable values; if Te[O III] is adopted, Ne+4 abundances and thus,
total neon abundances will be probably overestimated.
We do not discuss the case when the auroral [Ne IV] are ob-
served since they very weak and sensitive to the electron tempera-
ture. In these cases, we strongly recommend to use the ICFs from
equation (17) or (20) to calculate neon abundances.
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4.6 Sulfur
The only sulfur ions that emit lines in the optical range are S+ and
S++. The most frequently adopted ICF for sulfur is the one pro-
posed by Stasin´ska (1978). We found from our models that this
ICF can overestimate S/H by up to 0.08 dex in very low ioniza-
tion PNe (with ω . 0.2) whereas in PNe with ω > 0.2, this ICF
either overestimates S/H by up to 0.1 dex or underestimates it by
up to 0.4 dex (or even more). Similar results were already found in
Rodríguez & Delgado-Inglada (2012).
Figure 9a shows the values of ICFm(S+/O+) as a function of υ.
A fit to these values gives:
log ICFf(S+/O+) = 0.31 − 0.52υ, (23)
represented with a solid line. We do not recommend to use the
above equation when υ < 0.02 since the ICF for these objects is
very uncertain. A tailored photoionization model should be con-
structed in these cases.
Figure 9b shows the values of ∆/ICFf(S+/O+) as a function of
υ. The solid lines correspond to:
ε−(S+/O+) = 0.38 (24)
and
ε+(S+/O+) = 0.41, (25)
which give an idea of the uncertainties associated with this ICF.
Clearly, when the only observed ion of sulfur is S+, the uncertainty
in the S abundance is rather large.
When [S III] lines are also observed, we suggest to use:
log ICFf((S++S++)/O+) =
−0.02 − 0.03ω − 2.31ω2 + 2.19ω3
0.69 + 2.09ω − 2.69ω2 , (26)
represented with a solid line in Figure 10a. We see from this fig-
ure that the contribution of S>+3 ions is negligible in PNe with
I(He II)/I(Hβ) < 0.02, and thus, an ICFf((S+ + S++)/O+) = 1 can be
adopted. The maximum uncertainties associated with our proposed
ICF, ε−((S+ +S++)/O+) and ε+((S+ +S++)/O+), are represented with
solid lines in Figure 10b. They are given by:
ε−((S+ + S++)/O+) = 0.20 (27)
and
ε+((S+ + S++)/O+) = 0.12. (28)
When lines from both S+ and S++ are observed, our models lead to
a very small dispersion in ICFm((S+ + S++)/O+) for a given value
of ω, so that the sulfur abundances should be quite accurate. This
figure also shows the uncertainties related to the ICF proposed by
Stasin´ska (1978), which, as we mentioned above introduces a bias
in the computed sulfur abundances.
4.7 Chlorine
In PNe, chlorine can be present in several ionization states. In the
optical range, lines of [Cl II], [Cl III], and [Cl IV] can be observed,
depending on the degree of ionization of the object. This element
is not discussed in KB94 but other authors, such as Peimbert &
Torres-Peimbert (1977); Kwitter & Henry (2001); Liu et al. (2000);
Wang & Liu (2007), proposed correction schemes to estimate the
contribution of unobserved ions.
Instead of proposing several ICFs to calculate chlorine abun-
dances depending on the observed ions, we suggest to use only two
ICFs. The first ICF can be used when only [Cl III] lines are ob-
served:
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Figure 9. (a) Values of ICFm(S+/O+) as a function of υ for our BCRS and
BCMS models. The solid line is ICFsf (S+/O+). The color bar located on
the side runs from low to high values of Teff . (b) Values of ∆/ICFf (S+/O+)
as a function of υ for our BCRS and BCMS models. The thick horizontal
lines are ε+ and ε−. The thin horizontal line represents ICFm(S+/O+) =
ICFf (S+/O+). The color bar located on the side runs from low to high values
of fmass. The vertical line in both panels delimits the value of υ (0.02) above
which our ICF is valid.
ICFf(Cl++/O+) = (4.1620 − 4.1622ω0.21)0.75. (29)
This ICF is showed with a solid line in Figure 11a and is valid when
0.02 < ω < 0.95. The uncertainties related to the ICF are:
ε− = 0.27 (30)
and
ε+ = 0.15. (31)
In PNe with ω . 0.02, where the Equation 29 is not valid, the Cl/O
values can be computed simply as (Cl+ + Cl++)/O+ if [Cl II] and
[Cl III] lines are observed. The related uncertainties are ε+ = 0 and
ε− = 0.13. In PNe with ω > 0.95, the Equation 29 is neither valid,
and we recommend to construct a tailored photoionization model
c© 2014 RAS, MNRAS 000, 1–19
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Figure 10. (a) Values of ICFm((S+ + S++)/O+) as a function of ω for our
BCRS and BCMS models. The solid line is ICFsf ((S+ + S++)/O+). The
color bar located on the side runs from low to high values of Teff . (b) Val-
ues of ∆/ICFf ((S+ + S++)/O+) as a function of ω for our BCRS and BCMS
models. The thick horizontal lines are ε+ and ε−. The dashed lines repre-
sent the uncertainties associated with the ICF by Stasin´ska (1978). The thin
horizontal line represents ICFm((S+ + S++)/O+) = ICFf ((S+ + S++)/O+).
The color bar located on the side runs from low to high values of fmass. The
vertical line in both panels delimits the value of ω (0.95) below which our
ICF is valid.
to derive chlorine abundances (or use the Equation 32, described
below, if the three ions are observed).
The second ICF is valid when [Cl II], [Cl III], and [Cl IV]
lines are observed:
ICFf(Cl+ + Cl++ + Cl+3) = 0.98 + (0.56 − 0.57υ)7.64. (32)
The uncertainties associated with this fit are:
ε− = 0.30 (33)
and
ε+ = 0.33. (34)
Figure 12b we can see that if we calculate Cl/H simply by
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Figure 11. (a) Values of ICFm(Cl++/O+) as a function of ω for our BCRS
and BCMS models. The solid line is ICFf (Cl++/O+). The color bar lo-
cated on the side runs from low to high values of Teff . (b) Values of
∆/ICFf (Cl++/O+) as a function of ω for our BCRS and BCMS models.
The thick solid lines are ε+ and ε−. The thin horizontal line represents
ICFm(Cl++/O+) = ICFf (Cl++/O+). The color bar located on the side runs
from low to high values of fmass. The vertical lines in both panels shows the
range of validity of our ICF, 0.02 < ω < 0.95.
adding up the ionic abundances Cl+, Cl++, and Cl+3, the total chlo-
rine abundances are probably underestimated by more than 0.2 dex
in PNe with υ & 0.5.
4.8 Argon
Argon lines of Ar++, Ar+3, and Ar+4 can be observed in the optical
range. In low ionization PNe, Ar+ may be an important contributor
to the total abundance of argon whereas in very high ionization PNe
the contribution of Ar>+5 ions may be significant. From our models
we find that the ionic fraction of Ar+ can be more than 60% when
ω . 0.1, while the ionic fraction of Ar+5 can be more than 30%
when ω & 0.9. Therefore, we need to account for these ions in
order to calculate total abundances of argon.
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Figure 12. (a) Values of ICFm(Cl+ + Cl++ + Cl+3) as a function of υ for our
BCRS and BCMS models. The solid line is ICFf (Cl+ + Cl++ + Cl+3). The
color bar located on the side runs from low to high values of Teff . (b) Values
of ∆/ICFf (Cl+ + Cl++ + Cl+3) as a function of ω for our BCRS and BCMS
models. The thick solid lines are ε+ and ε−. The dashed lines represent the
uncertainties associated with ICF = 1. The thin horizontal line represents
ICFm(Cl+ + Cl++ + Cl+3) = ICFf (Cl+ + Cl++ + Cl+3). The color bar located
on the side runs from low to high values of fmass.
The best correlation we found between argon ions and υ or ω
is showed in Figure 13a. We performed two fits to these values. The
first one is valid when ω 6 0.5:
log ICFf(Ar++/(O+ + O++)) =
0.05
0.06 + ω
− 0.07. (35)
And the second one is valid when ω > 0.5:
log ICFf(Ar++/(O+ + O++)) =
0.03ω
0.4 − 0.3ω − 0.05. (36)
Figure 13b shows the uncertainties associated with our ICFs,
which are much higher than the ones obtained for the other ele-
ments. They can be estimated in general as:
ε− = 0.70 (37)
and
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Figure 13. (a) Values of ICFm(Ar++/(O+ + O++)) as a function of ω for our
BCRS and BCMS models. The solid lines corresponds to ICFf (Ar++/(O+ +
O++)). The color bar located on the side runs from low to high values of Teff .
(b) Values of ∆/ICFf (Ar++/(O+ + O++)) as a function of ω for our BCRS
and BCMS models.The solid lines are ε+ and ε−. The thin horizontal line
represents ICFm(Ar++/(O+ + O++)) = ICFf (Ar++/(O+ + O++)). The color
bar located on the side in both panels runs from low to high values of fmass.
The vertical line in both panels shows the range of validity of our ICF,
0.05 < ω < 0.95.
ε+ = 0.60. (38)
This correction scheme has the advantage that only [Ar III]
lines need to be observed. However, it must be noted that it would
provide extremely uncertain argon abundances if it were uses for
extreme values of ω (say ω < 0.05 or ω > 0.95).
4.9 Carbon
Collisionally excited lines from carbon are emitted only in the ul-
traviolet range but several recombination lines of C II, C III, and
C IV can be observed in optical spectra. The C II line at 4267 Å is
the brightest and often the only one detected. C III lines may be ob-
served at 4187 Å and 4650 Å and C IV at 4658 Å. The C III λ4650
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line can be blended with nearby O II lines, and the C IV λ4658
line can be contaminated with the [Fe III] line at the same wave-
length. Therefore, carbon abundances are usually computed using
only C++ abundances and one ICF to account for the other ions.
In Figure 14a we show the values of ICFm(C++/O++) as a
function of ω for our models. It is generally assumed that C/O =
C++/O++ but, as seen in the figure, x(O++)/x(C++) ∼ 1 only when
ω ∼ 0.9. We suggest to use:
ICFf(C++/O++) = 0.05 + 2.21ω − 2.77ω2 + 1.74ω3. (39)
The error bars associated with the ICF of equation (39) are esti-
mated as:
ε− = 0.19 (40)
and
ε+ = 0.4 − 1.06ω + 0.65ω2 + 0.27ω3. (41)
Figure 14b shows that the C/O values calculated as C++/O++
(dashed lines) can be overestimated by up to one dex or underesti-
mated by up 0.2 dex depending on the degree of ionization of the
PN.
As for the case of argon, we do not recommend to compute
the carbon abundance for objects with ω < 0.05 or objects with
ω > 0.95. Note that the commonly used recipe that C/O = C++/O++
significantly overestimates the carbon abundance in the vast major-
ity of cases.
5 TESTING THE ROBUSTNESS OF OUR ICFS
To explore the robustness of our ICFs, we consider the additional
families of models presented in Section 2 and Table 2. Figures 15
and 16 show the values of ICFm as a function of ω or υ for all
the models. Each row concerns a different ICF and each column a
different family of models. From left to right:
(1) blackbody models that were used to derive ICFf for each
element (BCRS and BCMS),
(2) non constant density models (BGRS and BGMS),
(3) models combined as explained in Section 2 (BCRSCo and
BCMSCo),
(4) models with Rauch atmospheres (RCRS and RCMS),
(5) models with ISM dust grains (BCRSD and BCMSD), 6)
models with Z = 2×Z (BCRH and BCMH), and
(6) models with Z = Z/2 (BCRL and BCML).
The last column concerns observations of BCRS and BCMS
models integrated on the line of sight passing through the center in-
stead of integrated over the entire nebular volume. In other words,
the integrals of Equation 3 are performed over the radius. This is
important for extended PNe. As a matter of fact for such cases ob-
served spectra are intermediate between this pencil beam case (last
column) and the volume integrated case shown in the first column.
Figures 15 and 16 clearly show that our ICFs are valid for a
wide range of model assumptions. Even our error bars, which are
rather conservative, roughly apply to all cases. Note that in this
paper we do not consider truly aspherical PNe as well as pencil
beam observations across the face of large nebulae. These two cases
deserve a dedicated study using three dimensional maps. But so far,
we can say that our ICFs are robust and can be safely used in a large
variety of PN abundance studies.
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Figure 14. (a) Values of ICFm(C++/O++) as a function of ω for our BCRS
and BCMS models. The solid line corresponds to ICFf (C++/O++). The
color bar located on the side runs from low to high values of Teff . (b) Values
of ∆/ICFf (C++/O++) as a function of ω for our BCRS and BCMS mod-
els.The solid lines are ε+ and ε−. The dashed lines represent the uncer-
tainties associated with C/O = C++/O++. The thin horizontal line represents
ICFm(C++/O++) = ICFf (C++/O++). The color bar located on the side in both
panels runs from low to high values of fmass. The vertical line in both panels
shows the range of validity of our ICF, 0.05 < ω < 0.97.
6 HOW DO OUR ICFS CHANGE PREVIOUSLY
COMPUTED ABUNDANCE RATIOS
In this section we use our ICFs to calculate total abundances and
the uncertainties associated with our ICFs in the sample of PNe
described in Section 3 and compare them to abundances obtained
using previous ICFs
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Table 3. Our ICFs and their uncertainties.
Abundance ICFf 1 Uncertainties Ranges of
ratios ε− ε+ validity
He/H ICF(He+ + He++) = 1 0 0.1
0.03 + ω1.1
0.05 < ω < 0.5
ICF(He+ + He++) = 1 << 1 << 1 ω > 0.5
O/H log ICF(O+ + O++) = (0.08υ + 0.006υ
2)
(0.34 − 0.27υ) 0.03 + 0.5υ − 0.2υ2 0.03 + 0.5υ − 0.2υ2 υ < 0.95
N/O log ICF(N+/O+) = −0.16ω(1 + log υ) 0.32ω 0.50ω ω < 0.95
log ICF(N+/O+) = 0.64ω 0.32ω 0.50ω No He II lines
Ne/O ICF(Ne++/O++) = ω+
(
0.014
υ′ + 2υ
′2.7
)3
(0.7 + 0.2ω − 0.8ω2) 0.17 0.12 ω > 0.1
Ne/H ICF(Ne+++Ne+4) = (1.31 + 12.68υ2.57)0.27 0.20 0.17 υ > 0.02
S/O log ICF(S+/O+) = 0.31 − 0.52υ 0.38 0.41 υ > 0.02
S/O log ICF((S+ + S++)/O+) = −0.02 − 0.03ω − 2.31ω2 + 2.19ω3
0.69 + 2.09ω − 2.69ω2 0.20 0.12 ω < 0.95
Cl/O ICF(Cl++/O+) = (4.1620 − 4.1622υ0.21)0.75 0.27 0.15 0.02 < υ < 0.95
Cl/O ICF((Cl++Cl++)/O+) = 1 0.13 0 υ 6 0.02
Cl/O ICF(Cl++Cl+++Cl+3) = 0.98 + (0.56 − 0.57υ)7.64 0.30 0.33 0 6 υ 6 1
Ar/O log ICF(Ar++/(O++O++)) = 0.050.06 + ω − 0.07 0.70 0.60 0.05 < ω 6 0.5
log ICF(Ar++/(O++O++)) = 0.03ω0.4 − 0.3ω − 0.05 0.70 0.60 0.5 < ω < 0.95
C/O ICF(C++/O++) = 0.05 + 2.21ω - 2.77ω2 + 1.74ω3 0.19 0.4 − 1.06ω + 0.65ω2 + 0.27ω3 0.05 < ω < 0.97
1 The ICFs are expressed as a function of υ = He++/(He++He++) or ω = O++/(O++O++), the values of υ′ are defined in the text.
6.1 Determination of the ionic abundances
We use the python tool PyNeb3 (Luridiana et al. 2012) to derive
the physical conditions (electron temperatures and densities) and
the ionic abundances of the PNe. We adopt the atomic data listed in
Table 4, which should be the best ones presently available4.
The spectral resolution, the number of observed lines, and
their signal-to-noise ratio vary greatly from one sample to another.
In order to make a reliable comparison between the computed abun-
dances, we follow a procedure as homogeneous as possible for all
the objects, using the same lines to compute all the physical quan-
tities. We derive one electron density and one electron temperature
from the [S II] λ6716/λ6731 and [O III] λ4363/(λ4959+λ5007)
ratios respectively, and we use them to calculate all the ionic abun-
dances. When the [S II] lines are not available, we use the [O II]
λ3726/λ3729, [Cl III] λ5518/λ5538 or [Ar IV] λ4711/λ4740 ratios
to estimate the electron density.
As shown in Figure 3, where He++/(He++He++) is plotted as
a function of O++/(O++O++), the models cover almost the same
region as the observational sample of PNe. We can also see in this
3 http://www.iac.es/proyecto/PyNeb/
4 Note that some of the transition probabilities and collision strengths used
here are different from the ones used in the version of cloudy we employed
to compute our models. This is not a problem, since the ICFs depend basi-
cally on atomic data that influence the ionization structure.
Table 4. Atomic Data
Ion Transition Probabilities Collisional Strengths
O+ Zeippen (1982) Kisielius et al. (2009)
O++ Storey & Zeippen (2000) Aggarwal & Keenan (1999)
Wiese et al. (1996)
N+ Galavis et al. (1997) Tayal (2011)
S+ Tayal & Zatsarinny (2010) Tayal & Zatsarinny (2010)
S++ Podovedova et al. (2009) Tayal & Gupta (1999)
Ne++ Galavis et al. (1997) McLaughlin & Bell (2000)
Ne+4 Galavis et al. (1997) Griffin & Badnell (2000)
Ar++ Mendoza & Zeippen (1983) Galavis et al. (1995)
Cl+ Mendoza & Zeippen (1983) Krueger & Czyzak (1970)
Cl++ Mendoza & Zeippen (1982a) Krueger & Czyzak (1970)
Cl+3 Mendoza & Zeippen (1982b) Krueger & Czyzak (1970)
figure that most of the observed PNe have relatively high degrees
of ionization, ω > 0.5.
6.2 Total abundances
The total abundances and their associated uncertainties are com-
puted using the analytical expressions compiled in Table 3. For
each element, we only consider those objects with υ or ω within
the range of validity. The error bars in the plots arise only from the
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Figure 15. Values of ICFmas a function of ω for the different families of models. The solid curves are our ICFf .
uncertainties associated with our ICFs, not from the uncertainties
in the line fluxes.
Figure 17 compares the helium abundances obtained through
Equation (10) and (11) and the ones computed with the ICFs by Pe-
imbert et al. (1992) and Zhang & Liu (2003). The error bars in the
plot arise from the uncertainties in our ICF. We are not considering
here the uncertainties related to line fluxes, which are in general
around ±0.02 dex for helium (e.g., Delgado-Inglada & Rodríguez
2014). Only the PNe without He II lines in the spectra are included
in the plot since the abundance of He0 is probably negligible in the
others.
Our values of He/H, including the error bars, are generally
lower than those computed with the ICFs by Peimbert et al. (1992)
and Zhang & Liu (2003). These values of He/H are probably over-
estimated, at least in the PNe with ω > 0.5 (represented in the fig-
ure by symbols without upper error bars) where we do not expect a
significant contribution of neutral helium (as seen in Fig. 4b).
The oxygen abundances computed with three different ICFs
are compared in Figure 18. Our ICF leads to O/H values similar
to the ones obtained from the ICF by KB94 whereas O/H values
computed with the ICF by Peimbert & Torres-Peimbert (1971) are
generally higher than ours. As we have shown in Figure 5b, the lat-
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Figure 16. Values of ICFmas a function of υ for the different families of models. The solid curves are our ICFf .
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Figure 17. Comparison between He/H values computed with our ICF and
with the ICFs from Zhang & Liu (2003) (ZL03) and Peimbert et al. (1992)
(P92). The error bars only include the uncertainties associated with our ICF.
ter ICF overestimates the oxygen abundances in cases where He++
is present, since it assumes that no O++ can be present in the He++
zone, which is not correct. The error bars in these plots correspond
to the uncertainties associated with our ICF, estimated with Equa-
tion (13). Note that in high ionization objects, the error bars can be
greater than the usual error bars which result only from the propa-
gation of the line intensity errors into the physical conditions and
ionic abundances (around ∼0.05 dex, see, e.g., Delgado-Inglada &
Rodríguez 2014).
Figure 19 compares our values of N/O, Ne/O, S/O, Ar/O, and
Cl/O with the ones computed using ICFs from other authors. For
chlorine we use the ICF proposed by Liu et al. (2000) because this
element is not considered in KB94. For the other four elements we
use the ICFs by KB94. The differences in the computed values of
N/O, Ne/O, and Ar/O are significant.
In general, the S/O values derived from our ICF and from the
ICF by KB94 (originally proposed by Stasin´ska 1978) are similar
within errors. There are some exceptions showing higher S/O val-
ues when using our ICF. This result is relevant in regard to the so-
called sulfur anomaly (Henry et al. 2004, 2010), the fact that many
PNe show low sulfur abundances compared to H II regions of the
same metallicity (measured by O/H). Figure 20 shows the values
of S/O as a function of O/H. The values for the Sun and for Orion
(Lodders 2010; Esteban et al. 2004) are also plotted for compari-
son. It can be seen that the S/O values in most of our sample PNe
are lower than those in Orion and in the Sun. Several hypotheses
have been proposed to explained this result, the most accepted one
being the incorrect correction for unobserved ions of sulfur. Our
results suggest that the ICF is, at least, not the main cause of this
anomaly.
7 TESTING OUR ICFS WITH OBSERVATIONAL DATA
Here, we want to test the validity of our ICFs by checking that some
of the computed abundances ratios do not show any specific trend
with the ionization degree. It is important to consider PNe covering
a wide range of physical conditions, therefore we use the whole
sample of PNe.
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Figure 19. Comparison between N/O, Ne/O, S/O, Ar/O, and Cl/O values computed with our ICFs and with the ICFs by KB94 or Liu et al. (2000) (L00). The
error bars only include the uncertainties associated with our ICF.
We consider only the results for Ne/O, S/O, Ar/O, Cl/O, and
Ar/S. These five elements are mainly produced in massive stars
and they are expected to evolve in lockstep. Therefore, their rel-
ative ratios are not expected to depend on the degree of ionization
and they can be used to see if our ICFs show any trend with the
degree of ionization. However, several nucleosynthesis models do
predict some oxygen production/destruction in low metallicity en-
vironments (see, e.g. Karakas & Lattanzio 2007) which could per-
haps lead to a weak tendency of the above abundance rations with
the nebular excitation. Moreover, given that several PNe in the so-
lar neighborhood have higher oxygen abundances than nearby H II
regions (Rodríguez & Delgado-Inglada 2011), even at solar metal-
licities oxygen production in PNe could be occurring.
The results for helium, carbon, and nitrogen are not discussed
here since these elements can be produced in the interiors of asymp-
totic giant branch stars, depending on the progenitor mass, and the
ionization of PNe depends on the mass of the central star (Stasin´ska
et al. 1998). A trend between N/O, C/O or He/H and the degree of
ionization would not be surprising and thus, these abundance ratios
are not useful to test our ICFs.
In Figure 21 we display the values of Ne/O, S/O, Ar/O, and
Cl/O as a function of the degree of ionization. The absence of a
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Figure 18. Comparison between O/H values computed with our ICF and
with the ICF from KB94 (upper panel) and Peimbert & Torres-Peimbert
(1971) (PTP71, lower panel). The error bars only include the uncertainties
associated with our ICF.
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Figure 20. Values of S/O as a function of O/H for the sample of Galactic
PNe. The error bars only include the uncertainties associated with our ICF.
0.0 0.2 0.4 0.6 0.8 1.0
O+ + /(O+ +O+ + )
0.5
0.0
0.5
1.0
1.5
lo
g
(A
r/
S
)
Low quality spectra
High quality spectra
Figure 22. Values of Ar/S as a function of the degree of ionization for the
sample of Galactic PNe.
trend in this plot argues in favor of our ICF recipes. This figure
shows that the error bars associated with the ICFs can be higher
than the usual uncertainties in the abundance ratios which arise
only from the uncertainties in the line fluxes and range from ±0.05
dex to ±0.2 dex depending on the element (and the quality of the
observations).
The abundance ratios Ar/S are plotted in Figure 22 as a func-
tion of the degree of ionization. This abundance ratio is even less
suspect of being affected by nucleosynthesis processes in the pro-
genitor star than the abundance ratios involving oxygen. A certain
amount of sulfur atoms in some PNe can be trapped in dust grains
(such as MgS Delgado-Inglada & Rodríguez 2014) or molecules
(Henry et al. 2012). There is no obvious trend between the Ar/S val-
ues and the degree of ionization, which tends to support our ICFs.
The high Ar/S values obtained in eight PNe could be a consequence
of sulfur depletion into dust grains (such as MgS, see Delgado-
Inglada & Rodríguez 2014) or molecules (Henry et al. 2012).
8 SUMMARY
We have computed a large grid of photoionization models covering
a wide range of physical parameters representative of most of the
observed PNe. Using this grid of models, we derived new recipes
for the ICFs of He, O, N, Ne, S, Ar, Cl, and C that should be used
for optical observations. We also provide analytical expressions for
the associated uncertainties. This should be useful for empirical
abundance studies since errors in ICFs are usually not considered
when estimating errors in element abundances.
The ICFs are valid for all the computed families of models,
which include models with different input metallicities, different
gas density distributions, presence or absence of dust, or differ-
ent spectral energy distribution of the ionizing source. Besides, our
ICFs are valid for volume integrated observations as well as for
pencil beam observations in the vicinity of the central star. There-
fore they can be safely used in a large variety of PNe observations.
For each correction scheme, we define the region of va-
lidity, outside this zone the error bars are so large that no
meaningful abundance can be computed. Objects presenting such
He++/(He++He++) and O++/(O++O++) should be removed from
abundance computations using our ICFs for the corresponding el-
c© 2014 RAS, MNRAS 000, 1–19
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Figure 21. Values of Ne/O, S/O, Cl/O, and Ar/O derived with our ICFs as a function of ω. The error bars only include the uncertainties associated with our
ICF.
ement. A tailored photoionization model is recommended for such
cases.
In the case of helium we do not suggest the derivation of an
ICF based on other ions since the relative populations of helium
ions depend essentially on the Teff of the central star while the
ones of metal ions also depend on the ionization parameter. We
recommend to use ICF(He+ + He++) = 1 and, for those objects with
ω . 0.45, incorporate the correction for unobserved ions in the
error bars.
For nitrogen and neon, we propose ICFs based both on
O++/(O++O++) and He++/(He++He++). The uncertainties associ-
ated with our computed N/O and Ne/O values are significantly
lower (especially for PNe with low Teff central stars) than those
derived using the ICFs suggested by KB94.
As for the other elements we suggest ICFs based on
O++/(O++O++) or He++/(He++He++). In general, the uncertainties
related to our ICFs are significantly lower than the ones related to
other ICFs in the literature.
We have shown that the error bars associated with ICFs should
be taken into account in the total error budget on abundances since
they represent a significant budget of total errors abundances.
Although our sulfur abundances are somewhat higher than
those derived from the ICF by KB94, the S/O values obtained in
most of the studied PNe are still lower than those in Orion or in
the Sun. This suggests that the ICF is not the principal cause of the
sulfur anomaly.
The abundance ratios Ne/O, S/O, Cl/O, and Ar/O computed
with our ICFs in a wide sample of observed PNe (covering a wide
range of ionization, central star temperature, and metallicity) do
not show any noticeable trend with the degree of ionization. This
validates our ICFs for abundance studies.
The ICFs defined in this paper will be included in the next
release of the Pyneb package.
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