Abstract-This work presents several analysis and design results for primary droop control and secondary control in inductive microgrids. Building on our recent work, we study the problem of set point design in droop-controlled microgrids, and provide a choice of droop coefficients leading to the desired power flows. We then compare and contrast two distributed secondary controllers, and extend them to the case where only a fraction of inverters cooperate in regulating the network frequency. We show that both these secondary-control schemes achieve frequency regulation in the presence of resistive losses.
I. INTRODUCTION
Microgrids are low-voltage electrical distribution networks, heterogeneously composed of distributed generation, storage, load, and managed autonomously from the larger primary network. Microgrids are able to connect to the wide area electric power system through a "Point of Common Coupling", but are also able to "island" themselves and operate independently [1] , [2] . Energy generation within a microgrid can be highly heterogeneous, including photovoltaics, wind, geothermal, micro-turbines, etc. Many of these sources generate either variable frequency AC power or DC power, and are interfaced with a synchronous AC grid via power electronic DC/AC inverters. In islanded operation, it is through these inverters that actions must be taken to ensure synchronization, security, power balance and load sharing [3] .
The so-called primary droop controllers have been used successfully to achieve these tasks, see [3] - [9] . For inductive lines, the controller balances the active power injections in the network by instantaneously changing the frequency ω i of the voltage signal at the i th inverter according to
where ω * is the rated frequency, P e,i is the active electrical power injection at node i, and P * i is a nominal active power injection. The parameter n i > 0 is referred to as the droop coefficient. Despite forming the foundation for the operation of parallel inverters, droop-controlled networks of inverters and loads have only recently been subject to a rigorous nonlinear analysis. In [10] , the authors presented a necessary and sufficient condition for the existence of a unique and locally exponentially stable steady state of a droop-controlled network. Moreover, a secondary-control scheme was devised -termed the distributed-averaging PI control -which dynamically regulates the network frequency to its nominal hebouattour@gmail.com, {johnwsimpsonporco, dorfler,bullo}@engineering.ucsb.edu.
value while maintaining a proportional sharing of power among the inverters. These results are foundational to the present work, and are reviewed in Section II.
In the literature, conservative stability conditions are presented in [11] for all-to-all inverter networks under drooplike controllers. In [12] state feedback is combined with a decentralized LMI strategy to ensure stabilization and frequency regulation, while [13] studies the performance of centralized and decentralized secondary controllers based on integral action. In [14] a distributed secondary-control scheme based on all-to-all inverter frequency averaging is proposed. In [15] a related distributed secondary-control scheme averaging the inverter power outputs is proposed. These variations on the theme of secondary control share the common disadvantage that the steady-state power injections are distorted by the frequency regulation. Unless the controller gains are carefully tuned to the network parameters and the current operating point, the additional integral action disrupts any fair sharing of power between the distributed generators established by the primary stabilizing controller.
The contributions and contents of this work are as follows. Starting from our previous analysis in [10] (reviewed in Section II), we present several novel analysis and design results for frequency-droop and secondary control in inductive microgrids. Section III characterizes the set of droop coefficients which leads to a desired configuration of power flows for primary-controlled networks. Section IV-A presents necessary and sufficient stability conditions for the secondary-control schemes proposed in [14] , [15] . Section IV-B partially extends our secondary control results to lossy networks. Section IV-C extends our secondary-control results to the case where only a fraction of inverters participate in frequency regulation. Finally, Section V contains simulations illustrating some of our results. The two distributed secondary control strategies analyzed in this paper have been implemented in an experimental test setup. We refer to [14] , [16] for further details. We omit proofs and lengthy algebraic manipulations in this paper and refer the reader to [17] and a forthcoming publication. The remainder of this section recalls some preliminaries and introduces some notation.
Preliminaries and Notation
Vectors and matrices: Given a finite set V, let |V| denote its cardinality. Given a finite index set I and a real valued one-dimensional array {x 1 , . . . , x |I| }, the associated vector is x ∈ R |I| and the associated diagonal matrix is diag({x i } i∈I ) ∈ R |I|×|I| . We denote the n × n identity matrix by I n . Let 1 n and 0 n be the n-dimensional vectors of unit and zero entries, and let 1 ⊥ n x ∈ R n : 1 T n x = 0 . Algebraic graph theory: We denote by G(V, E, A) an undirected and weighted graph, where V is the set of nodes, E ⊆ V × V is the set of edges, and A = A T ∈ R |V|×|V| is the adjacency matrix. If a number ∈ {1, . . . , |E|} and an arbitrary direction is assigned to each edge {i, j} ∈ E, the node-edge incidence matrix B ∈ R |V|×|E| is defined component-wise as B k = 1 if node k is the sink node of edge and as B k = −1 if node k is the source node of edge , with all other elements being zero. If A diag({a ij } {i,j}∈E ) ∈ R |E|×|E| is the diagonal matrix of edge weights, then the positive semidefinite Laplacian matrix is given by L BAB T . If the graph is connected, then ker(B T ) = ker(L) = span(1 |V| ). For acyclic graphs, ker(B) = ∅. In this case, for every x ∈ 1 ⊥ |V| , that is, i∈V x i = 0, there exists a unique ξ ∈ R |E| satisfying Kirchoff's Current Law (KCL) x = Bξ [18] , [19] . In a circuit, the vector x is interpreted as vector of nodal current injections, and ξ are the associated current flows along edges. We denote by B † (B T B) −1 B T the left inverse of B. Geometry on the n-torus: The set S 1 is the unit circle, an angle is a point θ ∈ S 1 , an arc is a connected subset of S 1 , and the n-torus is
|V| : max {i,j}∈E |θ i − θ j | ≤ γ} be the closed set of angle arrays θ = (θ 1 , . . . , θ n ) with neighboring angles θ i and θ j , {i, j} ∈ E no further than γ apart.
II. MICROGRIDS, DROOP CONTROL AND DAPI CONTROL A. Droop-controlled inverters in islanded microgrids
We model a microgrid as a linear AC circuit with purely inductive admittance matrix Y ∈ jR n×n . The associated connected, undirected, and complex-weighted graph is G(V, E, A) with node set (or buses) V = {1, . . . , n}, edge set (or branches) E ⊂ V × V, and symmetric edge weights (or admittances) a ij = −Y ij = −Y ji ∈ C for every branch {i, j} ∈ E, where Y is the bus admittance matrix. Within this paper we restrict ourselves to the acyclic (or "radial") topologies prevalent in low voltage distribution networks. We partition the set of buses as V = V L ∪ V I , corresponding to the loads and inverters. For simplicity, we denote the respective sizes by n = |V|, n L = |V L |, and n I = |V I |.
To each node i ∈ V, we associate the voltage phasor V i = E i e √ −1θi corresponding to the magnitude E i > 0 and the phase angle θ i ∈ S of a harmonic voltage solution to the AC circuit equations with nominal frequency ω * . The active power injection P e,i ∈ R at node i ∈ V is then given by [20] 
Each load i ∈ V L demands a constant amount of active power P * i ≤ 0 and satisfies the power balance equation
The frequency of each inverter is controlled according to the droop control law (1) . Since the deviation of the inverter frequency from the nominal network frequency equals the instantaneous change of the phase angle, i.e.,θ i = ω i − ω * , the droop control (1) can be equivalently rewritten as
where
is the (inverse) droop coefficient, u i : R ≥0 → R is a secondary control input, and P * i ∈ [0, P i ] is a nominal injection setpoint, where P i is the rating (power limit) of inverter i. Within this article, we assume that all voltage magnitudes E i are constant. It can be shown [10] , [21] that our results are robust to unmodeled voltage dynamics, which we illustrate in simulations in Section V.
B. Stability, Synchronization, and Power Sharing
Within this subsection, we consider the droop-controlled microgrid (3)-(4) in the absence of secondary control: u i = 0 for all i ∈ V I . If the system (3)-(4) possesses a frequencysynchronized solutionθ i (t) = ω sync ∈ R for all i ∈ {1, . . . , n}, then a summation over all equations (3)- (4) yields the synchronization frequency ω sync as the scaled power imbalance
By transforming to a rotating coordinate frame θ(t) → θ(t)− ω sync t (mod 2π), a frequency-synchronized solution of (3)- (4) is equivalent to an equilibrium of the system
Notice that the scaled injections P are balanced, 1 T n P = 0, and the equations (6) feature an inherent rotational symmetry, that is, they are invariant under a rotation of all angles by the same amount. The following result gives the necessary and sufficient condition for the existence of a stable equilibrium of (6), or equivalently, a synchronized solution of the droop-controlled microgrid ( (3)- (4) without secondary-control input u i = 0 for all i ∈ V I . Assume that the network G is acyclic, and let ξ ∈ R |E| be the unique vector of edge power flows satisfying KCL, given by ξ = B † P . The following two statements are equivalent:
(i) Synchronization: there exists an arc length γ ∈ [0, π/2[ such that the closed-loop system (3)- (4) possesses a locally exponentially stable and unique (modulo rotational symmetry) synchronized solution t → θ * (t) ∈ ∆ G (γ) for all t ≥ 0; and (ii) Flow Feasibility: the power flow is feasible, i.e.,
If the equivalent statements (i) and (ii) hold true, then the quantities Γ ∈ [0, 1[ and γ ∈ [0, π/2[ are related uniquely via Γ = sin(γ), and the synchronized solution θ * (t) ∈ ∆ G (γ) satisfiesθ * (t) = ω sync 1 n and sin(B T θ * (t)) = Aξ. While Theorem 2.1 gives the necessary and sufficient condition for the existence of a synchronized solution to the closed-loop system (3)-(4), it offers no immediate guidance on how to select the control parameters P * i and D i to satisfy the actuation constraint P e,i ∈ [0, P i ]. The following definition gives the proper criteria for this selection. 
(8) This proportional choice of droop gains leads to a fair power sharing among the inverters according to their ratings and subject to their actuation constraints [10, Theorem 7] . Theorem 2.2: (Power Flow Constraints and Power Sharing). Consider a synchronized solution of the droopcontrolled microgrid (3)-(4) without secondary-control input (u i = 0 for all i ∈ V I ), and let the droop coefficients be selected proportionally. Define the total load P L i∈V L P * i . The following two statements are equivalent:
Moreover, the inverters share the total load P L proportionally according to their power ratings, that is, P e,i /P i = P e,j /P j , for each i, j ∈ V I .
C. Distributed Averaging PI Control
From Theorem 2.1, the droop controller (4) assures that the closed loop (3)- (4) (with u i = 0) synchronizes to the constant frequency ω sync given by (5) . The purpose of the secondary control u i (t) in (4) is to regulate the synchronization frequency to its nominal value ω sync = 0. Equivalently, the secondary-control input needs to transform the droopcontrolled system (3)-(4) into the rotating frame (6a)-(6b).
Together with the primary proportional droop controller (4), the following distributed averaging proportional integral (DAPI) controller has been proposed by the authors [10] :
Here, L c is the Laplacian matrix of a connected communication graph G c between the inverters, p i ∈ R is an auxiliary power variable and k i > 0 is a gain, for each i ∈ V I . The resulting closed-loop system is then given by
The following result summarizes the stability of the closedloop system (10) for an acyclic network [10, Theorem 8] . Theorem 2.3: (Stability of DAPI-Controlled Network). Consider an acyclic network of droop-controlled inverters and loads in which the inverters can communicate through the communication graph G c , as described by the closedloop system (10) with parameters k i > 0, P * i ∈ [0, P i ], and D i > 0 for i ∈ V I , and connected Laplacian L c ∈ R n I ×n I . The following two statements are equivalent:
(i) Stability of Primary Droop Control: the droop control stability condition (7) holds; and (ii) Stability of DAPI Control: there exists an arc length γ ∈ [0, π/2[ such that the system (10) possesses a locally exponentially stable and unique (modulo rotational symmetry) equilibrium θ
If the equivalent statements (i) and (ii) hold true, then the unique (modulo symmetry) equilibrium θ * ∈ T n is given as in Theorem 2.1 (ii), along with p * i = D i ω sync for i ∈ V I . As a result of Theorem 2.3, the unique equilibrium of the primary-controlled system is recovered. As a consequence, if the droop coefficients are selected proportionally, then the DAPI controller (9) preserves the proportional power sharing property of the primary droop controller.
III. POWER FLOW DESIGN USING DROOP COEFFICIENTS
The proportional choice (8) of droop coefficients results in proportional power sharing and determines all droop coefficients up to a positive constant. In this section we address the following "controllability" question: how much can one influence the steady-state injections of the inverters (or the steady-state branch flows of the network) through the choice of droop coefficients? In particular, given a vector of desired steady-state injections P set I ∈ R n I for the inverters, when and how can one select the droop coefficients to generate these steady state injections? We make the following standing assumptions in this section.
Assumption 1: (Primary Control and Actuation).
(ii) Nominal Injection: P * i = P i for each i ∈ V I ; and (iii) Serviceable Load:
From (5), Assumption 1 guarantees that ω sync = 0 (specifically, that ω sync > 0), and hence that the droop coefficients influence the steady-state inverter power injections P e,i = P * i − ω sync D i , i ∈ V I . One could formulate alternate assumptions such that ω sync < 0, and all of the following results go through with minor modifications.
Definition 2: (Power Injection Set-Point). A vector P set ∈ R n is a power injection set-point if P set ∈ 1 ⊥ n and P set i = P * i for i ∈ V L . A power injection set-point is a point of power balance, and the demand at the loads cannot be altered. In what follows, we characterize a feasible power injection set-point.
T be a power injection set-point, with ξ set ∈ R |E| being the associated branch flows ξ set = B † P set , and let γ ∈ [0, π/2[. The power injection set-point P set (i) satisfies the nodal actuation constraint if P set i < P i , i ∈ V I ; (ii) is γ-feasible if it satisfies the nodal actuation constraint and A −1 ξ set ∞ ≤ sin(γ). The following result characterizes possible selections of droop coefficients that lead to a desired set-point.
Theorem 3.1: (Power Injection Set-Point Design). Let P * ∈ R n satisfy Assumption 1, let P set be a power injection set-point, and let γ ∈ [0, π/2[. The following statements are equivalent:
(i) Coefficient Selection: there exists a selection of droop coefficients such that the steady-state power injections satisfy P e (θ * ) = P set , with θ * ∈ ∆ G (γ); and (ii) Set-Point Feasibility: P set is a γ-feasible power injection set-point.
Moreover, for any β > 0, the choice of droop coefficients
leads to the desired property of the synchronized steady state. For inverters operating in parallel, designing P set I is equivalent to designing the branch flows since ξ set = B † P set = P set I . For general acyclic graphs, the mapping between nodal injections and branch flows is one-to-one, and the set of designable branch flows is exactly the image under B † of the set of γ-feasible power injection set-points, and no larger.
IV. EXTENSIONS OF SECONDARY CONTROL

A. Alternative Distributed Averaging PI Control Scheme
Another secondary distributed PI controller has been presented in [14] . The proposed secondary-control input u i (t) to the dynamics (3)- (4) is given by an integral feedback ‡ of the weighted average frequency § among the inverters:
Here, p i ∈ R is again an auxiliary power variable and k i > 0 is a gain, for each i ∈ V I . Notice that, for zero nominal injections P * i = 0, the weighted average frequency in (12) is the sum of inverter power injections P e,i (θ) minus the effect of the secondary control. In this case, we recover a control strategy reminiscent of the one advocated in [15] .
By explicit numerical counter-examples for asymmetric setups (e.g., non-identical inverters and non-uniform admittances in a parallel topology), it can be shown that the droopcontrolled system (3)-(4) with the secondary control (12) fails to achieve power sharing unless the values of k i are carefully selected. In the following, we suggest the choice
where k > 0 is constant. Thus, the integral channels have the time-constants inverse to the proportional droop control channels (4) . In this case, the closed loop is given by Dj is identical for all i ∈ V I , ‡ The controller proposed in [14] also contains a proportional feedback of the average frequency. We found that such a proportional feedback destroys the desired proportional power sharing, unless the gains are carefully tuned. For these reasons and since the resulting closed loop is hardly amenable to an analytic investigation, we omit the proportional feedback channel here.
§ The controller in [14] contains a true arithmetic average with all D i = 1 in (12) . Since the synchronization frequency (5) is obtained by a weighted average and since D iθi is the inverter injection P e,i (θ) (for P * i = 0), we found the choice (12) more appealing and intuitive. Simulations suggest that any convex combination of the inverter frequencies yields identical results.
we can rewrite the closed-loop equations (14) as
Notice that equation (15c) in the transformed system can be implemented as a centralized integrator. For these reasons, we refer to the controller (4), (12) with the choice of gains (13) as the centralized averaging proportional integral (CAPI) controller. This perspective is not only insightful and shows the communication complexity of the CAPI controller (12)- (13), but equations (15) are also convenient for the analysis. Theorem 4.1: (Stability of CAPI-Controlled Network). Consider an acyclic network of droop-controlled inverters and loads in which all inverters can communicate and average their frequencies, as described by the closed-loop system (14) with parameters k > 0, P * i ∈ [0, P i ], and D i > 0 for i ∈ V I . The following two statements are equivalent:
(i) Stability of Primary Droop Control: the droop control stability condition (7) holds; (ii) Stability of CAPI Control: there exists an arc length γ ∈ [0, π/2[ such that the system (14) possesses a locally exponentially stable and unique (modulo rotational symmetry) equilibrium θ
If the equivalent statements (i) and (ii) hold true, then the unique (modulo symmetry) equilibrium is given as in Theorem 2.1 (ii), along with p * i = D i ω sync for i ∈ V I . Analogous to the DAPI control (9), Theorem 4.1 guarantees that the equilibrium of the primary-controlled system is preserved. Hence, the CAPI control (12) preserves the proportional power sharing for proportional droop coefficients.
B. Extension of secondary control to lossy networks
We now study the operation of the DAPI and CAPI controllers when the network contains line conductances resulting in power losses. The admittance matrix Y ∈ C n×n is now given by Y = G ij + √ −1B ij , where G ∈ R n×n is the conductance matrix and B ∈ R n×n is the susceptance matrix. The active electrical power P e,i ∈ R injected into the network at node i ∈ {1, . . . , n} is then given by [20] 
In compact vector notation, the frequency droop controller is
The analysis of lossy circuits is considerably more challenging than in the lossless case. Indeed, no concise conditions are known that establish existence, uniqueness, and stability of equilibria for the primary-controlled system (16)- (17) . To study secondary control strategies in lossy networks, we assume the existence of a solution to the primary-controlled microgrid (16)- (17). Assumption 2: (Existence and uniqueness in presence of losses). There exists an arc length γ ∈ [0, π/2[ such that the closed-loop system (16)-(17) possesses a unique (modulo rotational symmetry) and frequency-synchronized solution θ * (t) ∈ ∆ G (γ), withθ * (t) = ω * sync ∈ R for all t ≥ 0. By summing over the equations (17) in steady state, we obtain the corresponding unique synchronization frequency
Under Assumption 2, θ * ∈ ∆ G (γ) is the unique solution to (10), (16) and the CAPI-control system (14) , (16) is given by (θ, p) = (θ * , D I ω * sync 1 n I ) ∈ ∆ G (γ) × R n I . After having established the existence of equilibria for the secondary control systems, we now study their stability. Simulation studies suggest that local stability is maintained independent of the conductance magnitudes. While it is difficult to find a general stability proof, we can extend the stability from the lossless case using continuity arguments. (14), (16) . There exists ε > 0 such that if G < ε, the equilibrium given by (θ * , D I ω * sync 1) is locally exponentially stable. It turns out that the proportional power sharing properties of the closed loop are maintained in the presence of losses.
Theorem 4.4: (Power Sharing in Lossy Networks). Let Assumption 2 hold, and consider a lossy network of droopcontrolled inverters and loads (17) . If the droop coefficients are selected proportionally as in (8) , then the inverters share the total load P L proportionally according to their power ratings. Moreover, the secondary DAPI and CAPI controllers preserve the power sharing.
C. Partial DAPI/CAPI Control
The DAPI controller (9) requires a connected communication network among the inverters. In presence of communication constraints, it may be desirable that only a subset of inverters participates in regulating the network frequency, see Figure 1 . To investigate this scenario, we partition the set of inverters as V I P ∪ V I S = V I , where the action of the V I P inverters is restricted to primary droop control, and the V I S inverters perform the secondary DAPI/CAPI control. We assume that at least |V I S | ≥ 1 inverters participate in the secondary CAPI control, respectively, |V I S | ≥ 2 for the DAPI control. As a special case, notice that |V I S | = 1 inverter performing CAPI control is analogous to AGC (automatic generation control) in transmission networks [20] . Given this partitioning, the inverter control equations become The scaled power imbalance is now defined by
The following result shows that partial secondary control strategies stabilize the network and regulate the frequency. Theorem 4.5: (Stability of Partial secondary-controlled Network). Consider an acyclic network of droop-controlled inverters and loads, as described by the closed-loop system (3), (19) , with parameters P * i ∈ [0, P i ] and D i > 0 for i ∈ V I . The secondary-control input u i is defined by either (9) (DAPI) or (12) (CAPI) for all i ∈ V I S with k i > 0. The following two statements are equivalent:
(i) Stability of Primary Droop Control: the droop control stability condition (7) holds; and (ii) Stability of Secondary Control: there exists an arc length γ ∈ [0, π/2[ such that the two systems (3), (9), (19) and (3), (12) , (19) possess the unique and locally exp. stable equilibrium θ * , p
If the equivalent statements (i) and (ii) hold true, then θ * is given as in Theorem 2.1 with p * i = D i ω * * sync for i ∈ V I S . In steady-state, the inverters V I P are effectively frequencydependent negative loads, we obtain the following power sharing properties of the partial secondary control schemes. Theorem 4.6: (Power Flow Constraints and Power Sharing). Consider the same setup as in Theorem 4.5, and define the total load by P L i∈V L P * i . If the droop coefficients and the set points of the inverters i ∈ V I S performing secondary control are selected proportionally as in (8) , then the following two statements are equivalent:
(i) Injection Constraints: 0 ≤ P e,i (θ * ) ≤ P i ∀i ∈ V I ; (ii) Load and Set-Point Constraints:
Moreover, the inverters performing secondary control share the load residual P L − i∈V I P P * i proportionally according to their power ratings, i.e., P e,i /P i = P e,j /P j for all i, j ∈ V I S .
V. SIMULATION STUDY
We illustrate a subset of our results by means of a simulation, where two inverters operating in parallel supply a variable load. Since the DAPI controller (9) is thoroughly covered in [10] , we show the robustness and performance of Fig. 2 . CAPI-controlled closed loop (14) for two inverters supplying a load. The solid (blue) plots correspond to inverter 1, and the dashed (red) plots correspond to inverter 2. The simulation is initialized at a non-stationary value, and the active and reactive power demand at the load doubles at t = 1s and then returns to its original vaue at t = 2s.
the CAPI controller (12)- (13) . The inverter voltage magnitudes are controlled via the quadratic voltage-droop [22] τ iĖi = −C i E i (E i − E * i ) − Q e,i , i ∈ V I , , i ∈ {1, 2}, where E * i > 0 is the nominal voltage magnitude, C i > 0 (resp. τ i > 0) is the proportional (resp. integral) quadratic voltage-droop coefficient, and Q e,i ∈ R is the reactive power injection [20] . The simulation parameters are reported in Table I , and a time-domain simulation is shown in Figure 2 . Observe that the CAPI controlled system (14) is robust and achieves an acceptable transient performance in presence of lossy lines and unmodeled reactive power and voltage dynamics. One fundamental disadvantage of CAPI controller (12)-(13) over the DAPI controller (9) (besides the communication complexity) is that the time constants of the proportional feedback (4) and the integral feedback (12) are coupled through (13) and cannot be chosen independently if one wishes to achieve power sharing. Whereas our choice of control gains in Table I is certainly not optimal, we found that the droop coefficients of the CAPI controller generally need to be selected smaller (resulting in a more aggressive primary control) than those of the corresponding DAPI controller to achieve an acceptable secondary control performance.
VI. CONCLUSIONS
In this work we have presented several extensions of primary and secondary control in microgrids. In particular, 
