We apply the variational iteration method (VIM) for solving linear and nonlinear ordinary differential equations with variable coefficients. We use distinct Lagrange multiplier for each order of ODE. We emphasize the power of the method by testing a variety of models with distinct orders and variable coefficients. Scientific models, namely, the hybrid selection model, the Thomas-Fermi equation, the Kidder equation of the Unsteady flow of gas through a porous medium, and the Riccati equation, are studied as well.
Introduction
The ordinary differential equations (ODE) with variable coefficients appear in many areas of applied sciences. Examples of these equations are Euler equation, Bessel equation, Legendre equation and Laguerre equation. Moreover, the nonlinear ordinary differential equations with variable coefficients, such as the Duffing equation, the Thomas-Fermi equation, and the Van der Pol equation, have been investigated in the literature. Linear and nonlinear ODEs with variable coefficients play a significant role in applied mathematics, physics, and engineering [1] [2] [3] [4] [5] . Researchers were aiming to establish reliable methods capable for solving a large class of linear or nonlinear differential and integral equations without the * E-mail: wazwaz@sxu.edu tangible restrictive assumptions or discretization of the variables. Recently, there has been great development of new powerful methods capable of handling linear and nonlinear equations that overcome most of the classical methods. The Adomian decomposition method, the variational iteration method, and the homotopy perturbation method are examples of the newly developed methods.
The variational iteration method (VIM) [1] [2] [3] [4] [5] , now used by many researchers is capable for handling a large class of linear or nonlinear differential equations. The flexibility and adaptation provided by the method have made it readily applicable to cases where the solution is unknown in advance as is often the case in the applied sciences and engineering. The VIM provides efficient algorithm for analytic approximate solutions and numeric simulations for real-world applications in sciences [5] [6] [7] [8] [9] . Unlike the Adomian decomposition method, where computational algorithms are normally used to deal with the nonlinear terms, the VIM does not require the use of restrictive as-sumptions for the nonlinear terms which would complicate the analytic calculations. The VIM approaches linear and nonlinear problems directly in a like manner. The aim of this work is two folds. First we aim to apply the VIM in a unified fashion to the linear and nonlinear ODEs with variable coefficients of a variety of distinct orders. Second we aim to confirm the reliability of the method in handling scientific problems, namely, hybrid selection model, the Thomas-Fermi equation, the Kidder equation of the Unsteady flow of gas through a porous medium, and the Riccati equation. Because a vast amount of research work was used in using this method, we only present the main steps of the method.
The variational iteration method
Consider the differential equation
where L and N are linear and nonlinear operators respectively, and ( ) is the source inhomogeneous term. The variational iteration method admits the use of a correction functional for equation (1) in the form
where λ is a general Lagrange's multiplier, which can be identified optimally via the variational theory, andũ as a restricted variation which means δũ = 0. The Lagrange multiplier λ is crucial and critical in the method, and it can be a constant or a function. Having λ determined, an iteration formula should be used for the determination of the successive approximations +1 ( ) ≥ 0 of the solution ( ). The zeroth approximation 0 can be any selective function. However, using the initial values (0) (0), and (0) are preferably used for the selective zeroth approximation 0 as will be seen later. Consequently, the solution is given by ( ) = lim
It is interesting to point out that we formally derived the distinct forms of the Lagrange multipliers λ in [1] , hence we skip details. We only set a summary of the obtained results: For first order ODE of the form
it was found that λ = −1, and the correction functional gives the iteration formula
For the second-order ODE
it was found that λ = − and the correction functional gives the iteration formula
Moreover, for the third-order ODE
, and the iteration formula takes the form
Generally, for the th-order ODE
Although the zeroth approximation 0 ( ) is any selective function, but it is preferable to select it in the form
where is the order of the ODE.
In what follows we present the following illustrative examples. We will examine a variety of linear and nonlinear ODEs with variable coefficients.
Scientific applications
In this section we will focus our work on four well known nonlinear equations, namely the hybrid selection model, the Thomas-Fermi equation, the Kidder equation of the Unsteady flow of gas through a porous medium, and the Riccati equation. The exact solution cannot be found for the second and the third models, therefore we will study the physical structure of the obtained series solutions.
The hybrid selection model
We first study the hybrid selection model with constant coefficients that reads
where is a positive constant that depends on the genetic characteristic. In the hybrid model, ( ) is the portion of population of a certain characteristic, and is the time measured in generations. This is a first order ODE, hence the Lagrange multiplier is given by λ = −1, and we can set 0 = 1 2 . The VIM admits the use of the iteration formula
This in turn gives the successive approximations 
The Thomas-Fermi equation
In this section we will examine the Thomas-Fermi equation 
This problem was developed to model the effective nuclear charge in heavy atoms [3] . The Thomas-Fermi model (18) was derived to study the potentials and charge densities of atoms having numerous electrons. Our study will focus on the common case of boundary conditions given by
It is to be noted that other relevant boundary conditions are used in the literature. The potential (0) = B will be determined using the diagonal Padé approximants of the obtained series.
To overcome the difficulty of the fractional exponent of ( ), we use the transformation
that carries (18) to
with initial conditions
Note that in using the VIM we will use the approximation (1 + ) 
To determine the potential (0) = B, we follow our approach in [2] and by substituting the condition lim →∞ = 0 in the Padé approximants, we obtain the results shown in Table 1 The results are consistent with the results obtained in [2] . It is to be noted that ( ) is a decreasing function, hence ( ) < 0. Fig 2 below shows the decreasing function for ( ) by using the diagonal Padé approximant [11/11].
Unsteady flow of gas through a porous medium
In this section we will establish an analytic solution to the nonlinear ordinary differential equation due to Kidder [3, 9] given by
with typical boundary conditions imposed by the physical properties that read The Kidder equation (25) appears in the problem of the transient flow of gas within a one-dimensional semiinfinite porous medium. In [9] , the analytic solution was constructed by employing a perturbation technique that was carried to terms of the second order. Moreover, it was shown that the complexity of the calculations increases rapidly with increasing order of terms beyond the second order term. In [3] , the modified decomposition method combined with the diagonal Padé approximants were used to enhance the approximations over existing techniques. The potential (0) = B will be determined using the diagonal Padé approximants of the obtained series. To overcome the difficulty of the nonlinear term 
To determine the potential (0) = B, we follow our approach in [3] and by substituting the condition lim →∞ = 0 in the Padé approximants, we obtain the results shown in Table 2 below. Tables 2 summarizes the initial slopes (0) and the Padé approximants. It is obvious that the initial slope B = (0) depends mainly on the parameter α, where 0 < α < 1. Table 
The Riccati equation
We close our study by applying the VIM to the Riccati equation [ 
A variety of ODEs with different orders

First order ODEs
We start our analysis by studying the following first order nonlinear ODE
To use the VIM method, we follow the discussion presented above,use λ = −1, and we can set 0 = 1. Therefore, the iteration formula is given by 
Second order ODEs
We next extend this work to the second order linear ODE with variable coefficients
Following the discussion presented above we find that λ = − , and we can set 0 = 1 − 1 4 . Therefore, the iteration formula is given by
Third order ODEs
We now consider the third order nonlinear ODE with constant coefficients given by . Therefore, the iteration formula is given by
Proceeding as before we obtain the following successive approximations (45) where we used the Taylor expansion for 3 .
Consequently, the exact solution is given by
Fourth order ODEs
We next consider the fourth order nonlinear ODE with constant coefficients given by
In this case, the Lagrange multiplier λ = 1 3! ( − ) 3 , and we can set 0 = 2 − 1 2 2 . Therefore, the iteration formula reads +1 ( ) = ( ) + 
Discussions
In this work we applied the variational iteration method to ODEs of distinct orders and with variable coefficients. We applied the method to scientific applications as well. We presented the analysis of several cases beginning from the first-order through the fourth-order linear and nonlinear differential equations, inclusively. The illustrative examples, that we examined, show that the VIM is reliable and efficient over existing techniques. It is obvious that the method gives rapid convergent successive approximations without any restrictive assumptions or transformation that may change the physical behavior of the problem. The variational iteration method gives several successive approximations through using the iteration of the correction functional. For nonlinear equations that arise frequently to express nonlinear phenomenon, the variational iteration method facilitates the computational work and gives the solution rapidly if compared with Adomian method. For nonlinear problems where exact solution does not exist, a few number of approximations can be used for numerical purposes such as the Thomas-Fermi equation and the Kidder equation.
