ABSTRACT Taking advantage of widely deployed access points (AP), WiFi fingerprint based localization is of importance in indoor internet-of-things (IOT) environments. Nevertheless, spatio-temporal variation is one of its intractable problems, indicating severely environmental dynamics and uncertainty of decision. In this case, the localization accuracy drops significantly. In this paper, we attempt to overcome effects of spatio-temporal variations from two aspects: filtering of the training data and selection of partially valuable APs for matching in test phase. The key idea is to match partial unaffected measurements with 'clean' unaffected fingerprints. Bayesian framework and category model are presented for WiFi fingerprints. Two binary hidden variables with different dimensions are introduced to identify singular fingerprints and affected measurements respectively by employing expectation-maximization (EM) algorithms. EM based filter and simultaneous AP selection and localization are then proposed to obtain an optimal matching. Experimental results show that our proposed scheme greatly improves the localization accuracy in severely dynamic indoor environments.
I. INTRODUCTION
Over the past decade, indoor localization has drawn much attention to numerous academic and industrial researchers ( [1] ). Most indoor localization schemes, such as Bluetooth, ultra wideband (UWB), radio frequency identification (RFID), laser and video etc., require extra infrastructures with a high construction cost. Fortunately, since the WiFi access point (AP) has been widely deployed for communication purpose all over the world, WiFi fingerprint based indoor localization could be executed without extra infrastructure ( [2] , [3] ), which is very helpful for both terminals and sensor networks in internet-of-things (IOT) applications [4] .
WiFi fingerprint based indoor localization schemes contain two phases: training phase and testing phase. In the training phase, it utilizes an off-the-shelf smart phone or user terminal to collect the received signal strength indicator (RSSI) from all hearable APs. All RSSIs and corresponding coordinates are organized in the database. In the testing phase, a smart
The associate editor coordinating the review of this article and approving it for publication was Wei Zhang. terminal will send current sensing data and a location query message to the server system, where the localization will be executed [5] .
For quite a long time, there are two open but intractable problems in WiFi fingerprint based indoor localization, which impede the progress of its massive applications all over the world and the development of indoor-navigation industry [6] . ([5] , [7] ). Regarding the cost saving, many literature proposed diverse experimental systems or algorithms, such as LiFS by acquiring extra sensing knowledge [7] , EZ algorithm by virtue of AP's relative positions and propagation model [8] , WicLoc with crowdsourcing scheme [9] , WILL in [10] and semi-supervised learning for label estimation [11] . Localization in dynamic environments will be reviewed in related work.
One is the labor intensity and time consumption of data collection, and the other lies in bad instability of localization from spatio-temporal variations
In this paper, we focus on investigating the spatio-temporal variation, which originates from one of four categories: the missing of AP, the variation of AP's layout, the variation of surrounding furniture and moving crowd, as shown in Fig. 1 . It is observed that spatio-temporal variations generally have a considerable effect on partial APs but not for all; furthermore, the magnitude of environmental effects, either just a little or considerable variation, is distinct and unpredictable for different APs.
An effective and infrastructure-free localization scheme is proposed in this paper to overcome spatio-temporal variations by filtering the training dataset and selecting unaffected APs for matching. In the training phase, abnormal fingerprints might be collected due to inevitable effects of dynamic environments and unexpected events coming in user terminals as in Fig. 1 (a) ; in the test phase, partial APs might suffer from adverse environmental dynamics as in Fig. 1 (b) . Our scheme is to guarantee that the unaffected test data is likely to be matched with the unaffected training data so a good localization is expected.
The overall localization approach is given in Fig. 2 , where the filter for training dataset is built on a series of expectationmaximization (EM) algorithms with a binary hidden variable that is used to distinguish normal collections with singular collections; AP selection strategy is proposed based on the Bayesian framework and category model, which could intelligently select valuable APs and their corresponding RSSIs. The Bayesian decision and a generative model of category in ( [12] , [13] ) are incorporated in WiFi fingerprint localization, where the RSSI is usually approximated to be a normal distribution ([14] - [16] ). In summary, the contributions of this paper can be summarized as follows:
• A filter is proposed for training dataset based on EM algorithm with a binary hidden variable to identify and remove abnormal fingerprints;
• Simultaneous AP selection and localization is proposed for test data to obtain an optimal matching, where Bayesian framework and category model are presented, and AP selection is accomplished by another binary hidden variable associated with a shifting probability.
• Experiments have been conducted in severely dynamic indoor environments to demonstrate our scheme.
The remaining of this paper is organized as follows. Related work is introduced in Section II. Section III describes the EM based filter for training dataset. Section IV proposes simultaneous AP selection and localization, where Bayesian framework, category model, AP selection and localization are detailed. Experimental setting and results are reported in Section V, followed by conclusion in Section VI.
II. RELATED WORK
In this section, we take a brief overview of some fundamental techniques in the field of WiFi fingerprint localization that are related to our work.
1) LOCALIZATION IN DYNAMIC ENVIRONMENTS
A sensor-assisted adaptation method is proposed in [17] that employs RFID and extra environment sensors to adapt the location to environmental dynamics. Some works deploy fixed reference anchors to obtain fresh RSSI collections for radio map adaptation [18] , but extra hardware implementation with high cost is required. An order-tolerance sequence matching algorithm is proposed in [5] to handle environmental dynamics in limited applications. A dynamic localization system is proposed for adapting the mapping of signal space and physical location space ( [19] , [20] ) and a resampling method is proposed for certain locations chosen from a set of remeasurement fingerprints ( [21] , [22] ), both of which consider multiple sequential measurements over different time periods. An adaptive indoor localization using transfer kernel is proposed in [23] , where the radio map and the RSSI readings are regarded as labeled and unlabeled data, respectively, and transfer learning is then applied. A wireless positioning method based on Deep Learning is prosed in [24] , the positioning is casted in a four-layer Deep Neural Network(DNN) structure pre-trained by Stacked Denoising Autoencoder(SDA) that is capable of learning reliable features from a large set of noisy samples and avoids hand-engineering.
2) PROBABILITY-BASED LOCALIZATION WITH BAYESIAN OR EM
Recent years have seen tremendous efforts at Bayesian based WiFi fingerprint localization. WLAN location is widely determined by a simple traditional Bayesian approach ( [25] - [32] ), where [31] and [32] focus more on implementation. A tiny extension of traditional Bayesian to area-based VOLUME 7, 2019 FIGURE 3. EM based filter for training data.
probability approach is proposed in [14] . EM algorithm is usually employed to estimate diverse parameters of models in fingerprint based localization, such as pass loss coefficient [33] , the presence of dropped data [15] , Markov model ( [34] , [35] ) and power level [16] .
Different from these techniques above, we utilize EM algorithm with a binary hidden variable to recognize normal collections in the training phase and select 'unaffected' signals in the test phase, which shows a better performance in comparison to state-of-the-art methods in extensive experiments.
III. EM BASED FILTER FOR TRAINING DATA
A. PROPOSED SCHEME For convenience, in this paper, we denote M as the number of APs, P as the number of RPs and N as the total number of training data samples (or vectors) in the localization network. Define the set N m {1, 2, · · · , M }, N p {1, 2, · · · , P} and N n {1, 2, · · · , N }, respectively. We assume N training data samples to be {r 1 , r 2 , · · · , r N } and denote the data matrix by Considering the data collection in dynamic environments, a great number of abnormal fingerprints would be unconsciously collected due to unexpected events at user's terminal and severe dynamics of indoor environments. The proposed filter is to get rid of the effect of unexpected events and environmental dynamics, and keep the original feature of 'clean' WiFi fingerprints.
Pre-processing techniques are usually used as hard decision on training data, which is straightforward but has a high decision error. Different from such traditional harddecision techniques, the novel filter could optimize both the hidden category information and the joint probability density function, on the basis of which those corrupted samples are then removed for all APs. Therefore, a better performance is expected from the resulting filter based on EM algorithm and a binary hidden variable.
The block diagram of EM based filter is shown in Fig. 3 , where the EM algorithm is applied respectively on each AP and its all samples to identify abnormal collections and remove them. Normal and abnormal collections and filtering are illustrated in Fig. 4 . In order to correctly find those abnormal collections, a hidden variable h 1 is defined for each AP to participate the maximization of likelihood function. With N training data samples for each AP at certain RP,
] is a 1 × N vector with binary entries, where the entry 1 indicates the data sample is normal and 0 indicates abnormal. Considering the AP i, the training dataset can be uniformly expressed by
, which is supposed to have a normal distribution with the mean ν and standard variance σ . So we have the parameters to be estimated η = {ν 0 , σ 0 , ν 1 , σ 1 } for both normal and abnormal collections. The likelihood is thus obtained as
for i ∈ N m .
B. OPTIMIZATION OF THE FILTER
The optimization of filter is based on the traditional EM algorithm. Since this is a straightforward application of the EM algorithm in our specific problem, we just briefly introduce the update rule as follows.
1) THE E-STEP
The log-likelihood function (η) can be represented as
By defining the probability q n (h 1n ) for the hidden variable h 1n , which satisfies h 1 q n (h 1n ) = 1, we have
where Jensen's inequality is applied. If and only if
is constant, (η) is maximized. So, 
2) THE M-STEP
Based on q n (h 1n ) in Eq. (4), the M-step attempts to optimize η by maximizing the following likelihood aŝ
which could be solved by forcing the first derivation of
on each parameter being equal to 0.
By considering the procedure above for all i ∈ N m , h 1 is obtained for each AP. Those Samples corresponding to an entry of 0 in h 1 are removed from the original training data so 'clean' data are remained. After filtering, the number of samples might be distinct for different AP.
IV. PROPOSED SIMULTANEOUS AP SELECTION AND LOCALIZATION STRATEGY
By incorporating and extending the idea from object class recognition in [23] , simultaneous AP selection and localization is proposed in this paper based on Bayesian framework, category model and EM algorithm on a shifting joint probability. The block diagram is given in Fig. 5 .
A. BAYESIAN FRAMEWORK FOR WiFi FINGERPRINTS 1) GENERAL FRAMEWORK
Let D represent a vector of samples, which may be collected from a preset RP in the set of S y . Alternatively, it may be collected at other locations but not the current RP, which is denoted by S n . Let D f be the set of fingerprints used as training data. Considering the general case of multiple categories defined by P, the final decision on classification or localization in this paper depends on
where each entry is based on the following ratio of the class posterior at each category
which represents the likelihood of the query data D originating from certain category. By introducing a parametric model for both categories S y and S n , a further expansion can be obtained as
where the ratio of priors
is omitted because it is constant and p D|θ, S y,k and p D|θ n , S n,k are simplified as p (D|θ) and p (D|θ n ), respectively.
2) SPECIFIC FRAMEWORK FOR WiFi FINGERPRINTS
More specifically, when considering the WiFi fingerprint localization, we collect RSSIs from M WiFi APs so D simplifies to a specific RSSI vector r ∈ R M ×1 and the training data D f is replaced by r f . So, Eq.(9) can be specified as
where p r|θ, S y,k and p r|θ n , S n,k are simplified as p (r|θ) and p (r|θ n ), respectively. In case of large data to get sufficient statistics, the maximum likelihood (ML)obtains θ =θ and θ n =θ n so Eq.(10) simplifies to
B. CATEGORY MODEL WITH WiFi FINGERPRINTS
Likelihoods p r|θ and p r|θ n in Eq.(11) will be examined in this subsection. As mentioned above, there are M RSSI scalars in r, where each RSSI scalar corresponds to a WiFi AP. In our category model, a hidden variable h 2 is defined to select unaffected APs to overcome spatio-temporal variations. Before going into the details of both likelihoods, we firstly introduce the hidden variable h 2 .
1) HIDDEN VARIABLES h 2 :
In this paper, we consider the binary hidden variable
, where each entry is binary so as to identify whether an AP is unaffected or severely affected in dynamic environments. Furthermore, the most valuable APs and corresponding RSSIs can be selected to participate matching but the remaining are ignored in order to make the optimal decision. As illustrated in Fig. 6 , APs in orange circles just suffer a little bit from environmental dynamics so they are selected for participating decision; however, APs in white circles suffer lots of effects so they are ignored. 
2) REPRESENTATION OF RSSI:
Based on the hidden variable h 2 , the numerator of Eq. (11) (12) is simplified to
because h 2 and r are bijective mapping. On the other hand, if no target is assumed to be present, then we can arbitrarily fix the RSSI selection h x so the denominator in Eq.(11) further becomes
which is constant for given r. Moreover, we can select the simplest hidden variable h 0 in our no-target model for all RPs, indicating that no RSSI will be selected because no target is present. In this case, p (r|θ nt ) is constant so Eq.(10) becomes
C. AP SELECTION STRATEGY
As mentioned above, the overall data matrix is represented by
In this case, we consider the average of N training data samples to bē
which is a M × 1 vector and the m th entry ofr,r m , represents the average RSSI from the AP m. Considering the sample set r = [r 1 ,r 2 , · · · ,r M ], all M samples are independent identically distributed (i.i.d) after removing the propagation effect. So, in the process of AP selection, we adopt the shifted probability
where f (r m |θ) = p ((r m +r m )|θ) for all m ∈ N m . Since there are two categories in the sample set: unaffected samples and affected samples, the parameters to be estimated are organized in θ {µ 1 , 1 , µ 0 , 0 }, where µ 1 and 1 are the mean and variance of unaffected samples while µ 0 and 0 are the mean and variance of affected samples. In order to find the optimal h 2 andθ, EM algorithm will be implemented based on f (r m |θ). As shown in Fig. 7 , the mean of shifted distribution is around 0 for those unaffected APs and probably negative for those affected APs.
1) OPTIMIZATION OF h 2
Based on the shifted probability f (r|θ) instead of p (r|θ), the log-likelihood function (θ) can be obtained as (θ) = log f (r|θ) = M m=1 log h 2m f (r, h 2m |θ). By defining the probability z n (h 2n ) for the hidden variable h 2n , which satisfies 
Based on z m (h 2m ) in Eq.(18), the ML estimationθ can be further obtained by maximizing the cost function
z m (h 2m ) on each parameter being equal to 0. Given an initialization, implementing Eq. (18) and Eq.(19) alternatively until convergence, we will find the optimal h 2 .
D. LOCALIZATION
According to h 2 , those RSSIs or APs corresponding to an entry of 1 in h 2 are selected for decision but others corresponding to an entry of 0 in h 2 If L ≥ T , where T is a given threshold, indicating that the number of selected APs is higher than a required bar, then R d k can be obtained as
where the unselected APs are ignored. Conversely, if L < T , there are not many APs matched with fingerprints in this case. The target is thought of as no presence on current RP. For convenience,
After considering all RPs, i.e. R d k , k ∈ N p , the location of the target is estimated bȳ
V. EXPERIMENTAL RESULTS

A. EXPERIMENT SETTING
To carry out the real measurement, we consider the whole 4 th floor of one building, where the scenario consists of main corridor, several conference rooms and resting room as shown in Fig. 8 . The floor size is around 60m × 20m. There are around 30 APs that could be detected when someone taking the smart phone is walking in the planned 4 th floor. We arranged 499 RPs with the preset resolution of 0.8m × 0.8m. In the training phase, we collection more than 100 RSSI samples at each RP. Please note that the number of APs is changing at different RP because the being considered floor plan is out of coverage of a batch of APs. And the environment is dynamic for both training and test phase while the test phase has more severe dynamics, where we take Fig. 9 as an example (Faces are covered for privacy). In fact, we consider a general dynamic process for data collections.
B. DATA COLLECTION AND LOCALIZATION PLATFORM
An APP is designed for user terminal to collect data in the planned area. In both training phase and test phase, there exist environmental dynamics. Moreover, the corruption of the moving crowd in the training phase is much less than that in the test phase because one can choose a comparatively good environment for the training phase but not the test phase. Besides, we are aware of the effect of different poses to the RSSI so different poses are considered for data collection. Furthermore, a platform is prepared for ubiquitous localization, including a localization APP in the terminal and a server system that is shown in Fig. 10 . The localization APP is designed for localization and navigation via a smart terminal while the server system is built up for processing localization algorithm and providing service via the information exchange with the terminal. When the smart terminal is outdoor, satellite-based positioning system is used for localization; however, when the smart terminal is indoor, WiFi fingerprints are used for localization instead.
C. FILTERING TRAINING DATA As described above, there are N = 100 RSSI fingerprints at each RP as training data. EM based filter is used to identify normal and abnormal fingerprints. Fig. 11 displays the details of h 1 for 100 RSSI samples at 4 of 499 RPs, where the green represents an entry of h 1 is 1 while the red indicates 0. Fig. 12 displays the accuracy of h 1 for 100 RSSI samples at 4 of 499 RPs, where the green represents the correct identification while the red represents a wrong identification. Only 18 of 36 APs are displayed for distinguishing readily. It is observed that abnormal collections are distributed everywhere in the data sequence and the proposed filter provides a comparatively high identification accuracy for each AP. In order to show an integral picture on the identification accuracy, the overall accuracy of the proposed filter at 30 RPs are shown in Fig. 13 . It is observed that the identification at the majority of RPs exceeds 80%. When all 499 RPs are considered in our experiments, the average identification accuracy of the proposed filter is discovered as 87.82%.
D. AP SELECTION AND LOCALIZATION
There are around 30 APs being involved in AP selection. The number of hearable APs is changing for different RPs. Bayesian framework and category model are considered for joint AP selection and localization. Fig. 14 displays the details of h 2 for multiple hearable APs at 4 of 499 RPs, where the green indicates that an entry of h 2 is 1 and the corresponding RSSI is selected for localization while the red indicates that an entry of h 2 is 0 and the corresponding RSSI is ignored. Fig. 14 illustrates all RPs matched for the being considered RP, where the threshold T = 0.6 M . It is observed that a test data may possibly match with multiple neighbor RPs and the effects from environmental dynamics are various for different RP. Fig. 15 shows the localization accuracy with and without the proposed filter and AP selection under a couple of different environmental dynamics. It is observed that the localization accuracy has a considerable improvement when adopting the filter and AP selection strategy, compared to the traditional fingerprint localization without extra filtering and selection. In our severely dynamic environments, the accuracy of finding the exactly correct RP is obtained as 75% with the proposed strategy and 50% without the proposed strategy. Furthermore, for positioning error of 1 m, 2 m and 3 m, the localization accuracy is obtained as 80%, 86% and 90% with the proposed strategy while 55%, 68% and 75% without the proposed strategy.
E. COMPARISON WITH BASELINES
In this subsection, we further evaluate the localization performance of our algorithm in comparison to state-of-the-art techniques. Table 1 illustrates the accuracy of our algorithm and other six baseline methods. The advantages and disadvantages of various baseline algorithms are briefly introduced as follows:
• CNN-Based [36] : Haider et al. proposed a data pre-and post-processing algorithm and a learning classifier for Wi-Fi fingerprint-based indoor positioning. To deal with the variant and unpredictable Wi-Fi signals, the positioning is cast in a convolutional neural network (CNN) structure that is capable of learning features from a large set of noisy samples.
• RNN-Based [37] : Lukito et al. proposed the implementation of recurrent neural network (RNN) model for indoor positioning system. In this method, after the dataset has been normalized, the authors use Python and Tensorflow library to speed up the development process and training the RNN model.
• GPR [38] : Sun et al. proposed a new method based on Gaussian Process Regression (GPR), this model predicts the spatial distribution of signal strength by using gaussian process regression in the uncalibrated domain. Finally, the definite position is determined by the weighted similarity K-Nearest Neighbor localization algorithm. As a result, the expensive labor of acquiring and maintaining the fingerprint database can be greatly reduced, and the positioning accuracy as well as noise immunity is excellent. • MAFKNN [39] : Chio et al. proposed an indoor positioning algorithm based on Moving Average Filter K-Nearest Neighbor (MAFKNN), To improve the antinoise performance, the training data is optimized by the moving average filtering algorithm and the K-Nearest Neighbor (KNN) algorithm is used for fingerprint-based localization. However, the KNN algorithm ignores the influence of the number of APs on the localization, so the localization accuracy is low.
• HED [5] : Gu et al. proposed an indoor WiFi fingerprint localization algorithm to Handle Environmental Dynamics (HED), This algorithm is based on the distribution of APs and considers the spatial characteristics of each AP to improve the localization accuracy. This model has a poor performance once the AP position changes. Furthermore, it is sensitive to noise as well.
• FreeLoc [40] : Yang et al. proposed the calibration-free crowdsourced indoor localization (FreeLoc). The average value of RSSI appearing at a higher frequency of a single AP is used as the training data, and the relationship between different APs is considered, which can eliminate the heterogeneity of the localization devices.
Compared with these baselines, our proposed algorithm exhibits a better performance in complicated dynamic environments. Figs. 16 -17 show the localization accuracy of different algorithms in the range of 0 to 8 meters using raw pure data and noisy data. It can be observed that our proposed algorithm achieves a higher positioning accuracy and an excellent noise immunity. Fig. 18 displays the positioning performance in a dynamic environment, where partial APs are missing during the test process. Even in this case, our algorithm exhibts a better positioning accuracy in comparison to all baselines.
Overall speaking, experiments demonstrate that in severely dynamic environments the proposed EM based filter has capability of identifying the corrupted training data; simultaneous AP selection and localization is able to intelligently selecting the unaffected test data and then obtaining a good localization accuracy. Our proposed algorithm achieves a better positioning accuracy compared with state-of-the-art methods when facing with raw data, noisy data or AP-missing scenarios.
VI. CONCLUSION
WiFi fingerprint based localization in severely dynamic indoor environments are investigated in this paper. A data filter is built for 'cleaning' the training dataset based on the EM algorithm and an average identification accuracy of 87.82% is obtained. Furthermore, simultaneous AP selection and localization is proposed for the test data to obtain an optimal matching based on bayesian framework and category model. Two binary hidden variables in different dimensions are utilized to identify abnormal collections and affected measurements. Experiments demonstrate the proposed scheme has a considerable improvement in localization accuracy. Our proposed algorithm shows a better positioning accuracy compared with state-of-the-art methods when dealing with raw data, noisy data or AP-missing scenarios.
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