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Preface
This thesis is submitted to the Technical University of Denmark as partial ful-
fillment of the requirements for obtaining the PhD degree. The work is based
on three years of studies of the solid oxide electrochemical cell technology, with
a primary focus on durability and lifetime limiting effects of the devices. The
industrial PhD project constituted a collaboration between the Technical Univer-
sity of Denmark and Haldor Topsoe A/S. A four months external research stay
at Stanford University, CA, USA, was part of the project.
Theis Løye Skafte, February 28th 2017
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Abstract
The solid oxide electrochemical cell technology is promising for efficient energy
storage, especially when the share of intermittent renewable electricity production
is high. The technology is being commercialized in niche markets, but large-scale
employment is still hindered by limited durability of the devices. The lifetime
limiting mechanisms are addressed in this work.
A general introduction into mechanisms limiting the durability is presented. A
database of more than 50 parameters from 150 publications and 1 000 000 hours
of accumulated testing was established, and a quantitative analysis of degradation
and lifetime was conducted. It is shown that the technology is approaching the
official targets required for commercialization, but that work remains to be done.
It is further recognized that targeting niche applications initially will allow for
employment of economies of scale, which will bring down costs and facilitate
entry into larger markets. Here, we examine electrochemical reduction of CO2
to CO and one of the main failure mechanisms related to it. Carbon formation
on the nickel electrocatalyst can be detrimental to the microstructural integrity
of the cell. It is found that the possible operating window is severely limited
due to gradients of temperature, gas concentration and overpotential across the
electrode. These affects also apply to stack- and system-level, and the results
obtained are combined with modeling and stack testing experiences. Thus, on
account of this mechanism the possible outlet CO concentration is limited by up
to 50% below the thermodynamic carbon deposition threshold based on the inlet
temperature, depending on design and operating strategy.
Replacement of the Ni electrocatalyst would increase the stability towards this
issue and may improve the robustness in other ways as well. Ceria has been re-
ported as a potential candidate in such endeavors. Thin film electrodes of nickel
and ceria are therefore studied as model systems using near-ambient pressure
x-ray photoelectron spectroscopy to further the fundamental understanding of
the carbon formation mechanism. The reaction occurs further from the thermo-
dynamic threshold on ceria, and fundamental mechanisms for electrochemically
driven carbon growth are suggested based on observed adsorbate species.
By infiltrating ceria after degradation has already occurred, the robustness and
lifetime of the cells are increased. Complete reactivation of the fuel electrode
is achieved after otherwise detrimental failure mechanisms have occurred, such
as reactant starvation and carbon formation. Moreover, the degradation of the
electrode over the course of nearly 2500 hours is essentially eliminated by infil-
trating after microstructural stabilization had occurred. Lastly, the method is
scaled up by replicating the positive effects of post-degradation infiltration on an
8-cell stack.
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1 Introduction
It was Svante Arrhenius who first proposed in 1896 that human activity could
lead to climate change [1]. The occurrence of the phenomenon has since then
been established as “extremely likely” by modern climate science [2]. Current
weather anomalies with extremes in temperature and precipitation are considered
early warning signs of climate destabilization, and one threshold towards high-
risk scenarios was crossed already in mid-2015 (400 ppm carbon dioxide, CO2 [3]).
The consequences for all living beings will likely be catastrophic; increased social
conflict, species extinction, loss of ecosystems and so on. The monetary costs for
the human economy are expected to far exceed the cost of curbing the crisis [4].
Fortunately, the majority of nations and industries have realized the costs as
well as the new opportunities. The problem can be solved by applying the right
technologies. The cost of renewable electricity drops off exponentially with time,
and the cost of solar power, for instance, has been shown to drop by 21% for each
doubling of cumulative installed capacity [5]. Solar power is already cheaper than
new fossil fuel capacity in more than 30 countries [6]. When market forces take
over, it will simply become a matter of time before the energy demands of the
human race transition into sustainability.
However, there is another piece to the puzzle. The storage of electrical energy
is, and will increasingly become, a key issue. Most of our needs have been ac-
customed to the high energy capacity and flexibility of fossil fuels. We can store
increasingly larger amounts of energy in batteries, but fossil fuels are difficult
to replace entirely. The convenience of fossil fuels is especially exploited in the
industry-, agriculture- and transportation-sectors, which together made up 59%
of global greenhouse gas emissions in 2010 [7]. Ideally we would continue using
our current infrastructure and fossil fuels, but without the harmful emissions of
greenhouse gases.
One potential strategy to realize such a scenario is by recycling the CO2 that we
emit in a smaller loop than how nature does it [8]. This would require capturing
the gas from point sources at first, and later from air [9]. By sequestering CO2
captured from air we would decrease the already too high CO2 content in the
atmosphere. It is not unrealistic to assume that this will be necessary in the
long term once we have crossed the thresholds for what is known as “very high
1
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risks”-scenarios. Now, instead of carbon-sequestration as usually discussed [10],
we would rather recycle CO2 into storable, useful fuel. Unknown to many, this is
actually possible with current technology.
There are a lot of potential technologies capable of bridging the gap between
electrical and chemical energy. The solid oxide cell (SOC) is noteworthy, since
it has high theoretical efficiency and many potential applications. It is capable
of electrochemically converting water into hydrogen (H2) and CO2 into carbon
monoxide (CO) [11, 12]. In fact, it can do both simultaneously during so-called
co-electrolysis. In the process of doing so, the device requires electricity. However,
as established earlier, there will likely be an excess of electricity in the near future,
and a desire to convert that power into storable fuel. Lastly, the produced CO and
H2 can be converted into hydrocarbons or alcohols by means of Fischer-Tropsch
and related processes [13, 14], the H2 can be used alone to upgrade biogas [15, 16],
or the CO can be used alone in the chemical industry. The electrolysis process
strips oxygen-ions from H2O and CO2, producing pure oxygen on the other side
of the cell. Clean, silent production of oxygen is attractive in military operations
or during interplanetary space exploration [17, 18].
SOCs work well today, but large-scale commercialization has not occurred. As
will be discussed during this dissertation, the device does not fulfill the lifetime
required, i.e. it breaks down before a profit is made. The lifetime requirement
can be lowered by decreasing the capital cost of the device (the operational cost
is controlled by gas and electricity prices), or by increasing the value of the final
product. A higher output value relative to the input value can be achieved by
increasing the efficiency towards the theoretical maximum or by increasing the
lifetime. In order to increase lifetime, the technical mechanisms responsible for
degradation or complete failure of the device must be identified and addressed.
An alternative approach would be to tailor the product to a specific market. Cus-
tomers with unconventional requirements currently unmet by other technologies
are willing to pay more. Such niche markets can be considered shortcuts to market
penetration. Once a revenue stream has been established, further research and
development can be funded - now by the industry rather than by the government.
It is a well-known phenomenon in any development of products or technologies,
e.g. the aforementioned solar panels for which market forces are now taking over.
Here, we will investigate the technical issues related to one such niche market,
namely the production of pure CO for the specialty chemicals industry. Industrial
production of CO is highly localized at large plants and the gas is then transported
by tube-trailer to the destination. Unfortunately, CO is an extremely dangerous
gas, toxic to humans and difficult to detect. This raises the safety requirements
and thus also the cost of transportation. Since SOCs are highly modular, a
CO-producing SOC system can be custom-built to the desired specifications at
2
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the location. This eliminates the transportation risks and costs, and adds the
security of self-sufficiency. Thus, SOCs are cost-competitive compared to the
traditional production method within this market. However, to open up other,
larger markets, an improvement in the lifetime of the devices is required.
1.1 Scope of thesis
The objective of this dissertation is to investigate the technical issues currently
hindering a widespread employment of the technology. High cost is the overall
limitation to commercialization, and this can be overcome by lowering fabrication
costs (raw materials, labor, system complexity) or by increasing the value output
of the product. The latter can in turn by addressed by increasing efficiency or
lifetime, and this is the route chosen in this project.
1.2 Outline
The thesis will present findings in a top-down and then a bottom-up approach.
Starting with a general overview, we thereafter zoom in on a specific utilization
strategy and the related issues on cell level. To understand and solve the problems
we zoom even further in and study the very surface of the relevant materials in
model cells. Lastly, we zoom back out, and will attempt to apply the newly
acquired knowledge to increase the lifetime of the devices on cell and even stack
level. Here follows a more detailed outline of the thesis.
First, a brief introduction to the subject matter and the main techniques employed
is given. This is followed by a general study of degradation mechanisms and
lifetime in chapter 2, where more than 150 long-term cell and stack tests published
in literature were analyzed. Thus, data from more than 1 000 000 cumulative
test hours is extracted and quantified. This investigation was carried out to
understand the current status of the technology and the main technical lifetime-
limiting effects.
Next, we turn our attention to a specific niche case, which has a promising com-
mercial perspective. One of the main technical obstacles preventing the realization
of this business case is addressed in chapter 3, a critical failure mechanism caus-
ing the device to break down. Under certain operational conditions carbon will
form on the electrocatalyst, Ni, in the electrode. An operando technique was de-
veloped capable of reproducibly detecting the operating conditions which caused
cell failure on account of this specific mechanism. Attempts at preventing carbon
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formation failed, but the newly obtained knowledge can be used to optimize the
efficiency and thereby increase the value-output of the device.
A more fundamental understanding was required to solve the problem. In chapter 4
the elementary reactions of carbon formation were examined on different model
electrodes. A collaboration with William C. Chueh and his group at Stanford
University was initiated and the work was carried out during an external stay at
Stanford. This furthered the understanding of how ceria inhibits the formation
of carbon in an operating cell, compared to nickel.
Lastly in chapter 5 we employ the well-known technique of wet infiltration in
a novel way so as to increase lifetime instead of enhancing initial performance.
Reactivating, or repairing, the electrode in this manner proved to be promising.
We were able to mitigate long-term generic degradation as well as reactivate
cells after specific failure mechanisms had occurred, e.g. carbon formation. The
method was scaled up to stack level with similar promising results.
1.3 The solid oxide cell
The SOC is an electrochemical device capable of converting chemical energy into
electrical energy or vice verca. It does so by reducing or oxidizing the reactants
by means of electrons at high temperature. In this way, it is possible to oxidize
gaseous H2 (eq. 1.1) or CO (eq. 1.2) into H2O or CO2, respectively, and in the
process of doing so, force electrons to run in an external circuit, powering a load.
When operating the device in this mode, it is called a solid oxide fuel cell (SOFC).
In practice, the input is a gas with high energy content, H2 or CO, and the main
desired output is electricity, as well as oxygen and heat. The device can also be
run in reverse, which is called a solid oxide electrolysis cell (SOEC). The input
is then a gas with lower energy content, H2O or CO2, and electricity and heat,
and the output is a gas with higher energy content, H2 or CO. The basic working
principles for both modes of operation are illustrated in Fig. 1.1.
H2(g) +
1
2O2(g) 
 H2O(g) (eq. 1.1)
CO(g) +
1
2O2(g) 
 CO2(g) (eq. 1.2)
The device works by separating a positive and a negative electrode with an elec-
tron blocking electrolyte. As the name indicates, all components in a SOC are
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Figure 1.1: The basic working principles of a SOEC and a SOFC. Reproduced
with permission from Ebbesen et al. [19]. Copyright 2013, The Electrochemical
Society.
solid and the electrolyte only allows oxide ions to pass. Thus, the reduction can
take place in one electrode and the oxidation in the other.
When a potential difference is applied between the two electrodes, oxide ions
are produced by reduction of the species in the reducing electrode (also known
as the negative electrode or as it will be called henceforth, the fuel electrode), as
exemplified with the CO/CO2-case in eq. 1.3. These ions are then forced through
the electrolyte on account of the potential difference. When they reach the other
side, they combine to form oxygen in the oxidizing electrode (also known as the
positive electrode or as it will be called henceforth, the oxygen electrode), as
shown in eq. 1.4.
CO2(g) + 2e− 
 CO(g) +O2− (eq. 1.3)
O2− 
 12O2(g) + 2e
− (eq. 1.4)
1.3.1 Thermodynamics
The energy, or reaction enthalpy (∆H), required to drive the electrolysis reactions
is 248.1 kJ mol−1 and 282.5 kJ mol−1, for steam and CO2 respectively, at 750 ◦C.
The cell is operated at high temperature (500 ◦C - 900 ◦C), so it is possible to
cover some of the energy demand for the reaction by heat energy (T∆S), as shown
in Fig. 1.2 for SOEC operation with both H2O and CO2. The heat energy can be
supplied from external sources, or internally from unavoidable Ohmic heating of
5
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Figure 1.2: The energy demand for A, eq. 1.1, and B, eq. 1.2 at higher temper-
ature. Reproduced with permission from Jensen et al. [20]. Copyright 2007,
Elsevier.
the cell components. The rest must be covered by Gibbs free energy (∆G) and
in this case electrical energy. The minimum voltage required for the reactions to
proceed at atmospheric pressure is given by the Nernst equation, eq. 1.5, and is
also called the open-circuit voltage (OCV).
V0 =
∆G
nF
− RT
nF
ln
(
yCO2
yCO
√
yO2
)
(eq. 1.5)
Where n is the number of electrons (in this case, two), F is Faraday’s constant,
R is the gas constant, T is the temperature and yx is the partial pressure of
specie x. Thermoneutral operation can be achieved at a specific voltage (V tn),
determined by ∆HnF . Below this voltage (1.285 V and 1.464 V for steam and CO2,
respectively, at 750 ◦C) the cell will cool and above, it will heat. In practice,
thermoneutral operation is achieved when the cooling effect of the endothermic
electrolysis operation is exactly balanced by the Ohmic heating.
The efficiency is, as always, defined as the output over the input (eq. 1.6). In
this case, the output is the lower heating value of the gas, which is defined as
the change in enthalpy, ∆HnF . So it is seen that the output is the same as V tn. If
the heat demand is covered by external or internal sources, the required input is
only electricity, i.e. the operating voltage. Thus, it is realized that the electrical
efficiency of the device can be high, and if operated thermoneutrally, it can be
100%. This is not merely theoretical, close to 100% electrical efficiency has been
6
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realized in practice when gas leakage, heat loss and electronic leakage across the
electrolyte is minimized. The high electrical efficiency is a distinct advantage over
other similar technologies.
η = Eout
Ein
= Egas
Eelec
= Vtn
Vop
(eq. 1.6)
Where V op is the operating voltage.
1.3.2 Materials
The cell is usually composed of ceramic materials, each of which is chosen to
increase the performance and robustness of the device. The electrolyte is a dense
membrane with negligible electronic conductivity, so that the electrons are forced
through the external circuit. Typically yttria-stabilized zirconia (YSZ) is used,
due to the low electronic conductivity, the high oxygen ion conductivity and the
high mechanical robustness.
Both electrodes are porous to allow for gas permeability. The fuel electrode typi-
cally consists of a combination of a ceramic and a metallic material (cermet); YSZ
and nickel (Ni). Ni supplies the electronic conductivity and the electrocatalytic
activity, both of which are required for the fuel electrode reactions to occur. These
will then occur where electrons, oxygen ions and gas can meet, i.e. where the Ni-
phase, the YSZ-phase and the pore-phase, respectively, are in contact. This line
of contact is known as the triple-phase-boundary (3PB) line.
The oxygen electrode typically consists of an oxide material with a perovskite-
structure and with mixed ionic- and electronic conductivity (MIEC), such as lan-
thanum strontium cobalt ferrite (LSCF) in combination with gadolinium-doped
ceria (CGO). Since these materials are MIECs, the reactions can take place where
two phases meet, the MIEC-phase and the gas-phase. This is called a double-
phase-boundary (2PB).
1.3.3 Design
Multiple designs are possible, but today the prevalent one is the planar, square
cell design (Fig. 1.3). Other design parameters such as component thicknesses,
porosity, cell area and so on, are also important for the performance, robustness
and longevity of the cell.
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Figure 1.3: From cell to stack to system.
Since the output of a single cell is small, several cells are combined in a stack
to increase the power (SOFC-mode) or gas (SOEC-mode) output. In the stack,
the two electrodes of two stacked cells must naturally be separated. This is done
with a metallic interconnect (IC), which also collects or supplies the electrons
to the cell and adds further mechanical robustness. The metal is exposed to
exceptionally harsh conditions, i.e. 500 ◦C - 800 ◦C and partial oxygen pressure
(pO2) of 10−20 atm on one side and 0.21-1 atm on the other. Therefore it is often
coated with a thin protective layer to decrease the risk of unwanted reactions.
Moreover, the cell can also have other layers, e.g. barrier layers between the
components to hinder unwanted solid state reactions there, or contact layers on
the electrodes to increase the bonding and electronic conductivity between the
cell and the interconnect.
In addition to the many different possibilities for designing the cell, now comes
also the design of the interconnect. Furthermore, the cells and interconnects
are usually enclosed in some type of container, which adds another dimension of
design possibilities. Finally, the enclosed stack is placed in a system with heating,
gas pipes, mass-flow controllers and many other components, which increases the
complexity and cost. Ultimately, it is evident that the final system is incredibly
complex and can be designed in an almost infinite number of ways. As will be
seen in chapter 2 this complicates the comparison of different systems, but it also
allows for many different applications of the technology.
1.4 Characterization techniques
A large number of characterization techniques were employed during the course
of this work. The theory behind three of the main ones are described in the
following. Description of experimental approaches in practice are described in
more detail for chapter.
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1.4.1 Electrochemical impedance spectroscopy
Electrochemical impedance spectroscopy (EIS) is a powerful technique for analysis
of performance and degradation of SOCs. In this work the technique is merely
used as a tool, so the detailed theory is omitted [21–23]. However, a brief overview
follows.
The total resistance of a SOC is often separated into a number of processes and
components. In the most simple approach we separate the resistance into Ohmic
resistance, Rs, and polarization resistance, Rp. The impedance can then be fur-
ther reduced into multiple processes, the main ones being gas diffusion (Rdiff.)
[24], gas conversion (Rconv.) [25, 26] and electrochemical reactions (Relec.), as seen
in eq. 1.7. Each electrode contribute to these processes, and by using EIS we can
discern between these processes and learn about which electrode dominates the
contribution [27, 28].
R = Rs +Rp = Rs +Rdiff. +Rconv. +Relec. (eq. 1.7)
By applying a periodic sinusoidal current or voltage of small amplitude (mA or
mV) we can perturb the steady-state system slightly. By measuring the response
of the system as a function of frequency, valuable information can be obtained.
The resulting impedance magnitude and phase angle is converted to complex
impedance, which is commonly plotted as the real part, Zreal, against the negative
imaginary part, -Zimag., a so-called Nyquist plot. In Fig. 1.4 an example of such a
plot is given, where the contribution of the Ohmic and the polarization resistance
has been illustrated. The key output is Zreal, which is normalized by area and
then called area-specific resistance (ASR) with the units Ω cm2. Zreal can also
be plotted against the frequency, in a Bode plot. Processes related to high-
temperature SOCs usually occurs within the frequency range 1 mHz - 1 MHz.
Data treatment
The impedance response can then be modeled by a series of equivalent electrical
circuit modules in a complex nonlinear least squares fitting routine. This can yield
information about the number of processes occurring and the magnitude of the
resistance contribution from each process. These are often modeled by a resistor
(R) in parallel with a constant phase element (Q), which in a Nyquist plot would
produce a depressed semi-circle. The Ohmic resistance of the cell is modeled by
a R, in accordance with Ohm’s law. An R circuit element will shift Zreal on
the x-axis, or in other words, the Ohmic resistance of a high-temperature SOC
is the real impedance at a frequency of roughly 1 MHz, Rs =Zreal (f  1MHz).
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Figure 1.4: Raw impedance data from a SOC tested in CO/CO2 at 750 °C,
separated into Ohmic resistance, Rs, and polarization resistance, Rp.
An inductance element is also used to model the self-inductance of the device or
stray-inductance from wires and other auxiliaries. Thus, a very simple model of
a full SOC could be represented by a so-called L-R-RQ-RQ-RQ-RQ-RQ model.
Such a model fit is illustrated in Fig. 1.5, where each RQ module correspond to
one of the processes in eq. 1.7 from either electrode. The fitting error is also
shown in Fig. 1.5c, where low relative residuals and a non-systematic variance
is desired. More complex models exists, which utilize physical parameters as
input [29]. Such state-of-the-art models can thus reveal information about the
actual physical properties of the system, e.g. porosity, tortousity, etc. Both
types of models are used in chapter 5, and examples are shown in the Supporting
Information section of chapter 5.
Distribution of relaxation times (DRT) is a data analysis method which can in-
crease the resolution of the time/frequency-domain [27]. It does so by exploiting
that the impedance can be simulated by a sum of infinitesimally small resistor-
capacitor modules. It can be used to discern between processes occurring at
similar time-scales in the two electrodes. Furthermore, by integration of a DRT
peak, the magnitude of the contribution can be estimated. Examples are given
in the Supporting Information section of chapter 5. Another useful method for
increasing the usefulness of the data is the Kramers-Kronig transformation [30].
Since an inductor mathematically only has an imaginary part, it will not comply
with the requirements for the Kramers-Kronig transformation; linearity, causal-
ity, finiteness and stability [22]. Therefore, the method can be used to estimate
and subtract any stray inductance which has not already been removed by the
experimental test-setup. This will considerably increase the accuracy of analyz-
ing the impedance of processes occurring at high frequency, i.e. Ohmic resistance
and the electrochemical contribution of the fuel electrode. This is illustrated in
10
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Figure 1.5: An example of area-corrected impedance data and data treatment
for a SOC operated at 750 °C, in an pCO/pCO2-atmosphere of 0.5/0.5, with
no current flowing through the cell (OCV), except that applied periodically
by the EIS measurement. a, Nyquist plot where the raw data, the Kramers-
Kronig inductance corrected data and the total fit is shown. The most relevant
processes of each electrode are also modeled by RQ elements. b, Bode plot. c,
relative residuals between the real and imaginary impedance for the data and
the fit. KK: Kramers-Kronig, FE: fuel electrode, OE: oxygen electrode, elec.:
electrochemical, diff.: diffusion, conv.: conversion.
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Fig. 1.5a-b, where the difference for the raw data and the Kramers-Kronig induc-
tance corrected data is seen at high frequency. Kramers-Kronig transformation
can also be used to estimate the quality of the data, since it is possible to deduct
Zreal from Zimag., and vice versa.
Lastly, it is noted that data analysis throughout this work has been carried out
with the software package, RavDav [31].
1.4.2 Scanning electron microscopy
With scanning electron microscopy (SEM) it is possible to learn about the mi-
crostructure of the cells at the µm-range. This can yield vital information about
degradation and failure mechanisms, which are often occurring and visible at this
scale. A brief introduction into the theory of how SEM works as well as some
practical experiences regarding sample preparation, image acquisition and data
analysis is given in the following. A non-traditional way of using the microscope
to discern between percolating phases is also described here, as this will be utilized
in chapter 5.
Electrons are drawn from an electron source, often tungsten, and accelerated
through condenser and objective lenses, scan coils and an aperture before finally
hitting the specimen. For more information on the workings of the various com-
ponents of the microscope, the reader is referred to Chapter 4 in Goodhew et al.
[32]. Once the electron beam hits the target, the electrons will interact with the
sample material elastically or inelastically, thereby sending off x-rays and Auger-,
backscattered- and secondary-electrons. These are converted to a digital image
after being detected by specific detectors. Depending on energy and type, the sig-
nal will originate from different depths of the material, as illustrated in Fig. 1.6.
The interaction volume is thus related to the spatial resolution of the specific
signal.
Backscattered electrons (BSE) are incoming electrons that have interacted elasti-
cally through Coulombic forces with the nucleus or the surrounding electrons of
the sample material and are then returning towards the electron beam and the
detectors. Secondary electrons (SE) have interacted inelastically with the atoms
of a material once or numerous times and ultimately return towards the detectors.
The total electron yield from a specimen is the sum of BSE and SE. The latter
can be further classified into SE of the incident beam (SE1), SE generated from
the outgoing backscattered electrons (SE2) and secondary electrons generated by
backscattered electrons from the sample surface which hit the pole pieces near
the incoming electron beam in the microscope (SE3).
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Figure 1.6: The incoming electron beam in a SEM interacts with the sample
and the outgoing signal will originate from varying depth and have different
spatial resolution. From [33].
The primary microscope employed in this work was a Zeiss Supra 35, equipped
with a field emission gun, GEMINI electron-optics, a BSE detector, a lateral SE
detector (Everhart-Thornley) and an in-lens SE detector. In addition it also has
various other features, e.g. an energy-dispersive x-ray detector, electron backscat-
ter diffraction analysis detector and others.
Electrons returning from the sample surface will be collected by an electrostatic
lens and focused and accelerated back up the beam path. The SE in-lens detector
is positioned here and will collect the electrons. The setup with the electrostatic
lens and the in-lens detector will result in high detection efficiency even for low
acceleration voltages [34].
Low-voltage SEM
The method of using low-voltage SEM (LV-SEM) to study percolating Ni was
developed by Karl Tor Sune Thydén from DTU Energy [35]. I am thankful that
I was so privileged to learn the technique from Karl himself.
In order to study the three phases present in the fuel electrode (Ni, YSZ and
pores), one could resort to optical microscopes where a polished cross-section
covered with an interference film of Fe2O3 [36] will make Ni appear bright, but
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these microscopes are limited by their resolution (theoretically ≥ 0.2 µm). Parti-
cles and particle necking in the nanometer range will be present, so a resolution
of 10-100 nm is necessary. X-ray mapping also has low spatial resolution, as well
as low depth resolution. Focused ion beam microscopy can also be used in com-
bination with SEM to distinguish between all three phases at high resolution and
in three dimensions, but this technique is so time consuming that statistical con-
clusions are difficult to draw. The same applies to the technique of transmission
electron microscopy. In the middle of the pack lies SEM.
The issue with studying Ni-YSZ cermets using SEM at ordinary acceleration
voltages (10-20 kV) is that Ni and YSZ have similar backscatter coefficients (η),
which makes distinguishing between the two difficult. Generally, η is considered
dependent on number of protons (i.e. which material it is), but actually this is
an approximation. It depends on the number of electrons [37]. η is also generally
considered independent of acceleration voltage, but only at 5 kV or more. Below
5 kV, the opposite is true [38]. While a regular backscatter detector is not efficient
at such low acceleration voltages, a lateral SE detector can pick up the difference
between Ni and YSZ.
The main advantage of LV-SEM is that instead of just considering the three
phases (Ni, YSZ and pores) as the other microscopy techniques do, with LV-
SEM it is possible to characterize the electrode by four components (percolating
Ni, non-percolating Ni, YSZ and pores). Percolating Ni can be distinguished as
a bright phase in contrast to non-percolating Ni, which will appear dark gray.
Other advantages of LV-SEM is increased surface sensitivity due to the reduced
irradiated volume, and less charging effects [39].
Sample preparation
The samples are quite delicate, as they consist of porous cermets of materials
with quite different physical characteristics. To avoid introducing artifacts from
polishing or in other ways altering the sensitive morphology, the samples were
mounted under vacuum in epoxy (Struers Epofix). Then the surface of the sample
was metallographically grinded with SiC-paper and polished using cloths with
diamond abrasive down to 1 µm.
The sample is coated using physical vapor deposition with a conducting 1-15 nm
layer of carbon (or gold) in order to avoid charging of the sample. Carbon tape
is also used to ensure electrical connection between the sample stage and the
conducting carbon layer. Specific for LV-SEM, all of the epoxy must be covered
by carbon tape due to the low voltage, and the carbon coating cannot be applied.
Before inserting the sample in the microscope, it is cleaned with N2 so as to
remove dust particles.
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Figure 1.7: The same area imaged by a) the lateral SE detector and b) the in-
lens detector. In c) a binary image from the in-lens detector is seen and in d)
a combination of images from the lateral SE detector and the in-lens detector.
Image analysis
As can be seen in Fig. 1.7a, in an image taken with the lateral SE detector, it is
possible to discern between three phases, Ni, YSZ and pores. As seen in Fig. 1.8a,
the peaks of YSZ and non-percolating Ni are rather close in intensity, though,
so putting a threshold between these two intensity peaks is difficult and thus
quantification using a threshold-method is impossible. With the in-lens detector,
Fig. 1.7b, it is also possible to distinguish percolating Ni. As seen in Fig. 1.8b,
the intensity peak for percolating Ni is quite easy to threshold and thus, quantify.
It is, however, now difficult to discern between YSZ and non-percolating Ni. In
Fig. 1.7c, the binary image created by setting a threshold in the minimum between
the two peaks in the histogram is seen. This can be overlaid on the image from
the lateral SE detector and a visualization of the four phases is possible. However,
this does not help with the quantification issue regarding non-percolating Ni and
YSZ, as described above.
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Figure 1.8: Histograms of the images in Fig. 1.7 from a) the lateral SE detector
and b) the in-lens detector. The intensity peaks or shoulders have been labeled.
1.4.3 X-ray photoelectron spectroscopy
Instead of probing the surface with electrons, we can also use x-rays. This can
reveal radically different information due to the difference in interaction with the
molecules. Furthermore, as will be described, we will be able to examine the
first couple of atomic layers of surfaces, thereby unlocking another scale for our
complete analysis.
While electrons interact elastically or inelastically, in x-ray photoelectron spec-
troscopy (XPS), the x-rays will be absorbed by the molecule or atom and a pho-
toelectron is emitted. The method is largely non-destructive, and requires no
modification of the surface. The kinetic energy (KE) of the emitted photoelec-
tron can be determined from the incoming x-ray (hν) and the binding energy
(BE) of the electron with eq. 1.8.
EKE = hν − EBE (eq. 1.8)
The BE is characteristic of the specific atom and orbital from which the electron
is emitted. Thus, in simple terms it can be said that by knowing the incident
energy and measuring the energy of the outgoing particle, the elemental surface
chemistry can be determined.
The BE is referenced to the Fermi level of the sample, EF , and the KE is referenced
to the vacuum level of the electron energy analyzer (Fig. 1.9). Moreover, the
work function of the analyzer, φana, must also be included in eq. 1.8, but in
practice it is intrinsically included by routine calibration. In conventional XPS,
the sample surface and the analyzer are Fermi-equilibrated, but in chapter 4 we
will be applying an electrical bias to the sample. As will be shown, this will shift
the Fermi level for insulator- and semiconductor-materials, but not for conductors
as charge does not build up.
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Figure 1.9: Illustration of the XPS system and schematic drawing of energy lev-
els for a solid sample, gas atmosphere and an analyzer. An x-ray beam hits the
sample surface at an angle and photoelectrons are emitted, transmitted through
a gas atmosphere, and collected by an electron energy analyzer. Binding en-
ergy, BEsamp, is referenced to a fixed Fermi level, EF , and the kinetic energy
of the sample, KEsamp, is referenced to a fixed vacuum level (VL). Reproduced
with permission from Axnanda et al. [40]. Copyright 2013, American Chemical
Society.
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Usually the BE is calibrated to the electrons emitted from the 1s orbital of car-
bon (C 1s). Since samples are almost always exposed to atmospheric air during
preparation, adventitious carbon will be deposited and will give a strong BE peak
at 284.8 eV. Again, the work carried out in chapter 4 is unconventional as we were
studying carbon deposition and could not use C 1s as the reference. Instead the
BE was calibrated to a gold (Au) reference.
The signal depth is strongly dependent on KE, and less so on the material. Even
though the incoming photons can penetrate relatively deep into the solid sample,
the emitted electrons are easily scattered. Effectively the signal depth is thus
only a few atomic layers [41], which makes XPS highly surface sensitive. This
makes the technique especially relevant for (electro-)catalysis as the majority of
reactions occur at the surface of the materials. However, the surface must be
directly available for both the incoming and outgoing signal, so porous electrodes
are difficult to study. In this work we have employed model electrodes as described
in more detail in chapter 4.
The electrons are also scattered by gas between the sample and the analyzer.
To obtain a useful signal, conventionally this is solved by pumping the sample
chamber to ultra-high vacuum (<10−8Torr). However, in (electro-)catalysis the
surface reactions are dependent upon the density of gas molecules available as
reactants. By moving the electron analyzer close to the sample, the number of
gas molecules scattering the signal can be minimized. Since the analyzer must still
be kept at ultra-high vacuum, this requires a complex differential pumping system.
This approach is known as near-ambient pressure XPS (NAPXPS), although the
current technology still only allows for a pressure of a few Torr (1 Torr = 1.33
mbar).
The conventional x-ray source is aluminum or magnesium, placed in laboratory
x-ray tubes. The metals are hit by high-energy electrons and inner-shell electrons
are emitted. The electron vacancies are quickly filled by electrons from outer
shells, transitions that will emit x-rays. However, to increase the brilliance, po-
larization, wave-length tunability and to obtain the possibility of x-ray pulses, one
can utilize synchrotron facilities. By accelerating electrons radially at relativistic
speeds using bending magnets, electrons will emit x-ray radiation of sufficiently
high quality. With extremely precise insertion devices (undulators and wigglers)
the x-ray quality can be even further optimized. Thus, in a short amount of
acquisition time, high-quality data can be gathered. This is required to discern
between closely spaced BE peaks. Furthermore, the spatial resolution is high
(compared to laboratory sources), and the BE can be tuned precisely.
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Data treatment
The desired KE spectrum is scanned and the intensity of collected photoelectrons
is measured throughout. The output is a plot of KE or BE against the intensity,
as seen in Fig. 1.10. Each specific element with a particular electron composition
present on the surface will yield a peak in intensity at the characteristic BE. After
calibration to a reference BE (Au in this case), the peak can be fitted to quantify
the intensity, full-width-half-maximum (FWHM) and peak BE.
In chapter 4 we will be using synchrotron-assisted operando NAPXPS to study
carbon formation on model SOCs. As hinted at above, this approach is at the
very forefront of surface science and electrocatalysis.
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Figure 1.10: XPS spectrum of O 1s. The raw data (excl. background and after
calibration to Au) is fitted to several peaks, each one representing a character-
istic element or molecule.
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2 Degradation mechanisms and
lifetime
One of the main obstacles for large-scale commercialization of the technology has
been identified; lifetime. A vast amount of mechanisms occurring in the cells
and stacks cause degradation or failure, and many of these will be introduced
in this part of the dissertation. The limited lifetime is here confirmed to be an
issue by quantifying the amount of time that single cell and stack tests typically
run for, as reported in literature. The complexity of SOC systems causes great
variance in tests conducted, making it difficult to pinpoint specific mechanisms
that hinder commercialization in general. For subsets of systems and operating
modes, the exact mechanisms can more easily be identified and mitigated. This
type of focus will be applied in chapter 3 and chapter 4. However, despite the
difficulty in standardizing testing, there is no reason that the reporting of tests is
not standardized. This topic will also be addressed in this chapter.
The following pages are based on the 1st publication: Quantitative review of
degradation and lifetime of solid oxide cells and stacks.
2.1 Abstract
A comprehensive review of degradation and lifetime for solid oxide cells and stacks
has been conducted. Based on more than 50 parameters from 150 publications
and 1 000 000 hours of accumulated testing, this chapter presents a quantitative
analysis of the current international status of degradation and lifetime in the field.
The data is used to visualize specific trends regarding choice of materials, oper-
ating conditions and degradation rates. The average degradation rate reported is
decreasing and is quickly approaching official targets. The database is published
online for open-access and a continued updating by the community is encouraged.
Furthermore, the commonly reported test parameters and degradation indicators
are discussed. The difficulty in standardizing testing due to variations in cell and
stack design, materials and intended purpose of the system is acknowledged. A
standardization of reporting of long-term single-cell- and stack-tests is proposed.
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2.2 Introduction
To reach market penetration for the solid oxide cell technology, three aspects are
often mentioned as deciding factors: performance, lifetime and costs [1]. These
are naturally interlinked, but in truth the situation is far more complicated. On
the most fundamental level only one single question needs to be considered, but
the answer is not straightforward: Is the value gain higher for this technology
compared to an alternative technology? The gain depends on the application, but
it will either be electricity (SOFC) or a gas (SOEC). The value of this product
depends on the price of electricity and gas in that given situation, but also on
other factors, which are relevant for that specific application. The system is
thus economically viable if either the product price is higher than the cost of
obtaining the product and lower than what the alternative technology can deliver,
or if the technology can deliver certain advantages which other, perhaps cheaper,
technologies cannot. It quickly becomes complex to consider the cost paid to
obtain the product, as such cost analysis would not only need to include fuel
gas, raw materials, operation costs, production machinery, research instruments,
labor and so forth in the calculations, but also technical parameters such as initial
performance (or efficiency), degradation and lifetime of the system.
To assess how far the technology is from a commercial breakthrough and thereby
justify further funding, both economic and technical studies are necessary. These
are naturally strongly interrelated and both can change the intended business
case. Basically, any action taken to improve the business case must be held up
against all other possibilities and the one that brings the most value must be
prioritized. The present study attempts to map out the current international
status of the solid oxide cell technology regarding three of the main technical
aspects, namely the initial performance, the degradation, and the lifetime of cells
and stacks.
This study was carried out in a quantitative manner, which to the authors’ best
knowledge has not been conducted before. The database contains an excess of 1
000 000 accumulated test hours from more than 150 tests, and has been published
as open-access [2]. The intention was to obtain insights into the most deciding
operation- and design-parameters of a SOC device. This would bring vital infor-
mation for assessing and mitigating degradation and increasing lifetime, and thus
bring down costs of the product. It turned out to be quite challenging, mainly
due to how the reporting of degradation and lifetime is approached in the SOC
community. This issue will be discussed and a standardized protocol for report-
ing long-term tests will be suggested, so as to raise awareness of how best to
assess degradation and lifetime, and compare results between different tests and
systems.
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2.3 Degradation mechanisms
Because of the inherent complexity and interrelation between various parts of a
cell and even more so, a stack, there exist a multitude of degradation mechanisms
that can decrease the value-output of the system. The purpose of this study is
not to describe every possible mechanism – as has already been done well by other
authors (SOC [3], SOFC [4–8], SOEC [9–12]) – but a brief introduction to some
of the most well-known degradation mechanisms follows and these mechanisms
are illustrated in Fig. 2.1.
2.3.1 Interconnects and oxidant side
For the ferritic stainless steel based IC, the most well-known mechanisms are
chromia scale growth and simultaneous volatilization of the protective chromia
scale that forms on its surface during operation. The chromia scale itself has
low electronic conductivity where interdiffusion of cation species like Cr, Co, Fe,
Mn and Sr at the IC and oxygen electrode (or contact layer) interface will create
layers with increased ohmic resistance [13]. For further information the review
paper by Shaigan et al. is recommended [14].
The oxygen electrode and surrounding layers often suffers from Cr poisoning [15–
19] from the IC and other upstream hot steel components. In fact, this is one of
the most often mentioned degradation mechanisms in recent long-term stack tests
[20–23] and an effective blocking coating layer is highly desired. Other impurities
forming insulating phases are S, P, Cl, Na and Si [24, 25]. Phase instabilities and
kinetic demixing due to evaporation or enhanced mobility of certain elements is
also possible [15].
For cobaltite/ferrite oxygen electrodes, without a barrier layer or with a poor,
porous barrier layer, La [26] and Sr [27, 28] may cause reactions between the
oxygen electrode and the electrolyte. However, the commonly employed barrier
layer of CGO and popular oxygen electrode LSCF may also suffer from La, Sr
and Gd interdiffusion [29, 30]. Under high electrolysis current density, forma-
tion of micro-bubbles have been reported at the electrolyte interface, but this
phenomenon has largely been mitigated by switching from the La-Sr-Mn-oxide
(LSM) oxygen electrode to LSCF [31].
2.3.2 Electrolyte and fuel side
Aside from the aforementioned La- and Sr-reactions, the main problems for the
electrolyte are related to mechanical or processing issues causing cracks and pin-
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Figure 2.1: A simplified exploded view of a single-repeating unit (SRU) and a
few of the possible degradation mechanisms. A SRU may involve additional
layers such as multi-layered electrodes, barrier layers, coatings, sealing layers
and/or contacting layers, which are not included in this example.
holes, which can lead to other issues such as re-oxidation of reduced Ni. However,
the electrolyte can also be affected by impurities, e.g. SiO2 collecting in the grain
boundaries or incorporation of Mn from the oxygen electrode [32].
In many recent single-cell-tests with LSCF oxygen electrodes the component re-
sponsible for the highest degradation rate is the fuel electrode. The commonly
used composite, Ni-YSZ, can cause catastrophic failure by re-oxidation [33–35] or
carbon deposition [36–38], or degrade more gradually by Ni agglomeration [39–
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41], leading to loss of electrical percolation and 3PB length, and by poisoning
from impurities [42–44], i.e. S [45–47], Si [48], P [49, 50] and Cl [51–53].
On the fuel side of the IC, Ni interdiffusion and austenite formation [54], carbide
formation [55], sigma-phase formation and oxide scale growth [56, 57] can all lead
to an increased degradation rate.
In general for all interfaces there may be issues with interdiffusion layers, poor ad-
hesion and loss of contact, especially between the electrodes and the IC. Impurities
brought in from the original material, the gasses supplied or during manufacturing
processes, are likewise important to consider.
2.4 Quantitative analysis
The general lack of published data became apparent while collecting data for the
following analysis. The intent was to collect data specified in Tab. 2.1 for each
test.
Table 2.1: Test information that was logged. Bold indicates that the informa-
tion is often, but not always, available.
General Cell and/or stack producer, testing
organization, year of publication
Cell/stack Design type, components (incl. IC’s),
materials, layer-thickness, -porosity and
-tortuosity, particle sizes
Operation Testing temperature, length of test,
number of cells, size of cells, current
density, initial and final voltage, initial ASR,
gas types, gas flow rates, gas purities, gas
utilization (e.g. fuel utilization, FU), number of
thermal- and load-cycles
Degradation Long-term degradation in mV/kh, V%/kh, mΩ
cm2/kh and mΩ cm2 %/kh
Unfortunately this is far from possible in every reported test. Often, only the
information in bold in Tab. 2.1 was available, but sometimes essential information
such as number of cells or operating temperature is missing. In Fig. 2.2 the number
of articles explicitly and implicitly (calculated from other parameters) stating
specific parameters is shown for single-cell- and stack-tests. As seen, there is
a noticeable lack of attention given to the ASR and in most cases the initial
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ASR, the degradation rate in terms of mΩ cm2/kh, and open-circuit voltage are
in almost every reporting only accessible by estimation using Ohm’s law, the
Nernst equation and e.g. the Cantera software [58] (and thereby not accounting
for any leaks). Certain information is understandably confidential by nature, but
the widespread use of V%/kh as an indicator of degradation has already been
questioned [59], and will be discussed further in sec. 2.6. Likewise, the lack of
data reported will be addressed.
Figure 2.2: Data obtained from articles on single-cell or stack tests, either men-
tioned explicitly or calculable from other data mentioned.
2.5 Results
The number of accumulated test hours in this study is approximately 1 000 000 h,
collected from 150 single-cell- and stack-tests. Please see the uploaded open-access
database [2] for references and more details (download it for proper formatting).
The data was mainly based on published articles, but conference proceedings and
data from workshop presentations are included as well. Unpublished data from
DTU, Topsoe Fuel Cell A/S and Haldor Topsøe A/S are included in the plots
of this paper, but not in the open-access database. Only tests above 1 kh are
included, and there has only been one prioritization, namely recently published
articles. It should be kept in mind that most of the data originates from 2011-
2015. It must also be noted that in the calculation of many of these values, a linear
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degradation is assumed between initial and final voltage measurement. This is of
course a simplification, but a necessary one considering the amount of data.
In the following section a number of plots based on the collected information are
given. There are many arguments against blindly comparing very different tests,
which will also be discussed later in the chapter. For instance, a 120-cell stack with
550 cm2 active area cells running with natural gas cannot be directly compared to
a 2-cell stack with 80 cm2 active area cells running with H2. Even if the latter has
a much lower degradation rate and longer lifetime, the former is obviously closer
to successful commercialization (depending on the intended application). Despite
this, some interesting observations can still be made. Lastly, it is noted that
not all companies are represented in the data due to lack of recent publications,
e.g. major ones such as Bloom Energy, Acumentrics, Aisin, GE, Redox Power
Systems, etc. This will naturally decrease the accuracy of any predictions.
2.5.1 Degradation rate and lifetime
The degradation rate reported for stack tests are shown in Fig. 2.3 with the degra-
dation indicators V%/kh and mΩ cm2/kh against the estimated test start date.
In fuel cell mode, for both indicators, the degradation rate appears to be de-
creasing with time. Using a simple linear regression one can estimate the average
degradation rate of the reported tests, excluding outliers of Fig. 2.3, to reach 0.25
V%/kh or 0.11 V%/kh by year 2017 and 2019, respectively. These numbers rep-
resent respectively the former NEDO target, 40 kh lifetime with end-of-life (EoL)
of 90% of initial voltage [20, 60, 61], and the new NEDO target, 90 kh and 90% of
initial voltage [62]. The US Department of Energy has a similar target of 60 kh
lifetime and an EoL of 82% of initial voltage by 2020 [63], i.e. 0.3 V%/kh. The
SECA program reported similar targets [64]. The only mentioned ASR target of
4 mΩ cm2/kh [3] is here predicted to be reached by year 2024. However, for a
commercial breakthrough the average degradation rate does not necessarily need
to reach the targets, it will likely be enough that just one or a few companies do
so. On the other hand, a low degradation is not all that matters. The stack needs
to be operated successfully for e.g. 40 kh or even 90 kh with the appropriate fuel
gas type, and probably also with a certain number of thermal- and load-cycles. It
is also noted that it is unknown if there is a tendency in the community to only
report improvements, thereby skewing the trends observed here.
For reasons discussed in this paper it is near impossible to impose a fair “score”
on a given test due to the multitude of influencing parameters and considerations.
The authors of this paper hesitate to even mention the “best” tests, but in the
published database the three longest running stack tests and the three stack tests
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Figure 2.3: Degradation rate in a, V%/kh, and b, mΩ cm2/kh against the date
the stack test was started (estimated by publication year and test length). The
legend indicates the operation mode.
with lowest degradation, for each category, are given. At the time of writing, for
test length of SOFC stacks, Forschungszentrum Jülich (FZJ) [20] and HEXIS [65]
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tops the chart with 65.2 kh (published) and 37 kh, respectively (see Fig. 2.5a).
In terms of degradation, several have published apparent zero degradation (MHI
[66], SOLIDpower [67], Elcogen [68]), albeit only with 7 kh, 4.2 kh and 2 kh
test length, respectively. In electrolysis mode, fewer tests have been reported.
The degradation rate is generally higher than it is for fuel cell mode and is quite
scattered. For SOEC stacks, EIfER have reported 10 kh and 8.2 kh for stacks pro-
duced by SOLIDpower [67] and Topsoe Fuel Cell [69], respectively. Degradation
of SOEC stacks is topped by FZJ [70] with negative degradation rate (activation)
and 11 mΩ cm2/kh degradation in two ~2 kh tests. For single-cell tests, please
see the database.
One can also estimate the predicted lifetime of each test if linear degradation and
an EoL are estimated, in this case to 90% of initial voltage for SOFC mode and
1.5 V for SOEC mode. These somewhat arbitrary values can be changed in the
uploaded database if desired. This approach is probably overly optimistic, as it
does not account for emergency shutdowns or accelerated degradation later in
the stack’s life etc. Also, tests with a reported degradation rate of 0 mV/kh or
even activation has here been approximated to an estimated lifetime of 90 kh,
which may be unrealistic. In any case, as seen in Fig. 2.4, the average estimated
lifetime is increasing in recent years and for SOFC mode, again assuming a linear
improvement and excluding tests with excessive degradation (>5 V%/kh), the
average estimated lifetime will reach 40 kh by year 2018 and 60 kh by 2026.
However, it becomes clear that to reach 90 kh in the foreseeable future, we would
need to improve the lifetime faster than linearly. Again, the same arguments
apply concerning a technology breakthrough based on the community average vs.
just a single company reaching these targets.
2.5.2 Cell design
The planar fuel electrode supported cell design type is heavily favored among
both cell- and stack-producers worldwide, which is reflected in Fig. 2.5. However,
it does not seem that one design is more suited for long-term testing than another,
but rather that all types of design work. It is also seen that although the average
estimated lifetime has reached 30 kh (Fig. 2.4), the actual test length is rarely
above 10 kh for both stack- and single-cell-tests. Long-term tests are expensive,
especially for stacks, and time-consuming in nature, which is why degradation rate
indicators and the estimated lifetime discussed before are interesting alternative
measures to actually testing until the stack or cell fails. It is noted that tests
showing high degradation rates initially would tend to be terminated prematurely,
so the apparent correlation between low degradation rate and long test length may
be tainted.
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Figure 2.4: Estimated lifetime of each test against the estimated start date of
the test. The legend indicates operation mode.
2.5.3 Electrode materials
As seen in Fig. 2.6, the more recently employed oxygen electrode material, LSCF,
is commonly utilized in lower operation temperature tests, 700-750 °C, while LSM
and other materials are commonly used at higher temperatures. This illustrates
that, once again, lifetime and degradation rate is not all that matters.
Producers are well aware that a lower operating temperature is also desired, as this
will allow for e.g. cheaper IC materials and a simpler balance-of-plant. As seen
in Fig. 2.6, one reported test sticks out. Elcogen reported a stack test operating
at 650 °C with La-Sr-Co oxygen electrodes with approximately zero degradation
during the 2 kh the test ran for [68]. For further details, please see the mentioned
database. In Fig. 2.7 the overwhelming popularity of Ni-containing fuel electrodes
is clear. It is also seen that the degradation rate is generally lower for tests
operated with pure reactant or natural gas, although the difference is minor.
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Figure 2.5: Degradation rate in mV/kh against length of the reported (a) stack-
or (b) single-cell-test. The legend indicates the design of the cells, where FES
stands for fuel electrode supported and ES for electrolyte supported.
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Figure 2.6: Degradation rate in mΩ cm2/kh against temperature for the most
common oxygen electrode materials.
2.5.4 Area-specific resistance
For some time now it has been speculated that many degradation mechanisms
are overpotential driven [31, 46, 71, 72], e.g. a higher overpotential of the fuel
electrode will lead to more degradation of the fuel electrode. Most reports about
long-term tests do not include information as to the separation of resistance or
degradation for each component, but in many cases the ASR under current right
at the start of the test is calculable using Ohm’s law. Plotting this initial ASR
value against the overall degradation rate, Fig. 2.8a, seems to confirm that lower
resistance will lead to a lower degradation rate. In Fig. 2.8b, it is observed that
most SOFC tests are operated with an overvoltage of 100-300 mV, while SOEC
tests are operated with much higher overvoltage. This may contribute to the
generally higher degradation of cells and stacks operated in SOEC mode.
2.6 Discussion
The discussion of an ideal degradation indicator has been ongoing in the commu-
nity for a number of years, see for instance Gemmen et al. [59]. The following
should be seen as a continuation of that discussion.
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Figure 2.7: Degradation rate in mΩ cm2/kh against different types of fuel gas
for the most common fuel electrode materials. Type 1: 90-100% H2 balanced
by H2O for SOFC or 90-100% H2O balanced by H2 for SOEC; type 2: 0-90%
H2 balanced by H2O for SOFC or 0-90% H2O balanced by H2 for SOEC; type
3: H2/H2O with various hydrocarbons; type 4: Natural gas, CH4 or propane;
type 5: CO/CO2.
2.6.1 The degradation indicator
The by far most commonly used parameter in the community to describe degra-
dation is the loss of voltage in percent relative to the starting voltage per 1000 h
(V%/kh). It is so widely accepted as a degradation indicator that some authors
even neglect to specify voltage, but instead simply note “%/kh”. This is an easily
obtainable and quickly calculable parameter that is useful as it holds information
on the conversion of energy. However, the parameter also has flaws. As it only
takes the voltage and length of the test into account, one cannot compare cells
with different initial performance or different operating conditions. If the test is
operated mildly with poor performance, i.e. a low production of electricity or
gas, V%/kh would be low, but the purpose of the system has not been optimized
(depending on the intended application). Furthermore, if for instance the voltage
decreases (or increases for SOEC) rapidly in the first couple of hundred hours and
then regains performance in the last couple of hundred hours, then simply stating
the V%/kh from the initial voltage measurement to the last, would be misleading.
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Figure 2.8: Degradation rate in mΩ cm2/kh against (a) the initial ASR in mΩ
cm2, and (b) the overvoltage in mV. The legend indicates the operation mode.
Moreover, the reporting of the value is also quite subjective. Some authors choose
to use the last e.g. 500 h of the test, while others disregard the first e.g. 300 h.
The history of the cell or stack before initiating the constant-conditions-test will
also have an effect, but this fact is rarely mentioned. As noted earlier, due to
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the large dataset, in this study the entire (constant-conditions) test is generally
included in the calculation of the number, but any nonlinearity of performance
over time is not considered.
Unfortunately many projects and published articles also refer to targets using this
unit. For instance, one of the SOFC degradation targets most commonly referred
to in the past 5 years was 0.25 V%/kh, i.e. 10% loss in voltage over 40 000 h [20,
60, 61].
2.6.2 Alternative degradation indicators
A better parameter would be the increase in ASR per time-unit (dASR/dt), i.e.
mΩ cm2/kh. With this value, the change in performance, the lifetime and the
current are taken into account, but the initial performance is not. This would
allow for better comparison of degradation rates at different operating conditions.
Using current density-potential (i-V) plots, the ASR can be determined from the
secant or the tangent (using EIS) at the desired operating current density. The
two methods often yield different values due to non-linearity in i-V curves, but
it can also be determined quickly through Ohm’s law, which will yield the same
value as the secant-method. dASR/dt is rarely mentioned, but has in this study
in many cases been calculated using Ohm’s law and an estimated value for the
OCV. As pointed out by others [59], one should carefully consider whether the
experimental voltage or the ideal Nernst potential is used, as the former will
include certain experimental effects (e.g. leaks) while the latter will not. Knibbe
et al. mentioned this parameter as a target, i.e. 4 mΩ cm2/kh [3].
Alternatively, one could use the loss in ASR normalized to the starting ASR per
1000 h (ASR%/kh). However, if the initial ASR is high, ASR%/kh would be small.
So, this number does also not yield a fair comparison for different systems. The
instantaneous ASR rate is attractive to use to visualize whether the degradation
is accelerating or decelerating, but it does not constitute a viable alternative as
a descriptive single-value indicator of degradation for an entire test. The average
ASR throughout the test is technically not an indicator of degradation, but rather
of performance (e.g. energy efficiency) throughout the entire test. To describe a
whole test, it would be necessary to mention the deviation from the average as
well. It is also quite sensitive to the test length, so standardizing this parameter
would be needed.
Considering the energy aspect would reveal even more information than just us-
ing voltage or ASR. Different producers on the market have different customer
segments, so in a fair comparison one would include the intended power output
for the system in terms of electricity or fuel product and intended lifetime, e.g. a
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specific µ-CHP technical target could be 5 kW operational for 5 years (788.4 GJ
or 219 MWh) with 10 thermal cycles, 10 load cycles and an average energy effi-
ciency of 50%. The energy efficiency is more difficult to calculate or estimate, but
the information within this parameter is more directly relevant for the customer,
i.e. how much energy is wasted? If the target is simply an amount of energy
produced, e.g. 788.4 GJ in the example above, one could calculate the number
of “re-buys” (replacing the stack) to reach the target, i.e. total power produced
divided by the target, but it would be necessary to include the capital cost of the
system as well.
While the simple reporting of V%/kh is a useful value to compare identical sys-
tems, using slightly more inputs in the degradation indicator (e.g. ASR/kh) would
paint a clearer picture when comparing different systems. However, as discussed,
it is difficult, if not impossible to identify one single parameter that includes all
the necessary information for every situation. The ideal parameter for the cus-
tomer would be the amount of energy produced (gas or electricity) per monetary
unit spent (e.g. J/€). In the case of SOEC, a unit of L/€ might be more practi-
cal. Such a value is what the market or the customer is interested in, but it does
require inputs such as system price, gas/electricity input price and measurements
or estimations of the output product. Due to the lack of a developed market with
listed system prices from producers this value could not be obtained in the present
study. In certain cases it is possible to estimate the electrical energy produced
or consumed (SOFC or SOEC, respectively) and the amount of gas consumed or
produced (SOFC or SOEC). For SOEC operation below the thermoneutral volt-
age, the amount of heat supplied to the system should ideally be included as well.
All in all, this can yield an expression of efficiency measured as kWh/m3, which
can be interesting to compare for different systems. The notion can be further
investigated by estimating the total lifetime of the test if the EoL is assumed for
instance to be 90% of initial voltage for a SOFC-unit. This can give an estimated
lifetime had the test continued running. The total amount of electricity produced
(SOFC mode) at the predicted EoL relative to the total amount of gas consumed
can then be calculated. Estimations for electricity prices and gas prices can be
used to calculate an estimated profit at the EoL for the test. Unfortunately such
calculations are only possible if many of the parameters listed in Tab. 2.1 are
available and as already discussed, it is rarely so. Nonetheless, in a few cases this
was possible and is available for viewing in the open-access database. For H2,
kWh/m3 is typically 1-2 for SOFC and 2-3 for SOEC.
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2.6.3 Standardized reporting of long-term tests
As mentioned, the subject of a fair degradation indicator has been discussed before
by others [6, 59, 73], many of whom have also pointed out the inherent drawbacks
of using V%/kh. However, the degradation rate normalized by the initial voltage
is still the preferred value in the community. To overcome the issues of comparing
different tests, the testing itself would have to be standardized. This has been
attempted in the FCTESTNET [74] and the FCTESqa [75] programs, where a
set of particular conditions were specified for SOFC operation with a few chosen
fuel gas types. The subject is also currently being investigated by the on-going
SOCTESqa program [76], which also considers SOEC and reversible operation.
Many companies and research institutes naturally operate with various internal
quality assurance (QA) standards, like described by Haanappel et al. from FZJ
[77, 78]. Such internationally recognized QA standards, like the ISO9000 series,
are important first steps in the comparison between different systems. Still, one
standard has not yet been adopted by the community. Unfortunately, with the
high degree of variety from system to system, it seems near impossible at the
present moment to standardize testing in a manner that would be fair to all
systems. In the meantime, one alternative would be to standardize the reporting
of tests, so that it is clearly visible when comparisons can be made. Furthermore,
this would quickly convey information on the test in general as well. In Tab. 2.2
a suggestion for a simple standardization (assuming galvanostatic operation) is
shown and the table has been uploaded for easy copy and paste [79].
Table 2.2: Suggested standardized reporting protocol for long-term tests.
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2.6.4 Keeping the database up-to-date
The plots shown in this paper are merely examples of a few interesting compar-
isons and we invite the reader to compare and plot other parameters perhaps more
relevant. The open-access degradation and lifetime database has been uploaded
[2]. Anyone interested in using the data are welcome, but we ask that you cite
this paper or the above-mentioned DOI in doing so. We also encourage companies
and research institutes to contact the authors at enrgk-soctests@dtu.dk and sup-
ply data from your single-cell- or stack-test with either the proposed standardized
reporting format or in similar format as the data in the database. This will keep
the database up-to-date for the benefit of the solid oxide cell community.
2.7 Conclusions
A quantitative review of the current international status of lifetime and degrada-
tion for SOC devices has been presented. The study was based on a large dataset
collected from more than 150 publications, and with the help of the community
the database will continue to grow as more data is published. While the majority
of cell- and stack-tests are limited to 10 kh, it was found that degradation rates
in recent years have been steadily decreasing and an estimation of the predicted
lifetime of the average stack is expected based on a linear trendline to reach the
target of 40 kh before 2020, and 60 kh by 2026. However, targets will most likely
be met even sooner for individual cases, which will facilitate market penetration.
Several other observations based on the data are discussed.
Moreover, it was discussed how to report tests most efficiently so as to enable
easy comparison between different systems. Due to the large array of differing
parameters between systems and tests, a standardized reporting protocol in the
form of a simple table is suggested. The SOC community is encouraged to adopt
this standardized form of reporting tests.
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3 Carbon formation in the electrode
By focusing on a specific SOC system and use-case we can decrease the complex-
ity and number of relevant degradation and failure mechanisms. Thus it will be
possible to identify one or two key issues, which can then be addressed and hope-
fully mitigated. In this manner we can improve the technology sufficiently for it
to meet the high expectations set by the market. Focusing on a niche market will
further increase the probability of market penetration.
Haldor Topsoe A/S has developed a commercially available SOC system based
on the well-known Ni-YSZ|YSZ|LSCF-CGO cell structure. The company has
furthermore identified the conversion of CO2 into CO as a potential niche market,
as described in chapter 1. Here we investigate this type of cell and operation
mode and have identified the main issues related to it, namely carbon formation
and sulfur poisoning in the Ni-containing electrode. We will examine the effect of
operating parameters on the mechanisms and also carry out preliminary attempts
at mitigating the problem.
The following pages are based on the 2nd publication: Carbon deposition and
sulfur poisoning during CO2 electrolysis in Ni-based solid-oxide-cell electrodes.
3.1 Abstract
The effect of operating parameters on carbon formation during CO2-electrolysis
is investigated systematically using simple current potential experiments. Due to
variations of local conditions it is shown that higher current density and lower
fuel electrode porosity will cause local carbon formation at the electrochemical
reaction sites despite operating with a CO outlet concentration outside the carbon
formation region. Attempts at mitigating the issue with nanoparticle infiltration
and sulfur passivation proved unsuccessful. Increasing the fuel electrode porosity
can alleviate the problem, but only to a certain extent. This work shows that
the outlet CO concentration of a specific CO2-electrolysis system is limited to
up to 50% lower than expected based on the thermodynamic carbon deposition
threshold at the inlet temperature, due to temperature and gas composition gra-
dients. Furthermore, cells operated in CO2-electrolysis mode are poisoned by
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reactant gases containing ppb-levels of sulfur, in contrast to ppm-levels for SOFC
operation.
3.2 Introduction
The generation and utilization of cheap, renewable electricity is becoming increas-
ingly widespread. Most of the sustainable energy sources are directly linked to
the weather and are thus intermittent in nature. As weather changes in the short
term and the medium-to-long term due to seasons, production of sustainably
sourced energy will vary. Such variation in the energy production and the result-
ing consequences can be mitigated by storing the energy for later use. A single
solution strategy for energy storage is unlikely to succeed, but high-temperature
electrolysis with SOC devices offers some distinct advantages. Such devices have
high electrical efficiency [1, 2] and combined with conventional catalysis they are
capable of converting electrical energy into synthetic hydrocarbon fuels [3–5].
With vast excess of electrical energy during some parts of the day and year in the
not-too-distant future, the hydrogen economy seems the ideal solution [6]. How-
ever, the transition is likely to be excessively costly to implement. An attractive
alternative which can take advantage of the already existent infrastructure is a
society with a closed CO2 loop [7]. Such a strategy has the added advantage of
focusing on extracting already emitted CO2 [8].
Production of synthetic hydrocarbon fuels with SOCs and the subsequent Fischer-
Tropsch reaction cannot presently compete with cheap oil prices. However, there
are niche-markets where the SOC technology can be cost-effectively employed and
developed for the more idealized, long-term scenarios mentioned above. Reduction
of CO2 to CO and O2 in SOCs is an interesting and seemingly simple process [9].
The products can potentially find use in the chemical industry, military operations
where silent production of high purity O2 is required, or in more extravagant
applications such as utilization of the CO2-rich atmosphere found on Mars [10].
In fact, an SOC is planned to be brought on the coming 2020-NASA rover-mission
for preliminary investigations [11, 12]. The initial purpose may be rocket fuel
production at location to minimize the required cargo that is brought from Earth.
However, large scale fuel production using more traditional homogenous catalysis
reactions such as the Sabatier process, eq. 3.1, may be more cost-efficient in
the long-term, possibly in combination with the reverse water gas shift (RWGS)
reaction [13], eq. 3.2.
CO2 + 4H2 
 CH4 + 2H2O (eq. 3.1)
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CO2 +H2 
 CO +H2O (eq. 3.2)
However, the same electrolysis cells would then just be used for conversion and
recycling of the H2O to H2, which is needed for such processes. To increase the
oxygen-to-methane ratio, it would also be possible to use the electrolysis cells for
production of oxygen from CO2 to supplement the RWGS reaction. Furthermore,
before a sustainable micro-ecosystem is established, the oxygen produced by the
devices can also be used to prepare a breathable atmosphere before human arrival.
CO2 reduction in SOCs is less studied than H2O electrolysis and operation in fuel
cell mode. Much of the know-how established from decades of SOFC research can
be applied directly, but there are also more specific issues, e.g. carbon formation
in Ni containing electrodes. This has been extensively studied for steam reforming
[14, 15], but in the SOC community the issue has mainly received attention dur-
ing co-electrolysis of CO2 and H2O [16, 17], and during CxHy fuel cell operation
[18–20]. Tao et al. suggested that gradients through the electrode causes carbon
formation primarily due to gas diffusion limitations [16, 17]. Few studies specif-
ically addressing carbon deposition during CO2-electrolysis exists [21–24]. Some
have reported a more severe effect during electrolysis mode compared to fuel cell
mode, and Li et al. suspected the direct electrochemical decomposition of CO to
C and O2− [24]. The latter will be examined in detail in chapter 4, but in the
present study we focus on the technical implications. We have previously reported
a straight-forward operando detection method utilizing the voltage-response to a
changing current density [25], but we will briefly summarize the arguments for its
validity below.
3.3 Experimental
Single-cell measurements were performed on Ni-YSZ supported cells with 16 cm2
active area produced by Haldor Topsoe A/S. The cells had the well-known Ni-
YSZ|YSZ|CGO|LSCF-structure. All cells were tested at the Technical University
of Denmark (DTU). Further details about the cells and testing setup can be found
in Skafte et al. [25]. Two cells of the same general structure, but with different
oxygen electrode materials and different fuel electrode porosity were also produced
at DTU. The difference in porosity were obtained by sintering the fuel electrode
and electrolyte at different temperatures. More information about these cells can
be found in Ebbesen et al. [26]. Small variations in thickness of the different
components and absolute performance of the different cells is not believed to
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affect the observations reported here. By focusing on the Boudouard reaction,
eq. 3.3, and solely carrying out coking experiments in a CO/CO2-atmosphere, it
is possible to exclude complications from the RWGS reaction, CH4 decomposition
or the Bosch reaction, eq. 3.4.
2CO 
 CO2 + C (eq. 3.3)
CO2 + 2H2 
 2H2O + C (eq. 3.4)
3.3.1 Method
This study will investigate the phenomenon of carbon deposition occurring before
the thermodynamically expected threshold. As an illustration of this issue, a cell
was operated in CO/CO2 with a CO outlet gas concentration just below the
Boudouard limit. As seen in Fig. 3.1a, the cell voltage increased dramatically
within just 5 hours of operation, thereby indicating coking conditions in the cell
despite being outside the thermodynamically favored region. To investigate this
further, a method was developed which is described in more detail in Skafte et
al. [25]. Electrolysis current was gradually increased in steps over the course of
several hours until the voltage became unstable and started increasing (Fig. S.3.1).
When this happened, the current was decreased to OCV again, and hysteresis in
the iV-plot is observed (Fig. 3.1b). When stopping the current scan well before the
Boudouard threshold, the voltage remains stable and no hysteresis is observed.
The outlet gas concentration can be calculated using Faraday’s law of electrolysis
and the ideal gas law, as shown in the Supporting Information.
The operating conditions are only barely crossing into the carbon deposition
regime and the cell thus only suffers minor damage (the cell shown in Fig. 3.1b
is intentionally coked more than regularly for illustrative purposes). Therefore,
the experiment can be repeated multiple times on the same cell and statistical
confidence in the results are increased significantly.
Further evidence supporting the validity of the method can be found in the
Supporting Information and in Skafte et al. [25], i.e. measurements of pO2
(Fig. S.3.2), SEM (Fig. S.3.3), and EIS (Fig. S.3.4). This method is employed to
study the effects of various operational parameters on a commercial cell. The
technique was confirmed to reproduce the general trend on three different cell
test rigs by different test personnel.
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Figure 3.1: (a) Current density, cell voltage, theoretically calculated pCO gas
concentration for the inlet and outlet, and the Boudouard threshold for a cell
tested in a CO/CO2-atmosphere. (b) Current-voltage curves in a CO/CO2-
atmosphere. The vertical black line indicates where one would expect the
Boudouard threshold to be based on the outlet gas composition. The verti-
cal red line indicates approximately the position of the measured Boudouard
threshold.
51
Chapter 3 Carbon formation in the electrode
3.4 Results and discussion
When varying the fuel inlet composition, the onset of coking occurs well before
the expected Boudouard threshold as calculated from the fuel outlet gas composi-
tion (Fig. 3.2). Those calculations are based on average parameters (temperature,
current density, gas concentration) for the entire cell, and not for the local con-
ditions at the reaction sites. The observed deviation of the onset of coking from
the expected threshold thus indicates that variations, or gradients, in conditions
throughout the cell are the cause of this effect, as was also hypothesized by Tao et
al. [16, 17]. They showed that with a sufficiently high porosity, the carbon deposi-
tion was not observed. Both the gas composition and temperature will vary across
the cell as the reactants are converted along the flow direction. Furthermore, the
gas composition and temperature will vary within the electrode. When approach-
ing the reaction sites the product concentration will increase and the temperature
will drop (endothermic reaction), which are exactly the conditions that will in-
crease the likelihood of carbon deposition. The gas composition may be further
affected by gas diffusion limitations in the electrode. Again, this will increase the
concentration of the reducing agent, CO, at the electrode/electrolyte interface.
The fact that carbon is more likely to deposit at the electrode/electrolyte inter-
face under electrolysis current has previously been shown experimentally during
co-electrolysis by Tao et al. [16, 17] and using in-operando Raman spectroscopy
during CO2 electrolysis by Duboviks et al. [23].
3.4.1 Effect of operating parameters
The effect of different operating parameters was studied systematically. The effect
of fuel electrode porosity was also investigated. This parameter had a large impact
on when carbon would form, as the decreased porosity is expected to lead to more
severe concentration gradients in the electrode during operation. Current density
also showed a high correlation with the onset of carbon formation. The results can
be seen in Fig. 3.3, where each data point for the corresponding cell represents the
onset of carbon formation as found using the described method. It is seen from
Fig. 3.3a, that a cell with 30% porosity, operating at -1 A/cm2 can be limited
to converting only 55% of a 100% CO2 inlet reactant gas, or 23%-units below
the theoretical Boudouard threshold. From Fig. 3.3b, it is seen that the effect is
even more severe for cells with low porosity electrodes. However, there may be a
porosity threshold, above which the effect is negligible. Surprisingly, during these
tests, both fuel utilization (Fig. S.3.6) and total fuel gas flow (Fig. S.3.7) had little
to no impact on the deviation from the expected Boudouard threshold.
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Figure 3.2: Performing the described iV-experiments with different fuel inlet
compositions revealed carbon formation for fuel outlet compositions before the
expected thermodynamic threshold.
3.4.2 Modeling verification
The results obtained in this study has been verified by two separate COMSOL
finite-elements multiphysics models. Using a 2D model, Duhn et al. found a
high effect of changing the porosity and/or the tortuosity [27]. Likewise, current
density was also found to be of high influence on the onset of carbon deposition,
in good agreement with this study. Likewise, Navasa et al. similarly found good
agreement between these experimental results and the modeling results of a 3D
cell model incorporating kinetic and thermal effects [28, 29]. She found that the
carbon activity was highest at the electrode/electrolyte interface, due to a higher
CO concentration and lower temperature on account of the endothermic reaction
[29, 30].
The correlation between carbon deposition and current density is of vital impor-
tance for a commercial system. One would typically want to increase the current,
so as to increase the efficiency and production rate of the system. Unfortunately,
as shown in this study, one will have to balance these parameters with the risk
of forming carbon. Increasing the operating temperature to decrease the risk of
crossing the Boudouard threshold is often not an option if relatively inexpensive
metallic interconnects are used in the system and long lifetimes are desired. To
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Figure 3.3: Three different cells with varying fuel electrode porosity were oper-
ated at 750 °C with air to the oxygen electrode. The outlet gas concentration
where carbon deposition was found to take place as found by means of iV-
experiments is plotted against (a) current density and (b) porosity of the fuel
electrode.
optimize the operation of the system, one can use experiments such as these to
obtain an expression for the CO gas concentration gradient through the electrode.
Similarly, the experiments can be used to confirm full stack multiphysics modeling,
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where the gradients are more pronounced than for a single cell. Thus, a full size
3D stack model developed at Haldor Topsoe A/S [31] was used to investigate
gradients throughout a stack. Including the electrode microstructural effects in
a full stack model would be very computational intensive, but the results of the
two modeling approaches can be combined to optimize the operating strategy. All
in all, as illustrated qualitatively in Fig. 3.4, one is left with restrictions on the
possible operating window coming from gradients in the cell, gradients through
the stack and temperature limitations of the IC material.
3.4.3 Mitigation
As will be shown in the following, it is extremely difficult to hinder carbon for-
mation while employing the common Ni-YSZ electrode. A lot of work has been
done on this issue in the catalysis community [32, 33], and there are many meth-
ods to test. One natural way of dealing with the problem would be to avoid
the use of Ni, and DTU is well on its way towards this goal [34, 35]. However,
presently, due to the many attributes of this well-known catalyst and electrode
structure, nearly all established SOC manufactures employ Ni [36]. Solving this
issue without replacing the Ni catalyst would thus be extremely cost-efficient.
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Figure 3.4: A qualitative representation of the various restrictions on the possi-
ble operating window of a CO2-electrolysis system.
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If the nickel particles could be completely covered, and stay covered, by for in-
stance CGO or Cu, the coking tolerance may be improved [37]. Both Cu and
ceria are known to have low catalytic activity towards carbon deposition [23, 38,
39]. However, complete and especially lasting coverage will be difficult to achieve.
Moreover, infiltrating a material will also decrease the porosity, which, as shown,
is not desirable. Lastly, infiltration as a means of improving coking tolerance has
only been successfully demonstrated in CH4 gas atmospheres in fuel cell mode
[40], but not in CO2-electrolysis mode.
Infiltration of the fuel electrode with Cu and CGO was attempted as a carbon de-
position mitigation strategy. However, as seen in Fig. 3.5, the coking tolerance was
not improved and the infiltrated cells actually showed lower tolerance. The lower
porosity (here estimated to 2%-3%units lower) affected the carbon deposition neg-
atively as expected. As seen in Fig. 3.3a, a 3% lower porosity will approximately
give the same results as found for the infiltrated cells. The negative effect can
thus be ascribed to the lower porosity.
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Figure 3.5: Three different cells with 30% porosity were infiltrated and oper-
ated at 750 °C with air to the oxygen electrode. The outlet gas concentration
where carbon deposition was found to take place, as found by means of iV-
experiments, is plotted against current density.
Another way to cover the Ni particles is by use of sulfur. This is a technique known
from heterogeneous catalysis used for steam reforming of methane by means of a
Ni catalyst, so-called sulfur passivation [41]. While it is well-known that sulfur is a
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detrimental impurity in SOFC-mode [33, 42–45], little is known about the impact
during electrolysis operation, especially with CO and CO2. However, Ebbesen et
al. found remarkable improvements in durability by cleaning the inlet gas during
CO2 electrolysis [9]. The effect was ascribed to sulfur in the inlet gases, estimated
to 5-8 ppb on account of the specifications from the gas supplier.
During preliminary investigations on the effect of S on CO2-electrolysis, it was
indeed found that as little as 5 ppb, as opposed to ppm-levels for SOFC operation
[42–45], had a negative effect on the degradation rate. H2S was flowed on and
off for 24 h at a time, increasing the amount each time it was turned on. The
degradation rate was estimated for each step and is shown in Fig. 3.6. Nearly every
time H2S was flowing, the degradation rate increased. Curiously, the exception
was while crossing the thermoneutral voltage at approximately 1.5 V. At 20 ppb,
the voltage increased dramatically to 1.85 V. Interestingly, the poisoning appeared
to be semi-reversible, as the degradation rate returned to the rate observed before
adding H2S, but the absolute voltage did not. Other cell test experiments with 0.5-
2 ppm of H2S, both with and without current running through the cell, confirmed
the very strong effect of sulfur poisoning during CO2-electrolysis. With such
concentrations, the cell was completely deactivated within hours.
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Figure 3.6: Voltage while flowing H2S stepwise from 5 ppb to 20 ppb, and the
corresponding degradation rate at each step.
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Two things are important to note in relation to this experiment. Firstly, achieving
such low H2S concentrations required operation of mass-flow-controllers close to
the lower recommended threshold for gas flows. Absolute trust should not be put
on the exact values and they should rather be regarded as approximations. Sec-
ondly, visual inspection after this test revealed carbon dust on the fuel electrode
and similar electrode/electrolyte delamination as shown earlier was found with
SEM. While the initial effect of H2S on the degradation rate is not questioned,
the sudden jump in voltage after 8 ppb or the large voltage increase after 20
ppb, could be related to carbon formation. Two possible hypotheses explaining
these observations are; a) this could have occurred due to current only flowing
through a certain part of the cell, as the rest could have been left electrochemi-
cally inactive due to S coverage of the Ni-catalyst. This would increase the local
current density and as shown this increases the likelihood of carbon formation.
However, this explanation is questionable since the carbon was primarily found
to deposit at the fuel inlet part of the cell, the part where the majority of the
sulfur is likely to deposit first. b) Thermodynamically it is expected that when
the overpotential on the fuel electrode is high enough, carbon formation will oc-
cur. This phenomenon will be further investigated in chapter 4. Thus, once the
poisoning has increased the overpotential sufficiently, carbon starts forming. This
could potentially also have implications on long-term operation in constant cur-
rent mode, as the overpotential of the fuel electrode will be increasing with time.
The local conditions in the electrode could eventually cross the thermodynamic
threshold and suddenly coke. This could potentially be avoided by operating with
constant voltage. However, at the time of writing, this has not yet been observed
experimentally.
The sulfur passivation experiment was performed by conducting similar iV mea-
surements as described earlier, after having flowed a certain amount of H2S. Initial
measurements before flowing H2S, showed that carbon formed at ~70% CO in the
outlet, ~8%-units lower than expected from global thermodynamic calculations
under these conditions. This is in full agreement with the previously reported
results. With the dramatic effect of sulfur shown during CO2-electrolysis, the
test was started with flowing a small amount of H2S into the cell, 6 ppb for 1
min. The amount was gradually increased up to what corresponded to having
flown 100 ppb H2S for more than 50 h. As seen in Fig. 3.7, at no point did the
sulfur have a positive effect on the carbon tolerance.
3.5 Conclusions
A simple technique for detecting carbon deposition during CO2 electrolysis in
operating solid oxide cells has been developed. The method was used to estimate
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Figure 3.7: The outlet gas concentration where carbon deposition was found to
take place as found by means of iV-experiments is plotted against the accumu-
lated H2S flown into the cell.
the deviation of the measured onset of carbon deposition from that expected from
thermodynamic calculations based on averaged cell measurements. The deviation
is caused by gradients of temperature, current density and gas concentrations
within the cell. It was found that both current and fuel electrode porosity had
high impacts on the onset of carbon formation.
It is concluded that these gradients throughout the electrode as well as in the
entire stack will severely reduce the possible operating window of a commercial
SOEC system during CO2-electrolysis operation. Depending on the specific cells,
stack and operating conditions, the possible product output of the system can be
up to 50% lower than expected based on the thermodynamic carbon deposition
threshold at the inlet temperature. Under realistic stack operating conditions,
the CO outlet concentration is thus in practice limited to around 50%.
The effect can be mitigated by increasing the fuel electrode porosity, or by adjust-
ing the operational conditions, e.g. operating with lower current density or higher
temperature. However, these approaches will not resolve the issue entirely. Three
other mitigation strategies were tested, none of which were successful, but there
are still many possibilities that remain to be tested in a SOC context. However,
replacing the Ni-catalyst is likely to be the only lasting solution, although a com-
plete cell redesign is required as these cells, similar to most other industrial cells,
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are fuel electrode supported. Finally, sulfur has been shown to be a significant
source of degradation during CO2-electrolysis, necessitating the use of thorough
gas cleaning to reduce sulfur concentrations to below 5-10 ppb.
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3.6.1 Gas composition calculations
The gas composition at the outlet during the maximum current step is estimated
using Faraday’s law of electrolysis, eq. S.3.1, and the ideal gas law, eq. S.3.2.

nI =
I
nF
(eq. S.3.1)

ngas =
P

V reac.
RT
(eq. S.3.2)
Where nI is the molar flow of reactants converted by the current, I is the current,
n is number of electrons (2 in this case), F is Faraday’s constant, ngas is the molar
flow of reactants supplied in the inlet gas, P is pressure (1 atm in this case),

V reac.
is the volumetric flow of reactants in the inlet gas, R is the gas constant and T is
the temperature. FU can be estimated by eq. S.3.3, and the concentration of the
product, CO, at the fuel outlet can thus be found using eq. S.3.4.
FU =

nI

ngas
(eq. S.3.3)
xprod. = FU

V reac.

V reac. +

V prod.
+

V prod.

V reac. +

V prod.
(eq. S.3.4)
3.6.2 Partial oxygen pressure at time of coking
The expected partial oxygen pressure, pO2, can be calculated according to the
amount of CO produced during the slow iV experiment. Although not entirely
consistent in all cases, sudden fluctuations in the measured pO2 were observed,
as seen in Fig. S.3.2b. Such pO2 fluctuations were never observed when drawing
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current far from the Boudouard threshold and where no voltage fluctuations or
hysteresis was observed. The higher pO2 may be related to intermediate reactions
such as direct decomposition of CO, eq. S.3.5, or CO2, eq. S.3.6. Whether these
reactions are occurring will be discussed in chapter 4.
CO 
 C + 12O2 (eq. S.3.5)
CO2 
 C +O2 (eq. S.3.6)
3.6.3 Electrochemical impedance spectroscopy
Impedance measurements were carried out using a Solartron 1252A and a mea-
surement resistor [46]. The impedance data was corrected using the short-circuit
response of the test set-up. Furthermore, remaining stray inductance was cal-
culated using a Kramers-Kronig procedure and subtracted from the data. The
frequency range was 0.08–96850 Hz with 12 points per decade and an AC pertur-
bation amplitude of 60 mA RMS. Analysis of the impedance data was performed
using impedance transforms in the software Ravdav [47].
EIS spectra were recorded before and after each iV-curve in the same CO/CO2
atmosphere during OCV. The increase after each iV curve of the arc related to
the fuel electrode at 1000 - 4000 Hz (as shown previously, e.g. [48, 49]) can be
seen in Fig. S.3.4 for the CO/CO2 atmosphere. Performing similar iV curves in a
H2/H2O atmosphere before the cell was coked did not cause such an increase in
the fuel electrode arc. It is thus confirmed that the voltage increase is caused by
changes in the fuel electrode. It is also noted that the iV curves and the formation
of minor amounts of carbon does in fact cause permanent damage to the cell. The
formed carbon has already changed the microstructure by initiating minor, local
areas of delamination between the fuel electrode and the electrolyte as shown in
Fig. S.3.3. Another explanation could be a decreased contact area between the
individual Ni and YSZ particles in the electrode. Although this was not observed
directly during microscopy analysis, it cannot be ruled out.
3.6.4 Raman spectroscopy
No significant signal from ex-situ Raman spectroscopy of cross-sections of the
fuel electrode of a tested cell was detected at the relevant Raman shifts, i.e. D-
peak at 1359 cm−1 and G-peak at 1580 cm−1 [22, 50], as seen in Fig. S.3.5. This
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suggests that a) very small amounts of surface carbon was formed, below the
detection limit for ordinary Raman spectroscopy and surface-enhanced Raman
spectroscopy (SERS), would be needed [18], or b) the carbon has been oxidized
before ending the cell test, perhaps even immediately after it was deposited as
the electrolysis current was decreased, and operando Raman spectroscopy would
be needed.
3.6.5 Figures for supporting information
Figure S.3.1: Voltage and current density against time for an iV curve with
step-size of 0.1 A and step-time of 0.5 h. As can be seen, the voltage becomes
unstable within the last 3 h.
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Figure S.3.2: (a) Cell voltage and area-specific resistance, and (b) fuel electrode
surface temperature, and expected and measured pO2 at the gas outlet.
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Figure S.3.3: Scanning electron micrographs of the same cell after conducting
iV-experiments. Delamination was observed in minor parts of the cell, at the
electrode-electrolyte interface.
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Figure S.3.6: Two different cells were operated at 750 °C with air to the oxygen
electrode. The deviation in CO gas concentration from the expected Boudouard
threshold as found by means of iV-experiments is plotted against fuel utiliza-
tion.
68
3.6 Supporting Information
0 5 10 15 20 25 30
Total flow rate [L/h]
45
40
35
30
25
20
15
10
5
0
p
C
O
 d
e
v
ia
ti
o
n
 f
ro
m
 e
x
p
e
ct
e
d
 t
h
re
sh
o
ld
 [
%
]
f(x) = -0.745x - 5.4
r
2
 = 0.206
Non-infiltrated
1xCGO+5xCu infiltrated
Figure S.3.7: Two different cells were operated at 750 °C with air to the oxygen
electrode. The deviation in CO gas concentration from the expected Boudouard
threshold as found by means of iV-experiments is plotted against total fuel gas
flow.
69
Chapter 3 Carbon formation in the electrode
3.7 References
1. Ebbesen, S. D., Jensen, S. H., Hauch, A. & Mogensen, M. B. High Tempera-
ture Electrolysis in Alkaline Cells, Solid Proton Conducting Cells, and Solid
Oxide Cells. Chemical Reviews 114, 10697–10734 (Nov. 2014).
2. Hauch, A., Ebbesen, S. D., Jensen, S. H. & Mogensen, M. Highly effi-
cient high temperature electrolysis. Journal of Materials Chemistry 18, 2331
(2008).
3. Ebbesen, S. D., Graves, C. & Mogensen, M. Production of Synthetic Fuels
by Co-Electrolysis of Steam and Carbon Dioxide. International Journal of
Green Energy 6, 646–660 (Dec. 2009).
4. Jensen, S. H., Larsen, P. H. & Mogensen, M. Hydrogen and synthetic fuel
production from renewable energy sources. International Journal of Hydro-
gen Energy 32, 3253–3257 (Oct. 2007).
5. Skov, I. R. et al. The role of electrolysers in energy system - Energy markets,
grid stabilisation and transport fuels tech. rep. (Aalborg University, 2016).
6. Crabtree, G. W., Dresselhaus, M. S. & Buchanan, M. V. The Hydrogen
Economy. Physics Today 57, 39–44 (2004).
7. Graves, C., Ebbesen, S. D., Mogensen, M. & Lackner, K. S. Sustainable
hydrocarbon fuels by recycling CO2 and H2O with renewable or nuclear
energy. Renewable and Sustainable Energy Reviews 15, 1–23 (Jan. 2011).
8. Lackner, K. S. Capture of carbon dioxide from ambient air. European Phys-
ical Journal: Special Topics 176, 93–106 (2009).
9. Ebbesen, S. D. & Mogensen, M. Electrolysis of carbon dioxide in Solid Oxide
Electrolysis Cells. Journal of Power Sources 193, 349–358 (Aug. 2009).
10. Sridhar, K. & Vaniman, B. Oxygen production on Mars using solid oxide
electrolysis. Solid State Ionics 93, 321–328 (1997).
11. Hartvigsen, J. J. et al. Challenges of Solid Oxide Electrolysis for Production
of Fuel and Oxygen from Mars Atmospheric CO2. ECS Transactions 68,
3563–3583 (July 2015).
12. Meyen, F. E., Hecht, M. H. & Hoffman, J. A. Thermodynamic model of
Mars Oxygen ISRU Experiment (MOXIE). Acta Astronautica 129, 82–87
(Dec. 2016).
13. Zubrin, R. M., Muscatello, A. C. & Berggren, M. Integrated Mars In Situ
Propellant Production System. Journal of Aerospace Engineering 26, 43–56
(Jan. 2013).
70
3.7 References
14. Tavares, M. T., Alstrup, I., Bernardo, C. A. & Rostrup-Nielsen, J. R. CO
Disproportionation on Silica-Supported Nickel and Nickel-Copper Catalysts.
Journal of Catalysis 147, 525–534 (1994).
15. Rostrup-Nielsen, J. R. & Alstrup, I. Innovation and science in the process
industry: steam reforming and hydrogenolysis. Catalysis today 53, 311–316
(1999).
16. Tao, Y., Ebbesen, S. D., Zhang, W. & Mogensen, M. B. Carbon Nanotube
Growth on Nanozirconia under Strong Cathodic Polarization in Steam and
Carbon Dioxide. ChemCatChem 4000 (Feb. 2014).
17. Tao, Y., Ebbesen, S. D. & Mogensen, M. B. Carbon Deposition in Solid
Oxide Cells during Co-Electrolysis of H2O and CO2. Journal of the Electro-
chemical Society 161, F337–F343 (Jan. 2014).
18. Li, X. et al. An operando surface enhanced Raman spectroscopy (SERS)
study of carbon deposition on SOFC anodes. Phys. Chem. Chem. Phys. 17,
21112–21119 (2015).
19. Subotić, V. et al. Anode regeneration following carbon depositions in an
industrial-sized anode supported solid oxide fuel cell operating on synthetic
diesel reformate. Journal of Power Sources 295, 55–66 (2015).
20. Subotić, V., Schluckner, C., Schroettner, H. & Hochenauer, C. Analysis of
possibilities for carbon removal from porous anode of solid oxide fuel cells
after different failure modes. Journal of Power Sources 302, 378–386 (2016).
21. Maher, R. C. et al. Raman Spectroscopy of Solid Oxide Fuel Cells: Technique
Overview and Application to Carbon Deposition Analysis. Fuel Cells 13,
455–469 (Aug. 2013).
22. Duboviks, V. et al. A Raman spectroscopic study of the carbon deposi-
tion mechanism on Ni/CGO electrodes during CO/CO2 electrolysis. Physical
Chemistry Chemical Physics 16, 13063 (2014).
23. Duboviks, V. et al. Carbon deposition behaviour in metal-infiltrated gadolinia
doped ceria electrodes for simulated biogas upgrading in solid oxide electrol-
ysis cells. Journal of Power Sources 293, 912–921 (2015).
24. Li, W., Shi, Y., Luo, Y., Wang, Y. & Cai, N. Carbon deposition on patterned
nickel / yttria stabilized zirconia electrodes for solid oxide fuel cell / solid
oxide electrolysis cell modes. Journal of Power Sources 276, 26–31 (2015).
25. Skafte, T. L., Graves, C., Blennow, P. & Hjelm, J. Carbon Deposition during
CO2 Electrolysis in Ni-Based Solid-Oxide-Cell Electrodes. ECS Transactions
68, 3429–3437 (2015).
71
Chapter 3 Carbon formation in the electrode
26. Ebbesen, S. D., Sun, X. & Mogensen, M. B. Understanding the processes
governing performance and durability of solid oxide electrolysis cells. Faraday
discussions 182, 393–422 (2015).
27. Duhn, J. D., Jensen, A. D., Wedel, S. & Wix, C. Modelling of gas diffusion
limitations in Ni/YSZ electrode material in CO2 and co-electrolysis. EFCF
2016 proceedings, B0810 (2016).
28. Navasa, M., Graves, C., Chatzichristodoulou, C., Skafte, T. L. & Sund, B.
A Three Dimensional Multiphysics Model of a Solid Oxide Electrochemical
Cell for Degradation Studies. In manuscript (2017).
29. Navasa, M. Three Dimensional Multiphysics Modeling of Reversible Solid Ox-
ide Electrochemical Cells for Degradation Studies Three Dimensional Multi-
physics Modeling of Reversible Solid Oxide Electrochemical Cells for Degra-
dation Studies PhD thesis (Lund University, 2016).
30. Navasa, M., Frandsen, H. L., Skafte, T. L., Sundén, B. & Graves, C. Local-
ized Carbon Deposition in Solid Oxide Electrolysis Cells Studied by Multi-
physics Modeling. In manuscript (2017).
31. Blennow, P. et al. Understanding lifetime limitations in the Topsoe Stack
Platform using modeling and post mortem analysis. EFCF 2016 proceedings,
A1102 (2016).
32. Liu, C.-j., Ye, J., Jiang, J. & Pan, Y. Progresses in the Preparation of Coke
Resistant Ni-based Catalyst for Steam and CO2 Reforming of Methane.
ChemCatChem 3, 529–541 (Mar. 2011).
33. Boldrin, P. et al. Strategies for Carbon and Sulfur Tolerant Solid Oxide
Fuel Cell Materials, Incorporating Lessons from Heterogeneous Catalysis.
Chemical Reviews 116, 13633–13684 (Nov. 2016).
34. Skafte, T. L., Sudireddy, B. R., Blennow, P. & Graves, C. Carbon and Re-
dox Tolerant Infiltrated Oxide Fuel-Electrodes for Solid Oxide Cells. ECS
Transactions 72, 201–214 (May 2016).
35. Graves, C., Martinez, L. & Sudireddy, B. R. High Performance Nano-Ceria
Electrodes for Solid Oxide Cells. ECS Transactions 72, 183–192 (May 2016).
36. Skafte, T. L., Hjelm, J., Blennow, P. & Graves, C. Quantitative review of
degradation and lifetime of solid oxide cells and stacks. EFCF 2016 proceed-
ings, B0501 (2016).
37. Lee, J. G. et al. Durable and High-Performance Direct-Methane Fuel Cells
with Coke-Tolerant Ceria-Coated Ni Catalysts at Reduced Temperatures.
Electrochimica Acta 191, 677–686 (2016).
72
3.7 References
38. Wang, S., Lu, G. Q. & Millar, G. J. Carbon Dioxide Reforming of Methane
To Produce Synthesis Gas over Metal-Supported Catalysts: State of the Art.
Energy & Fuels 10, 896–904 (Jan. 1996).
39. Brett, D. J. et al. Methanol as a direct fuel in intermediate temperature.
Chemical Engineering Science 60, 5649–5662 (Nov. 2005).
40. Rostrup-Nielsen, J. R. Equilibria of decomposition reactions of carbon monox-
ide and methane over nickel catalysts. Journal of Catalysis 27, 343–356
(1972).
41. Rostrup-Nielsen, J. R. Sulfur-passivated nickel catalysts for carbon-free steam
reforming of methane. Journal of Catalysis 85, 31–43 (1984).
42. Hagen, A., Rasmussen, J. F. & Thydén, K. Durability of solid oxide fuel
cells using sulfur containing fuels. Journal of Power Sources 196, 7271–7276
(Sept. 2011).
43. Hansen, J. B. Correlating Sulfur Poisoning of SOFC Nickel Anodes by a
Temkin Isotherm. Electrochemical and Solid-State Letters 11, B178 (2008).
44. Hauch, A., Hagen, A., Hjelm, J. & Ramos, T. Sulfur Poisoning of SOFC
Anodes: Effect of Overpotential on Long-Term Degradation. Journal of the
Electrochemical Society 161, F734–F743 (May 2014).
45. Rostrup-Nielsen, J., Hansen, J., Helveg, S., Christiansen, N. & Jannasch, A.
Sites for catalysis and electrochemistry in solid oxide fuel cell (SOFC) anode.
Applied Physics A 85, 427–430 (Sept. 2006).
46. Barsoukov, E. & Macdonald, J. Impedance Spectroscopy: Theory, Experi-
ment, and Applications (Wiley, 2005).
47. Graves, C. RAVDAV data analysis software, version 0.9.8. 2015.
48. Barfod, R. et al. Detailed Characterization of Anode-Supported SOFCs by
Impedance Spectroscopy. Journal of The Electrochemical Society 154, B371
(2007).
49. Graves, C. & Hjelm, J. Advanced impedance modeling of solid oxide elec-
trochemical cells. EFCF 2014 proceedings, B1203 (2014).
50. Duboviks, V., Maher, R. C., Offer, G., Cohen, L. F. & Brandon, N. P.
In-Operando Raman Spectroscopy Study of Passivation Effects on Ni-CGO
Electrodes in CO2 Electrolysis Conditions. ECS Transactions 57, 3111–3117
(Oct. 2013).
51. Schichlein, H. & Ivers-tiffe, E. Deconvolution of electrochemical impedance
spectra for the identification of electrode reaction mechanisms in solid oxide
fuel cells. Journal of Applied Electrochemistry 32, 875–882 (2002).
73

4 Inhibiting carbon formation
As discussed in the previous chapter, decreasing the likelihood of carbon formation
and increasing the tolerance towards already formed carbon would drastically
increase the possible operating window of the operation mode in question. As
shown, attempts at modifying the already well-established Ni-based electrode has
proven to be unsuccessful. However, the case is influenced by other factors, such
as gas diffusion limitations in the porous structure, thermal gradients caused
by the occurring reactions and agglomeration of the Ni particles. To study the
phenomenon of carbon formation in detail we now turn to the surface sensitive
technique NAPXPS. Focusing on the carbon formation mechanism excluding the
mentioned unwanted factors can be achieved by utilizing model electrodes and
a slightly lower temperature. We will investigate the reactions occurring at the
Ni/YSZ interface during operation, as well as on doped ceria with and without
Ni present. As will be discussed, ceria has been reported to inhibit the formation
of carbon and is thus an attractive material to examine for mitigation purposes.
However, little is known about the exact reasons for the higher tolerance and here
we will attempt to shed light on this subject.
The following pages are based on the 3rd publication: Electrochemically driven
carbon deposition from CO2 on nickel and ceria electrodes: Reaction and inhibi-
tion mechanisms.
4.1 Abstract
The solid oxide electrochemical cell is a promising technology for efficient energy
storage, but state-of-the-art nickel-based electrodes are susceptible to destructive
carbon formation during operation. Certain oxide electrode materials, such as
samarium-doped ceria (SDC), have been reported as less susceptible. Here we
investigated the mechanisms by which carbon deposition occurs during CO2 re-
duction using dense thin-film electrodes as model systems to understand the role
of Ni, YSZ, and SDC. The presence of carbon and surface adsorbates was mea-
sured with NAPXPS at 550 °C in 0.5 Torr CO:CO2 (1:1). We found that carbon
formation initiated at different applied electrical potentials – it was inhibited for
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ceria-containing electrodes – and varying the potential reversibly increased and
decreased the surface converage, with hysteresis. Carbon-nanotubes (CNT) grew
on Ni-YSZ, while ceria formed an amorphous carbon layer less likely to cause
mechanical damage to the electrode. The potential dependent spectroscopy data
elucidates the role of carbonates and other oxidized carbon species on the ceria
surface in inhibiting carbon deposition.
4.2 Introduction
The ability of SOCs to oxidize H2/CO and reduce H2O/CO2 makes them po-
tentially important players in sustainable energy scenarios such as the hydrogen
economy [1] or the closed loop CO2 economy [2]. Electrochemical splitting of CO2
into CO and O2 can provide storage of intermittent solar and wind power and
conversion of otherwise-emitted CO2 into more valuable products, i.e. hydrocar-
bons, synthetic fuels and CO [2]. Such CO2-recycling may increase the value of
CO2 and incentivize further investments in carbon capture and storage. Having
recently crossed the limit of 400 ppm CO2 in the atmosphere [3], extracting green-
house gases from emitters or directly from the air [4] is likely required to avoid
catastrophic and costly effects of climate change. Another application showcasing
the technical possibilities is as a rocket fuel production unit or as part of a life
support system on Mars utilizing the CO2-rich atmosphere [5, 6].
Most commercial SOC systems currently utilize the well-known Ni electrocatalyst
in the fuel electrode [7]. Unfortunately, Ni is also an excellent catalyst for carbon
formation [8, 9], which destroys the porous electrode [10–13]. Carbon formation is
a well-known issue in heterogeneous catalysis during steam reforming [14–17] and
during fuel cell operation with hydrocarbons in SOCs [18–20], but has been far less
studied for CO2 electrolysis. During electrolysis, gradients of gas concentration,
temperature and overpotential caused by high current density have been shown to
cause carbon formation at the electrode/electrolyte interface [21–23] even when
operating the system far from the thermodynamic threshold [12, 13, 21].
The gradients known to exist in the electrode could increase the CO concentration
and lower the temperature such that the responsible carbon forming reaction
would be the traditional CO disproportionation, also known as the Boudouard
reaction:
2CO(g)  Cs + CO2(g) (eq. 4.1)
With the subscript “(g)” denoting a gas phase specie and “s” a surface specie.
However, it has also been speculated and to a certain extent demonstrated that
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electrochemical carbon deposition reactions can occur, such as the reactions in
eq. 4.2 and eq. 4.3 [22–27].
CO2(g) + 4e−  Cs + 2O2− (eq. 4.2)
CO(g) + 2e−  Cs +O2− (eq. 4.3)
Designing carbon tolerant electrodes has so far mostly been empirical in nature.
Doped ceria has been observed to inhibit carbon formation [28–32], but the reason
is poorly understood and often simply proposed to be related to the high oxygen-
storage capacity. Operando surface sensitive techniques are needed to further our
fundamental understanding of the governing reactions and thus our capabilities
of mitigating the issue [33].
Here, we employ synchrotron-based XPS at near-ambient pressure and elevated
temperature while simultaneously applying an electrical potential to different
model electrodes. These are schematically shown in Fig. 4.1; a) a SDC surface, b)
a SDC surface with randomly dispersed Ni nanoparticles (Ni-SDC), and c) a YSZ
surface with dispersed Ni nanoparticles and a Ni pattern for electronic percola-
tion (Ni-YSZ). These samples constitute three different types of reaction zones;
2PB, 3PB and a mixed 2PB/3PB for SDC, Ni-YSZ and Ni-SDC, respectively.
Comparing the Ni-SDC and Ni-YSZ samples elucidated the effect of different ox-
ide substrates. Analyzing the surface for intermediates provided novel insights
into the mechanism of the carbon suppressing ability of doped ceria. The ex-
periments were designed to decrease the probability of thermochemical carbon
deposition, eq. 4.1, so as to facilitate investigation of electrochemical carbon de-
position, eq. 4.2 and eq. 4.3.
The experiments were carried out at 550 °C in a 1:1 CO:CO2 atmosphere with a
total pressure of 150 mTorr (0.2 mbar) for the SDC sample, and 480-500 mTorr
(0.66 mbar) for the Ni-SDC and Ni-YSZ samples. The thermodynamic carbon
deposition threshold changes with pressure, but only minutely in the pressure
range employed here (~2% CO). Under these conditions the threshold is ~98% CO
balanced by CO2 and thermochemical carbon formation was thus not expected.
However, by increasing the cathodic overpotential on the working electrode the
threshold can be crossed. In this case, the threshold is approximately −125 mV
±25 mV (cathodic), assuming a 20 °C temperature accuracy (see Supporting
Information for calculations). By changing the bias from anodic to gradually
more cathodic and monitoring the XPS spectra, we were able to determine with
high sensitivity the onset potential of electrochemically driven carbon deposition
for each electrode and examine the surface species before and during deposition.
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Ni-SDC 2PB/3PB
b
Ni-YSZ 3PB
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Figure 4.1: Model electrodes employed to study carbon deposition on different
surfaces. a-c, illustrations of the SDC, Ni-SDC and Ni-YSZ electrodes, with a
buried Pt pattern for the SDC samples. d-f, planar SEM images of the surfaces
and interfaces. The Ni-YSZ electrode had <40 nm Ni particles next to the
pattern. Scalebar is 2 µm.
4.3 Results
4.3.1 Carbon formation
Controlling the deposition of carbon is possible for all samples, as seen from the
peak growing at ~285 eV in Fig. 4.2. As will be discussed later, other peaks at
higher BE are also visible, i.e. CO2−3 (carbonate, from now on referred to as CO3)
at ~290.5 eV and various oxidation groups between the carbonate and carbon
peaks. For a comprehensive analysis of peak assignment and fitting, please see
the Supporting Information. Even on the SDC sample, which lacks a conventional
metal catalyst, carbon formation occurred. This is known to be possible with a
sufficiently high driving force [24, 34]. By applying an anodic potential the carbon
was oxidized again. Lastly, upon return to cathodic conditions, the carbon re-
deposited.
The Ni-YSZ sample had adventitious carbon on the surface from the beginning
of the experiment, as seen in Fig. 4.2c. As this sample was prepared with a
metallic Ni pattern susceptible to Ni-oxidation, it was not possible to flow oxygen
to burn off any adventitious carbon which is commonly present on all samples
exposed to atmospheric air. For Ni-YSZ, neither the carbon peak nor the lattice
oxygen peak from O 1s (529.9 eV at 0 mV) changed significantly during the first
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Figure 4.2: Carbon formation and oxidation as the overpotential is varied. XPS
spectrum of C 1s from a signal depth of 0.6 nm showing the dependence of the
carbon peak at ~285 eV on the applied overpotential for a, the SDC, b, the Ni-
SDC and c, the Ni-YSZ electrode. The arrows indicate the chronological order
of measurements. A change in color highlights a change in sweeping direction,
black ( ) and blue ( ) indicating cathodic direction and red ( ) anodic
direction. The gas phase peaks for CO and CO2 have here been fitted and
removed.
10 measurements from +200 mV (anodic) to −100 mV (cathodic). However,
when reaching −150 mV, the intensity of the carbon peak grew considerably and
continued to do so when higher cathodic potentials were applied. A decrease in the
lattice oxygen peak from O 1s at −150 mV further supports the suggested onset
point of −150 mV (Fig. S.4.1). Moreover, it shows that the carbon is covering the
YSZ surface.
In the current-potential curves, hysteresis was observed due to decreasing perfor-
mance as carbon deposited and covered the reaction sites (see Fig. S.4.2, Fig. S.4.3
and discussion in Supporting Information). This agrees with observations of hys-
teresis for full-sized commercial SOECs during constant-current experiments with
carbon formation [12].
4.3.2 Onset and reversibility
The onset potential at which carbon formation occurs for the different samples
is illustrated in Fig. 4.3. Here, the inhibiting effect of ceria on carbon forma-
tion is clearly shown. For SDC, carbon formation occurs between −300 mV and
−600 mV. For Ni-SDC, it occurs between −250 mV and −300 mV. Both of these
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samples require a far more cathodic potential than the thermodynamic threshold
of approximately −125 mV under the specific experimental conditions. The Ni-
YSZ sample, however, deposits carbon between −100 mV and −150 mV, showing
excellent correlation with the expected threshold.
Additional measurements shown for the Ni-SDC sample illustrate the reversibility
of the carbon formation (Fig. 4.3). Once initiated, the carbon keeps growing at
−300 mV until returning to more oxidizing conditions than the threshold (step
2.). Upon returning to −300 mV (step 3.), carbon starts growing again. Similar
trends were observed for both SDC and Ni-YSZ (not shown). The same type of re-
versibility has been observed on porous Ni-YSZ electrodes in full-sized commercial
cells [12, 13], although the amount of carbon formed must be carefully controlled
as it will otherwise destroy the microstructure and delaminate the electrode from
the electrolyte. Such delamination cannot occur on these model electrodes.
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Figure 4.3: Onset of carbon formation for the different electrode surfaces and
the observed reversibility shown for the Ni-SDC electrode. The integrated ar-
eas of the XPS carbon peaks are normalized to the maximum peak area. Lines
are only meant to guide the eye. The chronological order of measurements is
indicated by arrows. For Ni-SDC, step (1.) is sweeping in cathodic direction,
step (2.) in anodic direction, and step (3.) is returning to a cathodic poten-
tial. Fitting error is indicated by error bars. The thermodynamic threshold
for carbon formation is shown by the gray box, accounting for experimental
uncertainties and differences.
80
4.3 Results
4.3.3 Binding energy shifts
The XPS core level binding energy of different elements was investigated under
applied overpotential. Changing the external electrostatic potential will change
the energy difference between the Fermi level and core level if the material can
be oxidized or reduced. Such a change will shift the binding energy in the XPS
spectra accordingly [35, 36]. The BE of the YSZ surface should change with
the applied bias in a one-to-one ratio (slope 1.0) [35, 37], as should chemically
bonded adsorbates. This was confirmed for the Zr 3d, Si 2p and lattice O 1s
core-level peaks (Fig. S.4.4). Ni and C have metallic band structure, and these
materials will not change the distance between the Fermi- and the core-level
upon biasing. Thus, we observed no shifting of the Ni 2p, 3p and C 1s peaks,
except for the adventitious carbon layer on the YSZ surface, which was strongly
bonded to the YSZ lattice (Fig. 4.4a-b). The valence band of Ni-SDC and Ni-
YSZ was dominated by the metallic Ni feature, so no shifting of the valence band
maximum was observed (Fig. S.4.4). The intermediate case is SDC, for which the
Fermi level under oxidation/reduction partially moved, and the binding energy
shift-slope was between 0 and 1. This was validated for both Ce 4d, Si 2p and
lattice O 1s spectra, as also observed by Feng et al. [38]. The binding energy of
the carbonate present on Ni-SDC and SDC changed rigidly with the SDC surface
(Fig. 4.4c), which indicates strong bonding.
4.3.4 Type of carbon
As was seen in Fig. 4.2a-c, the shape of the carbon peak as well as the BE for the
different samples is not identical. A more in-depth analysis of the type of carbon
on the different samples follows. Carbon can exist in three different hybridiza-
tions, sp3, sp2 and sp1 [39]. Sp2 type carbon is commonly a sign of graphitic
carbon, CNTs or nanofibers, while amorphous and diamond-like carbon, for in-
stance nanodiamonds and some types of carbon nanodots [40], are made up of
primarily sp3-hybridized carbon [41]. Sp2 carbon has slightly shorter bond length
than the tetrahedral sp3. The BE is slightly smaller for sp2, but since carbon is
homopolar, the difference is small, i.e. 0.6 eV - 0.9 eV [42–47]. Here, sp2 was gen-
erally found at ~284.3 eV and sp3 at ~284.7 eV. Carbon sp2 was fitted to a blend
of a Doniach-Sunjic function and a Gaussian-Lorentzian function which results in
an asymmetric line shape [45, 48]. This is due to the screening of electron-hole
pair excitations at the Fermi level [43]. Sp3 carbon was fitted to a symmetric
Gaussian-Lorentzian function.
As seen in Fig. 4.5a, the SDC and Ni-SDC samples have mostly sp3 carbon. Fur-
thermore, it is seen that especially the SDC sample has a considerable amount
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Figure 4.4: Shifts of photoemission core-level peaks for different surface species.
a, Ni 2p for Ni-YSZ and Ni 3p for Ni-SDC. b, Carbon peak at ~285 eV, with
a sp2-hybridization carbon peak from adventitious carbon on YSZ and a peak
for electrochemically deposited sp2 carbon on or near nickel on Ni-YSZ, and a
deposited carbon peak for Ni-SDC ascribed to sp3-hybridization. There were
insufficient data points to plot the shifting of the carbon peak for the SDC
electrode. c, Carbonate shifting rigidly with the SDC surfaces. No carbonate
peak was identified for the Ni-YSZ electrode.
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of oxidation groups (C-O, C=O, and/or carboxylate, i.e. Ce-CO2) at 285.8-290
eV [40, 47, 49–51]. These two observations indicate growth of amorphous or
diamond-like carbon on the SDC surface. No carbon was found with SEM after
testing, which could be because the carbon is deposited in a thin layer not visible
with SEM, or it could be due to the shutdown procedure which is difficult to
control without affecting the surface carbon.
Compared to the SDC sample, the carbon peak from the Ni-YSZ sample has a
more asymmetric shape and a lower BE, indicative of sp2 type carbon. The fitting
procedure is complicated by the already present adventitious carbon on the YSZ
surface, but it is clear that not all of the deposited carbon can be assigned to
an sp3 peak. The small C-O peak observed may in fact not be C-O species, but
rather sp2 plasmon [47]. The presence of sp2 carbon suggests growth of graphitic
carbon or CNTs. The latter is commonly observed for Ni catalysts [19, 52, 53]
and was also confirmed here with SEM, as seen in Fig. 4.5b.
4.3.5 Adsorbates
The presence of carbonate adsorbate is known to be present on doped ceria in a
CO/CO2 atmosphere [38, 54, 55] and this is confirmed by the peak observed at
~290.5 eV [38, 50, 51, 56] in both Fig. 4.2a-b and Fig. 4.5a. As seen, no carbon-
ate adsorbates are present on Ni-YSZ in a CO/CO2 atmosphere (Fig. 4.2c and
Fig. 4.5a). The presence of Ni carbide species was also investigated. Ni carbide
BE overlaps with the main peak of C 1s (281.2 eV for NiCx and 283.5-283.9 eV
for Ni3C) and with NiO-peaks for Ni 2p3/2 (852.9 eV for Ni3C and 854.7-855.0 eV
for NiCO3 and Ni(CO)4) [49, 57, 58]. The analysis is further complicated by the
possible shifting of the BE of some species with overpotential. NiCx at 281.2 eV
and NiCO3 and Ni(CO)4 at 288.2-288.4 eV are not present in the C 1s spectrum,
and the Ni 2p3/2 spectrum (Fig. S.4.5) resembles that of 100% metallic Ni in a
study with no CO/CO2 gas-species [59]. Thus, no carbides were discernable on
Ni-YSZ, but it is noted that carbon atoms dissolving into Ni particles by more
than a few nm will not be visible by the XPS analysis.
4.4 Discussion
In this study it has been assumed that the amount of CO produced during biasing
is negligible, and unlikely to be enough to cross the thermodynamic threshold for
thermochemical (gaseous or Boudouard) carbon deposition. This threshold is
~98% CO balanced by CO2, based on the experimental conditions, far above the
inlet gas composition of 50% CO balanced by CO2. The production rate of CO
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Figure 4.5: Different types of adsorbates and carbon detected on the different
electrode surfaces. a, Fitting of XPS peaks for all three electrodes at the po-
tential where carbon was first deposited. The gas phase peaks for CO and
CO2 have been fitted and removed, the background has been subtracted and
carbon peak intensity has been normalized. b, Planar SEM of CNT growth on
dispersed Ni nanoparticles next to the Ni pattern. Scale bar is 500 nm.
is estimated to be negligible since no significant change in the CO:CO2-ratio was
observed during polarization according to a locally probing mass-spectrometer
and the gas phase XPS peak intensities (Fig. S.4.6 for Ni-SDC) – although in the
case of Ni-YSZ, the XPS probing volume is much larger than the electrochemically
active zone.
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It has previously been suggested that carbonate participates in the reduction of
CO2 to CO on ceria [38, 54, 55]. This was based on a correlation between in-
creased surface coverage of carbonate, the oxidation state of ceria and the applied
potential. During our experiments we observed the same increase of carbonate
coverage up until the most reducing condition, whereafter the carbonate coverage
drops (Fig. 4.2a and Fig. S.4.7). This occurs simultaneously with carbon forma-
tion, suggesting a link between the two. The participation of carbonates in the
carbon reactions has previously been suggested based on Raman spectroscopy
experiments on BaO-modified Ni powder [60], but the decreasing carbonate cov-
erage observed here may simply be explained by a carbon layer on top of the
carbonate. While carbonate coverage drops, the coverage of carbon oxidation
groups increases. This suggests that carbonate is reduced to the C-O, C=O
and/or Ce-CO2 species, which may be further reduced to solid carbon.
It is commonly believed that surface oxygen vacancies on doped ceria are the
reason for the experimentally observed higher carbon tolerance. However, Feng
et al. found that the oxygen vacancies are saturated with carbonates at reduc-
ing conditions [38]. Li et al. suggested that carbonate oxidizes the carbon into
C-O groups [60], meaning carbonate is responsible for the increased carbon tol-
erance. However, the C-O groups have been shown with DFT models [61, 62]
to provide an inhibiting effect on the deposition of carbon, and it has recently
been suggested that increasing the formation rate of C-O species will increase
the carbon tolerance [63]. So, these species may act as oxidizing agents on the
doped ceria surface, or they may constitute additional intermediates with high
formation energy barriers. Thus, the total overpotential required before the C-C
species are formed is higher than for surfaces that are incapable of forming these
intermediates, e.g. Ni-YSZ. Based on the observations made in this study and
the mentioned reports in literature, we therefore suggest that oxygen vacancies
on doped ceria assist in the formation of carbonate species that acts as inter-
mediates for carbon formation. We have experimentally confirmed that various
oxidation groups (C-O, C=O and/or Ce-CO2) are indeed present on the surface
and that the coverage of these increase at highly reducing conditions. Thus, we
further suggest that the oxidation groups either inhibit the formation of carbon
or oxidize the already deposited carbon. More computational modeling and ex-
periments are required to understand exactly how the pathway from carbonate to
carbon proceeds, but a suggested reaction scheme on the SDC surface is concep-
tually visualized in Fig. 4.6a and described in the following. CO2 is physisorbed
on the surface and reduced by a localized electron from the ceria electrode to form
a unidentate carbonate specie [38, 54]. Upon cathodic polarization, an oxygen
ion is transported via oxygen vacancies to the bulk SDC leaving an O-C-O specie
(adsorbed CO). The adsorbed CO can desorb as gas, or when a large enough over-
potential is applied, it can be further reduced to a C-O, C=O or Ce-CO2 specie.
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Several of these will likely have to be in close proximity to form C-C species after
the C-O, C=O or Ce-CO2 bonds have been broken.
On Ni-YSZ the redox reactions can only occur at the 3PB. Carbides are likely to
form by dissolution of carbon atoms into the Ni crystal as suggested in literature
[19, 61–64], but no carbides were identified during the analysis. In any case, the
carbon must first form at the 3PB or on the Ni, before dissolution can take place.
We suggest the following simple reactions (eq. 4.4 and eq. 4.5), which, contrary
to what occurs on doped ceria, are strictly electrochemical.
CO(g) + 2e′Ni + V ••O 
 Cs +OxO (eq. 4.4)
CO2(g) + 4e′Ni + 2V ••O 
 Cs + 2OxO (eq. 4.5)
Using the Kröger-Vink notation, where OxO, V ••O and e′Ni denotes a lattice oxygen,
an oxygen vacancy, and an electron from Ni, respectively. In Fig. 4.5b the Ni
particles from which the CNTs are growing appear to be electrically isolated, i.e.
electrochemically inaccessible, but it is possible that the YSZ surface has sufficient
electronic conductivity to supply electrons to the reactions. A thin carbon layer
growing on YSZ from the 3PB or from Ni, or the aforementioned adventitious
carbon layer, could also cause an electronic connection. Carbon formation on
oxides such as YSZ has also been shown to be possible even without a Ni catalyst
[65]. The suggested reaction scheme for carbon formation on Ni-YSZ is illustrated
in Fig. 4.6b. Once the carbon has deposited at the interface, it is likely that
dissolution into the Ni crystal follows. When sufficient carbon has diffused into
Ni and carbides are formed, carbon precipitates as a CNT growing outwards with
a Ni nanoparticle at its tip.
4.5 Conclusions
Electrochemically driven carbon formation has previously been observed to occur
during CO2 electrolysis, but the comprehensive investigation presented here con-
stitutes the first of its kind. By analyzing adsorbates on carefully selected surfaces
we are one step closer to understanding the full set of fundamental reaction mech-
anisms. The results have elucidated the source of the inhibiting effect of ceria,
which was previously loosely linked to the high concentration of oxygen vacancies.
We have found that carbonates covering the acceptor-doped ceria surface likely
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Figure 4.6: Illustrations of proposed reaction mechanisms for carbon formation
and coverage on a doped ceria surface and at a Ni-YSZ interface. a, on SDC,
CO2 is adsorbed and forms unidentate carbonate, which under a cathodic po-
tential is reduced to an adsorbed CO specie. The adsorbed CO specie can
desorb as gas or be further reduced to a C-O, C=O or Ce-CO2 specie, which in
turn can form C-C species. b, on Ni-YSZ, CO2 is directly reduced to a surface
carbon atom at the 3PB, which then dissolves into the Ni particle. Eventually
a CNT grows and pushes the Ni particle off of the YSZ.
are intermediates in the carbon formation and that other oxidized carbon species
inhibit the formation of carbon. Lacking similar adsorbates, Ni-YSZ catalyzed
carbon growth more readily, i.e. precisely when thermodynamically expected to.
Another noteworthy observation was the formation of CNTs on Ni-YSZ, which ex-
plains the significantly more severe effect of carbon formation in porous electrodes
lacking doped ceria.
The realization that the applied overpotential can cause carbon formation dur-
ing operation is key for the choice of operation strategy for a hydrocarbon- or
CO2-fueled SOC system. An increase of electrode overpotential caused by other
unrelated degradation mechanisms could trigger a sudden formation of carbon
[13]. The discoveries presented here advance the fundamental understanding of
carbon formation, which is required in the design of more robust SOC electrodes
that can operate with hydrocarbons or CO2 with higher efficiency and longer life-
time. Electrochemical control over CNT growth is another novel finding, which
may find application within the field of nanotechnology [66, 67].
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4.6 Methods
4.6.1 Sample preparation
The single-chamber model electrochemical cells were fabricated on single-crystal
(100) Y0.16Zr0.84O1.92 (YSZ) substrates acting as the oxygen-ion-conducting elec-
trolyte with dimensions 10 x 10 x 0.5 mm3, with one side polished. The fabri-
cation procedure follows in chronological order. The counter-electrode (CE) was
applied on the rough side of the substrate by hand-painting Pt paste (Ferro GmbH
6402101-5), which was dried on a hot-plate at 200 °C and sintered at 800 °C for
1 h in stagnant air, forming a porous Pt backbone. Next, an aqueous precursor
salt solution for CGO [68] was wet infiltrated, dried at 250 °C on a hot-plate and
decomposed at 350 °C for 0.5 h in stagnant air. The CGO was introduced to
enhance the oxygen-ion-conducting and electrocatalytic capabilities. The large
area and relatively high performance of the CE ensured that the prevalent part of
the potential-drop was across the working-electrode (WE), with a minor (<1 %)
drop over the electrolyte. The exact overpotential of the CE was not determined,
but assumed to be insignificant. The overpotential of the WE was thus estimated
as ηWE = Vcell - IcellRΩ, with RΩ found by EIS. On the polished side, the Pt
or Ni current conducting pattern was fabricated by metal lift-off photolithogra-
phy. An undercut resist layer (Dow Microposit LOL 2000) was spin-coated on
the polished side of the YSZ substrate at 2000 r.p.m. for 60 s (~300 nm thick)
and annealed in air at 180 °C for 5 minutes. To the annealed undercut layer, a
positive photoresist (Shipley S-1813) was spin-coated at 4000 r.p.m. for 45 s and
baked at 100 °C for 2.5 min underneath a glass cover. The photomask was aligned
with a Karl Suss MJB 3 mask aligner and the spin-coated films were exposed to
UV light with a dosage of 105 mJ. The photoresist was developed in a Shipley
Microposit MF CD-26 Developer solution until the undercut was ~1 µm. After
the pattern was rinsed with deionized water, dried, oxygen plasma cleaned for 30
sec at 200 W, the metal was deposited in 3 mbar Ar in a DC magnetron Lesker
sputter system. Liftoff was accomplished dissolving the resist in Baker PRS-1000
Positive Photoresist stripper heated to 50 °C. A final oxygen plasma treat at 300
W for 60 s ensured removal of any photolithographic residue. The Pt pattern
current collector consisted of 27 x 2000 µm stripes of 180 nm height and 5 µm
width separated by 10 µm. A closed loop design improved interconnectivity to
prevent disconnected metal stripes due to defects in the photolithography pro-
cess; 500 x 750 µm2 Pt contact pads were placed on the side of the patterns for
contact with the current collector probe. The Ni pattern consisted of 13 x 2000
µm stripes of 200 nm height and 5 µm width separated by 50 µm. A closed loop
design was used again to ensure metal connectivity. A 500 x 750 µm2 Ni contact
pad was placed at one end of the pattern for probe contact. Each YSZ patterned
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sample had two WEs so that the biased electrode could be compared to a refer-
ence sample exposed to identical experimental conditions but left unbiased. The
Pt was annealed at 650 °C for 1 h in 100 mTorr. On the Pt pattern samples,
a 650 µm thick Sm0.2Ce0.8O1.9−δ film was deposited by pulsed-laser deposition
(PLD) at 650 °C in 5 mTorr O2 with a laser fluency of 1.5 J cm2− at 10 Hz with
a substrate to target distance of 70 cm. For the Ni-SDC sample, an additional 35
nm thick NiO layer was deposited by PLD on top of the SDC. The NiO layer was
reduced to randomly dispersed, approximately 200-400 nm, Ni particles in-situ
during the XPS experiment with a 500 mTorr CO:CO2 (1:1) atmosphere. The
Ni-YSZ sample had Ni particles next to the Ni pattern, which varied in size from
40 nm to less than 1 nm.
4.6.2 Electrochemical XPS
Ambient-pressure XPS experiments were conducted at beamline 9.3.2 [69] (Ni-
SDC and SDC samples) and beamline 11.0.2 [70] (Ni-YSZ sample) at the Ad-
vanced Light Source synchrotron, Lawrence Berkeley National Laboratory. Sci-
enta R4000 HiPP and Specs Phoibos 150 differentially pumped electron analyzers
are employed for beamline 9.3.2 and 11.0.2, respectively, which together with a
homebuilt sample holder allows for experimental conditions of up to 700 °C [71]
and 1 Torr [69], or several Torr for 11.0.2. Ohmic heating was supplied by a
ceramic heater. Electrical contact was established by mechanically pressing a
Pt coil onto the CE, while the electrical contact to the WE was made by Pt/Ir
probes. More details on the design of the sample holder can be found elsewhere
[70, 71].
The soft x-ray penetration depth is estimated to ~1 nm for all spectra by applying
a similar kinetic energy, 160 – 320 eV. Incident angle was 75 ° for the SDC and Ni-
SDC samples at beamline 9.3.2, while it was 65 ° for Ni-YSZ at beamline 11.0.2.
The difference causes significantly different gas phase peak intensity between the
samples and a slightly different BE, but this did not affect the data analysis sig-
nificantly. The WE and an Au foil were Fermi coupled with the electron analyzer.
The BE of each spectrum was calibrated with the Au 4f7/2 peak (84.0 eV). A Bi-
ologic SP-300 potentiostat was used for chrono-amperometry and EIS. The latter
was used to estimate the temperature by comparing the Ohmic resistance, RΩ,
to a calibration done in a tube furnace equipped with a thermocouple.
During the experiments, adventitious carbon was first burned off for the SDC and
NiO-SDC samples by flowing O2. This was not possible for the Ni-YSZ sample, as
the metallic Ni pattern would undergo a redox cycle to NiO potentially causing an
electrical disconnection of part of the electrode. Therefore, adventitious carbon
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was found on the Ni-YSZ sample. In the fitting of the carbon peaks, the assump-
tion was made that the adventitious carbon peak would not change significantly
in intensity and that the slope of the BE shifting would remain constant. CO
and CO2 of research grade purity was then carefully dosed and equilibrated to a
~1:1 ratio, which was confirmed by means of the XPS gas phase peaks intensities
calibrated for the difference in electron-molecule scattering cross-sections of CO
and CO2 [72], as well as with a mass-spectrometer.
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4.7.1 Calculations of electrochemical threshold
The carbon formation threshold on account of the Boudouard reaction (eq. 4.1)
can be found from thermodynamics:
∆Gr = ∆Hr · T∆Sr = −RT ln (Kr) = −RT ln
(
pCO2
pCO2
)
(eq. S.4.1)
Where ∆Gr, ∆Hr and ∆Sr are the changes in Gibbs free energy, the enthalpy
and the entropy of the reaction, respectively. T is the absolute temperature, R is
the gas constant, Kr is the equilibrium constant of the reaction, pCO and pCO2
is the partial CO and CO2 pressure. Since we only have CO and CO2 in the
atmosphere; xCO = 1 − xCO2 . If we account for pressure, p = pCO + pCO2, we
then have:
Kx = Keq. · p = (1− xCO2)
2
xCO2
(eq. S.4.2)
Where x represent a mole fraction. The binomial solution to two equations with
two unknowns can now be found:
xCO2 =
(
1/2
p ·Keq. + 1
)
−
√(
1/2
p ·Keq. + 1
)2
− 1 (eq. S.4.3)
Keq. is dependent on temperature, T , and can be found using the FactSage ther-
mochemical software and database [73].
The reactant gas atmosphere for the threshold can then be converted to a partial
oxygen pressure, pO2(Boud.), with the unit atm:
pO2(Boud.) = 102·log10(Keq.) ·
(
xCO2
xCO
)2
(eq. S.4.4)
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In the same manner, the pO2 of the actual inlet reactant gas atmosphere, pO2(reac.),
can be calculated. Here, the equilibrium constant for the CO2-electrolysis reac-
tion; CO2 
 CO + 12O2, must be used. Since we now know the pO2 of the inlet
gas, we can use the Nernst equation to calculate the OCV:
OCV = RT
nF
ln
(
pO2(air)
pO2(reac.)
)
(eq. S.4.5)
Where n is the number of electrons participating in the reaction, F is Faraday’s
constant, and pO2(air) is the partial oxygen pressure of air (0.21 atm). The unit
will be V .
In a similar manner, the potential of the threshold can be calculated, and by sub-
traction we find the electrochemical overpotential of the cell required for carbon
formation:
η(Boud.) = OCV − RT
nF
ln
(
pO2(air)
pO2(Boud.)
)
(eq. S.4.6)
Which will be negative (cathodic) given the experimental conditions chosen in
this study. The relative contribution of the WE, the CE and the electrolyte was
further elaborated on in sec. 4.6.1.
4.7.2 Photoemission spectra fitting and peak assignment
For all three samples the fitting routine was consistent, albeit with minor differ-
ences. The fitting software was CasaXPS v2.3.17PR1.1. All peaks were fitted with
a Gaussian-Lorentzian shape, “GL(30)”, except for sp2 type carbon, which was
fitted with an asymmetric peak consisting of a blend of a Doniach-Sunjic function
and a Gaussian-Lorentzian function, “DS(0.03,125)GL(30)”. A singularity index
of 0.03 was found to fit the data well, a value smaller than what others have
reported using, i.e. 0.1-0.2 [45, 74]. For SDC and Ni-SDC a Shirley background
was fitted and subtracted, while for Ni-YSZ a linear background was deemed more
suitable for the data. Changing the background type did not alter the results of
the analysis, only the fitting error bars. Before and after each experimental con-
dition, a spectrum for each relevant photon energy was collected on an Au foil a
few mm from the sample, which was Fermi coupled (grounded) to the working
electrode. Thus, all spectra were calibrated to Au 4f7/2 (84.0 eV). The photon
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energy was chosen such that the kinetic energy yielded an information depth of
~0.6 nm for all spectra (kinetic energy ~250 eV ±100 eV). The BE mentioned in
the following refer to OCV, since the BE will shift with applied potential for some
species.
C 1s. Despite the reduction in possible species due to the lack of H-, N- and
F-atoms, there are still a significant amount of possible surface species to identify
within a narrow BE window. In order of descending BE, the assigned peaks can
be seen in Tab. 4.1. In addition to these, an unidentified peak was often visible
1 eV higher than CO2 (gas). The CO3 and C=O peaks were not present on the
Ni-YSZ electrode, and C-O only to a small degree. At the beginning of the test at
OCV, adventitious C-C sp2 was only present on Ni-YSZ. After carbon deposition,
C-C sp2 appeared to a minor degree on SDC and Ni-SDC, but the primary C-C
type on these samples was sp3.
O 1s. The assigned peaks can be seen in Tab. 4.2. The C adsorbate peak could be
either CO3, C=O, O-C=O, C-O-C or C-O-C=O, but this peak was only present
for the SDC and Ni-SDC samples, not the Ni-YSZ. This is consistent with the lack
of CO3, C=O and to a certain extent, C-O, on Ni-YSZ in the C 1s spectra. Other
surface species, e.g. S 2p, Zr 3d, Ce 4d, Ni 2p and 3p are of lower importance
in the present study. These are simply fitted with sufficient peaks to accurately
determine the BE shifting of the main peak while varying the potential (Fig. 4.4
and Fig. S.4.4).
4.7.3 Current-potential curves
The current response during the chrono-amperometry experiments for the three
samples is shown in Fig. S.4.2. The SDC sample in Fig. S.4.2a has a relatively low
performance before applying a large cathodic potential of -600 mV. The activation
is clearly visible by comparing the current at +200 mV anodic potential before
and after the large cathodic bias. This sort of activation was expected to occur
when the ceria surface was reduced sufficiently to cause crack-formation along
the Pt-patterns. The formation of such cracks are confirmed by SEM after the
experiment. This phenomenon is expected to significantly increase the surface
area, which is not accounted for in the geometric area-normalized current density
shown here. More interestingly, a large increase in resistance of the cell is observed
at the most reducing conditions. This is most likely due to coverage of the SDC
surface by carbon, effectively blocking the 2PB, supported by an observed decrease
in the lattice oxygen peak from O 1s.
For the Ni-SDC sample, Fig. S.4.2b, more current-potential points were collected.
Like SDC, the resistance increased at the most reducing condition. This was
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followed by activation upon returning to the most oxidizing condition. The in-
creased resistance at the reducing condition clearly shows hysteresis in the iV-
curve. Such hysteresis is also observed for full-sized commercial SOECs during
chrono-potentiometry experiments with carbon formation [12]. After oxidizing
most of the carbon and returning to the reducing condition, the electrochemical
performance is regained. We also applied negative bias to this electrode again
and the same resistance increase was observed as the carbon grew back again.
Curiously, the formation of carbon did not cause an increase in resistance for the
Ni-YSZ sample. The coverage of reaction sites by carbon might be compensated
by electronically connecting more Ni particles as carbon is growing. This would
increase the 3PB length and the performance.
The shape of the iV curves of the SDC samples (Fig. S.4.2a-b) are as expected
based on comparison to other model electrode tests [38, 75]. However, a reversed
cathodic shape of the iV-curve for the Ni-YSZ sample was expected [75]. This
might be due to the effect suggested above where carbon deposition extended the
3PB length, improving the electrode performance.
4.7.4 Figures for supporting information
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Figure S.4.1: Lattice oxygen (1s) XPS peak decreasing in intensity as carbon is
deposited on the Ni-YSZ model electrode. The decrease in intensity indicates
coverage of the YSZ surface. The shift in BE is due to the applied potential.
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Figure S.4.2: iV plots with hysteresis for the three samples. a, SDC, b, Ni-SDC
and c, Ni-YSZ. The fixed potential was corrected for the Ohmic resistance
of the YSZ electrolyte. The arrows indicate the chronological order in which
measurements were recorded, with black first, red second and blue third. The
thermodynamic threshold for carbon formation is shown by the gray box, ac-
counting for experimental uncertainties and differences.
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Figure S.4.3: The response of the current and carbon coverage to the changing
potential throughout the Ni-SDC experiment. The SDC and Ni-YSZ electrodes
have similar, but not identical behavior. a, current density and the integrated
area of the C peak changing with time. b, the applied voltage changing with
time. The upper limit of Ni oxidation is also plotted (–), and the carbon
deposition threshold (–) which was intentionally crossed. After 12 h, when -300
mV is applied, the current drops considerably and carbon coverage increases.
When decreasing the potential below the thermodynamic threshold for carbon
formation, the carbon coverage decreases and the current stabilizes. The results
were reproduced at the end of the experiment by applying -300 mV again.
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Figure S.4.4: Shifts of XPS core-level peaks for different surface species. a,
Valence band maximum (VBM) dominated by Ni. b, Si 2p. c, Zr 3d for Ni-
YSZ and Ce 4d for Ni-SDC. d, lattice oxygen. e, CO2 gas phase for SDC and
Ni-SDC, and CO gas phase for Ni-YSZ. In e, the changing slope observed for
Ni-YSZ was confirmed by the shifts of gas phase core-level peaks from the O
1s spectrum.
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Figure S.4.5: Ni 2p NAPXPS spectrum measured at -150 mV on the Ni-YSZ
electrode. Note: For this spectrum, calibration to Au has not been done, so
the BE is not correct.
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Figure S.4.6: Pressure and gas composition throughout the Ni-SDC experiment
measured using mass-spectroscopy and the XPS C 1s spectra. a, total pressure
( ), CO pressure ( ) and CO2 pressure ( ) on the first y-axis in mTorr,
and the CO:CO2-ratio ( ) and the carbon deposition threshold (–) on the
second y-axis. The data has been smoothed slightly to remove excessive noise
in pressure measurements while moving the sample stage. b, integrated area of
the CO ( ) and CO2 peaks ( ) from C 1s after calibrating for the difference in
electron-molecule scattering cross-sections (1.449·10−20 m2 and 2.177·10−20
m2 at 490 eV, respectively) on the first y-axis, and the CO:CO2-ratio ( ) and
the carbon deposition threshold (–) on the second y-axis. The CO:CO2-ratio
agrees fairly well, although the result from XPS is about 7-8% xCO higher.
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Figure S.4.7: Integrated area of carbon, carbonate and C-O from NAPXPS
peaks measured on the SDC electrode throughout the experiment. As carbon
starts depositing at -600 mV, the carbonate coverage drops. Likewise, when car-
bon starts oxidizing at +200 mV at the end of the experiment, the carbonate
coverage increases again. The C-O coverage follows the C-C coverage.
4.7.5 Tables for supporting information
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5 Mitigating degradation
Despite the unsuccessful attempts at mitigating carbon formation using infiltra-
tion of nanoparticles into Ni-YSZ electrodes in chapter 3, there are still some
intriguing benefits of the technique. Higher performance is commonly observed
and although it appears not to be the case in the specific operation mode of CO2-
electrolysis, higher robustness towards carbon formation and impurities have been
reported. However, the agglomeration of the infiltrated nanoparticles and thus the
long-term stability is consistently a concern. In this last part of the dissertation
we will investigate a novel approach by performing the infiltration after the cell
has degraded. We will examine three case-studies of otherwise unintentional inci-
dents which will damage the cell, one of which is carbon formation. Lastly, we will
apply this concept to stack level to learn about the potential for scalability and
widespread employment to accelerate the technology towards commercialization.
The following pages are based on the 4th publication: Eliminating fuel electrode
degradation and reactivating solid oxide cells and stacks.
5.1 Abstract
The SOC could play a vital role in energy storage when the share of intermit-
tent electricity production is high. However, large-scale commercialization of the
technology is still hindered by the limited lifetime. Here, we address this issue
by examining the potential for repairing various failure and degradation mecha-
nisms occurring in the fuel electrode, thereby extending the potential lifetime of a
SOC system. We successfully infiltrated the Ni-YSZ electrode in commercial cells
with CGO after operation. By this method we fully reactivated the fuel electrode
after simulated reactant starvation, carbon formation and thousands of hours of
steady degradation. The potential for entirely eliminating the degradation of the
fuel electrode was demonstrated by infiltrating after microstructural stabilization
of the electrode had occurred. Moreover, we showed the scalability of the concept
by reactivating an 8-cell stack based on a commercial design.
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5.2 Introduction
The SOC is a promising device for the conversion of intermittently produced
electricity into storable chemical energy [1]. The technology still faces challenges
regarding lifetime [2] and capital cost before a large-scale commercialization can
take place. Taking advantage of economies of scale requires targeting niche mar-
kets initially, such as reduction of CO2 to CO or biogas upgrading [3]. However,
to mitigate degradation and failure mechanisms and thereby increase lifetime,
significant efforts in materials and surface science is still required.
The concept of infiltrating nano-sized particles to increase surface area or sup-
ply electronic or ionic conductivity to the electrodes was initially considered im-
mensely promising on account of the high performance reported [4]. Infiltration
of the oxygen electrode, especially, has been intensely studied [5–7]. Efforts are
being made to develop alternative fuel electrode structures also or modifying the
classical Ni-YSZ electrode [7–9]. Some success has been obtained, especially in
terms of increased robustness (carbon formation tolerance, redox tolerance, poi-
soning tolerance), but the concept has not been embraced by SOC producers.
The Ni-YSZ electrode is still cost-effective compared to alternative lab-scale elec-
trodes and is currently employed by largely every commercial SOC producer [2].
For the Ni-YSZ electrode, the process is somewhat complicated by the require-
ment of NiO reduction to allow room for the infiltrated material. Even so, it
would be beneficial in paving the way for a commercial breakthrough to enhance
the performance or robustness of this well-known cermet, ideally without altering
the already well-established fabrication process.
Lately, the interest in infiltrating SOCs has declined. According to the Scopus
literature database, the year 2016 was the first with an appreciable drop in the
number of published articles in this specific field1. One concern raised consis-
tently is whether the improved performance has a lasting effect, and only few [10]
have studied the performance of infiltrated cells over the course of the required
thousands of hours. Another concern is whether the technique is scalable to stack-
level. Infiltration on stack level has been achieved before by infiltrating individual
non-Ni-YSZ electrodes before assembly [10]. In the collaboration between Topsoe
Fuel Cell A/S and DTU Energy, a Ni-YSZ-based stack was recently infiltrated
after assembly [11]. The beneficial effect was most noticeable after infiltration of
the oxygen electrode, and that of the Ni-YSZ electrode was negligible. However,
except for these recent cases, the typical approach is still to apply the solution
with a pipette, in many cases onto a mm2-sized symmetric cell.
Here we have infiltrated commercially sized Ni-YSZ electrodes on both cell and
1Search conducted February 6th, 2017; “solid oxide” + infiltration
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stack level, after assembly. Furthermore, we have applied the concept of in-
filtration in an unconventional manner, namely to mitigate various failure and
degradation mechanisms after they have occurred. This contrasts to the typi-
cal objective of enhancing the beginning-of-life performance. In the following we
thus investigate the concept of reactivating the fuel electrode after detrimental
damage such as reactant starvation and carbon formation. Furthermore, we ex-
amine the same effect on long-term, steady degradation. Lastly, we explore the
possibility of reactivating a severely damaged commercial stack after thousands
of hours of operation. We perform the majority of the testing in harsh CO/CO2
gas atmospheres, relevant for the aforementioned niche application.
5.3 Experimental
Nominally identical planar cells from the same production batch manufactured by
Haldor Topsoe A/S were tested as reference cells. These had NiO-YSZ as support
and fuel electrode, a ~10 µm YSZ electrolyte and an oxygen electrode of LSCF
and CGO. They further had a CGO barrier layer between the electrolyte and the
oxygen electrode and contact layers on both electrodes. All cells were laser-cut to
5.3x5.3 cm2 with a 16 cm2 active area. Cells were mounted in either a FuelCon
or DTU Energy in-house designed single-cell test rig at DTU Risø campus. A
corrugated Ni and Au mesh were used for electronic current collection and fuel
distribution on the fuel and oxygen side, respectively. A Au foil frame was used
as a sealing gasket on the fuel side. The test-house design is described in more
detail in Njodzefon [12]. The cell was heated to 850 °C while flowing N2, followed
by a reduction process of 2 h of 9% H2/N2 and 1.5 h of 5% H2O/H2.
Reactivated or infiltrated cells refer to reference cells which have been coated by a
CGO solution on the fuel electrode side. Stoichiometric amounts of Ce- and Gd-
nitrate salts were mixed with water and a surfactant (Triton X-100) to obtain the
desired Ce0.8Gd0.2O2−δ-phase. A Cu infiltration solution was made in the same
manner. Since the NiO-YSZ fuel electrode must be reduced prior to infiltration,
reference cells were reduced as described above and cooled to room-temperature
in 9% H2/N2. The cells were then carefully removed from the ceramic test house.
After infiltration, the material was decomposed in stagnant air at 350 °C for 0.5
h. Ni oxidation is a risk while heating the already reduced Ni-YSZ electrode in
air, but only minor bending of the cells was observed and as will be shown, the
performance did not suffer from this treatment. After the heat-treatment, a brittle
layer of CGO was left on the surface which was carefully dusted off and the surface
was cleaned with ethanol. Such an infiltration and heating process constitutes one
infiltration cycle, and is hereon labeled “1xCGO”. By measuring the weight gain
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and knowing the exact dimensions, the approximate volume that the infiltrated
material occupies can be estimated. 1xCGO typically yielded 2 vol-%, and the
Ni-YSZ electrode have previously been shown to have a post-reduction porosity
of ~30 vol-%. A few cells underwent more cycles obtaining a higher loading, or
with other materials. For instance, a cell infiltrated with one cycle of CGO and 5
cycles of a Cu solution is here labeled as “1xCGO+5xCu”. Lastly, the infiltrated
cells could be remounted in the test rig and heated to operating temperature in
9% H2/N2.
EIS was measured using a Solartron 1252A or 1260 and a measurement resistor.
The data was corrected with a short-circuit response of the test setup and stray
inductance was subtracted using the Kramers–Kronig procedure. The frequency
range was typically 0.1 Hz to 1 MHz. All analysis was performed using the
RavDav software package [13].
LV-SEM on a Zeiss Supra 35 FE-SEM was used to analyze the loss of Ni perco-
lation in long-term tested cells, as described in Thydén et al. [14].
An 8-cell stack produced by Haldor Topsoe A/S was operated for ~3kh in elec-
trolysis mode with 95% CO2 as reactant gas and either 5% CO or H2 to avoid Ni
oxidation. The Topsoe Stack Platform (TSP-1) is a state-of-the-art commercial
stack design capable of holding up to 75 cells of approximately 110 cm2 active
area [15]. Here, a TSP-1 was loaded with 8 full-sized cells and wires for voltage
measurements were attached to the interconnects between the cells, allowing for
iV and EIS measurements on individual repeating units (RU, a cell and an in-
terconnect). Voltage and EIS was measured on individual RUs throughout the
test. The RU voltages can be seen in Fig. S.5.1. After testing the stack was then
infiltrated with one cycle of CGO by “flushing” the manifold compartments. The
solution was then pumped out and air pockets were removed by placing the stack
in a vacuum enclosure. The stack was calcined at 350 °C for 1 h with a small
flow of air, similar to how the solution was calcined for the single cells. A mi-
crostructural analysis of the infiltrated material using this technique can be found
in Kiebach et al. [11].
5.4 Results
5.4.1 Initial performance
The improvement in performance of infiltrated cells relative to the reference was
investigated by means of EIS in Fig. 5.1a-b and quantified in Fig. 5.1c-d. Two
infiltrated cells are considered here; 1xCGO and 1xCGO+5xCu. Cu was infil-
trated in separate cycles and was chosen as an alternative to Ni with higher
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Figure 5.1: Reducing polarization resistance of the fuel electrode by infiltrating
CGO or a combination of CGO and Cu. Performance at 750 °C in pH2/pH2O
0.5/0.5 and OCV. a, Nyquist spectra with the Ohmic resistance estimated by
model fitting and subtracted. b, DRT spectra showing the impedance contribu-
tion of the fuel electrode above 1 kHz for the three different cells. c, Quantified
contribution of the fuel electrode after model fitting. d, The contribution of
the fuel electrodes relative to the total ASR.
carbon formation tolerance reported [16]. The contributions of different compo-
nents were modelled using 1-D two-channel transmission line models for the two
porous electrodes, and 2-D coupled plug-flow models for the combined gas dif-
fusion and conversion for each electrode [17] (Fig. S.5.4). This advanced model
will quantify the impedance accurately and physically meaningful parameters can
be extracted, but this is beyond the scope of this investigation. It is more time-
consuming than the conventional RQ-based fitting models, which will also be
used in the remaining part of this study. With the Ohmic resistance fitted and
subtracted, the improvement in total polarization resistance is clearly visible in
Fig. 5.1a. Higher resolution in the frequency/time-domain can be obtained by
converting the impedance data to the DRT format, as seen in Fig. 5.1b. The
impedance contribution above 1 kHz is ascribed to the fuel electrode electro-
chemistry (see Fig. S.5.3b), and it is clearly seen that the improvement of the
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total polarization resistance is entirely caused by changes in the fuel electrode.
The total ASR contribution of the fuel electrode decreased by a factor of 5 from
80 mΩ cm2 to 16 mΩ cm2 for the 1xCGO+5xCu cell (Fig. 5.1c). The relative
contribution compared to the total resistance of the cell decreased from 27% to
5% (Fig. 5.1d).
5.4.2 Repairing
Three different examples of repairing damages to the fuel electrode are examined
in the following. The first two examples simulate cases where a human or system
error causes severely damaging operating conditions, albeit only for a brief amount
of time. The third example is a more general case, where constant operating
conditions causes mild, constant degradation. Lastly, the concept is demonstrated
to work on a larger scale by going from single cell level to an 8-cell stack.
5.4.3 Case 1, reactant starvation
Reactant starvation causes significant, and in some cases fatal, damage to an
operating cell. In the case of electrolysis operation, if oxygen ions are not available
in the fuel (H2O or CO2), the fuel electrode material will be reduced. For Ni-YSZ,
the oxygen ions in the zirconia lattice will be forced though the electrolyte to the
positive electrode leaving zirconium [18]. This was simulated here by operating
the cell with an electrolysis current density of -2 A/cm2 for 1 h with 100% H2. The
cell voltage quickly reached 1.9 V where it stabilized (Fig. S.5.5), suggesting this
to be the potential required for zirconia reduction [18]. The damage to the cell
is evident from the voltage by comparing the reference cell to the cell starved of
reactants (Fig. 5.2). However, if a cell exposed to the same treatment is infiltrated
by one cycle of CGO, the voltage does not increase as much.
From Fig. 5.3a it is seen that the Ohmic resistance does not change, but the total
polarization resistance is clearly affected by the reactant starvation simulation.
It is clearly seen from the DRT spectrum (Fig. 5.3b) that only the fuel electrode
is damaged. The low frequency peak (0.1 – 1 Hz), which also increases, is mainly
ascribed to gas conversion in the fuel electrode (see Supporting Information). By
fitting the impedance collected throughout the experiments with a simple L-R-
RQ-RQ-RQ-RQ-RQ model (Fig. S.5.6), the contribution of the fuel electrode can
be quantified and the result is shown in Fig. 5.2 on the 2nd y-axis. RFE agrees
well with the observed changes of cell voltage, except for the repaired cell. The
resistance of the fuel electrode is almost as low as for the reference cell, and the
electrode can thus be largely considered restored to the condition it was in prior
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Figure 5.2: Repairing a fuel electrode which has been starved of reactants. One
reference cell, one cell starved of reactants and exposed to an operating voltage
of 1.9 V for 1 h, and a cell exposed to the same treatment, but repaired with
infiltration. The performance and degradation was compared at 750 °C in
pCO/pCO2 0.34/0.66 (inlet) with -0.5 A/cm2 electrolysis current density. Cell
voltage (lines, 1st y-axis) and fuel electrode resistance (symbols, 2nd y-axis).
Missing voltage measurements for the repaired cell was due to a temporary loss
of data collection.
to the damaging effect occurred. The difference in cell voltage, however, means
that some other part of the cell degraded, and the impedance of the oxygen
electrode was indeed observed to increase (Fig. 5.3b, frequency range 10-100 Hz).
The cause of this was not identified and is not the focus here, but it is noted that
the observation could not be reproduced and is therefore deemed coincidental.
5.4.4 Case 2, coking
Another example of a fatal failure mechanism is carbon formation in the Ni-YSZ
electrode. Since Ni is an excellent catalyst for carbon formation, this can occur
when operating on hydrocarbons or CO/CO2. Here, the case was simulated by
applying a sufficiently high electrolysis current density, which will cause the local
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Figure 5.3: Repairing a fuel electrode which has been starved of reactants. a,
Nyquist plot of impedance in pCO/pCO2 0.5/0.5 before (solid lines) and after
(dashed lines) the 500 h test. b, DRT plot showing the difference in impedance
contribution of the fuel electrode above ~1 kHz and the increased contribution
of the oxygen electrode for the repaired cell at a frequency of ~500 Hz. See
Fig. 5.2 for legends.
CO:CO2-ratio at the electrode/electrolyte interface to cross the thermodynamic
threshold. Run-away carbon formation will quickly delaminate the electrode from
the electrolyte during electrolysis operation [19–22] which will rapidly destroy the
electrode. However, by carefully monitoring the voltage and current density the
amount of carbon, and thus the damage caused, can be controlled [21, 22]. This
case thus simulates a system where the gas or current (in the case of SOFC-
mode) supply momentarily fails, causing a small amount of carbon to form inside
the electrode. The damage caused is illustrated in the EIS spectrum in Fig. 5.4.
Once again, it is clearly seen that the damage is confined to the fuel electrode
in the frequency range above 1 kHz (Fig. 5.4b). By infiltrating the cell after
carbon formation, however, the damage can be fully repaired. In fact, the total
polarization resistance is almost exactly identical to that before carbon deposition
(Fig. 5.4a).
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Figure 5.4: Repairing minor deposition of carbon in the fuel electrode. Perfor-
mance of the same cell at 750 °C in pCO/pCO2 0.5/0.5 and OCV before and
after carbon deposition, and after carbon deposition and repairing. a, Nyquist
plot with the Ohmic resistance fitted and subtracted. b, DRT plot showing the
changing contribution of the fuel electrode above 1 kHz.
5.4.5 Case 3, degradation
In the third example we do not consider any specific degradation or failure mecha-
nisms. Instead, we let the cell run under constant conditions and degrade steadily.
This will cause degradation of presumably all components in the cell, so we do not
expect a full recovery when repairing only the fuel electrode. A reference cell was
operated for ~2.3 kh in CO/CO2 with a steady degradation rate of ~37 mV/kh or
~91 mΩ cm2/kh (total ASR). Another cell was operated for approximately 0.9 kh
with a similar degradation rate of ~36 mV/kh or ~80 mΩ cm2/kh (disregarding
the jump at t = 700 h caused by 72 h in H2/H2O at OCV and operating tempera-
ture). The cell was then infiltrated and ran for another ~1.3 kh. The degradation
rate dropped by a factor 3 to ~11 mV/kh or ~26 mΩ cm2/kh (Fig. 5.5). However,
what is even more interesting, when fitting and quantifying the contribution from
the fuel electrode, it is seen that the degradation of this component has been
essentially eliminated. Furthermore, the resistance of the repaired fuel electrode
after 2.3 kh is almost identical to the beginning of the test, ~80 mΩ cm2. This
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Figure 5.5: Repairing and eliminating fuel electrode degradation over the course
of 2.3 kh. The performance and degradation was compared at 750 °C in
pCO/pCO2 0.34/0.66 (inlet) with -0.5 A/cm2 electrolysis current density. Cell
voltage (lines, 1st y-axis) and fuel electrode resistance (symbols, 2nd y-axis).
can also be seen from the Nyquist and DRT spectra in Fig. 5.6. The component
responsible for the majority of the degradation rate is now the oxygen electrode
(Fig. 5.6b, ~30 Hz). The peak frequency of the infiltrated electrode has shifted
to significantly lower frequency (from ~5 kHz to ~250 Hz) and starts overlapping
with the oxygen electrode peak (~25 Hz). This makes it difficult to distinguish
between the two in the Nyquist plot, but they can still be separated in the DRT
plot and thus in the fitting of the data. The Ohmic resistance did not change
significantly during the tests. This agreed with the relatively small loss of Ni
percolation after testing (Fig. S.5.7), which will otherwise result in an additional
porous electrolyte layer. Under these conditions, the degradation is thus not due
to loss of Ni percolation as is the case in demanding steam electrolysis operation
with poor Ni-YSZ microstructure [23].
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Figure 5.6: Repairing and eliminating fuel electrode degradation over the course
of 2.3 kh. a, Nyquist spectra measured at the beginning and end of the test for
the reference cell, and at the end of the test of the repaired cell. b, DRT plot
showing the difference in impedance contribution of the fuel electrode. The
fuel electrode peak frequency is shifted to lower frequency for the repaired cell,
~250 Hz. The degradation of the oxygen electrode is also seen for both cells,
at ~100 Hz for the beginning of the reference test and shifted to ~25 Hz for the
two spectra at the end of the tests.
5.4.6 Stack level tests
To illustrate the applicability of the concept to the technology in general, the
method was scaled up to stack level. The lifetime of the stack is not the focus
here and will be published elsewhere, but a brief description follows. The RUs
degraded steadily and the average cell voltage had increased with ~100 mV during
the test, except for the first three RUs. Some of the suspected main degradation
mechanisms were sulfur poisoning by contaminants in the CO gas and minor car-
bon formation. Furthermore, a number of significant events causing interruptions
in the test occurred and these may affect the degradation as well, i.e. pollution
of the air to the oxygen electrode with oil, power supply failure, CO2 gas supply
failure and carbon formation in the surrounding tubing.
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After the long-term test, the stack was infiltrated with one cycle of CGO. Voltages
obtained in SOFC mode (+0.2 A/cm2) with H2/N2 were either fully restored or
even higher than when the test was started (Fig. 5.7). The voltages of the most
degraded cells improved the most, and the voltage spread decreased significantly
(Fig. S.5.8).
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Figure 5.7: Regaining voltage by reactivating a SOC stack. Individual voltage
measurements for each RU at 700 °C with pH2/pN2 0.6/0.4 and 0.2 A/cm2
(SOFC-mode) before and after a ~3 kh stack test, and after repairing the stack
by means of infiltration.
5.5 Discussion
The initial performance gain of infiltration is commonly reported. We confirmed
this observation as we were able to reduce the resistance of the fuel electrode
fivefold. Next, we turned our attention to another concept. The ability to repair
the cells after near-death incidents, as shown here in the first two examples, could
prove to be a useful tool when operating a complex system with many more
components than just the SOC stack. The supply of gases or the current supply
could be unintentionally interrupted for various reasons, but if the disruption is
of short duration on the timescale of minutes or a few hours, we have shown
here that the cells are capable of recovering from the damaging effects that can
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occur, such as reactant starvation or carbon formation. It is likely that any
damage that causes minor delamination between the Ni and YSZ particles can be
recovered from by this method (Fig. 5.8). Furthermore, by infiltrating a MIEC
with electrocatalytic properties, such as CGO, the reaction zone can be extended.
Thus, not only is the delamination repaired, the electrode also gains a larger
electrocatalytically active reaction zone. In agreement with others, we have also
shown that the performance gain can be further improved by optimizing choice
and volume of the infiltrated material.
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Figure 5.8: Illustration of one suggested degradation mechanism and how infil-
tration repairs the damage. a, electrons supplied by the Ni particle, oxygen
ions supplied by the YSZ particle and gas meets in the reaction zone at the
3PB. b, as local delamination takes place, the reaction zone moves and the 3PB
shrinks. For particles with poor connection, complete delamination can occur.
c, after infiltration, the delamination is filled by CGO particles and the 3PB
(now technically a 2PB since CGO is a MIEC) increases again.
A valid concern often raised regarding SOC electrode infiltration is the longevity
of the effect. As have been shown by others (see references in [7]), the infiltrated
material tends to agglomerate with time and the performance gain is invalidated.
Here we show that, under the conditions used here, the effect may indeed last over
the course of several thousand hours, at least when the electrode is infiltrated after
stabilization of the microstructure has taken place. Recent results from colleagues
at DTU Energy indicate that the effect may even be long-lasting when infiltrating
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prior to testing, but we will leave the discussion of this subject for when more
related data is available. In the experiment we performed, the performance of
the fuel electrode was completely stabilized after infiltration and the contribution
of this component was largely unchanged compared to the beginning of the test.
Over the course of 2.3kh, the degradation of the fuel electrode was thus eliminated.
The preliminary results presented here certainly warrants further investigation.
The second valid concern against infiltration is whether the technique is scalable.
Here we take the first step towards proving the scalability by infiltrating an 8-cell
stack based on a commercial full-sized stack design. We believe that by combining
many decades of experience from infiltration in the field of heterogeneous catalysis
and a stack infiltration technique such as that developed by DTU and Haldor
Topsoe A/S [11], it is possible to cost-effectively infiltrate full-sized stacks. Here,
the concept of repairing the fuel electrode was shown to be transferable from cell
to stack level. The individual cell performance based on voltage measurements
was regained after ~3 kh of testing with various degradation mechanisms and
many unintended systemic failures. Much remains to be investigated, however,
and this experiment merely establishes the validity of the method on stack-level.
Higher control of the specific degradation mechanisms must be obtained to gain
more knowledge of the effect, the repaired stack should be further tested after
infiltration, and naturally the method should be scaled up to full-sized commercial
stack- or even system-level.
5.6 Conclusions
In the present study we have demonstrated a novel concept of repairing lifetime
limiting mechanisms in SOCs. Three case-studies were considered as proof-of-
concept on commercial cells. Damages incurred by simulated reactant starvation
and carbon formation were fully repaired and the performance of the electrode
was entirely restored. The effect was shown to be lasting for 500 h and we have no
reason to believe that this would change with additional test time. The third case-
study was to examine the effect on generic steady-state degradation. By allowing
the microstructure to first stabilize, the degradation of the infiltrated electrode
was shown to be completely eliminated over the course of 2.3 kh. Lastly, the
method was scaled up to stack level, which similarly revealed positive effects.
Much still remains to be investigated and, as we also demonstrated here, with
only minor optimization the performance gain can be even greater. The basic
procedure established here demonstrate renewed potential for SOC electrode in-
filtration and the possibility of optimizing the traditional Ni-YSZ cermet.
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5.7 Supporting Information
5.7.1 Electrochemical impedance spectroscopy
An analysis of impedance contributions from different processes occurring in the
SOCs was carried out. Changes in gas composition on both the fuel and the oxy-
gen side, and incremental changes in temperature, was used to distinguish between
gas concentration and electrochemical processes. Gas concentration processes are
only affected by changes of the gas composition and not the temperature [24],
while electrochemical processes are affected by both type of changes. A DRT
plot can be helpful in increasing the resolution in the time/frequency domain,
and thereby more easily differentiate between processes. The difference between
two DRT plots (∆DRT) can be used to identify impedance changes at specific
frequency ranges [17].
Gas concentration related processes for the fuel electrode are identified in Fig. S.5.2,
where the gas on the fuel side is changed between 50% and 20% H2O in H2. As
seen, peaks at approximately 1-3 Hz, 20-50 Hz and 100-3000 Hz are identified as
being affected by fuel gas concentration changes. Similarly, when changing the
gas concentration on the oxygen side between 100% and 21% O2 in N2, peaks
arise at approximately 1-3 Hz and 20-50 Hz.
With five different characteristic peaks identified, two for the oxygen electrode
and three for the fuel electrode, the next step is to investigate whether these are
affected by temperature changes. Such an analysis has been carried out and is
shown in Fig. S.5.3. The electrochemical processes are thus identified at 100-3000
Hz and 20-50 Hz for the fuel electrode (Fig. S.5.3b) and the oxygen electrode
(Fig. S.5.3c), respectively. Combining this analysis with others from literature,
we can in Fig. S.5.2b label the 1-3 Hz peak for the fuel electrode as fuel gas
conversion (FC), the 20-50 Hz peak for the fuel electrode as fuel gas diffusion
(FD), the 100-3000 Hz peak for the fuel electrode as fuel electrode polarization
(FP), the 1-3 Hz peak for the oxygen electrode as oxidant gas diffusion (OD),
and the 20-50 Hz peak for the oxygen electrode as oxygen electrode polarization
(OP).
With the individual processes identified, the impedance response can be quantified
using a complex non-linear least squares fitting routine. Either with a more
advanced model (Fig. S.5.4) or a simpler one (Fig. S.5.6). The more advanced
model is based on a transmission line model for the electrochemical processes
occurring at either electrode [17, 25], and a plug-flow gas model for the combined
contribution of gas diffusion and conversion [17, 26].
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5.7.2 Figures for supporting information
Figure S.5.1: Voltage measurements for each of the eight RUs during CO2 elec-
trolysis prior to infiltration. The stack was operated at 770 °C with 95% CO2
and either 5% H2 or CO. Stack current was -50 A and the fuel utilization was
30 %.
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Figure S.5.2: EIS analysis of four different gas compositions at 750 °C , 20% or
50% H2O in H2 on the fuel side, and 100% or 21% O2 in N2 on the oxygen
side, and with a fuel flow rate of 25 mL/min/cm2, and an oxidant flow rate
of 312.5 mL/min/cm2. a) Nyquist plots, and b) ∆DRT curves illustrating the
difference in the DRT upon changing either the gas atmosphere on the fuel side
or on the oxygen side, while keeping the gas atmosphere constant on the other
side. Peaks identify processes affected by gas composition changes on the two
electrode sides.
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Figure S.5.3: DRT and ∆DRT curves obtained from impedance spectra
recorded at 50 °C increments in the temperature interval 700 – 800 °C, and
with a fuel flow rate of 25 mL/min/cm2, and an oxidant flow rate of 312.5
mL/min/cm2. a) DRT curves calculated from impedance spectra collected
with a fuel composition of 50% H2 + 50% H2O, with air as the oxidant. b)
∆DRT curves illustrating the difference in the DRT between two different gas
compositions, 50% and 20% H2O in H2, on the fuel side. c) Delta-DRT curves
between two different gas compositions, 100% and 21% O2 in N2, on the oxygen
side.
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Figure S.5.4: An advanced EIS fitting of data from a test at 750 °C, at OCV
with a pCO/pCO2-atmosphere of 0.5/0.5 and 25 mL/min/cm2 gas flow to the
fuel electrode and 312.5 mL/min/cm2 air flow to the oxygen electrode. a)
Nyquist plot, b) Bode plot, and c) relative residuals between the Kramers-
Kronig inductance corrected data and the model fit for the real and imaginary
impedance. PE: porous electrode, GCD: gas conversion and diffusion, FE: fuel
electrode, and OE: oxygen electrode.
129
Chapter 5 Mitigating degradation
14 16 18 20 22 24 26 28 30
t (h)
1.0
1.2
1.4
1.6
1.8
2.0
V
o
lt
a
g
e
 (
V
)
2
1
0
1
2
i(
A
/c
m
2 )
, 
p
X
 (
a
tm
)
Voltage
Current
pH2
pH2O
Figure S.5.5: Voltage (red, 1st y-axis), current density (blue, 2nd y-axis), pH2
(green, 2nd y-axis), and pH2O (orange, 2nd y-axis) for a simulated reactant
starvation test at 750 °C.
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Figure S.5.6: A relatively simple EIS fitting of data from a test at 750 °C, at
OCV with a pCO/pCO2-atmosphere of 0.5/0.5 and 25 mL/min/cm2 gas flow
to the fuel electrode and 312.5 mL/min/cm2 air flow to the oxygen electrode.
a) Nyquist plot, b) Bode plot, and c) relative residuals between the Kramers-
Kronig inductance corrected data and the model fit for the real and imaginary
impedance. FE: fuel electrode, OE: oxygen electrode, elec.: electrochemistry,
diff.: diffusion, and conv.: conversion.
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a b
c
Figure S.5.7: LV SEM of a reference cell after reduction (a), the tested reference
cell after 2350 h (b), and the repaired cell after 2350 h (c). The scalebar is 10
µm.
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a
b
Figure S.5.8: IV curves of each RU of the stack in SOFC mode with 60%/40%
H2/N2 at 700 °C, before (a) and after (b) infiltration.
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6 Conclusions
As outlined in chapter 1, the SOC technology will lead to a number of beneficial
effects for society. To reach wide-spread deployment it will be necessary to utilize
economies of scale, which will be possible once market penetration has occurred.
By increasing the lifetime of SOCs we can accelerate the technology towards the
market and increase the probability of achieving these advantages. However, the
devices often fail due to unintended interruptions of operation or by a too high
rate of degradation. The current international status of lifetime was elucidated
in chapter 2 by quantifying information published in literature within the field.
Fortunately, by working on the many mechanisms leading to the high degradation
rate, it was shown that the technology is approaching the targets required for
commercialization. The progress can be accelerated further by focusing on specific
markets, operating modes and mechanisms. This concept was applied in the
remaining parts of the project.
A specific operating mode, the conversion of CO2 to CO, has been identified as
cost-competitive within a niche market. This then constitutes a possible route
to market with a low barrier for entry. The efficiency of the operating mode
is however thermodynamically limited due to a specific mechanism inherent to
the state-of-the-art electrocatalyst utilized, namely carbon formation on Ni. In
chapter 3 we devised a technique to map out the limited operating window, and
thereby maximize the potential efficiency. The results were confirmed by two
independent multi-physics models developed by colleagues. By combining the
findings with multi-physics model simulations of whole stacks, it was found that
the possible output CO concentration can in practice be up to 50% lower than
expected based on the thermodynamic carbon deposition threshold at the inlet
temperature, depending on the specific design and operation strategy. To success-
fully address the issue by modifying the material turned out to be challenging,
and it is possible that the most cost-effective solution is to entirely replace the Ni
in the electrode.
Ceria has shown promising tolerance and performance in both literature and in
earlier studies by the authors. In chapter 4 we examined the differences in car-
bon forming mechanisms between the common-place Ni-YSZ electrode structure
and ceria with and without Ni. This was carried out using operando NAPXPS
on model electrodes. We studied novel electrochemically driven carbon formation
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reactions and elucidated the fundamental mechanisms. We found that carbon for-
mation on ceria is indeed inhibited and proceeds through multiple steps involving
intermediate species such as carbonate and oxidized carbon groups. Meanwhile,
electrochemical carbon formation on Ni-YSZ occurred without such intermediate
carbonate and oxidized carbon species. We furthered the current understanding
of the underlying reasons for the increased tolerance of ceria by suggesting based
on the data that the formation and presence of various C-O species on the ce-
ria surface hinders the formation of solid carbon. Lastly, we found that a thin
amorphous carbon layer tends to form on ceria, which is far less destructive in a
porous electrode than the CNTs formed at the Ni/YSZ interface. The results are
naturally also of interest to other modes of operation where carbon formation is
an issue, or to other technologies where carbon deposition might even be desired.
After focusing on a specific mechanism at several different scales, in chapter 5 we
zoomed back out. Returning to developing mitigation strategies for degradation
and failure mechanisms in general, we succeeded in applying a well-known elec-
trode modifying technique in a novel manner. We fully reactivated the electrode
by means of infiltration after degradation or otherwise unintented operation inter-
ruptions had occurred. Firstly, we tied the study back to chapter 3 and chapter 4
by fully restoring the performance of a cell degraded by carbon formation. Sec-
ondly, we showed that the method was applicable to other failure mechanisms,
and thirdly, we underlined the promising potential by entirely eliminating degra-
dation of the electrode over the course of nearly 2500 h. Lastly, the technique
was applied on stack level with similar promising results.
6.1 Outlook
The greatest compliment you can get for the work that you do, is that others are
willing to devote themselves to it and continue it. I hope the studies presented
here can motivate further examination.
With additional data for the quantitative analysis of lifetime and degradation,
it may be possible to more accurately identify the primary causes for the early
failure of the devices. With a larger dataset, machine learning could be applied
to examine links between failure and mechanisms that is not obvious by human
inspection.
The correlation of specific operating parameters and carbon formation could be
further investigated on stack level, although the degree of complexity increases
dramatically. Moreover, the single-cell multi-physics models based on the discov-
eries could be incorporated into a multi-physics model of the TSP-1 stack already
established at Haldor Topsoe A/S.
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6.1 Outlook
Similar studies of surface species involved in important degradation mechanisms
could be carried out, e.g. poisoning of the surface with impurities. Regarding
carbon formation, it would be interesting to examine the species involved in ther-
mochemical reactions and compare them to the ones found for electrochemical
reactions presented here. Furthermore, using for instance microscopic techniques,
the rate of deposition could be investigated in more detail. Lastly, there are a
vast amount of possibilities for alternative designs and materials for samples.
Lastly, there is great promise in extending the lifetime by continued reactivation
of electrodes, either by the technique presented here or others like it. In regards to
reactivation by means of infiltration, further optimization is possible, e.g. wetting
capabilities, materials, amount, etc.
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Nomenclature
pO2 Partial oxygen pressure
2PB Double-phase-boundary
3PB Triple-phase-boundary
ASR Area-specific resistance
BE Binding energy
BSE Backscattered electrons
CE Counter-electrode
CGO Gadolinium-doped ceria
CNT Carbon nanotubes
DRT Distribution of relaxation times
EIS Electrochemical impedance spectroscopy
EoL End-of-Life
FU Fuel utilization
FWHM Full-width-half-maximum
IC Interconnect
KE Kinetic energy
LSCF Lanthanum-strontium-cobalt-ferrite-oxide
LSM Lanthanum-strontium-manganese-oxide
LV-SEM Low-voltage scanning electron microscopy
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Nomenclature
MIEC Mixed ionic- and electronic conductivity
NAPXPS Near-ambient pressure x-ray photoelectron spectroscopy
Ni Nickel
OCV Open-circuit voltage
PLD Pulsed-laser deposition
QA Quality assurance
RU Repeating unit
RWGS Reverse water gas shift
SDC Samarium-doped ceria
SE Secondary electrons
SEM Scanning electron microscope
SERS Surface-enhanced Raman spectroscopy
SOC Solid oxide cell
SOEC Solid oxide electrolysis cell
SOFC Solid oxide fuel cell
TSP-1 Topsoe stack platform
Vtn Thermoneutral voltage
VBM Valence band maximum
WE Working-electrode
XPS X-ray photoelectron spectroscopy
YSZ Yttria-stabilized zirconia
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