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Abstract
In this paper, we present a computational model capable of pre-
dicting the viewer perception of Youtube car TV commercials
by using a set of low-level audio and visual descriptors. Our re-
search goal relies on the hypothesis that these descriptors could
reflect to some extent the objective value of the videos and, in
turn, the average viewer’s perception. To that end, and as a
novel approach to this problem, we automatically annotate our
video corpus, grouped into 2 classes corresponding to differ-
ent satisfaction levels, by means of a regular k-means algorithm
applied to the video metadata related to users feedback. Evalu-
ation results show that simple linear logistic regression models
based on the 10 best visual descriptors and on the 10 best au-
dio descriptors individually perform reasonably well, achieving
a classification accuracy of roughly 70% and 75%, respectively.
Combination of audio and visual descriptors yields better per-
formance, roughly 86% for the top-20 selected from the entire
descriptor set, but tipping the balance in favor of the audio ones
(i.e. 17 vs 3). Audio content bigger influence in this domain is
also evidenced by a side analysis of the video comments.
Index Terms: subjective assessment, video aesthetics, Music
Information Retrieval, video metadata
1. Introduction
In a world where new technologies are increasingly more re-
lated to multimedia information, the development of tools to
make it easier dealing with this type of data becomes essen-
tial. One problem that has attracted much research interest in
recent years is the development of models to extract subjec-
tive information from objective data. Particularly, inferring the
perceived value by the potential consumers of multimedia re-
sources (e.g. Youtube commercials) by means of automatic
procedures, aimed at analysing both audio and visual content,
would be of great application for developing more efficient in-
dexing and recommendation systems.
There are different fields that study computational proce-
dures to extract subjectivity of data, such as sentiment analysis
[1, 2, 3]. From a visual content point of view, the one that we
are concerned about is aesthetics assessment, which was firstly
applied to still images. One of the earliest works on this do-
main was carried out with the goal of finding out which features
correlated better with rankings [4]. More recently, Datta et al.
[5] proposed 56 low-level image features tested on 3581 pic-
tures with ratings from the web site Photo.net and selected the
top 15 features that achieved together an accuracy of 70.12% in
separating low from high rated photographs. After this success-
ful achievement, several studies followed this line of research
adding different contributions [6, 7].
Applied to videos, aesthetics assessment has been only ad-
dressed very recently. Nonetheless, low-level visual descriptors
have already proven to be indicative of the aesthetic value of
the videos and, in turn, of their viewers’ perception. To our
knowledge, the first attempt to model visual aesthetics in mov-
ing pictures was addressed by Moorthy et al. [8] in 2010. They
collected 160 consumer videos from YouTube and performed
a controlled user study to obtain rating labels as ground truth.
Then, different frame-level features based on those from [5] and
on users reports were extracted from the videos and extended to
the temporal level. Finally, they selected the 7 most relevant
features and after classification procedures they achieved an ac-
curacy of 73.03%.
On the other hand, background music accompanying com-
mercials has also been shown to be a major component influ-
encing audience responses. For example, Alpert and Alpert
early presented an study [9] suggesting that audience moods
and purchase intentions may be affected by background mu-
sic. More recent studies like [10] have clarified that, despite the
widespread assumption that virtually any product advertisement
is enriched by the mere presence of music, there are much em-
pirical evidence casting doubt on this and suggesting that music
can have a neutral or detrimental effect (e.g. audience could
perceive the music as innapropriate or unsuitable for the brand
message, or they may simply dislike the musician or find the
tune annoying or boring) as well as a positive one.
Other related studies have also pursued into the goal of un-
derstanding how individuals emotionally respond to common
advertisement sounds. For example, [11] suggested a hypothe-
ses based model for predicting the emotional reaction and em-
pirically tested it using data from 153 laboratory participants
and 20 different sounds. Results from a survey asking partic-
ipants about their emotional response towards each particular
sound indicated that the emotional response to a sound clip can
be predicted by the level of interest generated and how well the
sound captured the participant’s attention.
Visual (images and scenes) and audio (music and sounds)
content in general can help to achieve some cognitive effects
on the audience (e.g. attracting attention) and induce some af-
fective responses as well (e.g. creating a particular mood), that
can be both considered advertising objectives. However, call
for further research on the factors that determine whether both
components have a positive, negative or no effect on consumer
response to advertising still remains. In this regard, measur-
ing the relative importance of audio content compared to visual
on the audience final perception of a commercial seems to be a
particularly interesting and worthwhile issue to be investigated.
In this regard, and to the best of our knowledge, all the ex-
isting works in inferring the perceived value of videos have used
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Figure 1: Diagram of the approach overview.
data sets whose videos have been specifically rated for the task
through controlled user surveys. This approach has the disad-
vantage that the ratings do not completely reflect the real effect
of the videos on the regular users who watch them in sites like
YouTube, since the surveys are performed by a limited number
of people who have been given some instructions.
Conversely, in this paper we propose a novel approach to
this problem consisting in automatically deriving the ground
truth polarity labels by means of an unsupervised learning al-
gorithm applied to the video metadata, which are available at
YouTube and have been provided by actual users of the plat-
form as they watch and share the videos, hence, better and more
fairly reflecting the actual perception of the videos. This new
approach lies on the hypothesis that metadata such as the num-
ber of likes or the number of views are indicative of the subjec-
tive assessment the users give. An overview of the process can
be observed in Figure 1.
Therefore, the two main purposes of this paper are:
• to present a novel approach based on Youtube popular-
ity metrics for the automatic annotation of videos (i.e.
car commercials) in terms of their expected or potential
perceived value.
• to expand upon existing research to investigate how
audio-visual content can influence Youtube popularity
metrics as common measures of advertising effective-
ness.
The automatic analysis of the audio-visual content of an
ad allows deriving suitable principles for predicting the above
mentioned effects. In this regard, the present work provides
some suggestions for the construction of effective computa-
tional models of audio and visual content influence on emo-
tions and product orientations. Furthermore, the paper also in-
dicates directions for future investigations of multimodal ap-
proaches for analysing the content of the commercials, infer-
ring the advertising effectiveness, and measuring the influence
of each tested modality.
The paper is organised as follows: after this introduction
Section 2 provides the details of the video corpus acquisition
and clustering procedure. Section 3 and 4 repectively describe
the audio and visual descriptors extracted for the classification
task. Section 5 presents the classification results including cor-
responding discussions and issues. Finally, some conclussions
and future work are laid out in Section 6.
2. Corpus acquisition and clustering
One of the contributions of this work is the automatic annota-
tion of the corpus, instead of using labels obtained after a user
survey specifically prepared for the research [8, 12, 13]. For this
reason, our first decision regarding the preparation of the corpus
was to acquire a suitable one.
2.1. Video domain selection, download and filtering
Selected video domain was basically conditioned by two main
requirements. First, it was necessary to have an acceptable
amount of metadata so that the clustering algorithm was able to
find meaningful clusters. Second, the differences in the meta-
data between videos should be indicative of the better or worse
appreciation of the videos by users. Car commercials reason-
ably satisfy both.
Once defined the domain, an initial corpus of 2,315
car commercials, and their metadata, was downloaded from
YouTube through its API. All the videos were in Spanish lan-
guage and published after 2010. However, additional filtering
procedures were necessary: first, we removed any video that
was not a professional car advertisement (i.e. videos with a
duration longer than 115 seconds or shorter than 10 seconds).
Second, we removed any video without enough metadata and
thus, impossible to annotate (i.e. a minimum of 3 raters per
video was considered). At the end of the filtering, 138 videos
remained and took part of our data set.
2.2. Clustering
In addition to the raw popularity metrics that YouTube pro-
vides, we defined two processed metadata in order to sim-
plify the clustering procedure and the interpretation. First, we
merged the likes and dislikes metrics into a single one: the
likes-dislikes ratio, computed as the proportion of likes from
the total number of votes. The other new metric we introduced
was the view-score, a score in a 1-to-5 scale assigned accord-
ingly to the 20th, 40th, 60th, 80th, and 100th percentile ranks
computed for the number of views, respectively.
The set of metadata that were selected to perform the cluster
analysis are: likes-dislikes ratio, view-score, number of com-
ments, number of raters and rating. The cluster analysis was
performed through the k-means algorithm [14], using the city
block (Manhattan) distance measure. As a result of this clus-
tering process, videos were labeled into 2 different classes: 76
“good” or “better” videos on one hand, and 62 “bad” or “worse”
videos on another, thus composing the annotated dataset on
which classification experiments will be tested.
3. Audio Descriptors
For the extraction of the audio features we have used MIR-
Toolbox [15], a suitable tool for implementing computational
approaches in the area of Music Information Retrieval (MIR).
MIRToolbox allows the extraction of a large set of musical fea-
tures from audio files.
Each musical feature is related to the different broad musi-
cal dimensions traditionally defined in music theory. We have
extracted features related, among others, to tonality, rhythm,
timbre, and form. Statistical moments such as centroid, kur-
tosis, etc., can be applied to either spectra or envelopes, but also
to any histogram based on any given feature thus increasing the
number of different features up to roughly 400.
In the next subsections we will highlight some of the
most interesting features providing potential psychoacoustic ev-
idence of influencing viewer’s emotional response.
3.1. Tonality
Generally, musical compositions are organized around a central
note, the tonic. Music periodically returning to that central tone
exhibits tonality. Specifically, tonality helps to arrange sounds
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according to pitch relationships into interdependent spatial and
temporal structures, thus characterizing notes, chords, and keys
(sets of notes and chords with an specific hierarchy).
The potential for contrast and tension inherent in the chord
and key relationships of tonality is well known (e.g. any modu-
lation or movement away from the tonic key creates tensions
that may then be resolved by modulation back to the tonic).
Hence, related features could be suggested to model the view-
ers’ emotional response.
Examples of tonality features extracted by MIRToolbox are:
chromagram (distribution of the signal’s energy across a prede-
fined set of pitch classes) and key strength.
3.2. Rhythm
Rhythm, in music, is the placement of sounds in time. In its
most general sense rhythm is an ordered alternation of contrast-
ing elements.
Different rhythms or music patterns in time may elicit dif-
ferent reactions and emotional responses from viewers. Rhythm
is likely to vary according to the interpretative ideas of the spots’
producers who seek to produce some desired effects on the au-
dience. Particularly it could be intentionally deviated for a par-
ticular piece of music to better fit or adjust to the visual structure
and content of a commercial video.
MIRToolbox enables the estimation of several features re-
lated to rhythm: namely tempo, pulse clarity and fluctuation.
3.3. Timbre
Timbre means sound color. In music, timbre is the quality of a
musical note or sound or tone that distinguishes different types
of sound production, such as voices and musical instruments,
even when they have the same pitch and loudness.
As a psychoacoustic hypothesis we expect different timbres
(e.g. richness of timbre) or timbre variations (e.g. only music,
music and voices, only voices or silence), measured during the
spots, could be also indicative of the subjective experience of
the viewers while watching them.
The physical characteristics of sound that determine the
perception of timbre include spectrum and envelope. MIRTool-
box computes, among others, Mel-Frequency Cepstral Coeffi-
cients (MFCC), the time envelope in terms of rise, duration,
and decay, changes both of spectral envelope and fundamental
frequency, as well as many other related basic statistics (e.g.
zero-crossing rate, spectral centroid, roll-off, brightness, flat-
ness, etc.).
3.4. Roughness
MIRToolbox provides an estimation of the sensory dissonance,
or roughness, related to the beating phenomenon whenever pair
of sinusoids are closed in frequency. Particularly, total rough-
ness is measured by computing the peaks of the spectrum, and
taking the average of all the dissonance between all possible
pairs of peaks. The perceived roughness of a sound is simply
how rough it sounds. Assuming rough sounds to be inherently
bad or unpleasant, and therefore to be avoided, we can conclude
that roughness and annoyance are strongly linked.
4. Visual Descriptors
Regarding the implemented visual features, we have inspired
the decision of what features to test in previous works, such as
those from [5] and others, who proved the convenience of some
descriptors for assessing the aesthetic value, but also in different
domain specific characteristics of the videos. We have extracted
a total of 21 features, which we present according to the visual
aspect they describe.
4.1. Temporal segmentation
In film-making and publicity temporal segmentation is of great
importance, since it is the basis of montage, the main source of
semantic effects. Quantitatively, the level of segmentation, i.e.,
the number of cuts, can be an indicator of the type of scene [16].
Transitions between two subsequent shots were determined as
in [17] and the following features were extracted: absolute num-
ber of cuts, longest-shot, mean-shot-duration, standard devia-
tion of the shot duration, and mean-cuts-per-min.
4.2. Intensity
Intensity is also an important characteristic in film-making and
photography, usually referred to as brightness or exposure. It
was used in [5] and we extend its meaning to the temporal di-
mension by computing the average intensity and the standard
deviation along all the frames.
4.3. Entropy
When applied to image processing, entropy can describe tex-
tures. We have computed the entropy of the gray-scale version
of the frames and derived the following features: avg-entropy,
std-entropy, pct-low-entropy-frames, which detects the percent-
age of very simple frames, e.g. with monochromatic back-
ground, usually present in car commercials, and a feature that
detects if the end of the video has very low entropy.
4.4. Color
Color is a very descriptive characteristic of images and videos
which we have translated into computational features following
the work of [5]. First of all, we make use of the HSV color
model [18] for computing features related to the hue and the
saturation (i.e. means and std deviations). Furthermore, col-
orfulness, a feature that measures how colorful the video is, is
computed by extending the implementation of Datta et al.
4.5. Rule of thirds
The rule of thirds (ROT) is one of the most important rules
of thumb for composition in visual arts, such as photography,
painting or design. Among other uses, it is followed for plac-
ing important horizontal lines in the image, such as the line of
the horizon. Placed in the lower third, it will give more priority
to the sky, while placed in the upper third, it will increase the
importance of the ground. We have developed a computational
method to measure the degree of utilization of ROT. The idea
is to compare differences in the color histograms correspond-
ing to the two sub-images that the upper or the lower horizontal
lines generate. Hence, the higher the difference, the higher the
degree of utilization of ROT, and vice versa.
5. Results and discussion
After annotating the video dataset for 2 different classes and ex-
tracting the visual and audio features presented in sections 3 and
4, it was time to perform adequate classification experiments to-
wards evaluating both individual and joint performance of these
features when modelling the users’ perception.
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First of all, a feature selection step is found to be essen-
tial, not only to reduce the dimensionality and complexity of
the feature-space, but also for a proper and fair comparison to
be done between visual and audio features. In this case, we
decided to apply the SVMAttributeEval feature selection algo-
rithm provided by the WEKA machine learning software [19].
SVMAttributeEval evaluates attributes using recursive feature
elimination with a linear support vector machine. Attributes are
selected one by one based on the size of their coefficients, re-
learning after each one. As a result, a ranked attribute list is
generated.
On the other hand, simple linear logistic regression models
were used for classification. In this regard, and as part of the
adopted experimental setup, each classification result reported
has been obtained by performing 10 repetitions of a 10-fold
cross-validation scheme.
Finally, the above mentioned classifier is compared to a Ze-
roR classifier (i.e. predicts the majority class), by means of
a corrected paired t-test to check for significance (95% confi-
dence interval). Hence, the evaluation of the results will strictly
focus on those which prove to be significantly better than such
reference result.
5.1. Individual performance
Given the more reduced set of visual attributes we decided to
adopt this as our baseline. Therefore, we started by testing dif-
ferent values for the number of selected attributes. Optimal per-
formance was observed for 10 features. Corresponding accu-
racy and related top performance features have been detailed in
Table 1. According to the evaluation of the visual features, it
is important to remark that all the different types of visual fea-
tures tested, i.e. temporal, entropy or color based, and related to
ROT, have attained notable success (there is at least one repre-
sentative of each in the top-10) thus complementing each other
reasonably well.
Then, for a fair comparison between both types of features,
we decided to perform an attribute selection process over the
entire set of audio features defining a target number of selected
features similar to the one showing top performance for visual
features (i.e. 10). Resulting performance, as well as related
features, have been presented also in Table 1. As it can be ob-
served, top-10 audio features clearly outperform top-10 visual
features, hence suggesting a greater influence or impact of au-
dio related features when attempting to model the viewer’s sat-
isfaction. We can consider this result our first evidence in that
regard. On the other hand, predominance of timbre features (i.e.
spectral) is observed among the selected features.
5.2. Joint performance
Next, we combined both audio and visual features to evaluate
their joint performance. However, rather than simply taking the
top-10 visual features and directly combine them with the top-
10 audio ones, we decided to re-run the attribute selection pro-
cess with the whole set of available features, regardless of their
audio or visual nature. To that effect, we adopted a number of
20 selected features as our target, mainly for comparison pur-
poses with the previous individual approaches. Assuming such
a reference, expected selection should be the simple combina-
tion of both top-10 sets in case of a similar relevance for both
types of features. On the contrary, resulting top-20 selection
was mostly composed of audio features as it can be observed
in Table 1, where only 3 out of the 20 top features were visual.
This can be considered our second evidence of the better fit of
Approach Top 10 visual Top 10 audio Top 20 audio-visual
Feature
subset
(3) temporal{
(2) shot duration
(1) cuts per min
(1) intensity
{(1) stdev
(3) entropy{
(2) low entropy
(1) average
(2) color{
(1) hue
(1) colorfulness
(1) ROT
{(1) upper third
(2) tonal{
(2) chromagram
(1) keyclarity
(1) rhythm
{(1) tempo
(7) spectral (timbre){(4) mfcc
(2) dmfcc
(1) flatness
(17) audio
(3) tonal{
(2) chromagram
(1) keyclarity
(1) rhythm
{(1) attack time
(13) spectral
(6) mfcc
(4) dmfcc
(1) irregularity
(1) zerocross
(1) roughness
{(1) stdev
(3) visual
(1) intensity
{(1) stdev
(1) ROT
{(1) upper third
(1) color
{(1) hue
Accuracy
(stdev) 69.16 (10.59) v 74.79 (11.54) v 85.25 (8.99) v
ZeroR
55.05 (2.85)
(results tagged with ’v’ when significantly better than this)
Table 1: Experimental results for each feature subset.
audio related features when modeling the viewer’s satisfaction
in this particular domain. For completeness, we extended the
analysis to higher number of selected features with similar re-
sults (i.e. top accuracy 86.31% was achieved with 35, including
the same 3 visual features).
5.3. Analysis of comments
Comments can be a powerful resource to identify the sentiment,
attitudes, and emotions that viewers attach to the commercials.
Hence, we carefully examined the content of all the comments
corresponding to the videos in our dataset. Particularly, and in
order to find further evidences of the greater influence of au-
dio content on viewers’ perception, we manually tagged each
comment either as related to audio or not, mainly by identifying
references to the music, the sound effects, or the person speak-
ing in the videos. Similarly, visual comments were also tagged
by identifying those specifically addressing: objects, places or
persons appearing in the spot, explicit references to the mon-
tage or the producers, to a particular scene of the spot, etc. As
an example of the former, a viewer might comment the follow-
ing about a particular video: “Wow! I’m absolutely in love with
this song! Can’t stop listening to it!”. Regarding the latter, a
possible example would be: “Amazing landscape!”.
As a result, Table 2 summarises the corresponding statis-
tics, we measured roughly 40% of comments to be connected
to audio related issues while only 16% to visual. This signifi-
cant imbalance can be considered a third evidence of audio fea-
tures prevailing over visual ones in our Youtube metrics based
perception model.
Type # comments Percentage
Audio 328 40.39%
Visual 129 15.89%
Others 355 43.72%
Total 812 100%
Table 2: Analysis of comments.
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6. Conclusions and Future Work
In this paper we have presented a computational method for as-
sessing the perceived value of car commercials retrieved from
YouTube.
First, the significant results we have obtained successfully
validate the use of clustering techniques as an alternative for
the automatic annotation of a video corpus in terms of Youtube
popularity metrics as a suitable model of viewers’ perception.
Second, the performed classification experiments have also
demonstrated that both audio and visual content have an im-
portant influence on viewer’s perception and advertising effec-
tiveness. Indicative automatically extracted features have been
identified in both cases. In this regard, the subset of selected
visual features is relatively diverse, whereas in the audio one
timbre related features seem to be predominant.
Third, we have decomposed both factors measuring their
relative influence in modelling viewers’ impressions. Suitable
experimental setup has been adopted to validate this assessment
thus providing a better explanation of the emotional response to
commercials in this domain. Particularly, although visual con-
tent and related features have proven to be helpful, their role
turns to be rather complementary when compared to audio. This
result has been found to be coherent with a detailed analysis
performed over the comments of the videos.
These results enable further research following the sug-
gested approach to improve the performance of classification
and recommendation systems. In the future, apart from increas-
ing the size of the data set, it would be also interesting to explore
the possibility of extending the approach by including textual
features. In this regard, the clustering based annotation proce-
dure could benefit from the application of natural-language pro-
cessing (NLP) techniques. For instance, sentiment analysis may
be performed to classify the polarity of the related comments,
hence enabling their use as relevant metadata to be further in-
cluded in the annotation process.
Finally, computational models for predicting the audience
perception of a commercial should definitely account for the ef-
fect of other variables such as [9]: the audience demographics,
personality and life-style, cognitive and affective involvement
in the communication setting, familiarity with the music, the
places shown, the actors, and the interaction of all of these with
the product and use-situation stressed in the commercial. Addi-
tional research could be conducted in that regard.
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