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Abstract
The Hardy spaces H 2(D2) can be conveniently viewed as a module over the polynomial
ring C[z1, z2]. Submodules of H 2(D2) have connections with many areas of study in operator
theory. A large amount of research has been carried out striving to understand the structure of
submodules under certain equivalence relations. Unitary equivalence is a well-known equivalence
relation in set of submodules. However, the rigidity phenomenon discovered in [Douglas et al.,
Algebraic reduction and rigidity for Hilbert modules, Amer. J. Math. 117 (1) (1995) 75–92]
and some other related papers suggests that unitary equivalence, being extremely sensitive to
perturbations of zero sets, lacks the ﬂexibility one might need for a classiﬁcation of submodules.
In this paper, we suggest an alternative equivalence relation, namely congruence. The idea is
motivated by a symmetry and stability property that the core operator possesses. The congruence
relation effectively classiﬁes the submodules with a ﬁnite rank core operator. Near the end of
the paper, we point out an essential connection of the core operator with operator model theory.
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction and preliminaries
In this paper D denotes the unit disk of the complex plane C and T denotes the unit
circle. The polynomial ring C[z1, z2] acts on the Hardy space over the bidisk H 2(D2)
by the multiplication of functions, and this action makes H 2(D2) into a module over
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C[z1, z2]. It is not hard to see that a closed subspace M ⊂ H 2(D2) is a submodule
if and only if it is invariant under multiplications by both z1 and z2. For example, if
I is an ideal in C[z1, z2], then its closure in H 2(D2) (which we denote by [I ]) is a
submodule. If q1(w), q2(w) are two nontrivial one variable inner functions over the
unit disk D, then Mq := q1(z1)H 2(D2) + q2(z2)H 2(D2) is a submodule (cf. [INS]).
Some well-known “pathological" submodules were displayed in [Ru1]. Submodules
of H 2(D2) have connections with many areas of study in operator theory, and their
structure can be extremely complex. Various equivalence relations are thus used in
characterizing submodules. A canonical one is unitary equivalence. Two submodules
M and N are said to be unitarily equivalent if there is a unitary module map between
them. Much is known about this equivalence relation, and one of the most notable facts
is the rigidity phenomenon discovered in [DPSY]. We state one theorem in the context
of H 2(D2).
Theorem 0.1. Let I1 and I2 be two ideals in C[z1, z2] such that each has at most
countably many zeros in D2. If there are bounded module maps A : [I1] −→ [I2] and
B : [I2] −→ [I1] with dense ranges, then I1 = I2.
Some related work for the case of homogeneous ideals and principal ideas was
done in [Yan] and [Gu1]. The rigidity phenomenon is probably best illustrated in the
following example:
Example 1. Let  = (1, 2) be any point in D2 and
H = {f ∈ H 2(D2) : f () = 0},
then H is a submodule. The theorem above implies that as long as  = , H and
H are not unitarily equivalent.
However, H and H are intuitively the “same type” of submodules. From this
viewpoint, the rigidity phenomenon indicates that the unitary equivalence relation is
far too delicate for the purpose of classiﬁcations of submodules. This paper suggests
an alternative equivalence relation, namely the congruence relation, through the core
operator. The core operator is an important subject of some recent studies. We will
reveal more of its interesting properties in this paper.
We ﬁrst introduce some necessary elements for the study. For the most part of this
paper K(, z) = 1
(1−1z1)(1−2z2) is the reproducing kernel for H
2(D2). The reproducing
kernel for a submodule M is denoted by KM(, z). The core function GM(, z) for
M is
GM(, z) := K
M(, z)
K(, z)
= (1− 1z1)(1− 2z2)KM(, z)
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and the core operator on H 2(D2) is given by
CM(f )(z) :=
∫
T 2
GM(, z)f () dm(), z ∈ D2,
where dm() is the normalized Lebesgue measure on T 2. For simplicity, we suppress
the “M” in our writing of GM and CM when no confusion shall result. It is shown in
[GY] that on every submodule M, C is a bounded selfadjoint operator with ‖C‖ = 1.
A fact that we will mention often is that for a submodule M, C = 0 on M⊥, so C
can be viewed as an operator on M. Another simple but important fact is that the
core operator for H 2(D2) is simply the evaluation at 0. The core operator is an very
essential associate of a submodule, in particular, CM = CN only if M = N .
Two essential associates of a submodule M ⊂ H 2(D2) are the pairs (S1, S2) and
(R1, R2) deﬁned by
Sif = (I − P)zif, Rig = zig, i = 1, 2,
where f ∈ H 2(D2)M, g ∈ M , and P stands for the orthogonal projection from
H 2(D2) onto M. One sees that (S1, S2) is a pair of commuting contractions on
H 2(D2)M and (R1, R2) is a pair of commuting isometries acting on M. These
two pairs of operators capture every piece of information about M and are subjects of
many recent studies. One relation between the core operator and the pair (R1, R2) is
displayed in the formula (cf. [GY])
C = 1− R1R∗1 − R2R∗2 + R1R2R∗1R∗2 . (0.1)
A submodule M is said to be Hilbert–Schmidt if its core operator C is Hilbert–
Schmidt, or equivalently, its core function G(, z) is in L2(T 2 × T 2). As indicated in
[Ya5], almost all known examples of submodules are Hilbert–Schmidt.
The idea of the core function and the core operator makes good sense in many
other reproducing kernel Hilbert spaces. On the ball, the core operator has a direct
connection with the defect operator. References of some recent studies in this case can
be found in [Ar,Gu3]. However, no organized study has been made in more general
settings, though a few scattered facts will be mentioned in this paper.
This paper is organized as follows. In Section 1, we study how the core operator
interacts with the group Aut(D2). In Section 2, we take a closer look at the rank of the
core operator, in particular, we will prove the stability and oddness of the rank. Results
in Sections 1 and 2 motivate the idea of the congruence relation, which we propose
in Section 3. The congruence relation characterizes all submodules with a ﬁnite rank
core operator. In Section 4, we point out a direct connection of the core operator with
multivariable model theory. Interestingly, this connection can be used to show that,
though there is no known concrete example, the majority of submodules are in fact not
Hilbert–Schmidt.
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1. Symmetry of the core operator
In this section we study how the core function and the core operator behave with
respect to actions of the group Aut(D2) of biholomorphic self maps. It is well known
(cf. [Kr,Ru1]) that every x ∈ Aut(D2) is of the form
x(z) =
(
b1
z(1) − a1
1− a1z(1) , b2
z(2) − a2
1− a2z(2)
)
for some unique (a1, a2) ∈ D2, (b1, b2) ∈ T 2 and a permutation  on (1, 2). It is then
clear that x extends to a smooth homeomorphic selfmap of D2, and in particular, it
induces a smooth homeomorphic selfmap of T 2. For simplicity, we denote the extension
as well as the induced map all by x. It is not hard to check that the complex Jacobian
jx(z) of x is a smooth function in the bidisk algebra A(D2). In fact,
jx(z) = b1b2 (1− |a1|
2)(1− |a2|2)
(1− a¯1z(1))2(1− a¯2z(2))2 .
If we let k(z) =
√
1−|1|2
√
1−|2|2
(1−¯1z1)(1−¯2z2) be the normalized reproducing kernel for H
2(D2),
then the above expression is jx(z) = b1b2ka(z)2. A direct calculation veriﬁes that on T 2
dm(x(z)) = |jx(z)| dm(z). (1.1)
Now consider the action L of Aut(D2) on H 2(D2) deﬁned by
(Lxf )(z) = f (x(z)), x ∈ Aut(D2).
It is well known that Lx is bounded. In fact, using (1.1) one has
‖Lxf ‖2 =
∫
T 2
|f (x(z))|2 dm(z)
=
∫
T 2
|f (z)|2 dm(x−1(z))
=
∫
T 2
|f (z)|2|jx−1(z)| dm(z)
 ‖jx−1‖∞‖f ‖2.
Moreover, LxLx−1 = Lx−1Lx = I , so Lx is a bounded invertible operator. The ad-
joint of Lx can also be readily determined. The following calculation is for later use.
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For f, g ∈ H 2(D2),
〈f,L∗xg〉 = 〈Lxf, g〉
=
∫
T 2
f (x(z))g(z) dm(z)
=
∫
T 2
f (z)g(x−1(z)) dm(x−1(z))
=
∫
T 2
f (z)g(x−1(z))|j−1x (z)| dm(z). (1.2)
Lemma 1.1. For every x ∈ Aut(D2),
(a) Lx(A(D2)) = A(D2),
(b) Lx(H 2(D2)) = H 2(D2),
(c) for every submodule M ⊂ H 2(D2), Lx(M) is a submodule.
(a) and (b) are consequences of the invertibility of Lx . To check (c), one observes
that for every f ∈ M and every  ∈ A(D2),
(z)f (x(z)) = Lx((x−1(z)f (z))) ∈ Lx(M).
Since ka does not vanish on D2, multiplication by ka is an invertible operator on
H 2(D2). So if we let operator Ux be deﬁned by
Ux(f )(z) := ka(z)f (x(z)), f ∈ H 2(D2),
then Ux is invertible. Moreover, by (1.1)
‖Uxf ‖2 =
∫
T 2
|jx(z)||f (x(z))|2 dm(z)
=
∫
T 2
|f (x(z))|2 dm(x(z))
= ‖f ‖2
and hence Ux is a unitary. This is a well-known fact.
We are now in position to study the core function and the core operator.
Lemma 1.2. For every submodule M and every x ∈ Aut(D2),
GLx(M)(, z) = GM(x(), x(z)).
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Proof. If M is a submodule and {fn} is an orthonormal basis for M, then {Uxfn} is
an orthonormal basis for submodule Lx(M). Therefore,
KLx(M)(, z)=
∞∑
n=0
Ux(fn)()Ux(fn)(z)
=
∞∑
n=0
ka()fn(x())ka(z)fn(x(z))
= ka()KM(x(), x(z))ka(z). (1.3)
When M = H 2(D2), Lemma 1.1(b) and above calculations give
K(, z) = ka()K(x(), x(z))ka(z). (1.4)
Since ka(z) does not vanish on D2, the lemma follows easily from (1.3) and (1.4). 
Proposition 1.3. For every submodule M and every x ∈ Aut(D2),
CLx(M) = LxCML∗x.
Proof. For every f ∈ H 2(D2),
CLx(M)f (z)=
∫
T 2
GLx(M)(, z)f () dm()
=
∫
T 2
GM(x(), x(z))f () dm()
=
∫
T 2
GM(, x(z))f (x−1()) dm(x−1())
=Lx
(∫
T 2
GM(, z)f (x−1())|jx−1()| dm()
)
=Lx
(∫
T 2
GM(, z)f (x−1())|jx−1()| dm()
)
=Lx
(∫
T 2
GM(z, )f (x−1())|jx−1()| dm()
)
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and hence by (1.2),
CLx(M)f (z)=Lx(〈GM(z, ·), L∗xf 〉)
=Lx(〈L∗xf,GM(z, ·)〉)
=LxCML∗xf (z), z ∈ D2. 
Lemma 1.2 and Proposition 1.3 can be generalized to the Hardy spaces over some
other domains. For H 2(Dn), the arguments are the same. For the unit ball Bn ∈ Cn,
every element x in Aut(Bn) has the form
xa(z) = a − Paz− (1− |a|
2)1/2Qaz
1− 〈z, a〉
for some unique a ∈ Bn, where Paz = 〈z,a〉〈a,a〉a and Qaz = z− Paz. One calculates that
the complex Jacobian of xa is a nonvanishing holomorphic function in a neighborhood
of Bn, and the proofs for Lemma 1.2 and Proposition 1.3 can then be carried over to
establish similar facts for H 2(Bn). With a little modiﬁcation, the proofs can also be
carried over to the Bergman spaces L2a(Dn) and L2a(Bn).
Proposition 1.3 motivates the deﬁnition of the congruence relation for submodules.
We will take this up in Section 3.
2. Stability of rank(C) under perturbation of ﬁnite zero sets
For many interesting submodules, the core operator has a ﬁnite rank. A good case
is when submodule M has ﬁnite codimension in H 2(D2) (cf. [GY]), in which case
rank (C)3 dim(H 2(D2)M)+ 1.
If I is an ideal in C[z1, z2] that has a ﬁnite number of common zeros in D2, then [I ]
has ﬁnite codimension. It is interesting to ﬁnd out how rankC is affected by variations
of zeros. Two lemmas are needed for the study here (cf. [Ya2,Ya4]).
Lemma 2.1. If M is Hilbert–Schmidt then
ind(R1, R2) = dim(Ker S1 ∩ ker S2)− dim(M(z1M + z2M)) = −1.
Lemma 2.2. If M contains a bounded function, say f, such that f (0, 0) = 0, then
M(z1M + z2M) is a one-dimensional space spanned by P1.
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Let Z ⊂ D2 be a collection of distinct points and let |Z| denote its cardinality.
Consider
MZ = {f ∈ H 2(D2) : f (z) = 0 ∀z ∈ Z}.
It is easy to see that M is a submodule with codimension equal to |Z|. Moreover, if
(, ) is a point in D2 but not in Z and Z1 = Z ∪{(, )}, then MZ1 = (z1−)MZ +
(z2−)MZ . The next theorem is proved by comparing the ranks of the core operators
on MZ and MZ1 .
A ﬁnite subset Z = {(aj , bj ) : j = 1, 2, . . . , n} is said to be generic if ai = aj and
bi = bj for i = j . Intuitively, a generic ﬁnite subset is what one collects by picking
points randomly. It is not difﬁcult to see that elements in Aut(D2) map a generic set
to a generic set. The following theorem reﬂects the stability of rankC:
Theorem 2.3. If Z is a generic ﬁnite subset of D2, then rankCMZ = 2|Z| + 1.
Proof. We prove by induction. When Z is empty, MZ = H 2(D2), so by the deﬁnition
of the core operator Cf = f (0) which is of rank 1. Now suppose Z = {(aj , bj ) : j =
1, 2, . . . , n} and rankCMZ = 2n + 1. Without loss of generality, we can assume that
(aj , bj ) = (0, 0) for all j, because otherwise we can pick a suitable x ∈ Aut(D2) and
consider x(Z), and doing this will not affect our discussion because of Proposition 1.3.
For simplicity, we denote MZ by M and denote z1M + z2M by M0. Apparently, the
zero set of M0 is Z ∪ {(0, 0)}. It is also known that M0 is closed, and hence it is a
submodule.
We now prove the theorem by showing
rankCM0 = rankCM + 2.
By Lemma 2.2, MM0 = C, where  = P1/‖P1‖. We therefore can write
KM(, z) = KM0(, z)+ ()(z).
Since CM0 = 0 on H 2(D2)M⊥0 , we only have to consider CM0 on M0. For every
f ∈ M0,
CM0(f )=
∫
T 2
KM(, z)− ()(z)
K(, z)
f () dm()
=CM(f )−
∫
T 2
()(1− 1z1 − 2z2 + 12z1z2)f () dm()(z)
=CM(f )− 〈f,〉 + 〈f, 1〉z1+ 〈f, 2〉z2
−〈f, 12〉z1z2. (2.1)
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Since  is in MM0, 〈f,〉 = 0, and it follows that
CM0 = CM |M0 + z1⊗ z1+ z2⊗ z2− z1z2⊗ z1z2.
One ﬁrst veriﬁes easily that z1z2 is orthogonal to z1, z2. By (0.1), CM(z1z2) = 0,
so z1z2 is orthogonal to the range of CM . It follows from these observations that
rankCM0 = rank(CM |M0 + z1⊗ z1+ z2⊗ z2)+ 1.
Next, we check that R(CM |M0) ∩ (Cz1 + Cz2) = {0}. Here R(A) stands for
the range of A. Pick an element h = z1h1 + z2h2 from M0 = z1M + z2M , where
h1, h2 ∈ M , such that CM(h) = c1z1+ c2z2 for some constants c1 and c2. By (0.1),
CM(z1h1)=−R2R∗2(z1h1)+ R1R2R∗2R∗1(z1h1)
=−R2(R∗2R1h1 − R1R∗2h1)
=−R2[R∗2 , R1]h1
and similarly, CM(z2h2) = −R1[R∗1 , R2]h2. So
CM(h) = −R2[R∗2 , R1]h1 − R1[R∗1 , R2]h2 = (c1z1 + c2z2)
and hence
z1([R∗1 , R2]h2 + c1) = −z2([R∗2 , R1]h1 + c2).
For simplicity, we let g1 = [R∗1 , R2]h2 + c1 and g2 = −[R∗2 , R1]h1 − c2. It then
follows from the equality z1g1 = z2g2 that g1 = z2g and g2 = z1g for some g ∈
H 2(D2). Since R([R∗1 , R2]) ⊂ (Mz2M) and  ∈ (Mz2M), g1 is inside Mz2M ,
from which it follows that g ∈ H 2(D2)M , and by the construction of g, S1g =
S2g = 0. So by Lemma 2.1 and the fact dim(MM0) = 1, g = 0, and hence
[R∗1 , R2]h2 + c1 = 0, [R∗2 , R1]h1 + c2 = 0. (2.2)
We show that c1 = c2 = 0 by checking that  is neither in R([R∗1 , R2]) nor R([R∗2 , R1]).
Since for any bounded operator A, R(A) = ker(A∗)⊥, it sufﬁces to ﬁnd elements f1 ∈
ker([R∗1 , R2]∗) = ker([R∗2 , R1]) and f2 ∈ ker([R∗2 , R1]∗) = ker([R∗1 , R2]) such that〈f1,〉 = 0 and 〈f2,〉 = 0. To this end we set
f1(z1) =
n∏
j=1
(z1 − aj ), f2(z2) =
n∏
j=1
(z2 − bj ).
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Clearly, f1 and f2 are functions in M. Since fi depends only on zi , i = 1, 2,
[R∗2 , R1]f1 = P(z¯2z1f1)− z1P(z¯2f1) = 0− 0 = 0,
and likewise, [R∗1 , R2]f2 = 0. One continues to check that
〈fi,〉 = 〈fi, P1〉‖P1‖ =
〈fi, 1〉
‖P1‖ =
fi(0)
‖P1‖ = 0, i = 1, 2.
This concludes the veriﬁcation that R(CM |M0) ∩ R(Cz1+ Cz2) = {0}.
For convenience we set A := z1⊗ z1+ z2⊗ z2. We now show that
R(CM |M0)+ R(A) = R(CM |M0 + A).
It is sufﬁcient to show that R(CM |M0)+R(A) ⊂ R(CM |M0 +A). To this end we ﬁrst
check that A restricted on ker(CM |M0) has rank 2. To see this, we assume there is a
linear combination g = 1z1+ 2z2 such that
〈Af, g〉 = 0 ∀f ∈ ker(CM |M0).
Since A is selfadjoint,
〈f,Ag〉 = 0 ∀f ∈ ker(CM |M0)
and hence Ag ∈ R(CM |M0) because CM |M0 is selfadjoint. By the fact R(CM |M0) ∩
R(A) = {0}, Ag = 0, and therefore g = 0. Since
Af = CMf + Af ∈ R(CM |M0 + A) ∀f ∈ ker(CM |M0),
one has that R(A) ⊂ R(CM |M0 +A). Moreover, for every f ∈ M0, CMf = (CM |M0 +
A)f − Af ∈ R(CM |M0 + A). So R(CM |M0) ⊂ R(CM |M0 + A).
In conclusion, we have
rankCM0 = rank(CM |M0 + A)+ 1
= rank(CM |M0)+ rank(A)+ 1
= rank(CM)− 1+ 3
= rank(CM)+ 2
and the theorem is thus established by induction. 
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Theorem 2.3 shows that as long as Z stays generic, variations of Z does not affect
rankC. But if Z is not generic, Theorem 2.3 may fail.
Example 2. Let Z = {(0, b1), (0, b2) | b1 = b2}. One checks that rankCMZ = 3 (in-
stead of 5).
We suspect that the sequence {rankCMZ : |Z| = 0, 1, 2, . . .} is in fact determined
by the domain D2 and the reproducing kernel 1
(1−1z1)(1−2z2) . A direct connection may
actually exist. At this stage, it will be very interesting to calculate similar sequences
for the Bergman space L2a(D) and the Hardy space H 2(B2).
Theorem 2.3 also makes one wonder if rank (C) is always odd (when it is ﬁnite).
To study this question, we need to use the so-called fringe operator. For a submodule
M, the fringe operator F is deﬁned on Mz1M by
Ff = [R∗1 , R1]z2f, f ∈ Mz1M.
It was known that F has a very close connection with the pair (R1, R2) (cf. [BCL,Ya4]),
and the following facts are from [Ya4].
Proposition 2.4. Let M be a submodule. Then on Mz1M ,
(a) I − F ∗F = [R∗2 , R1][R∗1 , R2];
(b) I − FF ∗ = [R∗1 , R1][R∗2 , R2][R∗1 , R1].
When M is Hilbert–Schmidt, F is Fredholm with indF = −1.
For an eigenvalue  of an operator A, we let E(A) denote its corresponding
eigenspace. Let us assume  is an eigenvalue of I − A∗A such that  = 1. For
every element x ∈ E(I − A∗A),
(I − AA∗)Ax = A(I − A∗A)x = Ax.
Since  = 1, Ax = 0, which means  is also an eigenvalue for I −AA∗, and moreover
A is an injective map from E(I − A∗A) to E(I − AA∗). Similar arguments will
show that A∗ is an injective map from E(I − AA∗) to E(I − A∗A). When  = 1,
it is obvious that E1(I − A∗A) = kerA and E1(I − AA∗) = kerA∗. Since for a
ﬁnite rank selfadjoint operator its rank is equal to the number of nonzero eigenvalues
(counting multiplicity), these discussions also imply a relation between rank(I −A∗A)
and rank(I − AA∗). These are all known facts, but for later reference, we summarize
these observations in the following lemma.
Lemma 2.5. For a bounded linear operator A on a Hilbert space and  = 1,
dim(E(I − A∗A)) = dim(E(I − AA∗)).
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Moreover, if A is Fredholm, then
rank(I − A∗A) = rank(I − AA∗)+ ind(A).
If we let A = F , then a combination of Proposition 2.4 and Lemma 2.5 yields
rank([R∗1 , R1][R∗2 , R2][R∗1 , R1]) = rank([R∗2 , R1][R∗1 , R2])+ 1.
Since rank(A∗A) = rankA = rankA∗, we obtain the following equation:
Proposition 2.6. For every Hilbert–Schmidt submodule,
rank([R∗2 , R2][R∗1 , R1]) = rank([R∗2 , R1])+ 1.
We are now in position to prove the following theorem which conﬁrms the oddness
of rankC.
Theorem 2.7. If M is a submodule on which CM has ﬁnite rank, then
rank(CM) = 2 rank([R∗2 , R1])+ 1.
Proof. We ﬁrst rewrite (0.1) as
C = 1− R1R∗1 − R2R∗2 + R1R∗1R2R∗2 − R1R∗1R2R∗2 + R1R2R∗1R∗2
= (I − R1R∗1)(I − R2R∗2)− R1[R∗1 , R2]R∗2 . (2.3)
Since C is selfadjoint, we also have
C = (I − R2R∗2)(I − R1R∗1)− R2([R∗2 , R1])R∗1 . (2.4)
Multiplying (2.3) and (2.4), and taking into account of the fact that I − R2R∗2 and
I − R1R∗1 are both orthogonal projections, we have
C2 = (I − R1R∗1)(I − R2R∗2)(I − R1R∗1)+ R1([R∗2 , R1]∗[R∗2 , R1])R∗1 . (2.5)
Since C = 0 on z1z2M and M⊥, we only need to look at C on Mz1z2M . To this
end, we ﬁrst write
Mz1z2M = (Mz1M)⊕ z1(Mz2M).
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With respect to this decomposition C2 has the form
C2 =
(
([R∗1 , R1][R∗2 , R2][R∗1 , R1]) 0
0 R1([R∗2 , R1]∗[R∗2 , R1])R∗1
)
. (2.6)
Since R1 is a unitary from Mz2M to z1(Mz2M), (2.6) implies
rankC2 = rank([R∗1 , R1][R∗2 , R2][R∗1 , R1])+ rank([R∗2 , R1]∗[R∗2 , R1])
from which it follows that
rankC = rank([R∗2 , R2][R∗1 , R1])+ rank([R∗2 , R1])
and hence by Proposition 2.6
rank(CM) = 2 rank([R∗2 , R1])+ 1. 
3. Congruent submodules
Unlike the situation in H 2(D), submodules in H 2(D2) have very complex structure
but also display interesting properties. It has always been an intriguing question whether
there is a meaningful classiﬁcation of them. For this matter, one ﬁrst has to come up
with a suitable equivalence relation. So the question really is: “What do we think of as
the same type of submodules?” While answers to this question may vary according to
the viewpoints one takes, computability and effectiveness are two indispensable features
one would like the equivalence relations to possess. Unitary equivalence is a canonical
equivalence relation and has been very well studied in recent years. However, there is
one unfortunate drawback—it is not invariant under the action of Aut(D2) as we have
seen in Example 1. Based on the work in previous sections, we suggest the following
alternative equivalence relation.
Deﬁnition. Two submodules M1 and M2 are said to be congruent if CM1 and CM2
are congruent, i.e., there is a bounded invertible operator J from M2 to M1 such that
CM1 = JCM2J ∗.
Clearly, congruence relation is an equivalence relation. By Proposition 1.3, a sub-
module M is congruent to Lx(M) for every x ∈ Aut(D2), in other words, congruence
relation is invariant under action of Aut(D2). For example, H is congruent to H0 =
z1H 2(D2)+ z2H 2(D2) for every  ∈ D2 because there is x ∈ Aut(D2) that takes  to
0. Furthermore, it was proved in [GY] that if U is a unitary module map from M to
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N (i.e. M and N are unitarily equivalent), then CN = UCMU∗. So unitarily equivalent
submodules are congruent.
Similarity is another well-known equivalence relation. Two submodules are said to
be similar if there is an invertible module map between them. The next example shows
that the similarity does not imply the congruence.
Example 3. First of all, we observe that congruent submodules necessarily have the
same rank. For any  ∈ D, |z1−z2|1−|| on T 2, so the multiplication by z1−z2
deﬁnes an invertible module map from H 2(D2) to the submodule [z1 − z2], which
means [z1−z2] is similar to H 2(D2). Since the core operator on [z1−z2] has inﬁnite
rank (cf. [Gu2] or Example 5) while the core operator on H 2(D2) has rank 1, the two
submodules are therefore not congruent.
When C has ﬁnite rank, it can be viewed as a symmetric invertible matrix on
ker(C)⊥. An invertible symmetric matrix A is said to have signature (p, q) if there is
a nondegenerate matrix T such that TAT ∗ is a diagonal matrix with p 1s and q -1s.
The following fact is therefore immediate:
Proposition 3.1. If M is a submodule on which CM has ﬁnite rank, then a submodule
N is congruent to M if and only if CN has the same signature as CM does.
Proof. We decompose M and N as
M = kerCM ⊕ (M kerCM), N = kerCN ⊕ (N kerCN).
If there is a bounded invertible operator J from M to N such that CN = JCMJ ∗, then
one checks easily that J ∗ maps kerCN onto kerCM . So when restricted to N kerCN ,
the core operators satisfy the same relation CN = JCMJ ∗, and hence have the same
signature.
One the other hand if, when restricted to the orthogonal complement of their kernels,
the core operators have the same signature, then there is an invertible matrix J ′ from
M kerCM onto N kerCN such that CN = J ′CMJ ′∗ on N kerCN . Picking any
invertible map X from kerCM onto kerCN and letting J = J ′ ⊕ X, one has CN =
JCMJ ∗. 
Example 4. It is known that rank(CM) = 1 if and only if M = H 2(D2) for some
inner function  (cf. [GY]). So by Proposition 3.1, M is congruent to H 2(D2) if and
only if M is of the form H 2(D2). Now let us consider a slightly more complex
situation. Let
Mq = q1(z1)H 2(D2)+ q2(z2)H 2(D2),
where q1 and q2 are nontrivial one variable inner functions. It was shown in [Ya5]
that, when restricted to the orthogonal complement of its kernel, the core operator for
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Mq is unitarily equivalent to

 1 0 00 1 0
0 0 −1

 ,
where  = √(1− |q1(0)|2)(1− |q2(0)|2). So by Proposition 3.1 these types of sub-
modules are all congruent to each other, and in particular they are congruent to H0 =
z1H 2(D2)+ z2H 2(D2) whose core operator is

 1 0 00 1 0
0 0 −1

 .
But Mq is not unitarily equivalent to Mp unless they are equal (cf. [Ya5]).
Things become much more complicated when the core operator is not ﬁnite rank.
But since the core operator is Hilbert–Schmidt in almost all known examples, much
information is captured by its eigenvalues. At least one fact follows directly from
the congruence relation. For any compact operator A, we let {sn(A) : n = 1, 2, 3, . . .}
(called the s-numbers) denote the sequence of the nonzero eigenvalues of |A| := √A∗A
arranged in decreasing order counting multiplicity. It is well known (cf. [GK]) that
sn(A) = min
K∈Rn
‖A−K‖,
where Rn is the collection of all operators whose rank is less than or equal to n−1. If
A and B are two selfadjoint compact operators satisfying A = JBJ ∗ for some invertible
operator J, then
sn(A) = min
K∈Rn
‖A−K‖
= min
K∈Rn
‖J (B − J−1KJ ∗−1)J ∗‖
 min
K∈Rn
‖J‖‖B − J−1KJ ∗−1‖‖J ∗‖
= min
K ′∈Rn
‖J‖‖B −K ′‖‖J ∗‖
= ‖J‖2sn(B).
Because one also has B = J−1AJ ∗−1, one concludes that
‖J‖−2sn(A)sn(B)‖J−1‖2sn(A). (3.1)
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Corollary 3.2. If submodules M and N are congruent, then there is a constant 1
such that
−1sn(CN)sn(CM)sn(CN), n = 1, 2, 3, . . . .
It is not clear if the converse is true. In examples where the eigenvalues of the core
operator can be estimated, Corollary 3.2 can determine whether two submodule are
congruent.
Example 5. Consider the submodule M = [z1 − z2], where || < 1. With some cal-
culation, one estimates that sn(CM) = O(||n−1) as n goes to ∞. So by Corollary 3.2,
[z1 − 1z2] is not congruent to [z1 − 2z2] when |1| = |2|.
Unfortunately, calculations of the eigenvalues is almost impossible in most cases. So
for submodules with an inﬁnite rank core operator, ﬁnding computable invariants for
the congruence relation remains a very challenging task.
4. Compressions of the core operator
In this section we will see a few applications of the core operator to multivariable
operator model theory, and we do it in a more general setting. Let  be a complex
domain in Cn and let H be a Hilbert space of holomorphic functions over  with a
reproducing kernel K(, z). Two conditions are needed for our discussion here.
1. The reciprocal 1/K is a polynomial.
2. 1 ∈ H, and with action deﬁned by the multiplication of functions, H is a module
over the polynomial ring C[z1, z2, . . . , zn].
This type of space is commonly used in the model theory for operator tuples. The
Hardy space and the Bergman space over classical domains are typical examples of H
(cf. [Hu]). We assume
1
K
(, z) =
∑
0 i1,i2,...,inm
ai1,i2,...,inz
i1
1 z
i2
2 · · · zinn i11 i22 · · · inn .
For an operator tuple T=(T1, T2, . . . , Tn), the hereditary functional calculus (cf. [AM])
1
K
(T ) is
1
K
(T ) =
∑
0 i1,i2,...,inm
ai1,i2,...,inT
i1
1 T
i2
2 · · · T inn T ∗i11 T ∗i22 · · · T ∗inn .
1
K
(T ) is a key element in the model theory.
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One observes that the concept of the core operator is easily carried over to H. Let
N be a closed subspace in H and GN(, z) = KN(,z)
K(,z) . By the two assumptions above,
GN(, z) is a function in H for every ﬁxed  ∈ . The core operator CN is deﬁned as
CNf (z) = 〈f,GN(z, ·)〉, f ∈ H,
where 〈 , 〉 is the inner product for H. Based on the two assumptions above, CN is
bounded, and since GN(, z) = GN(z, ), CN is selfajoint.
In the discussion here, we let Tif = zif, i = 1, 2, . . . , n, and
SN = (S1, S2, . . . , Sn) := (PNT1PN, PNT2PN, . . . , PNTnPN),
where PN is the orthogonal projection from H onto N. So SN is the compression of T
to N. When N is semi-invariant, i.e. N = M1M2 for some submodules M1 and M2
in H with M2 ⊂ M1, the tuple SN serves as a model for the so-called K-contractive
operator tuples, where the K here refers to the reproducing kernel K(, z). Details can
be found in [AEM,CV,Fa] and the references therein.
It is interesting that 1
K
(SN) has a close connection with the core operator.
Lemma 4.1. If N = M1M2 is a nontrivial semi-invariant subspace, then
1
K
(SN) = PNCM1PN.
Proof. We ﬁrst note that the condition of the lemma implies that for f ∈ N ,
PN(z
i1
1 z
i2
2 · · · zinn f ) = Si11 Si22 · · · Sinn f ; PN(T ∗i11 T ∗i22 · · · T ∗inn f ) = S∗i11 S∗i22 · · · S∗inn f.
We then continue to calculate that
PNC
NPNf = PN
(
〈f,GN(z, )〉
)
=
∑
0 i1,i2,...,inm
ai1,i2,...,inPN
(
z
i1
1 z
i2
2 · · · zinn 〈T ∗i11 T ∗i22 · · · T ∗inn f,KN(z, )〉
)
=
∑
0 i1,i2,...,inm
ai1,i2,...,inPN(z
i1
1 z
i2
2 · · · zinn S∗i11 S∗i22 · · · S∗inn f )
=
∑
0 i1,i2,...,inm
ai1,i2,...,inS
i1
1 S
i2
2 · · · Sinn S∗i11 S∗i22 · · · S∗inn f
= 1
K
(SN)f.
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Moreover, since M2 is a submodule, CM2g ∈ M2 for every g ∈ H, and it implies
PNC
M2 = 0. Therefore, it follows that
1
K
(SN)= PNCNPN + 0
= PNCNPN + PNCM2PN
= PN(CN + CM2)PN
and the fact N ⊕M2 = M1 implies that CN + CM2 = CM1 . 
Similar to what is deﬁned in Section 0, a submodule M in H is Hilbert–Schmidt
if the core operator CM is Hilbert–Schmidt. The following is a direct consequence of
Lemma 4.1.
Corollary 4.2. If N = M1M2 is a nontrivial semi-invariant subspace, then
(a) rank 1
K
(SN)rankCM1 ;
(b) ‖ 1
K
(SN)‖H.S.‖CM1‖H.S., where ‖ · ‖H.S. is the Hilbert–Schmidt norm.
The following two corollaries are well-known facts in the model theory (cf.
[AE,AEM,Fa]). It is interesting to look at these facts through the core operator. Here,
we let P0f = 〈f, 1〉.
Corollary 4.3. Let Tif = zif, i = 1, 2, . . . , n, f ∈ H and N = HM is a nontrivial
quotient module. Assume also that the polynomial ring is dense in H. Then
(a) 1
K
(T ) = P0.
(b) 1
K
(SN) = PNP0PN .
Proof. Just observe that GH = 1, and therefore CHf = 〈f, 1〉 = P0f . 
If N is nontrivial, then 1 /∈ M by the assumption that the polynomial ring is dense
in H. By Corollary 4.3(b), 1
K
(SN) = PNP0PN is of rank 1. This fact has the following
interesting consequence which we believe is new:
Theorem 4.4. If N = HM is a quotient module, then SN on N has no nontrivial
reducing subspace.
Proof. If N1 is a reducing subspace for SN , then so is N2 := NN1. One ﬁrst checks
easily that N1 and N2 are also quotient modules, and hence Corollary 4.3(b) applies
to N1 and N2. Letting Pi be the orthogonal projection from N to Ni, i = 1, 2, one
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continues to calculate that
1
K
(SN)= PNP0PN
= (P1 + P2)P0(P1 + P2)
= P1P0P1 + P2P0P1 + P1P0P2 + P2P0P2
= 1
K
(SN1)+ P2PNP0PNP1 + P1PNP0PNP2 +
1
K
(SN2)
= 1
K
(SN1)+ P2
1
K
(SN)P1 + P1 1
K
(SN)P2 + 1
K
(SN2).
Since N1 and N2 are both invariant under 1K (SN),
P2
1
K
(SN)P1 = P1 1
K
(SN)P2 = 0
and therefore
1
K
(SN) = 1
K
(SN1)⊕
1
K
(SN2).
But since 1
K
(SN) is rank 1, either 1K (SN1) = 0 or 1K (SN2) = 0, and therefore N1 must
be trivial by the remarks following Corollary 4.3. 
Theorem 4.4 is a well-known fact on H 2(D) and L2a(D). For H 2(D2), it was
proved in [Ya6]. The proof here is much shorter and more intuitive. We point out that
Theorem 4.4 also follows directly from a result in [Fa]. If we let C∗(SN) denote the
C∗-algebra generated by Si, i = 1, 2, . . . , n and the identity I on N, then it follows
from Theorem 4.4 that C∗(SN) is irreducible, and then it follows from Corollary 4.3(b)
that C∗(SN) contains every compact operator on N.
If in Theorem 4.4, N is not a quotient module but is instead semi-invariant, then SN
may have nontrivial reducing subspaces. The proof for Theorem 4.4 then stops at the
equality
1
K
(SN) = 1
K
(SN1)⊕
1
K
(SN2).
We conclude this section by looking at a concrete case of Lemma 4.1.
Example 6. Let us consider the Bergman space L2a(D) over the unit disk. In this case,
1
K(, z)
= 1− 2¯z+ ¯2z2, , z ∈ D.
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On semi-invariant subspaces N = M1M2 in L2a(D), SN is a single operator, and it
is the compression of the Bergman shift to N. It is well known that SN is a model for
a very large class of contractions. In particular, for every strict contraction T, there is
a semi-invariant subspace N = M1M2 in L2a(D) such that SN is unitarily equivalent
to T (cf. [BFP]). So if we pick a T such that I − 2T T ∗ + T 2T ∗2 is not compact, then
by Lemma 4.1 CM1 is not compact. By a result in [YZ], this implies that M1zM1
is inﬁnite dimensional. As suggested by this observation, submodules in L2a(D) with
this property are generic.
It is well known that the Bergman shift is unitarily equivalent to S1 on H 2(D2)[z1−
z2], so the above observation can be carried over to show the existence of many non-
Hilbert–Schmidt submodules M1 in H 2(D2). But it is not clear in this case whether
M1(z1M1 + z2M1) has to be inﬁnite dimensional. So far no concrete examples of
non-Hilbert–Schmidt submodule have been constructed.
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