Introduction
The work in this paper has been motivated by two questions from the theory of o-minimality (see for instance [6] ): (1) Does every o-minimal expansion of the real field admit analytic cell decomposition? (2) Does there exist a "largest" o-minimal expansion M of the real field, in the sense that any other o-minimal expansion of the real field is a reduct of M? We describe here a new method of constructing o-minimal structures, based on a normalization algorithm inspired by Bierstone and Milman [4] . We then apply this construction to certain quasianalytic DenjoyCarleman classes (already suggested by Van den Dries in [6] ) and thereby answer both questions negatively.
Let [11, 19] ), we shall assume that M is logarithmically convex (or log-convex for short), that is, M It is well known [11, 19] The model-completeness of R C(M) can be rephrased as follows: a set S ⊆ R n is C(M )-semianalytic if for each point p ∈ R n there is a box B as above containing p in its interior such that S ∩ B is a finite union of sets of the form {x ∈ B : f (x) = 0, g 1 (x) > 0, . . . , g k (x) > 0} with f, g 1 , . . . , g k ∈ C B (M ). A set X ⊆ R m is C(M )-subanalytic if each point in R m has a neighborhood U such that X ∩ U is the image of a bounded C(M )-semianalytic set in R n for some n ≥ m under the projection map (x 1 , . . . , x n ) → (x 1 , . . . , x m ) : R n → R m . Then Theorem 1 says that the complement of a C(M )-subanalytic set is C(M )-subanalytic. Furthermore, the o-minimality and polynomial boundedness have numerous consequences, such as Lojasiewicz inequalities; see [15] and see [7] for a survey of such consequences.
Our proof of Theorem 1 actually shows (see Theorem 5. 2) that the elimination down to only existential quantifiers is "explicit" in the sense of [10] (where a corresponding theorem is proved for real analytic functions).
Furthermore, quasianalytic Denjoy-Carleman classes arising from strongly logconvex sequences are ubiquitous in the following sense (inspired by a theorem of Mandelbrojt [14] ): Theorem 2.
(1) Given any C ∞ function f : U −→ R, where U is an open neighborhood of [−1, 1] n and n ∈ N, there exist strongly log-convex sequences M and N , each satisfying (QA), and functions f 1 
(2) There exists a strongly log-convex sequence M satisfying (QA) and a function f ∈ C
Newton algorithm in two variables
We recall here some of the ideas of the Newton algorithm for arbitrary real power series of two variables X and Y . These ideas will be adapted in Section 2 to the setting described in the introduction.
Let
] be nonzero; we want to use (formal) blowings-up with center the origin to transform f into a normal series, that is, a series of the form
To do so, we use blow-up substitutions representing the (formal) charts of such a blowing-up: for λ ∈ R we let
By factoring out a power of X, we may assume that f is regular of order
Of course, a single application of a blow-up substitution does not in general transform f into a normal series. Instead, we hope that such an application lowers ord Y f (0, Y ); however, in order for such a substitution to represent a meaningful geometric operation (as needed in Section 3), we will need that ord 
As Section 2 will show, the way we removed the
In this situation, we claim that the pair (d, r l ) is lowered lexicographically by the application of b λ for any λ ∈ R ∪ {∞} (after possibly factoring out some power of X). First, we consider the case λ = ∞. Then
In the situation where X = (X 1 , . . . , X n ) is a tuple of variables rather than a single variable, the property of having no term of degree d − 1 in Y is not sufficient to write f as in (1.1). Instead, if
] nonunits different from 0, we first need to work inductively on the a k (X)'s to reduce them to the form
] is a unit for each k ∈ K and, in addition, the monomials X r k are linearly ordered by divisibility (Step 2 of Section 2).
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A normalization algorithm
Let X = (X 1 , . . . , X n ), and write X := (X 1 , . . . , X n−1 ) if n > 0.
(This terminology has its origin in "normal crossings", as used for instance in [4] .) 
, and assume that all f k , for k = 1, . . . , l, and all
For 1 ≤ i ≤ n and an integer q > 0 we let p
] be the R-algebra homomorphisms defined by
] be the R-algebra homomorphism given by
Next, for i > 1 and c = (
Finally, for 1 ≤ i < j ≤ n and λ ∈ R, we let b
and we let b
For the remainder of this section, we fix an arbitrary family 
If D is clear from context, we shall simply refer to D-admissible substitutions as admissible.
Remark. The choice of the collections of homomorphisms above is due to the fact that when the corresponding substitutions are interpreted as geometric operations in Section 3, the members of such a collection will represent charts of the same geometric operation.
We assume from now on that 
The following observation will be used in Section 3: In the situation of (Q5), there is for each nonzero µ ∈ N n−1 a positive integer k such that
We will define a map h n : D n \ {0} −→ (N ∪ {∞}) νn for n ≥ 1, where ν n only depends on n, such that h n (f ) = (0, . . . , 0) implies that f is normal. (To simplify notation, we usually write 0 in place of (0, . . . , 0).) Equipping (N∪{∞}) νn with the lexicographic ordering, we could say that h n (f ) measures "how far from normal" f is. More precisely, we prove the following. Theorem 2.5. Let n ≥ 1 and f ∈ D n be nonzero.
We prove the theorem by induction on n ≥ 1; since every nonzero f ∈ D 1 is normal, we can take ν 1 := 1 and h 1 (f ) := 0 for all nonzero f ∈ D 1 . So we assume for the remainder of this section that n > 1 and that h 1 , . . . , h n−1 are defined and have the desired properties.
For nonzero f ∈ D n we let
and we define
and U ∈ D n a unit. Thus, the main idea is to lower ord n (f ) until it reaches 0. To do so, we proceed in several steps (Steps 1 through 4 below); for m = 1, 2, 3, 4, we define in
Step m a property P m of f and a tuple i m (f ) ∈ (N∪{∞}) µm (where µ m only depends on m and n and each (N∪{∞}) µm is considered with the corresponding lexicographic ordering) to measure "how far f is from having property P m ". In turn, properties P 1 , . . . , P 4 express (with increasing accuracy) how far f is from the situation where we can lower ord n (f ) with a blow-up substitution.
First, our definition of i m (f ) will imply that for any nonzero f ∈ D n ,
Third, similar to the arguments presented in Section 1, we prove
Finally, we define for nonzero f ∈ D n ,
Assuming (2.1) and Propositions 2.6 and 2.7, we finish the proof of Theorem 2.5 as follows.
such that ord n (l n,c f ) < ∞; so we assume that ord n (f ) < ∞. By Propositions 2.6 and 2.7, we may then even assume that ord n (f ) = 0, that is, f (X) = h(X )U (X) with h ∈ D n−1 , U ∈ D n a unit and h n−1 (h) minimal. Then by (2.1), we have
and f is normal by the inductive hypothesis, so we assume that h n (f ) = 0. Again by the inductive hypothesis, there is an admissible substitution τ (in the variables X ) such that
On the other hand, since every φ ∈ τf is of the form gW for some g ∈ τh and W ∈ τU , it follows from Remark 2.4(1) and (2.1) that h n (φ) < h n (f ) for all φ ∈ τf . This then finishes the proof of Theorem 2.5. Therefore, it remains to prove Propositions 2.6 and 2.7 and verify (2.1).
Step
(Note that there is no term of degree d − 1 in X n .) For nonzero g ∈ D n we put i 
Note that i 1 (f ) = 0 if ord n (f ) = 0, as required for (2.1).
Proof of Proposition 2.6 for
, there is nothing to prove, so we assume that d > 0. Considering g(X) as a series in D n+1 , we see by a formal Taylor expansion in powers of
at X n+1 = a(X ) (a procedure corresponding to the Tschirnhausen transformation (see [1, 2] 
Step 2. A nonzero f ∈ D n has property P 2 if d := ord n (f ) < ∞ and there are (h, g) ∈ F f and K ⊆ {0, . . . , d − 2} such that ( * * ) g satisfies ( * ), and h and the set g
Let f ∈ D n be nonzero. If d := ord n (f ) = ∞, we put F f (P 1 ) := ∅, and if d < ∞, we let F f (P 1 ) be the set of all (h, g) ∈ F f for which ( * ) holds. Also, if f has property P 1 and (h, g) ∈ F f (P 1 ), we let g ∈ D n−1 be the product of h with all
with k, l ∈ K such that k < l (where K and the g k are associated to g as in ( * )). In this situation we define
Proof of Proposition 2.6 for m = 2. Part (1) is immediate, so let f ∈ D n be nonzero such that i 1 (f ) = 0 and
By the inductive hypothesis, there is an admissible substitution τ (in the variables X ) such that h n−1 (θ) < h n−1 ( g) for all θ ∈ τ g. Arguing as in the proof of Theorem 2.5 above, we see that
α , g belongs to F f and satisfies ( * * ). If, in addition, the corresponding
Moreover, for every integer p > 0 and every i ∈ {1, . . . , n − 1}, the set (X ) Step 3. Let f ∈ D n have property P 2 , and let d, α, K and g, etc., be as in Remark 2.8. In this situation, we say that f has property P 3 if r k,i is divisible by d − k for all k and i. Thus we put
does not have property P 2 , we set i 3 (f ) := ∞.) Note that if K = ∅ (and hence in particular if ord n (f ) = 0), then B(f ) = ∅, so i 3 (f ) = 0 as well, as required for (2.1).
Proof of Proposition 2.6 for m = 3. Let f ∈ D n be such that i 1 (f ) = i 2 (f ) = 0 and i 3 (f ) > 0, and let B(f ) be as above. Choose any i ∈ B(f ) and put τ := {p
Then for all φ ∈ τf we have ord n (φ) = ord n (f ), i 1 (f ) = i 2 (φ) = 0 (by Remarks 2.4(1) and 2.8 with
Remark 2.9. Let q ≥ 0 be an integer. In the situation of the previous proof, note
Step 4. Let f ∈ D n have property P 3 ; we continue using the corresponding notation of Step 3. If K = ∅ (i.e., f is not already normal), we now want to use a blow-up substitution to lower ord n (f ). However, this only works if for some k ∈ K, we have r k,i = d − k for some i < n and r k,j = 0 for all j = i. Thus, we say that f has property P 4 if either K = ∅ or there is such a k ∈ K, and we define i 4 (f ) as
for all k ∈ K, and let j = j(f ) < n be maximal such that r l,j = 0. Then we define
The proof of Proposition 2.7 is given by the following three lemmas (generalizing the observations in Section 1). We fix a nonzero f ∈ D n such that f has property P 3 and K = ∅; in particular, ord n (f ) > 0 and i 4 (f ) > (0, 0). Below we continue using the notation associated to f in Remark 2.8 and Step 3. We let τ := b j,n with j = j(f ); the three lemmas below actually show that Proposition 2.7 follows for this τ .
Since the only term of h that contributes to the coefficient of
Remark. A careful examination of the previous proof actually shows the following (which we do not need here): for all but finitely many λ ∈ R the series b j,n λ f is normal. 
Since r k > (0, . . . , 0) for each k ∈ K, it follows that h is a unit.
Lemma 2.12. Let q ≥ 0 be an integer and write φ q := b
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
QUASIANALYTIC DENJOY-CARLEMAN CLASSES AND O-MINIMALITY 761
Proof. Note that
As in the proof of Lemma 2.10, for any positive integer q ≥ 0 we obtain that b
Assume now that ord n (h) = ord n (f ); then r l > (0, . . . , 0). If r l,j = 0, then j(h) = j(f ), and since r l,j < r l,j , it follows that i 4 (b
On the other hand, if r l,j = 0, then j(h) < j(f ), and again we obtain i 4 (b
Finally, for later use we record the following consequences of the algorithm. Let f ∈ D n be nonzero such that h n (f ) > 0, and let τ be an admissible substitution as obtained from the algorithm such that h n (φ) < h n (f ) for all φ ∈ τf . Lemma 2.13.
(1) Assume there are i ∈ {1, . . . , n} and k ∈ N such that τ = {p
Proof. (1) By induction on n; if n = 1, then h n (g) = 0 for all nonzero g ∈ D n , so there is nothing to prove. We therefore assume that n > 1 and that the lemma holds for lower values of n. Let q ≥ 0 be an integer; we now distinguish several cases (depending on the stages of the algorithm). Since no power substitution is used to reduce to the case ord n (f ) < ∞ or to lower i 1 (f ), we may assume that ord n (f ) < ∞ and i 1 (f ) = 0.
Next we assume that i 2 (f ) > 0. We let (h, g) ∈ F f (P 1 ) be such that h n−1 ( g) = i 2 (f ), where g is associated to f as in Step 2. Assume also that τ is obtained from Step 2 such that i 2 (φ) < i 2 (f ) for all φ ∈ τf . Then τ is a substitution in the variables X such that h n−1 (φ) < h n−1 ( g) for all φ ∈ τ ( g). By the inductive hypothesis i < n−1 and h n−1 (φ) < h n−1 ( g) for all φ ∈ τ (X q i · g). On the other hand, the pair (
So we may also assume that i 2 (f ) = 0. If i 3 (f ) > 0, then i < n and h n (φ) < h n (f ) for every φ ∈ τ (X q i f ) by Step 4 and Remark 2.9. We therefore may assume that i 3 (f ) = 0 as well. Since in this case we use a blow-up substitution to lower h n (f ), part (1) is proved.
The proof of part (2) is similar, using the corresponding observations stated in Lemmas 2.10, 2.11 and 2.12.
C-sets
All manifolds, maps, etc., are from now on assumed to be of class C ∞ , unless otherwise indicated; in addition, submanifolds of Euclidean space are always assumed to be embedded. If n > 0 and x = (x 1 , . . . , x n ), we write x = (x 1 , . . . , x n−1 ) .
Throughout the rest of this paper we fix, for every compact box B = (g 1 , . . . , g n ), then for every f ∈ C B the function y → f (g 1 (y) , . . . , g n (y)) : B −→ R belongs to C B ; (C3) for every compact box B ⊆ B we have f B ∈ C B for all f ∈ C B , and for every f ∈ C B there is a compact box B ⊆ R n and g ∈ C B such that B ⊆ int(B ) and g B = f .
Note that (C1) and (C3) imply in particular that every f ∈ C B extends to a C ∞ function f : U −→ R for some open neighborhood U of B (depending on f ). Therefore, for each i = 1, . . . , n we denote the restriction of ∂f /∂x i to B by ∂f /∂x i . With this notation, we also assume for every compact box B ⊆ R n that (C4) ∂f /∂x i ∈ C B for every f ∈ C B and each i = 1, . . . , n.
Let r = (r 1 , . . . , r n ) ∈ (0, ∞) n be a polyradius, and put (If > 0, we simply write for the polyradius ( , . . . , ).) From now on, we write C n,r := C Ir . We denote by C n the collection of all germs at the origin of the functions in r∈(0,∞) n C n,r . Note that each C n is an R-algebra with respect to the usual addition and multiplication of germs at 0. Finally, we let :
] be the map that sends each f ∈ C n to its Taylor series f at the origin, and we denote the image of in R[[X]] by C n . In addition to (C1)-(C4) above, we make the following assumptions: for all n ≥ 1, we have (C5) : C n −→ C n is an R-algebra isomorphism (quasianalyticity); (C6) if n > 1 and f ∈ C n is such that f (0) = 0 and (∂f /∂x n )(0) = 0, there is an
It follows from these assumptions that the collection C := ( C n ) n∈N satisfies (Q1)-(Q5). , M 1 , . . . ) be a strongly log-convex sequence satisfying (QA). Then, as discussed in the introduction and the appendix, the classes C B (M ), with B ⊆ R n a compact box and n ∈ N, satisfy (C1)-(C7). (2) Let R be a polynomially bounded o-minimal expansion of the real field. For every compact box B ⊆ R n , let C B be the collection of all functions on B that are the restriction to B of some definable C ∞ function defined on an open neighborhood of B. Then by [16] , the classes C B satisfy (C1)-(C7).
Definition 3.2. A set A ⊆ R
n is called a basic C-set if there are r ∈ (0, ∞) n and f, g 1 , . . . , g k ∈ C n,r such that
A finite union of basic C-sets is called a C-set. We call M ⊆ R n a C-manifold if there is an r ∈ (0, ∞) n such that
(1) M is a basic C-set contained in I r , and (2) there are f 1 , . . . , f k ∈ C n,r such that M is a submanifold of I r of dimension n − k on which f 1 , . . . , f k vanish identically, and the gradients ∇f 1 (z), . . . , ∇f k (z) are linearly independent at each z ∈ M .
As in [8] , we say that a set S ⊆ R n has dimension if S is a countable union of manifolds of class C 1 , and in that case we put ,s for i = 1, . . . , l and j = 1, . . . , k(i) . We say that the C-set It follows from Remark 2.4(3) that for any > 0, after suitably shrinking s, the set (
is also ∆-definable from f . 
and for each k, the set Π n (N k ) is a manifold and
Proof. We may clearly assume that f ν = 0 for each ν = 1, . . . , µ. Let g := f 1 · · · f µ ; then g = 0, so by the quasianalyticity of C n we have g = 0.
We proceed by induction on the pair (n, h n ( g)), where h n is the function measuring nonnormality of power series as introduced in Section 2. If h n ( g) = 0, the proposition follows from (C7), so we assume that n > 1, h n ( g) > 0 and the proposition holds for lower values of (n, h n ( g)). By Theorem 2.5, there is an admissible substitution τ such that h n (φ) < h n ( g) for all φ ∈ τ g.
Note by (C5) that each ξ ∈ τ corresponds to a unique germ h ξ ∈ (C n ) n , and that
Thus to simplify notation below, we do not distinguish any longer between h ∈ C n and h ∈ C n , or between ξ and h ξ . Below C n,r is viewed as a subset of C n by identifying each g ∈ C n,r with its germ in C n . Correspondingly, given g = (g 1 , . . . , g k ) ∈ (C n ) k , we say that r ∈ (0, ∞) n is g-small if g i ∈ C n,r for i = 1, . . . , k. Case 1. τ = {t α } for some α ∈ C i−1 with 1 < i ≤ n and α(0) = 0. Let s ∈ (0, ∞) n be both (t α f )-small and t α -small and such that t α (I s ) ⊆ I r . By the inductive hypothesis, there is a neighborhood V ⊆ I s of 0 such that ( * ) holds with t α f , s and V in place of f , r and W . Then W = t α (V ) is a neighborhood of 0, and we claim that ( * ) holds with this W .
To see this, we let
. . , p be the Ctrivial manifolds obtained for this σ from the inductive hypothesis applied to t α f ; in particular, each M k is ∆-definable from t α f . By Remark 2.4(3), it follows that each M k is ∆-definable from f . For each k we put
where x <i : = (x 1 , . . . , x i−1 ) and x >i := (x i+1 , . . . , x m k ) . Then by Example 3.7, each N k is a C-trivial manifold that is ∆-definable from f , and
Case 2. τ = {l i,c } for some 1 < i ≤ n and c ∈ R i−1 . In this case, the proof is similar to the proof of Case 1. Here and in Cases 3 and 4 below, the ∆-definability of the manifolds in question follows from the inductive hypothesis because τ is semialgebraic. 
On the other hand, since for any set S ⊆ R n and any σ ∈ {−1, 0, 1} µ , 
are neighborhoods of 0, and we claim that ( * ) holds with W 1 (resp. W 2 ) in place of W if d is even (resp. odd).
To see this, we let σ ∈ {−1, 0, 1} 
C-semianalytic sets
If moreover A is a manifold, then we call A a C-semianalytic manifold. To obtain the strengthening of Theorem 1 mentioned in the introduction, we need the following. 
Remarks. (1) If
Assume in addition that for i ∈ {1, . . . , l},
Remark 4.3. Let A, B and C be C-semianalytic, such that B is ∆-definable from A and C is ∆-definable from B. Then C is ∆-definable from A.
n and some a ∈ R n . (Thus any trivial C-semianalytic manifold is bounded and connected.) where g is analytic) that the set of critical points of g M a has empty interior in
and A is a C-set, so A has dimension by Corollary 4.4. Moreover, it follows from the definition of g that A is ∆-definable from M . Since A has empty interior in M , we have dim(A) < dim(M ).
For any manifold M ⊆ R n of dimension m and k ≤ m, we define 
and for each i there is a strictly increasing
Proof. 
Hence if k < m, the lemma with M ι in place of M follows from the fiber cutting lemma, which together with Remark 4.3 proves the claim. Next, note that for every x ∈ M the rank of Π k T x M is less than r(M ). Since M is clearly a bounded C-set, we may apply Corollary 4.4 with M in place of A. Denote by M ν ⊆ R nν the manifolds obtained from this corollary for M . Since for each ν the projection 
Proof. By induction on e := dim(A): if e = 0, then A is finite by Corollary 4.4, so the theorem is trivial in this case. So we assume e > 0 and that the theorem holds for lower values of e. Note first that if there is a bounded C-semianalytic set E ⊆ R n for some n ≥ n such that E is ∆-definable from A, A = Π n (E) and the proposition holds with E and n in place of A and n, then by Remark 4.3 the proposition also holds for A and n. Similarly, if A is a finite union of C-semianalytic sets each ∆-definable from A and satisfying the proposition in place of A, then again the proposition also holds for A. By Corollary 4.4 and the inductive hypothesis, reasoning as at the end of the previous proof and increasing n if necessary, we may therefore reduce to the case that A is a C-manifold M of dimension e.
Applying Lemma 4.6 to M (with corresponding n and k as above), we let 
O-minimality
For n ∈ N we put, with I = [−1, 1],
Then the system Λ := (Λ n ) n∈N satisfies axioms (I)-(III) of [8, Section 2] . Let A ⊆ I n . In accordance with [8] , we call A a Λ-set if A ∈ Λ n ; if in addition A is a manifold, we call A a Λ-manifold. Similarly, A is a sub-Λ-set if there are m ≥ n and B ∈ Λ m such that A = Π n (B); if in addition A is a manifold, then A is a sub-Λ-manifold.
We recall that A ⊆ I n has the Λ-Gabrielov property if for each m ≤ n there are connected sub-Λ-manifolds
and for each i ∈ {1, . . . , k} we have We now fix, for each n ≥ 1, an arbitrary R-subalgebra D n of C n,1 that is closed with respect to partial differentiation and contains the maps x → x i : I n −→ I for i = 1, . . . , n. We let F = n∈N D n and put R D := R(F ).
In the case of Example 3.1(1), R C coincides with R C(M) ; thus Theorem 1 follows from the corresponding theorems below. Proof. It clearly suffices to prove the theorem for R C . Let > 0 and let f : (0, ) −→ R be definable in R C ; we show that for some nonzero c ∈ R and r ∈ Q we have lim x→0 + f (x)/x r = c. Replacing f by 1/f if necessary, we may clearly assume that lim x→0 f (t) = 0. Then (0, 0) ∈ fr(Γ(f )), so by Lemma 5.3 there are δ > 0 and g 1 , g 2 ∈ C 1 such that (g 1 (t), g 2 (t)) ∈ Γ(f ) for all t ∈ (0, δ) and g 1 (0) = g 2 (0) = 0. Let p, q ∈ N \ {0}, a, b ∈ R \ {0} and h 1 , h 2 ∈ C 1 be such that g 1 (T ) = T p (a + h 1 (T )) and g 2 (T ) = T q (b + h 2 (T )) and h 1 (0) = h 2 (0) = 0. Since for all sufficiently small x > 0 there is a t ∈ (0, δ) such that (x, f (x)) = (g 1 (t), g 2 (t)), it follows that lim x→0 + f (x)/x q/p = b/a q/p .
Remark. Let C B be the system associated to R = R C as in Example 3.1 (2) . Then for each n, we have C n ⊆ C n , but we do not know if C n = C n . The latter equality is related to the open question whether R C admits quantifier elimination or even a preparation theorem in the spirit of [17] or [13] .
Finally, we show that R D admits C ∞ cell decomposition. 
