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Sum m ary
Alzheimer’s Disease (AD) is a major concern for the elderly population, currently 
affecting over 670,000 people in the UK. W ith the continual increase in the age of the 
population the problem is expected to rise. There is no known cure to the condition 
and a definite diagnosis cannot be made in life. Clinical diagnosis is considered to be 
approximately 80% — 90% accurate, sometimes talcing up to a year to assess. Early 
detection could aid in the care and possible development of better treatments or even 
a cure.
AD has been shown to alter the structure and global texture of the brain. Studies 
using Magnetic Resonance imaging (MRI) and Computerised Tomography (CT) have 
been used to detect these changes with some success by some researchers. Positron 
Emission Tomography (PET) imaging is a functional imaging modality and in theory 
before structural changes are evident functional changes should be apparent. Therefore 
we utilise PET images for this study.
This thesis will exploit the fact that AD alters the global texture of the brain. Texture 
features extracted from fluoro-deoxy-glucose (FDG) PET images and sinograms of the 
brain will be used. Most texture feature extraction methods fail, due to poor signal 
to noise ratio so we will use a novel texture feature extraction method known as the 
Trace transform - triple features, which can extract features directly from raw data 
acquired by PET scanners. Classifiers will be used to aid in the separation of the two 
groups, namely AD patients and normal controls.
The Trace transform - triple feature method has proven its potential as a good feature 
extraction technique. It enabled us to achieve classification accuracy of up to 93% on 
raw sinogram data using a combination of five features. This result is very good com­
pared with the clinical accuracy of 80% reported by most researcher. It is comparable 
to results obtained by Kippenhan et al  [52, 53, 51, 50], who used regional metabolic 
activity using PET and a neural network classifier.
Monomial features extracted from images achieved accuracies as high as 87%. These 
features are good discriminators, however, they suffer from lack of scaling invariance. 
This is problematic as brain sizes do vary considerably.
The use of registration and extraction of regional information failed to produce fruitful 
results. This is principally due to poor registration. The registration failed primarily 
because a very small cross section of the brain was available. Also the effect of AD 
alters the structure of the brain. Since the registration relies on matching structure, it 
becomes questionable whether one can actually register automatically a very degraded 
AD brain.
Gender and age are crucial to the progress of Alzheimer’s disease. Age and gender 
matching is not sufficient to get the best results. This thesis has shown that perfor­
mance gains of up to 11% can be attained by simply incorporating age and/or gender 
into the classification model. However, the maximum classification accuracy was not 
improved any further.
K ey w ords; PET, Ti'ace Transform, Feature Extraction, Alzheimer’s Disease.
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Chapter 1
Introduction
1.1 A lzh eim er’s D isease,
Alzheimer’s Disease (AD) is one of the most common causes of Dementia, or mental 
deterioration among people aged 65 and above [70]. It is an irreversible, progressive 
disorder that occurs gradually and results in memory loss, behaviour and personality 
changes. It impairs mental abilities and judgement. These effects are attributed to the 
death of brain cells and the breakdown of interconnection between brain cells. The 
course of the disease varies from person to person as does the rate of decline of these 
abilities. The average life expectancy of someone diagnosed with AD is 8-10 years. 
However patients have been known to survive up to 20 yeais.
Symptoms of AD typically appear in people over the age of 60. Initially they think less 
clearly and forget names of familiar objects and people as well as forgetting basic tasks 
such as brushing their teeth in the morning. Later on they forget how to do simple 
tasks such as cleaning themselves. Finally they lose all reasoning ability and become 
totally dependent on other people for their daily care. The disease then becomes 
debilitating and consequently patients become bedridden and develop other illnesses 
which are ultimately the cause of their death. The most common cause of death for 
AD patients is pneumonia [71].
In the UK over 670,000 people are diagnosed with AD. This corresponds to 5% of the
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population over the age of 65. This increases to 20% for people over the age of 80 [66]. 
The risk of AD increases with age, however AD is not part of normal aging.
There are two types of AD, Familial Alzheimer’s Disease (FAD), where a family history 
of the disease exists associated with genes, and Sporadic Alzheimer’s Disease (SAD), 
where no family history exists. In the FAD case four chromosomes (1, 14, 19 and 21) 
are thought to be responsible [97].
In this study we are not considering FAD and therefore we will not delve any further 
into genetics. For the sporadic cases the cause is unknown. Many factors have been 
proposed, [112, 75, 38, 64, 63, 98, 35, 103, 26] which supposedly increase one’s chances 
of developing the condition but there is contradictory evidence in the literature,
1.1.1 C linical details
In normal aging destruction of brain cells in large numbers is not present. However, in 
contrast, AD affects three key processes - nerve cell communication, metabolism, and 
repair. This causes many nerve cells to stop functioning, lose connections with other 
nerve cells, and eventually die.
Initially AD destroys neurons in parts of the brain that control memory, especially 
the hippocampus, which is primarily responsible for short term memory (see figure
1.1). As nerve cells in the hippocampus stop functioning properly, short-term memory 
fails, and a person’s ability to do basic tasks begins to decline. AD also attacks the 
cerebral cortex, particularly the areas responsible for language and reasoning. This 
impairs one’s ability to communicate and make judgements. For example a simple 
task such as crossing the road becomes incredibly difficult. Personality and behaviour 
changes also occur. This is evident by emotional outbursts, wandering and agitation. 
These problems become more frequent with the progress of this disease. Eventually 
many other areas of the brain are affected and they atrophy (shrink in size) due to 
the destruction of cells. This is such that the patient becomes bedridden and requires 
total care.
The main characteristics of AD are Amyloid plaques and Neurofibrillary tangles (see 
figure 1.2). Amyloid plaques are dense, largely insoluble deposits of protein and cellular
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Sulcus Sulcus
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Normal Alzheimer's
Figure 1.1: Macroscopic effect of Alzheimer’s disease, taken from [1]
material outside and around the brain’s neurons. Neurofibrillary tangles are insoluble 
twisted fibres that build up inside neurons. Although the presence of these plaques 
and tangles has been known for many years, the mechanism by which they appear is 
unknown [71]. It is thought that these plaques are responsible for cell death and loss of 
connection between cells in the brain. Nevertheless researchers do not know whether 
Amyloid plaques themselves cause AD or whether they are a by-product of AD.
Normal
Neuron
Alzheimer's 
1/ NeuGofibrllll
Amyloid 
pla
Figure 1.2: Microscopic effect of Alzheimer’s disease, taken from [1]
Amyloid plaques primarily consist of insoluble deposits of beta-amyloid. Beta-amyloid 
is a protein fragment of Amyloid Precursor Protein (APP) attached with portions of
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neurons and with non-nerve cells such as microglia (cells that surround and digest 
damaged cells or foreign substances) and astrocytes (glial cells that serve to support 
and nourish neurons).
Currently no known cure exists for AD. Treatment of AD is primarily geared towards 
improving patient care and slowing down the progress. Improving patient care includes 
treatment of symptoms of AD such as sleep disturbances, verbal and physical aggres­
sion, agitation, wandering, depression and delusions. The treatment for slowing the 
progress of the disease includes drugs which inhibit acetylcholinesterase, an enzyme 
that normally breaks down acetylcholine, a key neurotransmitter involved in cognitive 
functioning. However, they do not stop or reverse the progression of AD. It appears 
that they help only some AD patients for a period of time ranging from months to 
about 2 years, so their usefulness is limited.
1.1.2 A lzheim er’s V accine
Recently a vaccine has been developed which has undergone trials on mice and is to be 
fully tested on humans. The vaccine known as AN-1792 works by producing antibodies 
which clean the brain of Amyloid plaques in mice that have been genetically engineered 
to over produce these plaques. Although this is not a cure it is a preventative measure 
that could potentially be applied to families that have a history of the disease [74]. 
The first stage of testing the vaccine has been carried out on humans to see if it is safe 
to be administered. So far out of the 24 human subjects injected with the vaccine, 
none have suffered any side effects [84, 72].
The effectiveness on humans is uncertain despite the vaccines’s promise. There are 
a number of reasons as to why it may not be an effective means of treating AD in 
humans. These primarily include:
1. The Amyloid plaques found in AD may be a symptom of the disease rather than 
the cause.
2. AD patients have other changes, which mice do not exhibit such as the Neurofib­
rillary tangles [71].
1.2. Alzheimer’s Disease, Diagnosis
Early diagnosis could not only aid in the patient care but help to understand the 
mechanism of AD and possibly improve one’s chance of developing better treatments 
or even a cure, by tackling the root of the problem. So the purpose of this thesis is to 
determine a more accurate and reliable way of diagnosing AD.
1.2 A lzh eim er’s D isease, D iagnosis
At present a definite diagnosis of AD can only be made by autopsy after death. This 
usually involves examining the brain to determine levels of Amyloid plaques and neu­
rofibrillary tangles. Clinicians are able to make a diagnosis but this is approximately 
80 — 90% [52, 10, 110, 30] accurate and can take a while. Clinical diagnosis usually 
involves a patient history, physical exam, and tests that measure memory, language 
skills, and other abilities related to brain functioning. This is usually done by means 
of an exam such as the Mini-Mental Status Exam (MMSE) [20]. Brain scans are also 
used to rule out other causes of the mental decline such as brain tumours.
Exciting developments in the area have been the use of imaging modalities such as 
Magnetic Resonance Imaging (MRI), Computerised tomography (CT), Single Photon 
Emission Computed Tomography (SPECT) and Positron Emission Tomography (PET) 
to aid in the diagnosis of AD. In most cases diagnosis is done by means of visual analysis 
of the image produced. This is very inconsistent and unreliable. Automated methods 
are being implemented and a brief overview is given below.
1.2.1 A trophy based m ethod: CT and M R I
The result of AD is a shrinkage of various regions of the brain and the enlargement of 
the ventricle [27]. Many studies [90, 58, 23, 46, 47, 85, 88, 18, 31, 65] have exploited this 
fact to determine better means of diagnosing the conditions. Initially CT was the tool 
of choice for this. One would determine sizes of various regions of the brain at different 
times to determine the rate of change. MRI enhanced this ability because of its better 
resolution and sensitivity, enabling one to determine with greater clarity the sizes of 
these regions. One of the pitfalls associated with this methodology was that typically
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at least two images of the brain are required taken a few years apart to determine 
a reliable size difference. The other problem associated with this methodology is the 
localisation of various regions. Some studies [2, 18, 47, 65, 121] tackle this problem by 
manual selection of the regions, other attempt this by registration of the two images 
to an anatomic brain atlas.
The exact methods used by each researcher varies slightly. However the overall picture 
remains the same. Very few of these techniques are fully automated, relying heavily 
on the neurologist for region selection and localisation. Typically once the regions are 
selected the volume of the regions is determined. Based on this volume or volume 
change either a neurologist perceptually classifies the condition or some statistical 
classifier is used.
1.2.2 H ypom etabolism : P E T  Studies
Normal aging results in decline in brain activity. The onset of AD results in Hy­
pometabolism of various regions. As the structures start dying away little activation 
is present. W ith the development of PET imaging this has become an area of inter­
est. Various studies attempt to exploit this by looking at the glucose uptake, which is 
proportional to the brain activity. Typically 2-fluoro-2-deoxy-glucose (FDG) PET is 
used, where FDG is a radionuclide labelled glucose.
Several PET studies have demonstrated characteristic hypometabolism in various re­
gions of the brain [86, 40, 4, 21, 8, 61]. Although they are able to show that there 
is hypometabolism in various regions associated with AD, there is some overlap be­
tween normal and AD patients hindering to some extent the diagnostic capability of 
the approach. Also to extract accurate metabolic rates is a very difficult task as phar­
macokinetic models such as Rhodes [82] and Patlak [77] need to be considered, which 
have many assumptions [20].
1.2.3 Feature extraction: M R I and PE T
PET feature extraction and classification using neural-networks has become quite a 
hot topic [13, 52, 53, 51, 50]. Clinicians select various regions of interest to determine
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basic features such as mean intensity value, variance etc, which are then used for 
classification. Accuracies as high as 89% have been achieved by [52] using a neural- 
network classifier. Although this is an extremely good result, it is very dependent on 
clinical selection of the regions. Chan et al. [13] improved this considerably by using a 
back-propagation neural network on SPECT data with a greater number of slices with 
a much smaller slice separation (1.67mm). Here the brain was registered to standard 
anatomic coordinate system and 120 regions were identified. The volumes of the 120 
regions were fed into the network. This method was able to achieve an area under the 
Receiver Operating Characteristic (ROC) curve of 0.93 ±  0.04. However, the use of a 
neural-network means that the solution can get stuck at a local minimum. The method 
was also dependent on registration to an anatomic atlas. Chan et al. tackled this by 
manual landmark selection, thus the system was not fully automated. In addition, the 
accuracy is very dependent on the registration process.
Texture features on MRI data set were used by [32] to classify with accuracies of up-to 
91%. Here the spatial gray-level dependence method was used to extract the features 
and stepwise discriminant analysis was used to aid in the classification. Anisotropy 
was also exploited [57, 56, 55, 96] looking at the gradient vector which showed promise 
in detecting AD. It appears that an Alzheimer’s brain is more isotropic than the brain 
of a normal control on average.
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1.3 A im
We have identified a problem with the diagnosis of AD. Clinical diagnosis is quite 
limited in accuracy (80% — 90%) and can take considerable length of time. It is also 
very operator dependent and repeatability is not guaranteed. Automatic methods 
using MRI have been investigated, showing considerable promise. FDG-PBT imaging 
has shown great potential due to its functional nature and one suspects that functional 
changes will be evident much earlier than structural changes associated with AD. Hence 
if PET imaging is used, it may enable earlier detection of the condition.
This thesis aims to tackle the problem of differentiating AD from normal control vol­
unteers automatically. Texture features extracted from FDG PET images of the brain 
will be used. As AD results in global variation in the brain, texture features should be 
able to pick this up. Most texture featme extraction methods fail due to poor signal to 
noise ratio associated with PET. Therefore a novel texture feature extraction method 
known as the Trace transform - triple features will be used. This feature extraction 
method is developed such that it can directly extract features from raw sinogram data 
acquired by PET scanners. Classifiers will be used to aid in the separation of the two 
groups, namely AD patients and normal controls using these features.
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1.4 T hesis O verview
This thesis proposes to use PET imaging primarily because it is a functional imaging 
modality. Therefore disease states should manifest themselves in PET images before 
they are visible in other modalities such as CT and MRI which image the structure 
of organs. Very few image processing methods have been implemented on PET data 
due to their poor signal to noise ratio. We propose to use texture analysis techniques, 
which can be applied to sinograms or images. The analysis used is a novel method, 
producing features, allowing one to classify AD and normals automatically.
PET imaging is a relatively new advancing tool, primarily used in research. Its 
widespread use is somewhat limited in the clinical environment due to its high cost. 
Development and advances in the technology are rapid. A brief description of PET 
imaging is included in chapter 2 with an exposition of reconstruction algorithms which 
are most commonly used to produce images from the collected data. A review of the 
state of the art advances in PET imaging is included in chapter 3.
The image analysis method which can be applied to the sinograms is known as the 
Trace transform - triple feature method. It is a new image analysis method enabling 
one to extract features which are translation, rotation and scaling invariant. The 
method has great potential in many areas due to its unique properties of invariance, 
however its use has been limited so far due to its novelty. In chapter 4 the theory 
is exposed in detail with an explanation on its application to PET sinograms. The 
T ace  transform is limited to producing global features concerning the whole image. 
Therefore an alternative approach, referred to as the the monomial grayscale invariant 
feature is described in chapter 5. This method allows one to extract local or global 
invariant features from images.
Classification is a very versatile and active area of research in many disciplines. There 
are many classification tools available to the researcher. Chapter 6 introduces classifiers 
and describes a very basic classifier, namely discriminant function analysis which will 
be used tlrroughout this thesis.
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Experimentation with the Trace transform - triple feature image analysis method is 
presented in chapter 7. Initially the data set is described followed by some prelimi­
nary clustering experiments and then the application of discriminant function analysis 
classifier is presented followed by cross validation. Chapter 8 explores the experimen­
tation applied to the monomial grayscale invariant features which can be calculated on 
images. Initially this is applied globally. Subsequently registration to Talairach brain 
atlas is performed and the feature extraction is applied locally on specific regions.
Age and gender play a crucial part in AD. Chapter 9 incorporates this in the clas­
sification model and explores means of improving classification accuracy with these 
additional patient details. Finally in chapter 10 conclusions of the current work are 
presented with ideas on future developments that may be carried out.
Part I
Background
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Chapter 2
PET Imaging
Positron Emission tomography (PET) is a nuclear medicine imaging modality. It al­
lows the study and visualisation of human physiology by electronic detection of short­
lived positron emitting radiopharmaceuticals. The PET scan has emerged as a truly 
revolutionary method of measuring body function and guiding disease treatment. It 
assesses changes in the function, circulation and metabolism of body organs. Unlike 
MRI (Magnetic Resonance Imaging) or GT (Computed Tomography) scans which pri­
marily provide images of organ anatomy, PET measures chemical changes that occur 
before visible signs of disease are present on CT and MRI images.
This Nuclear Medicine imaging technique uses a radioactive tracer or radiopharma­
ceutical, hundreds of radiation detectors and sophisticated computer technologies to 
identify the biochemistry of internal organs. “Safe” amounts of specific radioactive 
tracers are administered to patients by injection who are then imaged with a special 
camera called a PET Scanner that measures the radioactivity distributed throughout 
the body and creates 3D images of tissue function.
2.1 B asic T heory o f P ositron  E m ission Tom ography
Short-lived positron emitting radionuclides such as are produced and incorporated 
into a pharmaceutical which localises in the biological system of interest. The radionu­
clides decay by the emission of positrons A positron has a very short lifetime
12
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in solids and liquids. It rapidly loses kinetic energy by scattering interactions, eventu­
ally reaching thermal energies, (within order of 1 millimetres in tissue [111]), where it 
combines with an electron forming positronium. This annihilates rapidly, converting 
its mass energy to two photons. In order to conserve energy and momentum two 511 
keV photons (7 ) travelling at 180° angular separation are produced (see figure 2.1). 
The detection of these two 511 keV photons forms the basis of PET.
nucleus
Figure 2.1: The production of two back-to-back photons
There is relatively high probability that both 511 keV photons will be detected. If two 
detectors are placed opposite to each other and the photons are detected (see figure
2.2), we can define the line (L) along which the annihilation has occurred. Since the 
distance travelled by the positron before annihilation is generally small this is a good 
approximation to where the emitting atom must have been located.
PatientDetector Detector
-e- Coincidence detector  
Sinogram Data
Figure 2.2: Detection of an event
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In order to image the distribution of positron annihilations, - the labelled tracers in 
the body, it is necessary to use multiple detectors, typically in a circular or hexagonal 
array.
=  Coincidences
•atient
ev<
In Plane Projections
Detector
Rings
oincidences ,r
D l  -Out of Plane projections
Figure 2.3: PET ring detectors
Each detector is placed in coincidence with a bank of detectors on the opposite side of 
the ring, (see figure 2.3). This allows information to be obtained throughout a cross 
section of the body in the form of projections. The detection of these coincidences 
is grouped into sets of parallel projections and stored, to form the so called sinogram 
data. Coincidences which are normal to the face of the detector are referred to as 
in-plane coincidences and are typically used only by basic algorithms to construct the 
slice images.
Septa 
Lead shedding
P a t i e n t
W f / /Detector Rings 
Figure 2.4: PET ring detectors
Typically a septa (piece of lead shielding) is placed between the rings to prevent the 
out of plane coincidences being detected (see figure 2.4). In advanced scanners [95], the
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septa are removed and the in-plane coincidences are recorded by electronically gating 
for in-plane projections only [105]. This increases the sensitivity by approximately 1.5 
at the expense of greater scatter fraction.
The more recent developments are 3D reconstructions, where projections from all 
planes are used [17, 101]. The sensitivity increases here by 2 x N ^/{^N  -  2), with 
an N  ring scanner. However 3D reconstructions are few and far between, and are very 
computationally expensive.
A photograph of a commercially available state of the art PET scanner is shown in 
figure 2.5. Most of the processing is done off-line usually in a separate room, which 
is typically lead shielded to prevent over exposure of operators to radiation. A /3~^  
emitting source is required, which means access to a local particle accelerator for the 
production of these nuclides. These tend to be cyclotron accelerators and the particle 
is piped through. Portable radio isotope generators are available which use a sequence 
of nuclear reactions to produce the particles [111]. However, the parent nuclide 
originates from a particle accelerator.
Figure 2.5: CTI PET Scanner, (from [19])
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2.2 Im age R econstru ction
The aim of PET image reconstruction is to estimate a function f{r,(f),z,t) that de­
scribes the distribution of labelled pharmaceutical, in space and time, within an 
anatomical region. Cylindrical coordinates are used to describe the location in the 
plane for a given time and Assumptions are made that during the acquisition time 
A t  for a given slice, biological changes are insignificant. Therefore the problem re­
duces to estimating f{r,<p), where (r, is a polar coordinate system in the plane. A 
sequence of such estimates (images or frames) describes the uptake, localisation and 
time course of the used radiopharmaceutical.
The coincidence detection specifies that the event occurred somewhere along the co­
incidence line L, joining the two detectors. In simple reconstruction, detectors are 
treated as points on a ring, giving rise to well defined lines joining them, and the time 
of flight is not considered. The measurement W  corresponding to the recording by a 
pair of detectors at the ends of the line L is given by
W  = J  (2.1)
where n{r, 4>) is the linear attenuation coefficient at point (r, 0 ), the exponential factor 
e f - i s  the average attenuation coefficient along line L and s is the length parameter 
measured along each line. A collection of such measurements along a number of lines, 
over At, constitutes the projection data. For N coincidence lines the equation becomes
^  =  y* / ( r ,  0)ds, l < i < N  where p: =  / « ( ? - , (2.2)
The attenuation part (Vi) is independent of the annihilation event and thus can be con­
sidered as a constant. This is typically estimated or calculated from transmission scans 
and corrected before image reconstruction. A number of other important corrections 
are also applied at this stage:
1. Detector sensitivity normalisation, to account for the fact that different pairs 
of detectors may have systematically differing responses to the same activity 
concentration of radionuclides.
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2. Dead-time correction. At very high tracer concentrations the detectors may cease 
to respond linearly to changes in concentrations.
3. Scattering, random events and statistical fluctuations in data.
In simple reconstruction algorithms these corrections are neglected.
After these corrections have been applied, the line integral equations becomes
Pi= f  f i r ,  (f>)ds, I < i < N  (2.3)Jhi
where pi are the attenuation corrected coincidence data. A line may be uniquely 
identified by par ameters {1,6) defined in figure 2.6. Then we may consider pi as a func­
tion of these parameters and write p(^,0), instead of pi. By combining the recorded 
values of p{l,6) we can infer an estimate of the function / ( r ,  (?!»), which we denote by 
/( r ,  0). This method is known as the “Parallel Method”. An alternative way to define 
a line is to use the angles j3 and <j defined with the help of a circle of fixed radius D. 
This method is the so called “diverging method” and is not typically used (see figure 
2.6 ).
Reconstruction Regioij'
Figure 2.6: Two different parametric representations of a line L
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To obtain an estimate of the function / ( r ,  from the corrected coincident measure­
ments p(l, 0) we use some separable kernel, one component of which operates on the I 
dependence of each recording and the other on the 0 dependence. These kernel com­
ponents are denoted by and v)p{r^(f),0) respectively. This estimate is given
by the following formula [39], for the parallel case
f { r , ( l ) ) ^ [  Wp{r,(f),0) f  qp{r,(l),l)p{l,0)dld0. (2.4)Jo J -R
In practice as the sinogram is sampled at discrete points there are discrete values of /, 
and at which we know the values of p(^,^), so
Mp Np
/ ( r ,  0) ^  Wp{r, 0 ,0m) ^  qp{r, 0, ln)p{k,  (2.5)
m=l n=l
where Np is the number of samples we have for I and Mp the number of samples of 0.
Typically PET reconstruction is based on the filtered back projection (FBP) approach, 
which is a special instance of the above case [39]. Here Convolution/filtering is initially 
performed on the data to yield a modified set of projection data, known as filtered 
projection data. These are given by the following equation:
Np
Pci^fii  ^ m )  — ^  ^9c([^ ~  ?^’] A^) p{ ln^ (2.6)
n=l
where qc is the convolving function. The choice of the convolving function affects the 
reconstruction drastically. This step enhances small structures, corresponding to high 
fi’equencies. Then back-projection is performed in order to obtain an estimate /* , of 
the tracer distribution given by
Mp
r { x , y )  = ■ ^ ' ^ P c [ x c o s { ^ )  + y s m ( ^ ) , 0 m l  (2.7)
This reconstructs the image, redistributing the filtered projection uniformly along -the 
straight lines L. This operation is the reverse of projection, the value of /(æ, y) being 
obtained by summing the contributions from all lines {1,0) that pass through point 
x,y. Commonly data organised by the parallel method are used. However the data
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organised using the divergent method can also be used, but need to be re-organised 
into parallel data (known as rebinning).
Filtered-back-projection is the standard technique, but by far not the only one, [101,17, 
45]. For example, there are techniques based on maximum likelihood reconstruction. A 
powerful extension of this is a technique which implements Bayesian Reconstruction. 
Simulated annealing is a method that can be applied to implement various recon­
struction formulae [111]. These techniques are more effective, when there are missing 
data. Generally these techniques are iterative in nature and therefore computationally 
expensive.
In laymen terms the image is essentially formed from the density/counts of the coin­
cidence lines. In the simplest case, the time of flight of the positron is not considered 
and the event is considered to be along the line of coincidence. All coincidence lines 
are integrated. Thus the grey value of the image at any given point is essentially the 
density of the lines at that point. This is proportional to the spatial-density of the 
labelled radiopharmaceutical.
2.3 P roblem s w ith  P E T
Attenuation is a major problem associated with PET. The amount of attenuation is 
very dependent on the subject, as photons absorbed by organs vary drastically. Since 
the emission of positron is dependent on the radioactive decay of the radionuclides, 
which is random, attenuation is difficult to model. Typically, transmission scans are 
taken of the subject which provide the attenuation coefficients in the plane of interest, 
which then allows point by point correction of the emission data. In the majority of 
scanners these scans have to be done separately but the body is a dynamic system, 
thus compromising the validity of such basic methods. Also, the method depends on 
two sets of noisy data which increases additive noise.
Another major problem with PET is the signal to noise ratio. This is basically at­
tributed to the fact that, only a certain amount of activity of radionuclide can be 
injected into the human body, a fact that restricts the amount of data points possible.
2.4. Sinograms versus reconstructed images 2 0
Events in PET are registered when two photons are detected in coincidence. Theoreti­
cally they should be virtually instantaneous. However in practice a finite time is given 
due to detector properties etc. Increasing the tolerance in coincidence time would in­
crease the number of measured signals. However, two independent events can give rise 
to a false event and having a finite time for detection introduces these noisy points. 
Figure 2.7 illustrates some of the events that are typically recorded. A combination 
of these effects results in poor signal to noise ratio. This is most prominent in 3D 
dynamic studies where very few data are present per slice, as only a small amount of 
time is allocated per slice. A review of the research done to solve these problems can 
be found in chapter 3.
True coincidence Scattered coincidence Accidental coincidence
Figure 2.7: Coincidences leading to false detections
2.4 Sinogram s versus reconstructed  im ages
The process of image reconstruction involves several steps and several assumptions all 
of which may lead to reduction in the fidelity of the data. This study proposes to try 
to extract features that characterise the data of different patients directly from the 
sinogram and bypass entirely the step of 2D or 3D reconstruction. For this purpose 
the Trace transform - triple feature extraction technique will be used. An overview of 
this is provided in chapter 4.
Sinogram of a AD and Normal control and the corresponding reconstructed images are 
illustrated in figure 2.8. In a real scanner multiple slices would be present. W hat is 
recorded on the sinogram aie number of counts, in the illustration bellow higher the 
count the darker the image is. Typically counts of up to 20,000 are recorded in some 
bins.
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Alzheimer’s Disease Patient Normal Control
Figure 2.8: Raw sinograms on top and reconstructed image at bottom
Chapter 3
Literature Review on Image 
Processing for PET Images
Positron Emission tomography (PET) is a very active area of research. The technology 
as well as image processing are continuously being updated. This chapter will focus on 
some of the developments in the area of image processing and quantitative correction 
methods being applied to PET imaging.
3.1 A tten u ation  correction
Accurate attenuation correction for PET is necessary, not only for absolute but also 
for relative quantitative measurements. Attenuation correction for inhomogeneous or 
non-convex body regions is measured with positron emitting rods or rings positioned 
around the patient in the field of view. The ratio of the count rate with and without the 
patient in the field of view approximates the transmission of annihilation radiation and 
the corresponding attenuation correction factors. Several drawbacks to this is noise 
propagation from the measured attenuation coefficients into the emission images, and 
differences in scattered radiation between transmission and emission acquisitions. In 
other words performing attenuation correction introduces additional noise to the data. 
However, it is a necessary step to produce reproducible, quantitative and aesthetically 
pleasing images.
2 2
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One of the problems of attenuation correction that has to be addressed is that of mis­
matched resolution between the emission and transmission data. In conventional PET 
the problem of low signal to noise ratio is addressed by low pass filtering the transmis­
sion measurements before generating the attenuation map. Next, the emission data 
are corrected for attenuation and subsequently reconstructed with a low pass filter 
along in-plane projections (coincidences which are normal to the face of the detec­
tor) . This has the following undesirable consequences. The resolution of emission and 
transmission correction data are mismatched causing artifacts, especially at interfaces 
of regions with rapidly changing attenuation coefficients [15].
High resolution PET scanners have improved in-plane sampling and approximately 
uniform spatial resolution in all 3D. As a consequence the slice thickness is smaller 
and in spite of higher total sensitivity the count per slice has decreased [113], in 
order to acquire the image within a specified acquisition time. Therefore there is 
a need to perform the filtering in 3D, to improve the signal to noise ratio. Applying 
smoothing to the emission and transmission data before attenuation correction yields 
two data sets with matched resolutions. If the attenuation corrected emission data 
set is subsequently reconstructed with no additional smoothing (i.e. by using a ramp 
filter), the resulting images are free of visible artifacts [15].
Segmented attenuation correction is a recent approach, initially described by Huang 
et al. [43]. Here the low count transmission images are divided into discrete homoge­
neous pixel groups using an edge finding approach. The noisy measured transmission 
image is quantised into their expected pixel values, for air, lungs and soft tissue. The 
attenuation corrected factored sinogram is then computed by forward projecting the 
segmented image. More recently, intensity thresholding approaches have been devel­
oped that perform segmentation by separating three distributions in a pixel intensity 
histogram, and applying these separation criteria back to the image itself. A problem 
with this approach is that it can yield unpredictable results if the histogram is the 
sole source of input [117]. Cross-over pixels, those pixels obviously of one class whose 
intensities fall closer to the expected value of another class are misclassified. A local 
thresholding method overcomes these problems. The local thresholding method uses 
a local histogram which provides distinct intensity peaks by eliminating extraneous
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portions of the image. The thresholding process is broken into two consecutive two 
class thresholding steps using histograms of local voxels. Then applying a maximum 
discriminant thresholding algorithm to determine the best threshold, eliminates sev­
eral of the difficulties arising from histogram based thresholding methods. Adaptive 
local thresholding methods [117] are a further extension to this, requiring no prior 
information. However these methods are more useful in whole-body PET where much 
more sophisticated attenuation correction is necessary because the range of tissue type 
induces a greater range of attenuation [118].
3.2 Im proving Signal to  N o ise  R atio
In PET images the signal to noise ratio is very small. The signal may be enhanced by 
two possible methods. The first is simply to repeat the experiment either on different 
subjects (which would require careful image registration) or different scans with the 
same subject. The second, which is more appropriate to imaging, is spatial smoothing 
of the images, with the amount of smoothing chosen to match the signal to be detected. 
Trying all possible smoothing filter widths adds an extra scale space dimension to the 
data [80].
3.2.1 Sinogram  Sm oothing techniques
Sinogram smoothing typically is done before reconstruction of the images. Typical 
methods include principal component analysis/projection onto convex sets (PCA- 
POCS). Projection onto convex sets (POCS) has been developed to compensate for the 
blur caused by the finite detector size, while principle component analysis (PCA) can 
provide noise reduction in the temporal direction. Other methods include 3D adap­
tive smoothing. However these methods are very computer intensive. A novel way of 
smoothing which is less computer intensive was proposed by Pan et al. [76] and it will 
be described below.
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A dap tive  Sm ooth ing
In principle a fully 3D adaptive smoothing of the sinogram would make maximum use 
of the correlations present in the data and thus provide optimal noise suppression. 
Adaptive smoothing refers to the case where the degree of smoothing is determined 
adaptively from statistics inherent in subsets of data. Generally this varies from subset 
to subset. This is in contrast to a simple smoothing kernel, which is applied globally to 
the whole data set. However, fully 3D adaptive smoothing algorithms are not readily 
available, and would be computationally expensive, thus their use would not be feasible 
in a clinical situation.
By exploiting the convolution-multiplication theorem of Fourier analysis Pan et al. [76] 
have devised a novel efficient 3D adaptive smoothing technique. Pan et al. [76] first 
process the sinogram data using a projection onto convex sets (POCS) approach, which 
corrects for the blurring due to the finite detector size. Initially a 2D FT of the sinogram 
data is performed, over time and angle variables. The outcome of this transform is 
regarded as a set of ID functions of the remaining variable, i.e. the bin number, 
each parameterised with a pair of temporal and angular frequency values. These ID 
functions of bin number are then smoothed. The smoothing technique applied to each 
of these ID functions of bin number is known as penalised least squares smoothing.
The results when the method is applied to simulated data reveal that this technique is 
quite an improvement compared to unprocessed sinogram data. It is also significantly 
better than signals processed with POCS alone. Although it is not as good as the PCA- 
POCS method, it is close, offering a good compromise between speed and quality.
This 3D method underestimates the true value, which PCA-POCS does not. Pan et 
al. [76] suggest this could be because PCA is applied before POCS. The resolution 
recovery step if applied after the smoothing step may diminish the influence of partial 
volume effects. This would imply that application of the 3D smoothing prior to POCS 
may be a possible improvement to the method. However Pan et al. [76] claimed that 
this is an effective compromise, considering it takes approximately 100s for 108 bin x 
72 angle x44 slice data sets, on a Silicon Graphics Indy 2 workstation, while a fully 3D 
adaptive approach could take an hour or more on an equivalent system.
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3.2.2 W avelet D om ain F iltering
Wavelet based filtering is a powerful tool in image processing and its use is becoming 
more wide-spread. In this section the concepts are explained and a filter based on the 
wavelet described.
Wavelets are mathematical functions that separate data into different frequency com­
ponents and then study each component with a resolution matched to its scale. They 
offer significant advantages over traditional Fourier based methods in analysing phys­
ical situations where the signal contains discontinuities and sharp spikes. This is 
because wavelet bases offer more realistic representations of the real-world data than 
pixel or frequency domain representations [73]. This is due to the fact that wavelet 
bases are not restricted to simple functions such as sins or cosine, they can in theory 
be anything [73].
Traditional noise suppression techniques such as linear filtering or smoothing works at 
the expense of blurring details in the signal. Applying non-linear filtering in the wavelet 
domain can also be used to achieve this more efficiently. According to Nowak et al. [73], 
half the data points are required to achieve an image quality comparable to standard 
filtering techniques. As of yet, this method has not been applied to tomographic 
images, but theoretically there is no reason why it can not be.
Wavelet Transform
Wavelet decomposition uses basis functions that are translations and dilations of a 
prototype wavelet. Temporal analysis is performed with a contracted, high frequency 
version of the prototype wavelet, while frequency analysis is performed with a dilated, 
low-frequency version of the same wavelet. The main property of wavelet transform 
is that it provides information about how the signal’s frequency content varies with 
time. The 2D wavelet transform is the extension of this idea to spatial-spatial frequency 
analysis for images.
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W avelet Shrinkage
The most common and basic form of wavelet based filtering is known as Wavelet 
Shrinkage. The basic algorithm is described as follows: Assume that yi are samples of 
an unknown function /  with additive Gaussian noise yf.
Vi — f  {i) 4" rji, i =  1 , 7 1 .  (3.1)
These are arranged in a vector y  =  [j/i,..., yn]^y and the discrete wavelet transform 6 =  
W y  is computed. A “soft-threshold” is applied to the wavelet coefficients in 6. The 
“soft-threshold” sets very small coefficients to zero and reduces all other coefficients 
by a fixed amount proportional to the known or estimated noise variance. The inverse 
discrete wavelet transform is applied to the threshold coefficients to produce a “De­
noised” signal. The filtering smoothes a signal, in the sense it removes noise while 
preserving important features like edges. Wavelet Shrinkage is an optimal filtering 
scheme for stationary Gaussian white noise environment. However in PET imaging 
the noise strictly is non-Gaussian and non-stationary, thus compromising the possible 
validity of this method.
F ilte rin g  M eth o d
The following procedure is used in order to design and implement a filter using Wavelets.
First the 2D wavelet transform of the image is computed. If f  is the original image
the wavelet transform is given by
w =  W f (3.2)
where wavelet transformed image w  has the same dimension as f . The contribution of a
particular wavelet basis function is filtered by multiplying the corresponding coefficient 
by a number h y ,  such that, is modified according to
Wij =  h i jW i j  (0 < h i j  < 1) (3.3)
where w y  are wavelet coefficients. Setting h^j =  0 completely removes the contribu­
tion of this wavelet basis function and setting =  1 leaves it unaltered. Subsequently
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the inverse wavelet transform is computed by
f  =  W -^ w  (3.4)
where f  is the wavelet domain filtered version of f . The filter design problem in wavelet 
domain filtering is the specification of In the wavelet shrinkage situation, the 
are determined by the wavelet coefficients themselves and are given by
[ 0, i f  |w ,j | <  T
(3.5)
where r  is a user defined threshold.
In PET the noise is non Gaussian. Therefore a filter with the following specification 
is required, f 1, i f  S N R  in is high (3.6)
0, i f  S N R  in Wij is low
This can be achieved by designing a filter using cross-validation [73]. Here an estimate 
is calculated by leaving out some data and then later the estimate is validated by 
assessing how well it predicts the missed data.
The acquisition period T  is subdivided into N  subintervals of T / N  seconds, instead 
of using the total count image. Then N  low count images are acquired, typically in 
dynamic mode, and denoted by f( l) , ...,f(iV). The total count image is related to the 
low count images by
M
(3-7)
Using the method of cross-validation and the N  low count images, an optimal wavelet 
domain filter is designed as follows; Initially an image is computed using all but the 
k-th low count image
= (3.8)
The wavelet domain filtered version of is then determined using the cross validation 
method, denoted by P .  The prediction error is determined by
eW (h) =  ||f*’ -f( fc ) |||.  (3.9)
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where ||...||^ is the sum of squared errors, pixel by pixel. The error is viewed as a
function of wavelet domain filter coefficients h. This is repeated for k =  1, . . . ,N  and
the predictive sum of squares (PRESS) is determined
N
l/(h ) =  ^ e W { l i ) .  (3.10)
/î=l
The aim is to chose h  to minimise V’(h). This is given by the following equation:
~ - { N -  l ) à l j \
i,j f A T  1 \ 9 _____2  , ± . 2  I(  { N - l ) ^ w y N  + S l  ' ) +
where w f  j is the square of the wavelet coefficient of the total count image, âf j  is the 
estimate of the variance and (• • •)+ is the positive part, (negative part set to zero). The 
variance is estimated from the N  low count images, given by
N
^ I j  = -  Wij/iV)2 (3.12)
where Wi,j{k) is the wavelet coefficient of the low count image f{k).
The wavelet domain filter is asymptotically optimal in the mean square error sense. 
The optimal coefficients are zero when the estimated SNR is 0 dB, and tend to 1 as 
the estimate SNR increases. However more than one low count images are necessary 
to compute the optimal filter due to space limitations [73].
Wavelet domain Filtering is an effective means of reducing noise as shown by Nowak et 
al. [73], using the PRESS-optimal filter. This filter significantly reduces noise, while 
preserving the important structure. However, this method has not been implemented 
on PET tomographic images.
3.2.3 Energy space sm oothing
The potential of PET with multi-spectral capabilities to improve sensitivity has been 
demonstrated in recent feasibility studies [120]. However, this potential is lost due to 
systematic and stochastic fluctuations in multi-spectral data. As in conventional PET 
systematic fiuctuations are due to variations of sensitivity and spectral shape resulting 
from uneven detector efficiency, while stochastic fiuctuations arise from limited counts
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and various corrections applied on the data. The use of multiple windows increases 
this problem [120].
Since acquisition times and injected source activity cannot be increased to minimise 
fluctuations, variance reduction has to rely on data pre-processing such as smoothing. 
However, smoothing in the spatial domain is not desirable as the process can lower 
spatial resolution and often complicates normalisation for detector efficiency. Yao et 
al. [120] suggest smoothing in energy domain would minimise statistical fluctuations 
in data without experiencing the aforementioned limitations, since the process does 
not move counts across the line of response. Smoothing in the energy space reduces 
statistical fluctuations and restores spectral shape in 2D spectra. Variance reduction 
in projection space is another benefit of this technique [120].
There are numerous filtering techniques which can be used to suppress noise in the 
energy space [67]. As the power spectrum associated with noise in 2D energy spectra 
is concentrated at high frequencies, it is plausible to use an ideal low pass filter (ILF) 
[120] in the frequency domain for this purpose. Such a filter in energy space is given 
by
D i y  = FFT-^{ lFFT{Di j ) ]  x IL F}  (3.13)
where arid are the energy data for a given detector pair before and after
smoothing, and F F T  stands for Fast Fourier Transform.
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3.3 Im proving Im age C ontrast
Image contrast enhancement is a very important tool in the detection of minor changes 
in the measured parameter. The linear contrast stretch and histogram equalisation 
are two simple, and commonly used methods in global image enhancement. The linear 
contrast stretch linearly adjusts the dynamic range and histogram equalisation flattens 
the grayscale histogram of the output image. These methods are simple and intuitive, 
but do not taJce into account details in local areas. For activation analysis local detail 
is much more important than global contrast. The adaptive histogram equalisation 
algorithm modifies the local histogram equalisation, but this is very computer intensive. 
To minimise the computational cost bilinear interpolating versions were developed 
[69], where the region sizes are small to facilitate the visualisation of local details. 
However, very small regions increase the computational requirement, thus returning 
to the original problem.
A more sophisticated method is the Adaptive Contrast Enhancement (ACE). This 
methods employs the unsharp masking technique [69]. The unsharp mask of an image 
is the low frequency component. The enhanced image is the summation of all the 
unsharp masks and amplified high frequency component obtained from the difference 
between the unsharp mask and the original image.
The objective of an ACE algorithm is to determine the gain. Typically there are two 
methods in calculating the contrast gain. The most basic is the use of a constant. Due 
to the averaging operation of the unsharp mask, high frequency components in the 
vicinity of an edge will be strongly enhanced. The result of this is a “Ringing” artifact 
[14]. Another method is where the contrast gain is inversely proportional to the local 
Standard Deviation [69].
In the constant gain situation the “ringing” artifacts and noise in enhanced images are 
due to the use of too large contrast gains in regions with low spatial and high spatial 
activities. A method that overcomes this is described by Chang and Wu [14], where the 
ACE algorithm is based on a local standard deviation model. The algorithm is such 
that the contrast gain is larger at regions with medium spatial activity and smaller 
at regions with high and low spatial activities. Chang and Wu [14] show that the
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conventional ACE algorithms are special cases of their general method. Their method 
is described next.
3.3.1 A daptive C ontrast Enhancem ent
The low frequency component of an image is known as the unsharp mask, which can 
be the output of the average over a local area. A window of (2n +1) x (2n +1) centred 
at defines the local area, with x{i , j )  representing the gray value of the pixel.
The low frequency component, at pixel (i,j) is given by
 ^ i + n  j + n
Nixihj) = (3.14)
k —i —n l = j ~ n
and the local variance is given by
.j i + n  j + n
Ç  Ç  (3.15)
'  k = i —n l = j ~ n
The term cr^{i,j) is the local standard deviation. The unsharp masking technique gives
f { i j )  = m x { i j )  + G{i,j )[x{iJ) -  nix{ij)] (3.16)
where f { i , j )  represents the enhanced value of x{i ,j)  and G{i,j) is a function repre­
senting the contrast gain, which is usually greater than 1 such that the high frequency 
components [x{i,j) — mœ(«,j)] are enhanced. For the contrast gain, Chang and Wu 
[14] proposed an ACE algorithm given by the following equation:
(3,17)
where K{i , j )  = crxii,j)G{i,j). The local standard deviation is normalised by treating 
x{i ,j )  as a random variable with mx{i, j )  as its mean and o-x{i,j) as its standard 
deviation. From this it can be shown [14] that if:
1. K{i, j)  < ax(i, j)  then contrast is reduced,
2. = (Xxihj) then contrast remains the same,
3. K {i, j)  > o-x{i^j) then contrast is enhanced.
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When the contrast gain of the ACE algorithm is inversely proportional to the local 
standard deviation (IPLSD) you get large gains in low regions, resulting in
noise over-enhancement. In the case the contrast gains are constant the gain is large 
in regions of high (7x{i,j) and this causes a “ringing” artifact [14]. Chang and Wu 
suggested that a linear contrast gain was inadequate, and described a non-linear K{i, j)  
such that it is close to (Txihj) foi* low and high (ix{i,j)- Thus K{i, j)  can be interpreted 
as a mapping function between the two local standard deviations
o-/(bi) =  (3.18)
where (Tx{i,j) is the local standard deviation of input pixels and cTf{i,j) is the local 
standard deviation of the enhanced pixels.
For a given image, (Jx{i,j) can be thought of as a random variable having certain 
histogram and cTf{i,j) as another random variable having a transformed histogram. 
Thus the problem can be thought of as a histogram transformation problem [14]. The 
difference from the global histogram equalisation method is that the input value here 
is the local standard deviation as opposed to the grayscale. In order to determine 
the transformation functions it is necessary to determine the local standard deviation 
histogram in advance, as described below.
3.3.2 H istogram
A uniform distribution is widely adopted for grayscale histogram equalisation. For the 
case of enhancing the local standard deviation, equalisation is not appropriate. Hunt 
[44] proposed a Gaussian model, which produces the following density function
p(ç) =   ^ (3.19)2aQ^/TT/M
where Oq is the variance of r, M  is the degrees of freedom, ç is the variance calculated 
from M  4-1 samples of r in the local window and r is the stationary white Gaussian 
process. Hunt’s Gaussian model is simple, but does not work effectively on real images, 
due to the fact that the mean and the variance processes of image pixels are non- 
stationary, resulting in a distribution with tails longer than the Gaussian. Chang and
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Wu [14] extended this and produced the following distribution:
p{a) = (3.20)
where a, /? and 7 are distribution parameters, g is a normalising constant and a =  y/ç.
The method is described as follows: Let p(o-) and h{<j) be the local standard deviation 
model and the local standard deviation histogram, respectively. Assume that the local 
distribution model has been quantised into n -f 1 levels. Then the local standard 
distribution model can be used to fit the local standard distribution histogram by 
the least squares method. The parameters a, /3 and 7 are determined by solving the 
following optimisation problem
n
^][p(o-(j)) -  /%(o-(;))]^ (3.21)
Chang and Wu [14] claim the results have shown that this model achieves satisfactory 
fitting independently from the image content.
There are no objective criteria for evaluating a contrast enhancement algorithm, as it 
is very observer dependent for the type of image being processed. Therefore there are 
no means of assessing quantitatively the success of such algorithms.
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3.4 Im age analysis
The aim of image analysis is two-fold: measuring functional changes - that is changes in 
brain activity, and measuring structural changes, i.e. changes in neuroanatomy. Func­
tional changes can be further divided into the following methodologies: PET Cerebral 
Blood Flow (CBF) studies using labelled water and PET kinetics, where the goal 
is to study changes in uptake curves or the rate constant. Structural changes such as 
presence of grey or white matter, can be detected using either, image segmentation 
[116] or surface extraction [115, 119]. Non-linear deformation is a process where the 
structure is mapped to an atlas or a standai'dised structure, and is most useful when 
comparing different images.
3.4.1 Im age Segm entation
Image segmentation is an important and perhaps one of the most critical tasks in au­
tomatic image analysis. It consists of subdividing an image into its constituent parts 
that exhibit similar characteristics. All subsequent tasks such as feature extraction, 
object recognition, and classification rely on the quality of the segmentation process. 
There are many segmentation approaches. An overview can be found in Deklerck 
[24]. However only a few can be satisfactorily applied to PET images. Segmentations 
based on Markov random field (MRP) models are proven to bring the best results [78]. 
Transforming the image segmentation problem into a constraint satisfaction problem 
and then solving using a relaxation labelling method is another approach. Segmenta­
tion algorithms require a means of labelling the pixels in order to segment. Maximum 
likelihood pixel labelling is such a method. An extension of this is a method where a 
spatially variant finite mixture model is used [36]. However the segmentation result of 
these processes are strongly affected by the applied initialisation model [78].
A recent development in the field, is the relaxation labelling approach with connective 
network [78]. In this method labelling is applied directly to the pixel values themselves 
as opposed to the probability vectors. The rationale for this is based on, “the inter­
actions of local synergetic and logistic dynamic processes of the system nodes forming 
the global relaxation dynamic of the whole system” according to Peter et al [78].
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3.4.2 E lastic M apping
Comparison of PET images between subjects and different samples have been a great 
challenge due to a lack of tools to correct for anatomic variations among different 
subjects. In order to compensate for the brain size difference, linear stretching meth­
ods have been employed, but these do not account for local non-linear variations in 
the brain morphology. A few 3D elastic mapping techniques have been developed re­
cently, which take into account the problems of local non-linear shape variation. These 
methods can be classified into two distinct categories: one which needs prior feature 
information, such as brain contour surface, ventricle edges etc. [119], and one which 
does not need prior feature information. The prior information is typically from MRI 
or CT images. Systems which have prior information tend to be more accurate [119]. 
Methods based on physical models have been developed, to determine the transforma­
tion field between images. For example Bajscy and Kovacic [6] developed a method 
based on elastic matter, while Christensen et al. [16] modelled the transformation field 
by means of fluid dynamics. These models suffered from incomplete warping due to 
limitation of the physical modelling or had a huge computation time according to Yang 
et al. [119].
Yang et al. [119] went on to suggest an elastic mapping algorithm, which is based on 
local correlation matching. This method requires prior information for image regis­
tration. The method is simple, flexible and easy to implement without compromising 
mapping accuracy.
In order to implement this method it is necessary to first perform an MR-PET registra­
tion. This was performed by a general method, where first the MRI image is segmented 
into four tissue types i.e. gray matter, white mater, cerebrospinal fluid and muscle. 
The segmentation process involves adaptive smoothing. Then a simulated PET image 
is created, based on radioactivity concentration values which are assigned to different 
tissue compartments. This is followed by a 3D convolution with which a tomograph 
is generated. Finally, the transformation matrix between the simulated and the real 
PET images is determined. This transformation matrix is applied to align the MRI 
and PET images.
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The images are matched coarsely in size by the application of linear stretching. The 
stretching factors in x,y and z are determined by user interactive selection of landmark 
points. The deformation vectors are determined using a local correlation matching 
algorithm, which does this by mapping each part of the image to corresponding and 
adjacent locations in the reference image. In the mapping stage the images are divided 
into equal sized sub-volumes. The mapping vectors for each sub-volume are calculated 
from a local correspondence measure based on sum of squared differences between the 
two sub-volumes. For each sub-volume image Vj, the deformation vector px -j- qp-h rz  
is determined by minimising the following function:
D {p,q ,r )=  ^  +  (3.22)
j ,k ,m  e  Vi
where I{j, k, m) denotes the pixel value and R  denotes the reference image value. The 
deformation vector at Vi is smoothed with other neighbouring sub-volume deformation 
vectors, using a Gaussian filter to give a continuously changing deformation field. 
The deformation vectors are linearly interpolated for all pixels to acquire a non-linear 
transformation map. This self-organisation based method iteratively obtains finer 
transformations. After convergence, the deformation field is obtained and applied to 
the coregistered PET image to get an image similar in shape to a reference PET image.
Although this is supposed to be a fast method, Yang et al. [119] do not give any 
indication of processing requirements. Based on the fact that the method requires 
convergence of the deformation field, as well as the fact that it includes adaptive 
smoothing filters, which are inherently very slow processes, one would question the 
computational requirements. Also, the method requires human interaction to deter­
mine landmark points in order to perform the image registration. This could be very 
time consuming if you are considering dynamic images and very prone to errors, as it 
is user dependent. However, this seems to be the latest method.
3.4.3 Contiguous volum es and feature analysis
In many PET studies it is the areas and volumes of high activity which are of most 
interest, and it is their sizes, values and positions which are required. Contiguous
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volume analysis automatically finds all the hot volumes in the entire 3D image [29]. 
The values and sizes of all the distinct hot spots in the image are saved and then plotted 
on a graph, allowing immediate inspection of all the significant hot spots. Automation 
of the method ensures reproducibility. Since the method parallels visual inspection, it 
would be useful in studies involving visual analysis as well as with quantitative studies 
where visual inspection is insufficient to make a diagnosis. The extracted data can also 
be used for automatic volume of interest definition, quantisation and for application 
of further analysis.
The contiguous volume method works in the following manner. The algorithm starts 
at the highest image value and decreases the threshold by a user-specified step size 
until the minimum image value is reached. At each threshold, the image is searched 
for all distinct hot spots which exist above the threshold. Each connected set of voxels 
found at one particular threshold is called a volume. The size, range of voxel values 
and the position of the central pixel of each volume is kept. As the algorithm steps 
through decreasing thresholds, volumes found at one threshold are compared to those 
found at the previous threshold. Each volume is either a new hot spot, a hot spot 
which has grown from one found previously, or one that has resulted from the merger 
of hot spots found previously. The information about the hot spots is accumulated into 
sequences. A sequence is a nested set of volumes found at consecutive thresholds which 
together describe a distinct hot spot. The final volume in each sequence describes the 
entire hot spot and previous volumes in the sequence provide information about the 
location and threshold at which the sequence first appeared and how it grew. There 
are no overlapping volumes or sequences in an image.
The entire image, from the image maximum down to its minimum is characterised by 
volumes and sequences. It is possible for a sequence to consist of only one volume, if it 
immediately merges with another sequence at the next threshold after it was formed 
or for it to persist through many thresholds. The size of the final volume at the image 
minimum is equal to the size of the entire data set. Once all of the sequences have 
been found, the data are plotted in a graph of volume vs threshold, called a feature 
analysis (FA). Each sequence is plotted as a polygon indicating the range of values in 
the sequence and its size at each threshold. At a threshold where previously distinct
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volumes have merged into a new single volume, the previous sequences are plotted side 
by side. The FA graph does not show spatial information. Thus an interface algorithm 
is used which interacts with the sequences in FA graph and corresponding hot spot in 
the image.
The advantages of FA is that it allows the extraction of information which is difficult to 
obtain from slice images, it encapsulates the 3D image and is very robust at determining 
regions of different patterns.
3 .4 .4  S ta t is t ic a l  a n a ly s is  o f  P E T  im ag es
In PET images, due to the signal to noise ratio problem, some form of spatial smooth­
ing is performed. The result of this smoothing is to produce correlations between 
neighbouring pixels. If we denote Y  the state of each voxel, (which includes these 
artificially induced correlations), then we can say Y  is related to a set of variables X  - 
measured on each image, which include factors such as tasks i.e. baseline and stimulus 
or group of subjects i.e. cases and controls. This leads to ANOVA or ANCOVA type 
models with possible quadratic or polynomial effects [11].
Exploratory methods for analysing relationships between X and Y  include:-
1. Singular Value Decomposition (SVD)
2. Scaled Sub-profile Models (SSM)
3. Partial Least Square (PLS)
4. SVD-followed by Canonical variâtes Analysis (SVD-CVA)
5. Multivariate Linear models (MLM)
These procedures are extremely useful at determining relationships and producing hy­
potheses that might be confirmed by further analysis. They test for global relationship 
between X  and Y, however it is not possible to make local inference about changes at 
the voxel level.
A common mathematical tool for determining the relationship between X  and Y  rather 
than exploring it is the linear model [114]. Here a straight forward linear model in­
volving X is applied separately to each voxel of Y. This method has been successfully
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Scaled Sub-profile Model (SSM) Y  % U 'A V
Singular Value Decomposition (SVD) Y  U 'A V
Partial Least Squares (PLS) X 'Y  % U 'A V
Othernomalised (PLS) (X 'X )-i/2 X 'Y  «  U 'A V
Canonical Variâtes Analysis (CVA) (X 'X )-V 2x 'Y (Y 'Y )- i /2 U 'A V
SVD-CVA (X 'X )“ 1/2x 'Y*(Y*'Y*)-V2 ~  U 'A V
Multivariate Linear Models (X 'E X )-^ Z ^ X 'Y  % U 'A V
Table 3.1: Summary of canonical variables method [114]
utilised to treat images from a wide range of sources [114]. However the only gener­
alisation required by this procedure is a “multivariative” linear model for the three 
components of deformation data and a generalised linear model for binary data [114]. 
One or more coefficients of the linear model at each voxel are typically tested. This 
yields statistical maps of test statistics typically of the form of the coefficient b  divided 
by an estimated standard deviation SD. Inference about the image can be made at 
four levels, using four tests: Voxel level, using tests based on the peak height of local 
maxima; c lu ste r level, using tests based on the spatial extent of continuous voxels 
above a threshold; a combination of these; se t level, using a test based on the total 
clusters above a threshold; G lobal level, using a test based on all the voxels above 
a threshold or sum of squares of all voxel values [114]. The validity of these tests is 
based on random field theory, provided certain assumptions about the Gaussian dis­
tribution of images and their motion are met [114]. If these assumptions are not met 
then non-parametric and randomisation methods are available at the expense of extra 
computation.
However, all these methods have drawbacks according to Worsley [114]. SSM and SVD 
only model the responses; orthonormalised PLS takes into account correlations in the 
X, but the inference based on randomisation is not valid for temporally correlated 
scans. Classical CVA takes into account correlation between both responses, but this 
is not possible if there are more voxels than images, which is typical. An SVD followed 
by CVA overcomes this but again the inference is not valid for temporally correlated
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data. A method which overcomes all these is the miiltivaiiate linear models described 
by Worsley [114].
The multivariate linear model approximates the least squares regression coefficient b 
standardised by its variance, which depends on the variance of the scans. For PET 
data with uncorrelated scans this is simply an identity matrix.
3 .4 .5  S ta t is t ic a l  p a r a m e tr ic  m a p p in g
In functional studies the most common method of analysis is statistical parametric 
mapping. Statistical parametric mapping refers to the construction of spatially ex­
tended statistical processes to test hypotheses about regionally specific effects [34]. 
Statistical parametric maps (SPMs) are image processes with voxel values that are, 
under the null hypothesis, distributed according to a known probability density func­
tion (typically Gaussian).
Statistical parametric mapping is widely used successfully in functional studies using 
PET and MRI [5, 33, 34, 41, 79]. Its success is largely due to the simplicity of the idea. 
Namely, one analyses each and every voxel using any standaid (univariate) statistical 
test. The resulting, statistical parameters are assembled into an image - the 8PM. 
SPMs are interpreted as a spatially extended statistical process by referring to the 
probabilistic behaviour of stationary Gaussian fields. Stationary fields model both the 
univariate probabilistic characteristics of an SPM and any stationary spatial covari­
ance structure. One could regard all applications of statistical parametric mapping as 
testing some variant of a functional segregation hypothesis.
3 .4 .6  S p e c tra l  A n a ly s is
In PET kinetic studies quantitative estimates of physiological parameters are deter­
mined by relating the time course of a labelled compound to a tracer concentration by 
an appropriate kinetic model. Typically this is performed on tomographic images after 
reconstruction of the full dynamic sequence of projection data. An alternative method 
is to incorporate the tracer kinetic model as part of the image reconstruction. The
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advantage of this approach is that the number of operations required for a reconstruc­
tion is reduced by an order of magnitude. However, these methods are restricted to 
specific models and tracers. Meikel et al [62] suggested a Spectral Analysis approach 
which is general with very few model assumptions. This technique can be applied 
at a pixel level enabling calculation of parametric images, independent of assumed 
compartmental structure [62]. Thus it is applicable to a wide range of tracer studies. 
This model is linear, however the filtering procedure is based on the non-negative least 
square algorithm which is not in general a linear operator [62]. Therefore its validity 
is questionable.
In spectral analysis, the tissue time activity, Q^gg((), is modelled as a linear combina­
tion of basis functions, each of which is a single exponential in time, convolved with 
the arterial input function, Ca given by
Ctissji) ~  Cgji) ® 0!j exp{-pjt),  with (3.23)
j = i  ^  ^  1
where N  is the maximum number of basis functions allowed. The p  values are chosen 
to cover the spectrum of the expected kinetic behaviour, from the slowest to the fastest. 
A solution for a  is determined by imposing certain constraints [62] and solving using 
non-negative least squares. The fitted values of a , together with the corresponding 
chosen values of /?, define the tissue unit impulse response, from which pharmacoki­
netic parameters, such as volume of distribution (VD) ai’e calculated. As the spectral 
analysis model is linear, it can be applied to the projection data by substituting the 
above equation into the time-dependent Radon transform [62]. Thus
p+D/2 p+D/2 N
p{r , ( f ) , t )=  /  Ctiss{^,y, t )ds  =  /  y ^ C a ^  a j { x , y ) e x p { - / 3 j i ) d s  (3.24) J-D/2 J-D/2
where p is the projection data measured in the rotated frame of reference (r, s) at angle
with respect to the image axes (x, y) and D  is the detector ring diameter. Fitting
the model to projection data yields an estimate of the impulse response function for
tissues lying along the line of coincidence between a given pair of detectors. This is
equivalent to integrating the impulse response function over all pixels that contribute
to bin(7', (/)) P+DI2
h{7\(l),t) = I h{x^y,t)ds. (3.25)
J - D j 2
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This is the general form of the Radon transform [39] and can be inverted using filtered 
back projection or an iterative reconstruction technique to produce parametric images 
of the impulse response function at any specified time point.
The model is linear, but the non-least square estimator is not in general a linear 
operator i.e.
djvATLsC^A +  Yb) 7^  q:jvjvls(Ya) +  à^NisO^s)^  (3.26)
Therefore Meikle et al. [62] claimed that the linearity of the spectral analysis method 
would break down if (a) one or more of the measurement vectors contain negative val­
ues, or (b) the true number of non-zero coefficients cannot be resolved, either because 
of measurement noise or insufficient degrees of freedom.
3.4.7 Lesion D etection
Lesion detection capabilities are hindered by the limited spatial resolution and low sig­
nal to noise ratios associated with PET. Under these conditions conventional diagnosis 
by visual inspection becomes very difficult and potentially inaccurate. In computer 
aided detection, some work has been done in applying statistical hypothesis test the­
ory and automatic detection techniques to mimic the human observer [42]. But there 
aie very few algorithms which are superior to human inspection.
In computer aided diagnosis of topographic images, lesion detection is formulated as a 
problem of detecting a random signal of unknown shape in a statistically noisy, spatially 
correlated and widely varying background. Limited prior information about the lesion 
spatial pattern and the statistical properties of the noise are the problem. According to 
Huang et al [42] most of the computer aided lesion detection techniques fail because a 
white noise background is assumed or a conventional, spatially matched filter detector 
is employed, where the matched filter is optimal only if the signal waveform and the 
noise statistics are exactly known a priori.
Lesion detection is concerned with the making of decisions between two possible states, 
or hypotheses : (a) i^ o'- no lesion present in a , and (b) presence of a lesion in a, 
where a  is the region of interest. Deciding accurately with reproducibility which state
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is present is a difficult task. It is very dependent on the spatial distribution of the 
mean positron emission rate in the region of interest. If the mean positron rate is 
uniformly distributed in a, then Sjo is true otherwise Sji is true [42].
A hypothesised model of the mean positron emission rate is used to specifically char­
acterise a lesion. These models are known to over-smooth the edge associated with 
the lesion. The reason is the lack of knowledge of where the lesions may be located. 
Huang et al. [42] suggested an iterative algorithm, which estimates the mean positron 
emission rate A for the purpose of lesion detection. The system is dependent on the 
physician selecting the region of interest where the tumour is suspected but is not 
unequivocally identifiable by visual inspection alone. At these given areas, values 
of the mean positron emission rate are estimated under two hypothesised models or 
constrained by the following algorithms.
ML-ROI algorithm
In the Maximum Likelihood - Region of Interest (ML-ROI) algorithm, the field of view 
is divided into a set of regions of arbitrary shape and the mean positron emission rate 
is assumed to be uniformly distributed in each region. To apply the ML-ROI the field 
of view is modelled as two regions a  and a~ for the hypothesis i^o and as three regions 
CKi, CKg and a~ with ai  [J 0:2 for It is assumed that the mean positron emission rate 
is non-uniformly distributed, for both iïo and ^ 1, but uniformly distributed in a\  and 
CK2 for .Qi.
MAP algorithm writh line process
The maximum a posteriori probability (MAP) reconstruction with a line process is 
applicable to the estimation of A under the two hypotheses. Under hypothesis ij i ,  a 
line process is incorporated for characterising a lesion present at the location being 
tested, while in ^0 the line process is turned off at that location.
Using this process Huang et al. [42], were able to detect lesions. However, the results 
were very dependent on where the physician selects the region of interest.
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3.4.8 Texture analysis
There aie numerous texture analysis techniques. However, there have been very few 
techniques implemented satisfactorily on PET images. The reason for this is that PET 
produces very noisy images, with poor resolution which makes the use of texture anal­
ysis methods very difficult. Also PET images are typically very sparse and composed 
of dots, thus only statistical methods can be used to characterise the images.
Rreeborough and Fox [32] showed for the first time that texture analysis can be used 
on Magnetic Resonance images for the diagnosis and tracking of Alzheimer’s Disease. 
Freeborough and Fox used a spatial gray-level dependence method. The spatial gray- 
level dependence method involves the estimations of discrete second order probability 
function C(7, j|Aæ, Ay), which represent the probability of occurrence of a pixel pair 
with gray levels i, j  given that the spacing between the pixels is A x  and A y  in x  and y 
directions respectively. This is known as a co-occurrence matrix. From this matrix one 
can compute vai’ious features, such as, angular second moment, contrast, correlation, 
variance, inverse difference moment, sum average, sum variance, sum entropy, entropy, 
difference variance, and information measures of correlation. However, this work makes 
use of MRI images and not PET.
3.4.9 N eural-N etw oi’ks
It is assumed the reader is familiar with neural network. The scope of this thesis does 
not include detailed explanation of neural network. I will present some work carried 
out by Kippenhan et al. [52, 53, 51, 50] which used back-projection neural-network to 
classify AD and normal controls.
Neural-Networks can perform impressive feats of learning. However, they are typically 
viewed as a “black box” process and their learning ability can seem quite mysteri­
ous. The learning process is seen as somewhat heuristic, but it is based on statistical 
associations [53]. The possess huge advantages over regression based models as no as­
sumptions about the shape of the input distribution are assumed. The learning process 
of a baclc-projection neural-network synthesise hyper-planes of separation, thus par-
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titioning the input space into hyper-volumes which form regions containing separate 
classes.
Kippenhan segmented various region of the brain on PDG PET images. Basic features 
such as mean values of these regions are then used for the classification. Data were 
analysed for 67 regions of interest. Initially discriminant analysis was used where 
several regions were used for the classification. Sometime regions were merged to use 
few but lai'ger regions. Kippenhan also used the features from these 67 regions as 
inputs to a back-projection neural-network for training. On completion of training the 
weights were used for classifying a testing group.
Although the discriminant function analysis was quite poor, producing accuracies in 
the range of 65 — 70% the accuracies obtained by the neural-network were better in 
the range of 80 — 90%.
The advantage of this method is that they are working with functional image, but 
the progress of the disease is unknown. They rely on semi-automatic segmentation 
of many regions, which can be extremely time consuming. One assumes that their 
accuracy would be very dependent on the quality of the segmentation, which is very 
difficult on PET images.
3.5 D iscussion
The literature suggest that attenuation correction improves the quality of our data. 
However, in neuroimaging attenuation correction does not play a vital role as the 
attenuation difference between regions of the brain are not significant. Its use is more 
important when one uses whole body PET where there are large changes in attenuation 
between different organs such as bone and air (eg lungs).
Methods for improving signal to noise ratio in PET are limited, primarily because 
of the acquisition process projecting the data. Performing simple smoothing, blurs 
the image much more than on conventional images as the data is projected. Also 
the signal to noise ratio is non-uniform on many scanners making the problem more 
difficult. Adaptive smoothing techniques aie a way of coping with such difficulties.
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However, all these smoothing techniques will degrade the high frequency information. 
Although it has not been applied to PET data we have introduced wavelet domain 
smoothing, which can be used to preserve the high frequency information whilst still 
improving the signal to noise ratio by spatial to smoothing. Energy space smoothing is 
a means to improve signal to noise ratio, the advantage here is that no spatial blurring 
occurs as the smoothing is done in energy space. However, one requires a PET scanner 
with multi-spectral capabilities and this process needs to be done during acquisition.
Image contrast enhancement is primarily geared towards methods of improving the 
visual quality of the data. Several methods are described, but there are no quantitative 
techniques to assess these methods as they are viewer dependent. In the clinical 
situation contrast enhancement is probably one of the most important tool available 
to clinicians as they are able to focus on areas of different activity.
Image analysis is concerned with methods of analysing the data to extract specific 
information. Segmentation and registration are a key tool within medical imaging. 
However, they are extremely difficult in PET due to the signal to noise ratio. Statistical 
methods of analysing the data were described, which are typically used in diseased 
situation to find differences between the brains. Physical models can be incorporated 
in the reconstruction process, such a model where the tracer uptake is modelled is 
described. These methods are useful but are very specific to the problem at hand. 
Haungs Lesion detection method is described which can be used to detect the presence 
of abnormal legions in the brain. However, the success of the method is limited.
Texture analysis has not been previously applied in any form on PET data. This is 
primai'ily due to the noise properties of PET data. However, texture analysis on MRI 
data has been applied to classify AD and normal controls. This is a novel concept in 
disease classification as one did not expect variation in the texture of a brain due to 
AD.
Classification of Alzheimer’s disease has been a difficult area. Neural-networks have 
been used by researchers to enable classification using PET images. The success of 
these methods are surprising. However, one is unsure what exactly is being detected 
by the network.
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3.6 C onclusions
The idea of this chapter was not to give an exhaustive account of all image processing 
methods applicable to PET but to give an overview of some of the areas of interest. 
There were four main areas which were focused on where image processing was being 
utilised: improving attenuation correction, improvements in signal to noise ratio, image 
contrast enhancement and image analysis.
The majority of the methods described will not be used in this thesis. It is primarily 
for background, so the reader is aware of some of the issues and difficulties with PET 
imaging.
In the literature texture analysis and neural-network feature analysis are the most 
similar methods to the work presented in this thesis. The texture analysis method 
described is on MRI data and would fail because of the poor spatial resolution of 
PET images. The Neural-network method utilises reconstructed PET image. The aim 
of this thesis is to find alternative methods of analysing the raw data, namely the 
sinogram, as there are problems associated with reconstruction. The method that will 
be used for feature extraction will be introduced in chapter 4.
Part II
Theory
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Chapter 4
Trace Transform - triple features
The Trace transform - triple feature is a novel, feature extraction method. Its potential 
is endless due to its unique properties of constructing features which can possess prop­
erties of invariance to translation, scaling and rotation. It could in theory be applied 
to a whole host of problems ranging from segmentation to image database search. This 
chapter introduces the theoretical framework for this novel image analysis technique 
focusing on its application to PET data, namely sinograms.
The Tiace transform is similai' to the Radon transform [104] in the sense that func­
tionals of an image aie calculated along lines. However the Radon transform calculates 
a specific functional namely the integral whereas in the Trace transform method any 
functional can be used. Thus the Trace transform is a generalisation, and the Radon 
transform is a special instance of the Trace transform.
In the Trace transform the image is transformed into another image which is a 2D 
function depending on parameters (0,p). These parameters identify the line along 
which the functional has been computed. They aie defined in figure 4.1 where p is 
the perpendicular distance of the line from the origin, 0 is the angle of perpendicular 
relative to the origin and t is a position on that line. Two more functionals are then 
calculated from the Trace transform, which are a function of ((^,p), to yield a single 
number known as the triple feature.
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Figure 4.1: Parameters of an image tracing line, and an example of a Trace transform
By selecting appropriate functionals the triple feature can be made to possess the 
following properties:
1. Invariant to rotation, translation and/or scaling.
2. Sensitive to rotation, translation and/or scaling.
The advantage of this triple feature method is that many features are created. For n 
functionals there maybe a maximum of features, all of which may not be useful.
4.1 T heory o f Triple features
If an object is subject to distortions like scaling, rotation and translation, it is equiva­
lent to saying that the object remains the same but the coordinate system from which 
it is viewed is distorted. If we denote by C i the original coordinate system of the
object and C 2 the new distorted coordinate system, C 2 is obtained from C i by means
of rotation by —6, scaling by u and translation by {-soœs{'ipo), -sosin{'ipo)). Suppose 
that we have a 2D image F  which is viewed in C i as Fi{x, ^), and from C 2 as F2 {x, y). 
Then F2 {x,y) can be thought of as an image constructed from Fi{x,y) by rotation by 
0, scaling by l / u  and translation by {socos{ipo),sosin{il>o)). Therefore if a line is pa- 
rameterised by {(f>,p,t), in C 2, then in the old coordinate system C i its parameters 
are:
(j>oid = <t>-0 (4.1)
Poid = i^\p- sq cos(^o -  0)] (4.2)
told = ^[t -  50 sin(V;o -  0)] (4.3)
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This is valid because transformations like scaling, rotation and translation preserve 
lines [48].
Let us consider scanning an image with lines in all directions denoted by A. The 
Trace transform is a function g defined on A with T, where T, the Trace functional, 
is a functional of the image function, which is a function of variable t (see figure 4.1).
If L { C i ’,(p,p,t) is a line in coordinate system C i, then
p(F; C i; </.,;>) = T (F (C i;0 ,p ,i) )  (4.4)
where F (C i; (j),p,t) is the image function along the line. By taking this functional we 
eliminate t. This produces a 2D function of variables (f>,p, which can be considered as 
another image defined on A. Two further functionals, known as diametrical P  and 
circus # , which operate on p and0 respectively, are applied to the transformed image 
g to yield the triple feature II:
h{F,Gi,4,) = P{g{F,Ci,<l>,p)) (4.5)
n (i^ ,C i) =  $ (ft(F ,C i,0 ))  (4.6)
When functional P  is applied all variables are considered as constants except p. This 
is equivalent to
n (F , C l) =  # (P (T (F (C i;? .,p , «)))). (4.7)
Thus the problem is reduced to the choice of the combination of these three functionals 
T, P  and 0 . There are two types of functionals which are used, invariant and sensitive.
4.1.1 Invariant functionals
A functional 3  of a function  ^ is invariant if it obeys the following property:
S(e(a: + 5))=H(0, [ h ]
The following additional properties may be possessed by an invariant functional:
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1. Scaling the independent variable by a, scales the result by some factor, o:(a)
H(^(aa:)) =  o:(a)H(^), Vo > 0 [h]
1.e a positive function a  exists for the given condition.
2. Scaling the function by c, scales the result by some factor, 7 (c)
S(c^(æ)) =  7 (c)H(^), V o  0 [Î2]
i.e a positive function 7 exists for the given condition.
These functions can be written as exponents of the scaling factors [48]:
o:(o) =  o'*  ^ (4.8)
7(c) =  (4.9)
Some examples of invariant functionals with their property [48] are given in table 4.1.
I n v a r i a n t  F u n c t i o n a l s
I D F u n c t i o n a l s P r o p e r t i e s
I F i / l , Û ) î 2
I F 2 [ / ~ o o h 4 i t h
IF^ i r L J l , Û , Î 2
m / i , n , * 2
1 F5 / l , Ù , Î 2
I F g m a x ( Ç ( ! c ) ) / i , i i , i 2
I F j m a x ( ^ ( . ' c ) )  -  m i n ( ^ ( æ ) ) / l > * l i * 2
/ F a A m p l i t u d e  o f  1 ® *  H a r m o n i c  o f h , h
IFg A m p l i t u d e  o f  2 ” *^ H a r m o n i c  o f / l ) î 2 i  S Û
IFio A m p l i t u d e  o f  3 ’’*^ H a r m o n i c  o f  ^ ( œ ) I i , h ) ^ h
Table 4.1: Invariant functionals and their properties
4.1.2 Sensitive functionals
A Functional 0  of a function (  is sensitive if it obeys the following property: 
0(C(a: +  6)) =  0 (C (a;))-6 , Vt G% [Si]
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For a periodic function with period r ,  the functional is called rsensitive and is defined 
by
0 (C(Æ +  6)) =  0 (C (a ;))-6,  ^ »  [%]
The following additional properties may be possessed by a sensitive functional:
1. Scaling the independent variable by a, scales the result inversely:
&{({ax)) =  i0(C(æ)), Va > 0 [s,]
0(C (a (a ; +  6 ))) =  i 0 ( C { æ ) ) - 6  [su]
0 (C (aæ  +  6 )) =  i © « ( æ ) ) ^  M
2. Scaling the function does not alter the result
© « ( æ ) )  =  ©(((a:)). V c >  0 [52]
Furthermore the following property can also be exhibited by functionals: When applied 
on a periodic function u with period 2?r, the result is the same as applying the functional 
minus its first harmonic denoted by =  w — is given by
©(7^ ) =  Q{u^) [S7l]
Some examples of sensitive functionals with their properties [48] are given in table 4.2.
S e n s i t i v e  F u n c t i o n a l s
m F u n c t i o n a l s P r o p e r t i e s
SFi S xi(x)dx f$(x)dx 5i ,S1,S2
SFg s o  f f o o  ^(x)dx =  Ç ( æ ) d æ 5 i ,S i,S2
SF3 ** 8 0  S- 0 0  K W r d æ  = S l , S l , « 2
SFa P h a s e  o f  1 ® *  h a r m o n i c  o f  ^ ( æ ) Si m o d  2 7 t , « 2
SFs P h a s e  o f  2 ” *^ h a r m o n i c  o f  ^ ( a ; ) 5 i  m o d  7r,szi
SFe P h a s e  o f  3 ’ '^ ^  h a r m o n i c  o f  ^ ( . t ) Si m o d  2 7 r / 3 , s i i
Table 4.2: Sensitive functionals and their properties
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4.2 A pplication  to  P E T
In the Trace transform method, the analysis is performed by initially transforming 
the image into a 2-D function of 0 and p, which describes line profiles in the image. 
The acquisition of PET data results in a similar 2-D function of (f) and p, known 
as the sinogram. It can be said that applying the Trace transform, with the integral 
functional mimics the acquisition of PET data, i.e. produces the sinogram. Conversely 
raw PET sinograms can be said to have undergone the first stage of the Trace transform 
method. Thus all that remains is simply to apply the diametrical and circus functionals 
to obtain a feature. Therefore using the T ace  transform triple feature method means 
that one does not require image data which have undergone the reconstruction process 
of filtered back-projection.
In our case we are considering patients suffering from either Alzheimer’s disease. This 
condition results in global changes in brain texture thus any feature we create/extract 
using the triple feature needs only be a global descriptor. Patient size and position 
vary, thus our descriptor needs to be scaling and translation invariant. All patients are 
typically placed in exactly the same orientation in the scanner thus our descriptor does 
not have to be invariant to rotation. Kovalev et al. [56, 57] and Segovia-Martinez et 
al. [96] have shown that Alzheimer’s brains exhibit a much higher degree of isotropy 
than normal brains. This means that a rotation sensitive feature will change more for 
a normal brain than for an Alzheimer’s brain. If we construct triple features, which 
are sensitive to rotation, since our patients are in exactly the same position then the 
change in the value of the descriptor will be due to changes in the brain as opposed 
to global head rotation. On the other hand, in order to make sure that any changes 
in the features we observe are due to genuine functional changes in the brain and 
not due to discretisation effects, numerical inaccuracies, assumption violations etc, we 
shall also construct features which are insensitive to rotation. Although these features 
are not supposed to show any difference in value from one patient to the other, they 
will still show some variation due to the effects discussed above and also the fact that 
anisotropy may not be the only effect on the texture due to AD.
Although the T ace transform allows the calculation of a very large number of features.
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there are some restrictions in our case: we have no choice about the Trace functional 
T, as it has already been fixed by the nature of the problem; it is the integral of the 
function. So, we must choose the other two functionals P  and 0  so that in conjunction 
with the integral functional they produce a rotation sensitive or rotation invariant 
feature. The rotation sensitive feature will essentially be sensitive to the direction of 
the texture thus it will be a cue to isotropy.
These features will be calculated on the sinogram by the application of different func­
tionals. The theoretical proofs are shown in section 4.2.1-4.2.2. Thus a single feature 
will represent each image. We expect that the features will show some evidence of 
sepai'ability. However, individual features may not separate conclusively thus multiple 
such features will be calculated and classifiers will be used to explore how good these 
features are.
4.2.1 R otation  sensitive feature construction
If we choose functionals T, P  and 0  such that they possess the following properties:
1. T  is invariant with property zi;
2. P  is invariant with property zi, z*2;
3. 0  is sensitive with property S2 ]
then the triple feature will be sensitive to rotation.
The triple feature of the distorted image will be given by
H (F ,C 2) =  H P { T { F { C i ’,<f>oidiPoiditoid))))  ^ (4.10)
Using equations 4.1 -4.3, if we substitute for ^old^Poid and toid we will get 
H(F, C 2) =  0 (P (T (F (C i; 4 ) - 0 , u \ p -  sqcos{i(;o -  0)], i/[t -  SQsin{i) -  0)])))). (4.11)
Because of the invariance of T  and the property zi the equation reduces to
n (P , C 2 ) =  0 (P (a r (F )T (P (C i;  0 -  0, z/[p -  socos(‘0o -  <^ )j, ^)))). (4.12)
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Because of the invariance of P  and the property zi the equation reduces further to:
n{F ,G 2 ) =  ^ap{u)P{aT{v)T{F{Gi- ,4>-e,p, t))))  (4.13)
Using property of P  we can write this equation as
H{F,G2) = ^ap{i^hp(aT{i ' ))PiT{FiGr,<l>-e,p, t)))).  (4.14)
Due to property S2  of 0  the equation becomes
n (F ,C a ) =  HP{T{F{Gi;4’ - e , P , t m -  (4.15)
And due to the fact that 0  is sensitive the result is
U{F,C2) = ^P{T{F{Ci-,cf>,p,t))))-0.  (4.16)
Thus our triple feature is sensitive to rotation but invariant to scaling and translation.
4.2.2 R otation  invariant feature construction
In order to test the sensitivity and accuracy of this triple feature we need to construct 
a triple feature which is invariant to rotation. Here we must choose functionals T, P  
and 0  such that they possess the following properties:
1. T  is invariant with property
2. P  is invariant with property z’l, Z2
3. 0  is invariant with property i2
The triple feature of the distorted image will be given by
H(P, Ca) =  0 (P (T (F (C i; (4.17)
Again using equations 4.1 -4.3, if we substitute for ^oid^Pold and toid we get
H(P, Ca) =  0 (P (T (P (C i; 0 - 0 , i / \ p -  socos{ipQ -  (/>)], v[t -  sosiniip -  </>)])))). (4.18)
4.2. Application to P E T  58
Because of the invariance of T  and the property zi the equation reduces to
n (P , Ca) =  0 (P (a r(W P (P (C i; socos(ifo -  0)], t)))). (4.19)
Because of the invariance of P  and the property z'l the equation reduces further to
n (F ,C a ) =  ^ (o:pMP(aT(i^)T (F(Ci;<^- 0 ,p,t)))).  (4.20)
Using property z'a of P  we can write this equation as
n(F,C2) = Hc‘p(‘'hp(c‘T{‘'))P{T{HCi-,<p-e,p,tm.  (4 .21)
Due to the invariance of 4* and property ig the equation becomes
n(F,C2) =  ' i^(jp(aT(i^))ap(u)MP{T{F{Cr, <j>,p,t)))). (4.22)
This can be represented in terms of exponents k and A of the functionals as
n (F , Ca) =  C l). (4.23)
Thus the condition for invariance is
A$(«tAp +  K, p)  = 0. (4.24)
If the scaling is the same {u =  1) then the condition does not need to be satisfied and 
any invariant functionals which obey the above stated properties may be used.
Alternatively if we choose functionals T, P  and 0  to possess the following properties:
1. T  is invariant with property i\
2. P  is sensitive with property sn , sii
3. 0  is invariant with property za
then equation 4.20 no longer follows from equation 4.19. Instead, applying property 
s ii of P  we get
n(F,Ca) = $  ( ip (T (F (C i;ÿ,P,())) +  %coa(ÿ -  4.]) . (4.25)
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Due to the property szi of 0 , we finally obtain
n(F,C2) = 7 *  #(F (T (F(C i);ÿ,p ,()))). (4.26)
This is equivalent to
If we choose 0  such that
n (F , Ca) =  f-^ * n (F , C l). (4.27)
A# =  0 (4.28)
then the calculated triple feature will again be invariant to rotation, translation and 
scaling.
Normalisation
The relationships between the triple features computed can be generalised as follows 
148]:
n (F , Ca) =  z/-"n(F , C l) (4.29)
where w =  —A#(«jtAp  4- wp) for equation 4.23 and w =  A$ for equation 4.27. The 
triple feature we compute may be normalised by [48]:
IW m (P , C l)  =  |n (F , Ci)\-^sign{]l{F,  C i) . (4.30)
Thus the above relationship simplifies to
fI)%orm(P) Cg) = U Hmo? m(P) C i). (4.31)
The ratio of a pair of such features becomes invariant.
The acquisition of the sinogram can be thought of as the application of the Radon 
Transform to the image of the subject. Thus the Trace functional T  is an integral 
function for the creation of the sinogram. Therefore all that remains is selecting two 
more functionals with the necessary properties in order to construct features exhibiting 
invariance or sensitivity as required.
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Table 4.3 gives a list of possible functionals P  and 0  which when used on the sinogram 
will produce rotation sensitive features.
Label P Functionals 0 Functionals
Al /nSn"' î(a:)dx
A2 /ft "■ xÇ{x)dxIn'"
A3 /tf” x^ {x)dx /fif’'
A4 /n^ " ar^ (ic)da!.frf*
A5 m x${x)dx/o "
A6 max(^(a;)) Sf"" x^ {x)dx So" ii^)dx
A7 max(^(a:)) - min(^(œ)) ftp x^ {a>)dx Cf" a^)dx
A8 Amplitude of 1^  ^ harmonics Sn'^f^^ Ux)dx
A9 Phase of 1®* harmonic of ^{x)
AID Phase of 1 '^ harmonic of (^æ)
A ll Phase of 1®^ harmonic of (^æ)
A12 Phase of 1®* harmonic of (^.t)
A13 m Phase of 1®^ harmonic of (^a:)
A14 max(^(a;)) Phase of 1®^ harmonic of (^æ)
A15 max(^(æ))- min(^(.T)) Phase of 1®^ harmonic of ^{x)
A16 Amplitude of 1®^ harmonics Phase of 1®^ harmonic of ^(x)
Table 4.3: Combination of P  and 0  functionals used on sinogram to produce rotation sensitive 
feature
p . , = , @ 3V
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Table 4.4 shows some example functionals P  and 0  which when used on the sinogram 
will produce rotation invariant features.
Label P  Functionals 0 Functionals
B1 IPs
B2 TPs
B3 fZ o m
B4 m
B5
B6 max (^(œ)) IPs
B7 max (^(æ)) - min(|(a;)) IPs
B8 jZL œ^(æ)cfæ IPs
B9 Phase of 1®* harmonic of ^(x) IPs
BIO IPio
B ll IPlO
B12 IPlO
B13 IPlO
B14 m IPlO
B15 max (^(æ)) IPlO
B16 max (^(æ)) - min(|(æ)) IPlO
B17 f r L ^ d x IPlO
B18 Phase of 1®* harmonic of (^&) IPlO
Table 4.4: Combination of P and 0 functionals used on sinogram to produce rotation invariant 
feature
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4.3 C onclusions
We have introduced a novel image processing technique, namely the Tï'ace transform, 
which is a generalisation of the Radon transform. We have demonstrated that we can 
extract features directly from the sinogram which can be made to possess invariant or 
sensitive properties as we wish. The novel aspect here is that we are working with the 
sinogram and our feature extraction is such that it encompasses the PET acquisition 
process and we are essentially working with the best estimate of the radon inverted 
image. This gives us the advantage over many image processing methods applicable 
to PET data as the true distribution is not entirely recoverable. This is because all 
reconstruction methods are an approximation to the true image, since there are only 
a finite number of lines available on a sinogram [104].
We have shown some evidence to support the idea that AD results in a higher degree of 
isotropy and we have developed functionals using the Trace transform - triple feature 
technique which when applied to sinogram would produce features which are sensitive 
to rotation thus sensitive to isotropy. Isotropy may not be the only effect of AD so we 
have developed rotation invariant features as well. All our features have been developed 
to be invariant to translation and scaling as we expect the scales of the texture to vary 
between subject and also the position of the subject in the scanner.
We will extract both invariant and sensitive features using this technique and analyse 
using standard statistical methods to determine how good the extracted features are. 
Due to the nature of the problem we do not expect the individual features to directly 
separate the groups very well. So a statistical classifier, namely discriminant function 
analysis will be used, which will be introduced in chapter 6.
Chapter 5
Monomials: Invariant Gray-level 
features
Alzheimer’s Disease not only has global effect on the brain it also results in local 
changes of differing severity. Methods which are able to detect local changes as well 
as global changes may have a better chance at diagnosing the condition.
The Trace transform is useful for producing global features concerning the whole image. 
This is also one of its limitations. For this reason, we explore an alternative approach, 
based on the use of local kernels, which may yield either global or local features. The 
method produces features invariant to rotation and translation, but is not invariant 
to scaling, thus its use is limited. The theory behind the Monomail feature extraction 
method will be introduced in this chapter
5.1 T heory o f invariant grayscale features
Let M  be a grayscale image, where M[a;, y] is the gray value at pixel coordinate 
In order to formulate the theory both continuous and discrete cases are considered. 
In the discrete case the pixel coordinates (x,y)  are integers in the range 0 < a; < Aæ, 
Q < y < Ny where and Ny are the dimensions of the image. In the continuous case 
the pixel coordinates can be real numbers.
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Rotation and translation will be described by the action of the transformation group 
G with elements p e G or M  on the images. So for an image M  and a group element 
g £ G the transformed image is denoted by [94]. So for an image translated by 
t  =  £ 5R and rotated by angle 0 £ [0,27r] there exists
{gM)[x,y] =  M[æ,y] =  M[kJ]
with 1 1  =  1 ' ' ' ' '  I I 1 +  I -  | .  (5.1)sin 0 cos 0
All indices are modulo N. Due to the periodic boundary conditions the range of the 
translation vector t  =  is restricted to 0 < tx < Nx ,0 < ty < Ny which
is the size of the image. In the discrete formulation pixel coordinates are restricted 
to integers. Since vector {k,l)'^ in equation 5.1 is likely to have non-integer values 
appropriate rounding or interpolation is necessary.
An invariant image feature is a function F (M ) which is invariant to the action of the 
transformation group on the images i.e
F{gM) = F{M) \fg £ G. (5.2)
So feature F  will remain constant even if image M  is transformed by g.
The transformation law (5.1) states that “an image transformation consists of a ro­
tation around the rotation centre followed by translation. This rotation centre is not 
known a priori and it does not necessarily fall inside the image. However, by applying 
an appropriate translation it is possible to bring the coordinate origin to the rota­
tion centre. Since we are seeking features which are invariant both to rotation and 
translation the position of the rotation centre does not matter.” [93]
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5.1.1 C onstructing invariant features
According to Schulz-Mirbach [91, 94] for a grayscale image M  and a function /(M ) 
it is possible to construct an invariant feature F(M ) by integrating /(^M ) over the 
transformation group G
F{M)  = A[f]{M) = f  f {gM)dg
J G
(5.3)
where A[f] is called the average of / .  This averaging technique is described in greater 
detail in [92]. Since we are considering the group of image rotations and translations 
with cyclic boundary conditions, the integration over the transformation group can be 
written as
1 r^v r^x
A[/](M) = _  /  /  /  f{gNVid(t)dtxdty. (5.4)Z7TI\xIyy Jty=Q Jt^^o J4>=0
Therefore if the function /(M ) is already invariant i.e.. /(M ) =  /(^M ) it remains 
unaltered by the group averaging, so A[/](M ) =  /(M ).
Equation 5.4 can be implemented by a two step strategy where in the first step /  is 
calculated for each pixel, and in the second step the integral of all these results is 
computed. In the discrete domain it is simply the sum of all the results obtained by 
evaluating / .  Figure 5.1 describes this process schematically.
27T
Gray Scale Im ageM
X y  (x ,y )
Evaluation o f a local function Summation over the
for every pixel o f the image M  local computations
Figure 5.1: Schematic representation of the process of calculating monomial features
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If we consider the monomial example /(M ) =  M [0,0], we can deduce M[0,0] =  
from equation 5.1. Then the group average, which is the feature, is given by
1 f ^  f ^A[f]{M) = - ^  / M[tx,ty]dtxdty. (5.5)Jty:=0Jta;=0
In this case the result is simply the average gray value of the image.
If we consider the monomial example /(M ) =  M[0,0]M[5,0], again we can deduce 
M[0,0]M[5,0] =  M[^a;, iy]M[5cos(0) +  taj,5sin(0) +ty] from equation 5.1. Thus the 
feature is given by
I r^y
^ i/](M ) =  /  /  /  M[ia,,iy]M[5cos(0)+ ia;,5sin(0) 4-ZTrl\x^y Jty^Q 10=0
(5.6)
This equation can be described by the two step strategy where the local function is
n2n
I M[ia-5 iy]M[5 cos(0) + tx,5 sin(0) +  ty]d(/)dtxdty. (5.7)J^=o
Here the kernel operates at a neighbourhood of radius 5 pixels. We then sum all the 
local computations. This process if explained in more detail in section 8.1.
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5.1.2 M onom ial properties
The method described not only allows invariant features, which are invariant with 
respect to global image transformation, where a single angle and translation vector 
describe the transformation of the image, but also several local transformations. This 
is viable if there is only moderate overlap between the local transformation regions, 
i.e. as long as the object separation in the scene is greater than the kernel size of the 
monomials, [93].
Let us consider an example with multiple objects in the scene which are rotated and 
translated independently. The feature obtained should remain stable provided that 
the objects do not overlap and are further apart than the monomial kernel size (see 
figure 5.2).
Figure 5.2: Invariant features remain the same for all 3 images (taken from [93])
This property is especially beneficial when we are considering images of the brain. 
Certain regions of the brain are affected with the onset of AD, however the position 
of these regions varies slightly between patients. Typically one would register the 
images to determine the position of these regions for analysis. By utilising the position 
invariance of this method one does not necessarily need to register the images. The 
effect of each of these regions (objects) will impact the calculated feature irrespective 
of their position within the brain.
Furthermore, Schulz-Mirbach [93] have shown that provided objects do not overlap the 
invariant features are approximately additive. This means that if we obtain features 
for two given objects and then in a scene both are present, the feature value in the 
composite image will be approximately the sum of the independent feature values (see 
figure 5.3).
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Figure 5.3: Additive nature of the calculated invariant features (taken from [93])
The effect of AD on each region of the brain varies. For a given patient not all regions 
will be affected. The additive nature of the features will enable the features to have 
the cumulative effects of all the regions that exhibit the effects of AD.
In addition, this approach allows us to control the area over which we compute the 
features, by controlling the area over which we average over translation. Thus, it allows 
us to compute rotation invariant features globally or locally.
5.2 C onclusions
In this chapter we have introduced a local and global invariant to rotation and trans­
lation feature extraction method. It has the advantage of being locally and globally 
invariant. However, its scaling sensitivity could pose potential problems as scales of 
texture are expected to vary between subjects. The other disadvantage is that one 
needs to work with reconstructed image which are quite noisy due to Filtered Back- 
Projection.
This feature extraction method will be used to produce features along side the Trace 
transform - triple feature method and analysed to see how well it can separate the 
groups. A classifier will be used to aid in the analysis process. The classifier used will 
be introduced in Chapter 6.
Chapter 6
Classifier: Discriminant function 
analysis
The subject of classifiers is a key research topic in many fields. There aie numer­
ous methods of classification [12, 28, 81, 87], some better than others, depending on 
the task at hand. Typically one is challenged with many features, producing high- 
dimensionality feature spaces.
Our feature extraction method is expected yield many features especially the Trace 
transform triple feature method, only a handful of which we expect to be useful in 
separating the groups. Although some clustering may be inherently present on the 
features extracted, we suspect that no one feature will conclusively separate the group. 
So here we introduce a classifier which we can use to explore how good our extracted 
features are.
One can distinguish two broad categories of classification problems. In the first cat­
egory, one has data from known groups as well as observations from entities whose 
group membership in terras of the known groups is unknown initially and has to be 
determined though the analysis of the data. In pattern recognition this is known as 
supervised pattern recognition [28]. In statistical terminology this is referred to as 
discriminant analysis. The other type of classification problem is where the groups are 
unknown a priori and the primary goal of the analysis is to determine the grouping
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from the data themselves. This is typically known as unsupervised pattern recognition 
or cluster analysis in statistics.
A well understood, simple cl^sifier is presented here, namely discriminant function 
analysis, which will be used for classification throughout the course of this thesis. The 
scope of this thesis does not include the development of some new or advanced classifier. 
Since the idea of this thesis is to test new feature extraction methods, using some new 
classifier may make it difficult to assess the accmacy of the feature extraction method, 
as the results may be attributed to increased performance of the classifier, compared 
to documented methods.
6.1 D iscrim inant analysis
Discriminant analysis can be characterised by the following: one has two types of 
multivariate observations - the first, called the training set, are those whose group 
membership is known a priori and the second type, referred to as the test set, consists 
of observations for which the group membership is unknown.
The first stage of discriminant analysis is concerned solely with the training set where 
the idea is to find a representation of the observations so the groups are clearly sep­
arated. The second stage of the analysis is the testing stage where one utilises the 
representation determined in the training stage to classify the test set into groups.
Linear discriminant analysis is based on the linear model, described by the following 
equation:
D t =  Aio +  A t i +  ^(2^2 +  . . .  +  \tpXj, (6.1)
where i =  1, ...,p; 
g = the number of groups;
Dt =  the predicted discriminant score for group t;
X  =  the feature values (measured observations);
A =  the coefficients.
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Discriminant analysis uses a set of p variables with associated weights (Xtp) that are 
derived in a best fit, linearly unbiased fashion to predict the score of the dependent 
variable, D. These discriminant scores are predictors of group membership that can 
be used to classify groups of observations that are of either known or unknown group 
membership. A case is classified into a group with the highest score, (largest Df). The 
coefficients for these classification functions are determined by the following equation
V
Xti — ~ 9) (6.2)
j= l
where Xu =  the coefficient of feature i in the equation corresponding to group i;
Aij = the inverse of the within-groups sum of crossproduct matrix (W);
9 nt
=  Z  Z  -  Xu) (X j tm  -  Xj t )  (6.3)
( = 1  771=1
Xj t  = the mean value of feature j  for those cases in group t]
Xitm = the value of feature i for case m  in group t\ 
n=  total number of cases over all groups; 
fit — the number of cases in group t.
A constant term is also required, this is determined by
1 P _^to — 2 y  y ^ t jX j t ‘ (6.4)
j= i
A method of classification is to measure the distance from the individual case to each
of the group centroids and then classify the case to the nearest group. The concept of
“distance” is not well defined when features aie correlated [54]. Mahalanobis [59] pro­
posed a generalised distance measure which solves this problem, given by the following 
formula:
M'’{X[Gt) =  (n -  9) X )  Ê ^*AXi -  Xu){Xi  -  Xjt) (6.5)
i= l j= l
6.1. Discriminant analysis 72
where M^{X\Gt)  is the squared distance from feature X  for a specific case to the 
centroid of group t. On calculation of for each group the case is classified into the 
group with the smallest M^.  If the distance is large then the classification match is 
rather poor, but it is a better match than with other groups.
In classifying a case into the closest group according to we are implicitly assigning 
it to the group for which it has the highest probability of belonging. The distance 
probabilities do not necessary need to sum to 1.0 for any given case. However, if we 
assume every case must belong to one of groups then they will add to 1.0. Therefore 
we can compute the probability of group membership for each group. The probability 
that case % is a member of group t is
=  (6.6)
These probabilities are often called posterior probabilities. The largest of the values is 
equivalent to the smallest distance M^.
One of the drawbacks so far is that no consideration is given to prior probabilities. If 
we consider an example where one class comprises 80% of the data, we know that there 
is a high probability that a given case will belong to this group, before we even do any 
calculation. Another situation where we may wish to alter the posterior probabilities is 
when the “cost” of mis-classification is high and different for each group. An example 
of this would be in the use of disease diagnosis. A patient diagnosed as false positive 
would endure some discomfort. However, a patient miss-diagnosed as false negative 
would suffer much more in the long run from the disease. In both of these examples 
we may wish to include prior probabilities into the classification function. This can 
be done by adding natural logarithms of the prior probabilities for the groups to the 
group’s constant term in the simple classification case in equation 6.5. Alternatively we 
can modify the distance by subtracting two times the natural logarithm of the prior 
probabilities, which is equivalent to multiplying Pr{X\Gt) by the prior probability for 
the group [54]. In our experimentation we utilised a priori probabilities proportional 
to the group size.
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6.2 Stepw ise d iscrim inant function  analysis
Initially we do not know what features will give rise to good classification. Since the 
feature extraction process produces large number of features exhaustively searching all 
feature combination would be very tedious. Stepwise discriminant function analysis 
can be used to select features successively so that we can determine the fewest and the 
best features that describe the data set.
In stepwise discriminant function analysis, a model of discrimination is built step-by- 
step. Specifically, at each step all variables are reviewed and evaluated to determine 
which one will contribute most to the discrimination between groups. That variable 
will then be included in the model, and the process starts again.
The stepwise procedure is “guided” by the respective F  to enter and F  to remove 
values. The F  value for a variable indicates its statistical significance in the discrimi­
nation between groups, that is, it is a measure of the extent to which a variable makes 
a unique contribution to the prediction of group membership. The F  values are given 
by
where n is the total number of cases, g is the number of groups p is the number of 
features, and PA is the partial A =  \[af ter) / \[hefore) ,  where A is the Wilks’ statistic 
for discrimination and it is computed as the ratio of the determinant of within-group 
variance-covariance matrix (IF) over the determinant of the total variance-covariance 
matrix (T) [100]
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6.3 C onclusions
In this chapter we have introduced discriminant function analysis for the purpose of 
classification. Discriminant analysis enables one to find optimal linear combination 
of features to separate two or more groups. It maximises the distance between the 
clusters by finding the best coefficient. However, this is on the training set. The 
Mahalanobis distance is the most common distance measure used. It also allows one to 
incorporate prior probabilities into the classification model. We used prior probabilities 
proportional to our group size.
Stepwise discriminant function analysis does not incorporate all the features but in­
cludes features one at a time until a set criteria is met (ie number of features). This 
gives the advantage of being able to select the fewest combination of features which are 
statistically more significant at describing the data. We utilised stepwise discriminant 
function analysis implemented in Statistica [100] on features extracted using both the 
Tï'ace transform - triple feature and Monomial feature extraction method. This will 
be presented in chapter 7.
Part III
Experimentation
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Chapter 7
Texture analysis on sinograms
The TVace transform - triple feature texture analysis method is applied to sinogram 
data and various analyses are presented in this chapter. Initially the data set is de­
scribed followed by some preliminary clustering experiments and then the application 
of discriminant function analysis classifier followed by cross validation is presented.
7.1 D etails about th e  D ata
Two sets of data originating from two sources were available. The first set was from 
the Medical Research Council Cyclotron unit Hammersmith hospital (MRC). This 
data set comprised 22 patients with clinical diagnosis of Alzheimer’s Disease (AD) and 
10 normal controls. The second set of data was from Paul Scherre Institute (PSI) 
Villingen, Switzerland. This data set was dynamic in nature and comprised 73 normal 
controls and 48 patients with clinically diagnosed AD.
Both data sets were from a 2-fiuoro-2-deoxy-glucose (FDG) study, which was concerned 
with the distribution and utilisation of glucose in the brain. FDG is a glucose mimic 
following the pathways of glucose. The presence of FDG is a good indication of the 
presence of glucose within the region. Glucose is consumed by activation of neurons, 
by various biological processes. Thus the presence of glucose is related to the activity 
of the neurons.
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7.1.1 C T I/S iem en s EC A T -953 scanner data
The MRC data were acquired by the CTI/Siemens ECAT-953 scanner and were 
summed for 35 minutes starting 15 minutes after FDG injection. The raw data con­
sisted of 31 transaxial slices with a slice-to-slice distance of 3.4 mm. The raw data were 
in the form of sinograms (one for each slice), each of which consisted of a matrix of 160 
“bins” by 192 angles (views). W ithin each bin is the integral of counts recorded along 
a specific coincidence “line-of-response” (LOR) between two detectors. The images 
supplied to us had been reconstructed conventionally by filtered back-projection and 
each slice was 128 x 128 pixels, again with 31 images with the same slice thickness. A 
summary of this information is shown in table 7.1.
To the layman, visually some variation between patients was observed, however, no 
significant difference between AD and normal controls was observed for images and 
sinograms. The raw sinograms of two subjects are illustrated in figure 7.1. Each corre­
sponds to a single slice, out of a possible 31 which were collected. The corresponding 
reconstructed images of these figures are shown in figure 7.2. These figures may show 
subtle differences, but the overall texture appears the same. To the naked eye there is 
no pattern of difference between AD and normal.
The ECAT-953 data comprised 22 patients with clinical diagnosis of Alzheimer’s Dis­
ease (AD) and 10 normal controls. The 10 males and 12 females with AD had a mean 
age of 52 years (range 39-64 years). Of the normal control patients, 6 were male and 
4 female, with an average age of 51 years (range 41-64 years).
7.1.2 C T I/S iem en s EC AT 933 /04-16  scanner data
These data were acquired with a CTI/Siemens EC AT 933/04-16 scanner, over a period 
of 2 years at Paul Scherre Institute (PSI). The scanning protocol remained the same 
during the duration of this study to eliminate the chance of any systematic errors 
being introduced. The data supplied comprised both projection data in the form of 
sinograms, with a matrix of 160 “bins” by 192 angles (views) and reconstructed images 
of size 128 x 128 pixels. The data were from a dynamic scan with 16 frames each with
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Alzheimer’s Disease Patient Normal Control
Figure 7.1: Raw sinogram, (ECAT-953 scanner), slice 20 of 31
" f  \
Alzheimer’s Disease Patient Normal Control
Figure 7.2: Reconstructed images, (ECAT-953 scanner) slice 20 of 31
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7 slices. The slice separation was approximately 8mm  resulting in a total field of view 
of 56mm. The image data had undergone detector normalisation and attenuation 
correction prior to reconstruction, using filtered back projection. A summary of this 
information is shown in table 7.1.
The raw sinograms of two subjects are illustrated in figure 7.3. Each corresponds to a 
single slice, out of a possible 7 which were collected. The corresponding reconstructed 
images of these figures are shown in figure 7.4. Here some differences between AD and 
normal controls can be seen. However, this difference is not present in all the slices of 
a given subject or between different subjects.
The data comprised 73 normal controls and 48 patients clinically diagnosed with AD 
using the criteria of the National Institute of Neurological and Communicative Disor­
ders and Stroke and Alzheimer’s Disease and Related Disorder Association (NINCDS- 
ADRDA) [60] . For this study the dynamic nature of the data was not necessary thus 
the 16 frames for each subject were summed to enforce the signal.
An important point to note is that experienced clinicians can read the information in 
these images and pick out the diseased. This is very difficult especially in the early 
stages of the disease where the differences are very small indeed.
Table 7.1: Summary of Data
ECAT 953 Scanner ECAT 933 Scanner
Number of AD subjects: 22 48
Number of Normal Controls 10 73
Number of Slice per subject 31 7
Image size 128x128 128x128
Sinogram size 192x160 192x160
Slice separation 3.4mm 8mm
Cross-section covered 56mm 105mm
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Alzheimer’s Disease Patient Normal Control
Figure 7.3: Raw sinogram, ( ECAT 933/04-16 scanner), slice 5 of 7
Alzheimer’s Disease Patient Normal Control
Figure 7.4: Reconstructed images, (ECAT 933/04-16 scanner), slice 5 of 7
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7.2 P reprocessing step s for raw sinogram s
7.2.1 N oise R eduction
If we observe a sinogram we can see that it is very noisy. It has outliers on either side 
of the main data. These outliers are typically outside the head (we know this because 
of the geometry of the head). De-speckling, by using a median filter [3x3] removes 
this, but this has the negative effect of blurring the useful information. By inspecting 
the data, it was found that the spots had significantly smaller values than the areas 
of interest; in fact some were negative. Figure 7.5 shows a single profile along the p 
direction of the sinogram, which corresponds to the distance from the centre of the 
image, where the negative values can be seen.
Profile of a  single line on a  sinogram
x10^2.5
«0.5
.....
-50-100 0p (distance from centre) 10050
Figure 7.5: A single profile along p, of a sinogram.
Negative numbers would arise from the subtraction of random events (which is done 
automatically on-line). Thus, for a given line of response with low statistics there is 
the possibility that this subtraction could produce a negative number. The camera 
works by recording (a) PROMPT coincidences in a “primary” time window and (b) 
RANDOM coincidences in a “delayed” window (i.e. one detector looks for events in 
an opposing detector 128 nanoseconds further on in time - when true coincidences 
would be impossible and any coincidences would be random). Each PROMPT event 
is assigned a +1 in the sinogram and each random a — 1. Negative numbers are the 
inevitable consequence of this subtraction process with relatively poor statistics.
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A simple thresholding method can be used to eliminate the negative component. How­
ever we still have the problem of smaller values which are outside the brain, attributed 
to scatter and external sources of radioactivity. Thresholding at a higher level would 
resolve this but the problem is what level to threshold at, since there is an overlap in 
the magnitude between these values and that of regions in the brain. The most simple 
solution is a manual segmentation, whereby the sinogram part corresponding to the 
brain is selected and the pixels in the region outside the brain are set to zero.
It was not essential to perform this, but these spots degrade the quality of the features, 
since they are outside the boundary of the brain. Their presence is erroneous. Figure 
7.6 shows that the noise in the background is reduced drastically on the sinogram.
Original sinogram  Sinogram  after segm en ta tio n
Figure 7.6: A sinogram, before and after segmenting from the background noise.
7.2.2 A ttenuation  C orrection
Attenuation correction on the ECAT-953 data was performed by using a program 
supplied by Hammersmith Hospital. This program utilises the information in the at­
tenuation correction map which was supplied for each patient. Attenuation correction 
is a necessary step for any quantitative process, as it reduces the effect of attenuation 
due to the patient, (since the attenuation is different for each patient). For the ECAT- 
933 data, attenuation correction matrices were supplied. Performing the correction 
was a matter of multiplying the correction matrix with the sinogram data.
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7 .2 .3  D e te c to r  N o rm a lis a t io n
If we inspect the sinograms more carefully we can see that there are partially missing 
data, (diagonal lines). These are due to the geometry of scanners, and inconsistency 
between the detectors on the PET scanner. This is more evident if we observe a 
single line profile on the sinogram (figure 7.5), as they appear as sudden dips in the 
line profile. This will have a bearing on the outcome of our features as the Trace 
transform, triple feature method, does not account for missing data.
In order to reduce the effect of this, various techniques were attempted, namely filtering 
the sinogram with a ramp filter and also a Gaussian filter. However these methods 
were not fruitful as they produce too much blurring and therefore they were not used.
Line detection algorithms could be applied to detect these lines and filter along the 
line to reduce its effect on the features produced. A method which could be applied 
for this could be the top-hat transform, part of grayscale morphology. However, deter­
mining the position of the line with this method and then applying some interpolation 
along the line would be considerably computationally expensive and its application on 
sinogram data has not been done. In PET the typical method used for this is detector 
normalisation, as these artifacts are attributed to the detectors.
Detector normalisation compensates for the variations in sensitivity of the detectors 
and the geometry of their alignment. The method is such that a scan is acquired 
without the patient using a phantom source. Since the activity of the phantom is 
known, one is able to calculate the degradation in the sinogram due to the detector. 
This is used to build a detector normalisation map. Once the sinogram of a patient is 
acquired, it can be processed using this normalisation information.
Description of detector normalisation can be found in most PET texts e.g [111]. Also 
this field in itself is of great research interest and numerous new methods and al­
gorithms are being developed [118, 15, 120, 22]. Such an algorithm obtained from 
Hammersmith Hospital was applied, using the code that originated from [9]. The 
result of this is a far more quantitative sinogram, (see figure 7.7). This algorithm 
successfully performed detector normalisation for the ECAT-953 data. However, it
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failed to materialise any useful results with the ECAT-933 data as it was in a different 
format, (namely dynamic).
For the PSI data the detector normalisation map was supplied in a matrix. This 
contains the detector normalisation factor for every position on the sinogram. Applying 
the normalisation process was just a matter of multiplying the normalisation map with 
the sinogram pixel by pixel. Thus in this manner all sinograms with the appropriate 
normalisation map were detector normalised.
Original Sinogram Sinogram after detector normalisation
Figure 7.7: Detector normalisation applied to sinogram
7.2.4 P rojections o f th e sinogram  to  360 degrees
On careful consideration of the sinogram we determined that only 180® of the projec­
tions make up the sinogram. The other 180® are not used typically in PET recon­
struction as the data are identical, (but simply flipped along p). However the triple 
feature method requires all 360®, and using half is insufficient. This is because there 
are functionals which require all 360®. Let us take for example, a functional which 
works out the harmonics along the 6 direction. If we use 180® of the projections, the 
harmonics will be displaced by n — 1, i.e. the first harmonic will really be the second, 
etc. Therefore it is essential to have all 360® projections.
Since the data are the same as the first 180®, this is achieved easily by simply getting 
the software which calculates the triple features to repeat over the original data, but 
flipping along the p. [functional]^i becomes [functional]p_j^. This is equivalent to
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copying and flipping the original 180® of the projections and placing along side (as 
illustrated in figure 7.8), without using extra computer resources. Using this method 
we are able to obtain all 360® of projections and thus implement the triple feature 
method. All subsequent calculations of triple features are done using essentially all 
360® of the projections.
Sinogram
Figure 7.8: Creating 360® of projections from the original 180® of projections
7.3 G enerated  Sinogram s
A greater number of images than sinograms were available. Generating the sinograms 
fi'om the image enables us to utilise more patient cases, as well as benefiting from the 
online corrections that would have been applied to the sinograms. However, we will 
suffer the ill effects of reconstruction inherent in the reconstructed images as described 
in section 2.2. Nevertheless we chose to do this to maximise the cases involved in our 
study. Thus in this way we created an additional set of sinograms for study.
The sinograms were created from the images by simply applying the Radon transform. 
This is essentially the same as the Trace transform, using the integral functional only; in 
discrete space this is simply the sum. Figure 7.9 shows the image and the corresponding 
generated sinogram.
In practice, before the application of the Radon transform we segmented the brain 
from the background manually. This was done by cutting out an outline of the brain 
region by free hand. The purpose of this was to minimise the effect of noise ar tifacts 
created in the image from the reconstruction process. If we observe the profile of a line 
through the image (figure 7.10), we see that outside the brain there are small variation 
in the gray-level attributed to poor reconstruction. On the manually segmented image 
on the right we see that these effect are no longer present.
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Figure 7.9: Generated sinogram created from the reconstructed image
a. Original image b. Image segmented from its background
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c. A single line profile of image a d. A single line profile of image b
Figure 7.10: Profile of a line through the image of the brain
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7.4 Feature E xtraction
All sinograms have undergone manual segmentation from background and conversion 
to 360^ of projections before application of the triple feature method. Unless explicitly 
said no other processing has taken place. Once this has been done using the Trace 
transform method invariant and sensitive to rotation features were calculated. A the­
oretical description on how the Trace transform is calculated can be found in Chapter 
4. The functionals used for creating the invariant and sensitive to rotation features are 
shown in tables 4.3 and 4.4. For the generated sinograms the Radon Transform was 
used in order to recover the sinograms from the reconstructed images as explained in 
section 7.3, before the application of the P  and #  functionals.
The triple features were calculated for all patients, using both sensitive and invariant 
features on each slice of the sinogram. This produced a large number of features. 
For example for the ECAT-953 data there are 31 slices per patient which results in 
31 X 16 =  496 sensitive to rotation features and 31 x 18 =  558 invariant features 
per patient. This is an extremely large number of features. For simplicity the average 
features over all slices for each scan were taken thus, resulting in 16 and 18 sensitive and 
invariant features respectively. Some alternative methods for combining the feature 
values from different slices were considered, such as using the variance or the kurtosis 
of the values over the different slices. However it turned out that taking the average 
performed the best, and is the easiest to implement.
7.4.1 Feature norm alisation
The range of values varied drastically between different features. In order not to 
bias the effect of any particular feature, normalisation was performed. This involved 
rescaling all features to be in the range 0 -  R, by applying formula
^new = (7.1)Q, —  O
where Xoid is the original value of a feature, Xnew is its new value, a is the maximum of 
all the original feature values, b is the minimum of all the original feature values, and 
R  is the maximum value of the new range. In all our experiments we used R  = 100.
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7.4.2 Sensitiv ity  and Specificity
111 order to prevent any confusion I will introduce the reader in terminology com­
monly used in medical classification. Sensitivity is the true incidence of the disease 
detected. The specificity is the true normals detected. The total classification is the 
total accuracy of the system with regard to amount of correctly classified cases
T Psensitivity =  Y p  + p p  (7 2)
T P  -f T N  
T P ^ T N  + F P  + F N
where T P  is true positive, T N  true negative, F P  false positive and F N  is false neg­
ative. The reason both are required is so that clinicians can assess the value of a 
diagnostic method as the cost of false negative (missed disease) may be much higher 
that a false positive (wrongly diagnosed as diseased).
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7.5 Prelim inary analysis on raw sinogram s
The raw sinograms from the ECAT-953 scanner comprised only a subset of the total 
files acquired, (18 AD and 10 normal controls). Once the features defined in tables
4.3 and 4.4 were extracted, simple scatter plots of these features were plotted, which 
visually show how well the features are separated. Observing the scatter plot of two 
invariant features B5 and B6 (figure 7.11) reveals that the invariant feature B6 sep­
arates the two classes better than feature B5. However the separation is poor as the 
groups overlap considerably.
Invariant fea tu re  B5 Invariant fea tu re  B6
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Figure 7.11: Scatter plot of Invariant features B5 and B6
The sensitive features A4 and A7 (figure 7.12) show a similar trend where feature A7 
separates slightly better than A4. This trend was observed with all the features where 
some features appear to separate the two groups better than others. The usefulness of 
using the features directly for classification is quite limited as they do not conclusively 
separate the groups.
Only a few of the features have been illustrated here, to show to the reader how difficult 
it is to obtain good clustering with these medical data.
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Figure 7.12: Scatter plot of Sensitive features A4 and A7 
7.5.1 Invariant vs Sensitive features
It was suspected that since invariant features are less variable in AD than sensitive 
ones, due to the anisotropy element associated with the disease, that a scatter plot of 
invariant versus sensitive may show better clustering. Thus the sum of all the sensitive 
features versus the sum of all invariant features for each subject were plotted against 
each other, as shown in figure 7.13. Despite of this, good clustering eluded our grasp.
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Figure 7.13: Scatter plot of the sum of Invariant versus sum of Sensitive features
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The sura of all invariant and sensitive features was not expected to perform well as this 
includes features which are not very good at separating the groups. In fact it appears 
that there are only a few good features. Individual invariant and sensitive features 
may prove to be better than the combination of all features. Therefore scatter plots of 
various combinations of invariant and sensitive features axe plotted (figure 7.14). These 
plots do not show two identifiable clusters. The two groups overlap considerably so 
classification would be extremely poor. The question then arises on how one can obtain 
good clustering of the two groups.
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Figure 7.14: Scatter plot of invariant versus sensitive features
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7.5.2 B ox W hisker P lots
Box Whisker plots were created for all features using the package Statistica [100]. 
These figures visually show how good a feature is in discriminating the groups. These 
are simple but effective means to determine how good a classifier a particular feature 
is likely to be. The box whisker plots of an invariant feature B6 and sensitive feature 
AT are shown in figure 7.15 and 7.16 respectively. These are relatively good results as 
we can see a clear difference between the two groups.
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Figure 7.15: Box plot of Invariant features B6
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Figure 7.16: Box plot of sensitive features A7
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7 .5 .3  C lu s te r in g  A n a ly s is
Analysis and classification of the patients was attempted using the extracted triple fea­
tures using a pacltage called “STATISTICA”. The technique used was cluster analysis 
joining (tree clustering). Not all features are not expected to show a a great deal of 
separation of the groups so t-tests will be used to determine how significantly a feature 
separates the two groups.
The t-test is used to evaluate the difference in means between two normally distributed 
groups with the same variance. It estimates the probability of error involved in ac­
cepting the hypothesis of a difference in the means of the two groups. If Ux and Uy 
are number of samples of two groups x  and y, then the t-value for the distribution is 
given by
where x  and ÿ are the group means and Sp is the pooled estimate of the standard 
deviation.
Only one feature at a time can only be tested with the t-test and a single value describes 
how well the feature is at separating the two groups.
W hat is Cluster Analysis - Joining (tree clustering) ?
Tree diagrams are built up by joining together objects into successively larger classes 
using some measure of distance. The Euclidean distance was used in all tests per­
formed. Other distance measures such as Squared Euclidean, City-block (Manhattan), 
Chebychev, power distance and percent disagreement are also possible. Object co­
ordinates are represented by their values in the feature space. Different classes are 
identified by choosing a distance threshold. There are numerous criteria for measuring 
the distance between the cluster, most common are single linkage if nearest neigh­
bour is considered and complete linkage if the furthest neighbour is considered. We 
considered both, but found complete linkage to show better grouping.
In order to separate the classes the cluster analysis technique was attempted. All 
invariant or sensitive features were used accordingly. Single and complete linlcage
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schemes with Euclidean distance were attempted. Using all 18 invariant features (figure 
7.17) clustering was attempted. In this case each patient could be said to be described 
by a position in an 18 dimensional feature space. Viewing the tree diagrams we can 
see clearly that there are two major clusters. However, the classification accuracy of 
the clusters is questionable. The first cluster comprises 7 AD and 6 normal controls 
and the second cluster 11 AD and 4 normal controls. If we were to say that the second 
cluster was AD then we would get a sensitivity of 61% with a specificity of 60%, which 
is very poor.
Invariant Features
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Figure 7.17: Tree Diagram constructed using invariant features
For the sensitive features (figure 7.18) a similar trend is observed where the first cluster 
comprised 7 AD and 7 normal controls and the second cluster 11 AD and 3 normal 
controls. This would correspond to a sensitivity of 61% with a specificity of 70% if we 
declared the second group as AD.
In an attempt to improve the results t-tests were performed on the features. The 
results of the t-test were used to select good features (those that were most significantly 
different) and clustering was performed using a selection of features (see figure 7.19 and 
7.20). This improved the classification of the two groups. For the invariant features
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Figure 7.18: Tree Diagram constructed using sensitive features
the first cluster comprised 3 AD and 8 normal controls and the second cluster 15 AD 
and 2 normal controls. This corresponds to a sensitivity of 83% and specificity of 80%. 
The sensitive features were poor, with the first cluster comprising 5 AD and 5 normal 
control and the second cluster with 13 AD and 5 normal controls. This is equivalent to 
72% sensitivity and 50% specificity. Although the classification is quite poor in most 
cases, it clearly shows that there is inherently two major classes present in the data 
set. These results appear promising should one use much better means of classifying.
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Figure 7.19: Tree Diagram constructed using the best invariant features
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Figure 7.20: Tree Diagram constructed using the best sensitive features
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7.5.4 D iscussion
The evidence from these findings shows is that the features extracted do show some 
degree of classification. We can see quite clearly that there are inherently two major 
clusters present in the data. However, the classification is far from ideal. Individual 
features are not very good and some features are be better than others. The problem of 
using clustering is that no weighting is placed on features that provide good separation. 
Exhaustively searching all feature combinations with different combining regimes to 
find good classification is not feasible thus a much more accurate classifying tool is 
required, one that searches for a good fit. For this purpose discriminant function 
analysis, (explained in section 6) will be used. This method finds linear combination 
of features and weights to obtain the best classification.
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7.6 C lassification using discrim inant function  analysis
In order to determine quantitatively how well a feature is at separating the two groups, 
discriminant function analysis was performed. Initially this was done on each feature 
individually. The classification accuracy obtained for the best invariant feature (B6) 
was 71% with sensitivity of 78% and specificity of 60%. The best sensitive feature 
(A7) had an overall poor classification of 67% but the sensitivity was quite high at 
83%, with a very poor specificity of 40%. Using features individually is a poor method 
of making use of all the information present. Thus combinations of features were 
attempted. Using all the invariant or sensitive features showed extremely good results. 
In the invariant features the classification accuracy was as high as 93% and for sensitive 
features this rose to 96% (see table 7.2). Using so many features for classification is 
very unstable and becomes very data specific. Thus the idea is to use the minimum 
number of features to get the maximum result.
T i ’u e
P r e d i c
N o r m a l
; t e d
A D c o r r e c t
N o r m a l 9 1 9 0 %
A D 1 1 7 9 4 %
T o t a l 9 3 %
T r u e
P r e d i (
N o r m a l
; t e d
A D c o r r e c t
N o r m a l 1 0 0 1 0 0 %
A D 1 1 7 9 4 %
T o t a l 9 6 %
A l l  i i i v a i ' i a n t  f e a t u r e s  A l l  s e n s i t i v e  f e a t u r e s
Table 7.2: Classification accuracy for all invariant and sensitive features
Stepwise discriminant function analysis was used where, one can select the number 
of features to include in the classification. In stepwise discriminant analysis features 
are included step-by-step where all features are evaluated at each step and the ones 
which contribute most to the discrimination of the groups are successively included 
until no improvement is obtained by adding further features, or the maximum number 
of features to be included is reached.
In this manner the best three sensitive feature combination was selected. For the 
invariant features, stepwise analysis only included a maximum of two featmes. The 
classification accuracy obtained for these sets of features is significantly better for the 
invariant case, which was as high as 82% and for the sensitive case was again 82%.
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Including more features in the model further improved the accuracy for the sensitive 
case, where a combination of 6 features produced an accuracy of 93%.
Combining sensitive and invariant features should in theory improve the results. The 
texture between patients varies to some extent naturally. The effect of AD exasperates 
this, however we do not know the normal variation. Including invariant and sensitive 
features mean that the invariant feature would account for patient variation and the 
sensitive feature would vary due to anisotropy associated with AD.
Stepwise discriminant analysis of combination of invariant and sensitive features pro­
duced astonishing results, using only five features (B6 A14 A ll A13 and B12), classifi­
cation accuracy of 100% was achieved. This may be an extremely good result but it is 
on training data and one cannot assess robustness of the results, especially on unseen 
data. A method of assessing how good the classification is, is to look at the squared 
Mahalanobis distances. These Mahalanobis distances are similar to the Euclidean dis­
tances of the respective case from the centroid of each group. However unlike the 
Euclidean distance the Mahalanobis distance takes into account the inter-correlations 
between the features in the model. Basically a case will generally be classified into 
the group that it is closest to, unless widely disparate a priori probabilities lead to 
different posteriori classification probabilities. The Mahalanobis distance for the best 
five combination of sensitive and invariant features is shown in figure 7.21. This shows 
clearly that all cases are quite well separated.
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Figure 7.21: Squared Mahalanobis distance for classification with features B6 A14 A ll A13 
& B12
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7.7 Cross V alidation o f EC A T -953 sinogram s
If we estimate our discriminant function using a data set, and then use the same 
data to evaluate how accurate our predictions are, we are capitalising on chance. In 
general, one will always get a worse classification when predicting cases that were not 
used for the estimation of the discriminant function. Therefore, to test the accuracy 
of our features we employed cross-validation, where the test data are left out during 
the training phase. Due to the limited number of data sets, we used V-fold cross- 
validation. Here the classification function is computed V  times, each time leaving out 
one of the samples, and using that sample as a test sample for cross-validation, so that 
each sample is used V  — 1 times as a learning sample and just once as a test sample. 
In this terminology a sample is a single patient.
7.7.1 Raw Sinogram s
Cross validation results show that the classification accuracy of individual feature 
performance was relatively poor - the best invariant feature B6 archived an accuracy 
of 71% with sensitivity of 78% and specificity of 60%. The best sensitive feature’s 
performance was worse with an accuracy of 68% (sensitivity 83%, specificity 40%). 
This is as expected as we did not expect individual features to perform very well. 
Multiple features produced better classification accuracies. A combination of three 
invariant features B7, B14, and B12 produced an overall classification accuracy of 
79%. This was matched equally by three sensitive features A7, A8, and A13 (see table 
7.3).
T r u e
P r e d i (
N o r m a l
: t e d
A D c o r r e c t
N o r m a l 7 3 7 0 %
A D 3 1 5 8 3 %
T o t a l 7 9 %
T r u e
P r e d i <
N o r m a l
: t e d
A D c o r r e c t
N o r m a l 7 3 7 0 %
A D 3 1 5 8 3 %
T o t a l 7 9 %
I n v a r i a n t  f e a t u r e s  B 7  B 1 4  k. B 1 2 S e n s i t i v e  f e a t u r e s  A 7  A 8  k  A 1 3
Table 7.3: Cross validation classification accuracy for invariant and sensitive features
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Although the classification accuracy is quite good, the Mahalanobis distances (figure 
7.22) show that the separation of the clusters in the Ccise of the three sensitive features 
is relatively poor.
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Figure 7.22: Squared Mahalanobis distance for classification with features A7 A8 & A18
As discovered earlier the combination of sensitive and invariant features yielded better 
results. Thus the combination of five invariant and sensitive features (B6 A14 A ll 
A13 & B12) was used in the classification. Cross validation results obtained here were 
impressive, yielding an overall accuracy of 93% shown in table 7.4.
T r u e
P r é d i t
N o r m a l
; t e d
A D c o r r e c t
N o r m a l 9 1 9 0 %
A D 1 1 7 9 4 %
T o t a l 9 3 %
F e a t u r e s  B 6  A 1 4  A l l  A 1 3  k  B 1 2
Table 7.4: Cross validation classification accuracy for combination of invariant and sensitive 
features
This result was achieved simply on raw sinograms. However, we have utilised a priori 
knowledge of the best combination of features for the whole group from the initial dis­
criminant function analysis. This questions our selection of the feature combinations. 
Would we have selected these best five features with partially missing data? In our 
support during the cross validation we are only missing a single patient at a time. 
Simple testing also showed that automatic selection of the best features from among
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all the features for each cross validation training produced the same combination of 
features 24 times out of a possible 27 times. However, we did not use automatic selec­
tion of features from all features but fixed the features to be used. This was so that we 
can determine if the selected few features are good. Each training result produces a 
different set of coefficients for the discriminant function, for both automatic and fixed 
feature selection. This is because the training set determines the exact values of the 
coefficients and as the training set is different in each case, the coefficients vary slightly.
7.7.2 Corrected Sinogram s
Attenuation and detector normalised sinograms produced results which were consistent 
with the raw sinograms. Cross validation results were marginally better for multiple 
invariant features rising to an 82% overall classification. This increase is relatively 
insignificant as it represent a change of classification of one patient only. For sensitive 
features they remained the same at 79%. Cross validation accuracy for a combination 
of invariant and sensitive features did not improve any further, in fact it reduced to 
86%. In itself it may be considered a good result but when compared with the 93% 
accuracy for the raw sinogram it seems relatively poor.
Although we did attain an improvement in accuracy for some features, the maximum 
accuracy we were able to produce could not be improved any fiu'ther. We expected 
further improvements with these data as attenuation correction is said to make the data 
more quantitative. We had utilised a third party software to perform this sinogram 
correction and its accuracy and reliability is unknown, which could account for this. 
It could be that we have reached the limit on the accuracy we can achieve with this 
method. Many more data sets are required to test this.
7.7.3 G enerated Sinogram s
The generated sinograms comprised 22 AD patients and 10 normal controls. Cross 
validation results show that overall sensitive features are much better at classifying 
the two groups. The best sensitive feature (A8) produced a classification accuracy of 
88%, (see table 7.5a) while the best invariant feature’s (B18) performance was 75%.
7.7. Cross Validation o f ECAT-953 sinograms 103
T r u e
P r e d i (
N o r m a l
: t e d
A D c o r r e c t
N o r m a l 8 2 8 0 %
A D 2 2 0 9 1 %
T o t a l 8 8 %
T r u e
P r e d i (
N o r m a l
; t e d
A D c o r r e c t
N o r m a l 8 2 8 0 %
A D 2 2 0 9 1 %
T o t a l 8 8 %
a .  F e a t u r e  A 8  b .  F e a t u r e s  A 8 ,  A l O ,  a n d  A l l
Table 7.5: Cross-validation classification score for sensitive features
Performance improvements were obtained for the case of invariant features, when sev­
eral features were combined together. A combination of five features B18, B14, B4, 
B5, and B ll  improved the classification accuracy to 84% (see table 7.6a), while com­
bining more features did not improve the performance. For the sensitive features no 
performance gains were obtained by combining the top three features (A8, B18, and 
B14), as shown in table 7.5b. Combining five features in fact reduced the quality of 
the performance.
T r u e
P r e d i c
N o r m a l
: t e d
A D c o r r e c t
N o r m a l 7 3 7 0 %
A D 2 2 0 9 1 %
T o t a l 8 4 %
T r u e
P r e d i c
N o r m a l
î t e d
A D c o r r e c t
N o r m a l 8 2 8 0 %
A D 2 2 0 9 1 %
T o t a l 8 8 %
a .  F e a t u r e s  B I S ,  B 1 4 ,  B 4 ,  B 5 ,  a n d  B l l  b .  F e a t u r e s  A 8 ,  B 1 8 ,  a n d  B 1 4
Table 7.6: Cross-validation classification score for the combination of features
One would conclude that combining too many features, especially with such a small 
data set, results in too much variation in fsature space. For example, combining 5 
features is equivalent to plotting our data in a 5 dimensional feature space and for 
class normal we only had 9 patients (one left out for cross validation). This number is 
too low to populate a 5 dimensional space.
Combination of both sensitive and invariant features did not improve the results any 
further. A maximum classification accuracy of 88% was obtained using a combination 
of three features A8, B18 and B14 (table 7.6b)
7.7. Cross Validation o f ECAT-953 sinograms 104
7 .7 .4  D isc u ss io n
The basic clustering of invariant versus sensitive features, although not fruitful for 
classification, revealed the potential of the extracted features as some clean clustering 
was produced. The features themselves were not expected to produce huge differences 
between the groups. This is due to the fact that, although AD does produce differences 
in the uptake of glucose in the brain, its effect can resemble the result of aging on the 
brain of an older normal person in some aspects, i.e. atrophy [2, 20].
Clustering techniques showed quite well that there were distinctly two major groups 
inherent in the data set. The classification was quite poor when one randomly selects 
features or uses all the features. Selecting by means of statistical test (t-test) features 
for inclusion in the clustering improved the classification remarlcably to a sensitivity 
of 83%. This result is comparable with the accuracy obtained by clinical diagnosis 
reported in [52]. This result shows quite evidently that features extracted using the 
Trace transform used for classification are comparable with clinical accuracy.
In order to surpass the clinical accuracy we wished to search for deeper relations within 
the data set. Discriminant function analysis is a classifier which can be used to explore 
this. Training classification produced exceptionally good results with classification 
accuracy as high as 93% and 96% for invariant and sensitive features respectively. 
Classification based on the same set as the training set does not really give one a 
measure of performance, as we are capitalising on chance. Thus cross validation testing 
is essential. Due to the limited number of data, we used V-fold cross validation. On the 
raw sinogram data for a combination of three features in both sensitive and invariant 
cases a classification accuracy of 79% was obtained. This is relatively poor. On 
combining sensitive and invariant features and then selecting the best five features 
a cross validation accuracy of 93% with sensitivity of 94% was achieved. This is an 
exceptionally good result, compared with clinical accuracy of 80%.
Attenuation correction and detector normalisation was expected to improve the classi­
fication accuracy as the data is said to be more quantitative. However, we only experi­
enced minor improvement of accuracy for the invariant features while sensitive features 
remained the same. Combining both sensitive and invariant features and using the best
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five failed to improve the classification accuracy. This may be partly attributed to the 
fact we are using a third-party software, where the accuracy is unknown. Also the 
attenuation correction process introduces additive noise to the system which possibly 
hinders the ability of our feature extraction method and subsequent classification.
In an attempt to maximise the number of cases being used, generated sinograms were 
used. Here an overall classification accuracy of 88%, with 91% sensitivity was obtained 
for the best sensitive features; improvement was observed when multiple features were 
used. The best invariant feature produced a classification accuracy of 75%. This was 
marginally improved by combining five invariant features and producing an accuracy 
of 84%. Although we are using a greater number of cases, the classification is not as 
good as using the raw sinogram. This shows that the reconstruction process does add 
noise to the images reducing one’s ability to classify, even if the data are returned to 
their original form.
A trend that is evident is that rotation sensitive features appear to have better dis­
criminating power than rotation insensitive features for this set of data, even only 
marginally. One may conclude that this is further evidence that texture anisotropy at 
the scales of pixel size is different between the two populations. Using both invariant 
and sensitive features improves the accuracy much more as one is utilising both the 
anisotropic effects and other effects in an AD brain.
We have shown successfully that the Trace transform - triple feature method can be 
used to analyse the structure of PET images. In conjunction with discriminant analysis 
we were able to classify with a high degree of accuracy AD patients and normal controls.
Further improvements can be expected using other classifiers. Kippenhan et al [52, 
53, 51, 50] obtained sensitivity in the range of 65 — 70% for their method of looking 
at regional metabolic activity using discriminant function analysis as a classifier to 
differentiate AD from normal. They then showed that the performance increased to 
80 — 89% when using a neural network classifier.
7.8. Cross Validation o f ECAT-933 Sinograms 106
7.8 Cross V alidation o f E C A T-933 Sinogram s
All the PSI supplied sinograms (73 Normal controls and 48 AD) were selected for 
inclusion in this study. The data were separated into two groups: one for training 
purposes and one to be used for cross validation testing. For the training phase there 
were 36 normal controls and 24 AD subjects and for the testing phase there were 37 
normal controls and 24 AD subjects.
Discriminant function analysis was used for classification. The training set was used to 
generate discriminant functions, without looking at the testing set at all. The obtained 
discriminant functions were used to classify the testing set.
7.8.1 Raw sinogram  data
The raw sinograms were used for the production of the invariant and sensitive features. 
Here the diametrical and circus functionals were applied directly to the sinogram to 
yield the features. The functionals used ( A1 to A16 and B1 to B18) are defined 
in tables 4.3 and 4.4. This is done for all 7 slices, producing 126 (18 features x 7 
slices) invariant features and 112 (16 x 7) sensitive features. This is a large number of 
features, and for simplicity the average feature value over the 7 slices was taken. This 
results in 18 invariant and 16 sensitive features, which are analysed using discriminant 
function analysis.
During the training phase the classification accuracy for individual features was rel­
atively poor. The accuracy was even poorer on the cross validation test data. The 
sensitivity is very poor, while the specificity is slightly better, (tables 7.7, and 7.8). 
On the basis of this one can say that there is a bias towards normal classification.
In order to improve the accuracy several features were combined. The best features 
were selected automatically by Statistica by means of the F value (statistical signifi­
cance measure) [100].
The combination of features A l, A2, A4, A8 and A12 produced an overall classification 
accuracy of 69% on the training data. This comprised specificity of 80% and sensitivity 
of 52%. However, on the cross-validation data the results improved to 82% which
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Sensitive features, Cross Validation Classification accuracy
F e a t u r e S e n s i t i v i t y S p e c i f i c i t y T o t a l
A l 7 1 % 8 1 % 7 7 %
A 2 6 3 % 7 6 % 7 0 %
A 3 4 6 % 8 6 % 7 0 %
A 4 7 9 % 7 6 % 7 7 %
A 5 5 0 % 8 4 % 7 0 %
A 6 5 0 % 7 3 % 6 4 %
A 7 5 0 % 7 3 % 6 4 %
A 8 5 8 % 8 9 % 7 7 %
F e a t u r e S e n s i t i v i t y S p e c i f i c i t y T o t a l
A 9 6 3 % 8 1 % 7 4 %
A l O 5 0 % 7 8 % 6 7 %
A l l 3 3 % 8 4 % 6 4 %
A 1 2 1 7 % 9 7 % 6 6 %
A 1 3 2 1 % 9 5 % 6 6 %
A 1 4 3 3 % 8 6 % 6 6 %
A 1 5 3 3 % 8 4 % 6 4 %
A 1 6 4 6 % 8 9 % 7 2 %
Table 7.7: Classification accuracy using individual sensitive features from the sinogram
Invariant features, Cross Validation Classification accuracy
F e a t u r e S e n s i t i v i t y S p e c i f i c i t y T o t a l
B 1 4 2 % 8 6 % 6 9 %
B 2 3 8 % 9 2 % 7 0 %
B 3 4 2 % 8 6 % 6 9 %
B 4 2 5 % 8 9 % 6 4 %
B 5 5 4 % 8 9 % 7 5 %
B 6 0 % 1 0 0 % 6 1 %
B 7 2 5 % 8 9 % 6 4 %
B 8 4 % 9 7 % 6 1 %
B 9 4 % 9 5 % 5 9 %
F e a t u r e S e n s i t i v i t y S p e c i f i c i t y T o t a l
B I O 2 1 % 9 7 % 6 7 %
B l l 0 % 1 0 0 % 6 1 %
B 1 2 2 1 % 9 7 % 6 7 %
B 1 3 0 % 9 7 % 5 9 %
B 1 4 0 % 9 7 % 5 9 %
B 1 5 4 % 1 0 0 % 6 2 %
B 1 6 4 % 1 0 0 % 6 2 %
B 1 7 0 % 9 7 % 5 9 %
B 1 8 0 % 9 7 % 5 9 %
Table 7.8: Classification accuracy using individual invariant features from the sinogram
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comprised specificity of 84% and sensitivity of 67%. On the other hand features B l, 
B2 and B5 produced an overall classification accuracy of 83% during training with 
specificity 89% and sensitivity 74%. However, this reduced drastically to 66% on 
cross-validation data, with specificity and sensitivity 76% and 50% respectively.
A similar trend was observed with many features. Basically features that performed 
well on the training data do not appear to perform at all on the cross validation testing 
data. However features which moderately describe the two classes in the training data 
can sometimes perform very well on the testing data. When the testing and training 
data was swapped, a similar trend was observed.
The training and testing data had not been randomly chosen: the first 36 Normals 
were used as training and the subsequent 37 for cross validation testing. Based on this 
result one would suspect that there is some system variation during the course of the 
data acquisition over the two years that the data were gathered. In order to take this 
into account, this the data were randomly split into testing and training sets and the 
experiments were repeated. In doing so the results were improved, such that there was 
better correlation between training and testing classification results.
On this new distribution of training and testing data the combination of features, B2 
B13, B16, A13, and B15 produced an overall classification accuracy of 82%, during 
training, with 91% specificity and 67% sensitivity. In the cross validation test the 
overall classification accuracy was 80% with 86% specificity and 70% sensitivity. The 
combination of the top ten features produced an overall cross validation classification
E C A T - 9 3 3  r a w  s i n o g r a m s
E C A T - 9 3 3  r a w  s i n o g r a m s
F e a t u r e s s e n s i t i v i t y s p e c i f i c i t y T o t a l
A 1 2 5 2  % 8 6  % 7 3  %
A 1 2  A 5  A 2 3 9  % 8 9  % 6 9  %
B 2 5 2  % 8 6  % 7 3  %
B 2  B 1 3  B 1 6 6 1  % 8 9  % 7 8  %
B 2  B 1 3  B 1 6  A 1 3  B 1 5 7 0  % 8 6  % 8 0  %
B e s t  1 0  f e a t u r e s 7 0  % 9 2  % 8 3  %
B e s t  1 5  f e a t u r e s 7 0  % 8 9  % 8 1  %
Table 7.9: Classification accuracy on ECAT-933 raw sinograms
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accuracy of 83% with specificity 92% and sensitivity 70%. This is marginally better 
than using a combination of 6 features, (see table 7.9).
Although these appear to be relatively good results, the approach does not appear to 
perform as well as on the Hammersmith data using an ECAT-953 scanner. The reason 
for the difference between these data and those of Hammersmith is that the latter are 
from a much newer scanner with a greater number of slices (31) and a larger field of 
view, 105mm compared to 56mm. Also the scanner is said to be more sensitive [105].
7.8.2 C orrected sinogram s
Here detector normalisation is applied to the sinogram before the calculation of the 
features. The method of applying the correction is described in section 7.2.3. Unfor­
tunately not all detector normalisation files were available so we were only able to use 
a subset of the original data. Thus, our training and testing configurations for this 
stage are 20 AD patients and 36 normal controls for training and 20 AD patients and 
36 normal controls for testing.
Invariant and sensitive features both showed a bias towards normal classification. Over­
all the classification was relatively poor ranging from 67% to 79% for combination of 
features, (see table 7.10). A slight improvement is observed for the case of combination 
of 4 or more features in the invariant case.
E C A T - 9 3 3  c o r r e c t e d  s i n o g r a m s
E C A T - 9 3 3  c o r r e c t e d  s i n o g r a m s
F e a t u r e s s e n s i t i v i t y s p e c i f i c i t y T o t a l
A 1 2 3 5  % 1 0 0  % 7 7  %
A 1 2  A S  A 2 4 0  % 1 0 0  % 7 9  %
B 5 5 5  % 7 2  % 6 6  %
B 5  B 1 4  B l 4 5  % 8 3  % 7 0  %
B 5  B 1 4  B l  B 3 7 5  % 8 1  % 7 9  %
B 5  B 1 4  B l  B 3  B 6 7 0  % 81 % 7 7  %
A 1 2  B 5  B 3  A S  B 2  B 1 4 9 2  % 7 0  % 8 4  %
Table 7.10: Classification accuracy on ECAT-933 corrected sinograms 
It was discovered earlier, that using combination of both sensitive and invariant features
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improves accuracy, thus this was applied and it was found that the accuracy did 
improve for the combination of 6 features producing an overall classification of 84% 
with sensitivity 70% and specificity 92%. This does appear to be a relatively good 
result, but we still see that there is a bias towards normal classification - hence the 
better accuracy for specificity.
Attenuation and detector normalisation correction of the sinograms did not appear to 
improve the classification significantly. In fact in some cases the classification appears 
to be worse, contrary to what was expected. Careful examination of the corrected 
sinograms revealed in several cases that the normalisation produced additional noise, 
in the form of white lines (figure 7.23), suggesting that the normalisation matrix was 
incorrect for that data set.
Figure 7.23: Detector correction problems
These errors would give rise to poor classification. If such problems are produced in a 
single slice of a patient then this patient file is essentially badly classified. One could 
include cases which are corrected well, which would require manual inspection of all 
files. This would reduce the number of cases somewhat.
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7.8.3 G enerated sinogram s
The reconstructed images supplied to us had undergone corrections of the sinogram 
prior to reconstruction. In order to use the maximum number of cases with corrections 
applied to the sinogram, we generated the sinograms from the images. The method of 
generating sinograms is described in section 7.3.
Once the sinograms have been generated we apply the necessary diametrical and cir­
cus functionals to calculate om* features. As before we apply them on the generated 
sinograms of each of the 7 slices, producing many features and take the average of all 
7 slices. This gives us 18 invariant and 16 sensitive features, with which we perform 
discriminant function analysis. We then test the accuracy on the test sets which have 
not been included in the training phase. The training set comprise 24 AD cases and 36 
normal controls while the testing phase includes 37 normal controls and 24 AD cases.
Combining the best 3 features B13, B16 and B3 produced an overall classification 
accuracy of 88% on the cross validation test data, with sensitivity and specificity 75% 
and 97% respectively. Combining the best 5 features gives a similar result. (The best 
features are selected automatically by Statistica by means of significance testing [100])
E C A T - 9 3 3  g e n e r a t e d  s i n o g r a m s
E C A T - 9 3 3  r a w  s i n o g r a m s
F e a t u r e s s e n s i t i v i t y s p e c i f i c i t y ï b t a l
B 1 3 6 7 % 8 3  % 7 7  %
B 1 3  B I G  B 3 7 5  % 9 7  % 8 8  %
B 1 3  B I G  B 3  A 1 4  B 1 2 6 3  % 8 3  % 7 5  %
B 1 3  B I G  B 3  A 1 4  B 1 2  B 1  B I O 5 8  % 8 3  % 7 3  %
B e a t  1 0  f e a t u r e s 6 7 % 8 6  % 7 8  %
Table 7.11; Classification accuracy on ECAT-933 generated sinograms
This is an improved result compared with that obtained by using the raw sinograms. 
This is attributed to the fact that the generated sinograms (although they suffer from 
the additional noise attributed to reconstruction), benefit from the quantitative cor­
rections applied to the original sinogram prior to reconstruction.
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7.8.4 D iscussion
The ECAT-933 scanner is a much older scanner and has a much smaller field of view. In 
order to test the robustness of our feature extraction and classification we utilised this 
new data. We had at our disposal a much larger dataset thus cross validation was done 
by leaving out approximately half the cases during training which were subsequently 
used for testing. Classification using single features proved unfruitful, as expected, 
since single features cannot describe the condition very well.
We know that combining both sensitive and invariant features improves classification. 
This was found to be true in this situation. Combining ten features produced an 
accuracy of 83%. Here we found that a much larger number of features were required 
to achieve acceptable levels of accuracy. Five features only produced 80% accuracy 
which is equivalent with clinical accuracy. We also found that increasing the number 
of features used increased the accuracy. However, this reached a maximum after which 
the classification accuracy dropped. This is down to over-training when the features 
describe the data set too well such that they can not be used with other data.
Attenuation correction improved accuracy for both invariant and sensitive features, 
although in some cases the best features may no longer be the same ones. Even with 
the improved accuracy the classification is still quite poor reaching a maximum of 84% 
when using combination of six features. The attenuated corrected sinograms did not 
perform as well as expected. This can be explained by the poor detector normalisation 
in some cases. If a single image is badly corrected the whole volume is typically 
incorrectly classified. In an ideal situation one should make the system robust so that 
if parts of data are missing the end result is not affected so much.
Generated sinograms produce better results, achieving a maximum of 88% classification 
accuracy. They benefited from the detector normalisation already performed.
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7.9 C om paring EC A T -953 and EC A T-933 resu lts
The classification accuracies obtained between the two datasets are significantly dif­
ferent. This is explored further in this section. It is suspected that this is the result of 
the fact that the ECAT-933 scanner is a much older machine with poorer sensitivity 
and much smaller field of view.
7.9.1 Com paring th e best features
Comparison of the accuracy obtained for both raw and generated sinograms for the 
data from the two scanners ECAT-953 and ECAT-933 (see table 7.12) reveals that 
the accuracy is better for the ECAT-953 in both cases. This is as expected as the 
ECAT-953 data are of much superior quality. Also to note is the fact that the ECAT- 
953 scanner gives a much higher sensitivity compared to specificity. On the ECAT-933 
scanner this is not the case where the specificity is much higher. Sensitivity is typically 
of much more clinical significance as one does not wish to miss out disease cases.
E C A T - 9 5 3 E C A T - 9 3 3
R a w  S i n o g r a m s s e n s i t i v i t y s p e c i f i c i t y s e n s i t i v i t y s p e c i f i c i t y
B e s t  F e a t u r e 7 8  % 6 0  % 5 2  % 8 6  %
B e s t  3  F e a t u r e 8 3  % 7 0  % 6 1  % 8 9  %
B e s t  5  F e a t u r e 9 4  % 9 0  % 7 0  % 8 6  %
B e s t  1 0  F e a t u r e - - 7 0  % 9 2  %
G e n e r a t e d  S i n o g r a m s
B e s t  F e a t u r e 9 1  % 8 0  % 6 7  % 8 3  %
B e s t  3  F e a t u r e 9 1  % 8 0  % 7 5  % 9 7  %
B e s t  5  F e a t u r e 8 6  % 8 0  % 6 3  % 8 3  %
B e s t  1 0  F e a t u r e - - 6 7  % 8 6  %
Table 7.12: Comparing classification accuracy of ECAT-953 and ECAT-933 best features
Another thing to note is that the features performing best on the ECAT-953 data are 
not necessarily the best for the ECAT-933 data. Thus it seems that for each scanner 
a different set of features would perform best.
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7.9.2 A pplying EC AT-953 best features on ECAT-933 data
If we compare the performance of specific features between the ECAT-953 and ECAT- 
933 data sets we observe the following. The best performance by a single feature 
was obtained by feature A8 (80% specificity and 91% sensitivity) in the ECAT-953 
generated sinogram data. This feature performed very poorly with sensitivity of 52% 
on the ECAT-933 raw sinogram data. Improved performance was obtained when 
combining features A8, AlO and A ll on the ECAT-953 data. However, on the ECAT- 
933 data these features do not perform at all, again they produce a sensitivity of 52%. 
On the ECAT-933 generated sinograms both of these feature combinations failed to 
perform well. They produced a dismal sensitivity of 8% and 38% (see table 7.13). In 
fact the classification had a strong bias towards classifying everything to normal.
E C A T - 9 5 3  b e s t  f e a t u r e s  a p p l i e d  t o  E C A T - 9 3 3  d a t a
E C A T - 9 5 3  
g e n e r a t e d  s i n o g r a m s
E C A T - 9 3 3  
r a w  s i n o g r a m s
E C A T - 9 3 3  
g e n e r a t e d  s i n o g r a m s
F e a t u r e s s e n s i t i v i t y s p e c i f i c i t y s e n s i t i v i t y s p e c i f i c i t y s e n s i t i v i t y s p e c i f i c i t y
A 8 9 1  % 8 0  % 5 2  % 8 9  % 8  % 9 7  %
A 8  A l O  A l l 9 1  % 8 0  % 5 2  % 8 1  % 3 8  % 8 6  %
A 8  A l O  A l l  A 3  A 9 8 6  % 8 0  % 6 5  % 7 8  % 2 1  % 8 9  %
B 1 8 9 1  % 4 0  % 0  % 1 0 0  % 0  % 1 0 0  %
B 1 8  B 1 4  B 4 8 2  % 5 0  % 4 3  % 9 4  % 7 1  % 8 3  %
B 1 8  B 1 4  B 4  B 5  B l l 9 1  % 7 0  % 5 7  % 8 7  % 7 9  % 8 6  %
Table 7.13: Comparing classification accuracy of ECAT-953 best features applied to ECAT- 
933 data
For the invariant features on the ECAT-953 data a combination of 5 features, B18, B14, 
B4, B5 and B ll  were found to perform well. Again these features failed to produce any 
fruitful results with the ECAT-933 data, only managing a sensitivity of 57%. However, 
on the generated ECAT-933 sinograms, they produced a relatively good result with 
sensitivity of 79% and specificity of 86%. The best invariant feature on the ECAT-953 
data B18, could not classify at all the ECAT-933 data; it produced 0% sensitivity in 
both ECAT-933 raw and generated sinograms.
The features that performed well on the ECAT-953 data do not perform well on the 
ECAT-933 data. This could be attributed to the fact that the ECAT-953 data were
7.9. Comparing ECAT-953 a>nd ECAT-933 results 115
acquired with a much better machine with 31 slices and a greater field of view, while 
the other had only 7 slices and a much lower detector sensitivity. According to the 
literature, a fully 3D machine, even during 2D acquisition has a greater sensitivity 
performance gain [113, 105]. On the generated sinogram of the ECAT-933 data the 
results are expected to be similar to the ECAT-953 results due to the fact that both 
data sets are generated from the reconstructed images, which have undergone correc­
tions. However the effects of different machines and number of slices and field of view 
are not known.
W hat this clearly shows is that features’ performance is very dependent on scanner 
type. The features are not yet invariant to the scanning method. Thus features trained 
on one machine cannot be expected to work well on anther machine, especially when 
the machines are very different.
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7.10 E lim inating Shape inform ation
The Trace transform triple feature method is a texture analysis method. When we use 
the whole brain, not only we are utilising the texture properties, we are also encoding 
the brain shape information. There is some variation between brain shape of patients. 
A method to eliminate this shape information is to fill the background with the mean 
gray value of the object. We filled the background with the mean gray-level of the 
brain region. Once this is done we generate the sinogram as before and repeat the 
entire feature calculation and analysis.
The discriminant function analysis cross validation results do not appear to improve 
at all, in fact they worsen. For the best 5 features the overall classification accuracy 
reduces to 82%. On inspection of the generated sinogram, we can see that the image 
is somewhat different. The region that corresponds to the brain itself is difficult to 
differentiate from the background, as can be seen in figure 7.24 . Also the fact that the 
background has a greater presence in the sense of higher gray-level value will reduce 
the contribution of the brain region on the calculated features.
Figure 7.24: Generated sinogram of brain with background set to mean
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If we take a minimum enclosing rectangle enclosing the brain we minimise the effect 
of the background, and if within this rectangle the background is given the value 
of the mean of the brain region (figure 7.25) we eliminate shape information. Thus 
the experiment is repeated with the background gray-level set to the mean of the 
brain and using the data enclosed by the minimum rectangle to generate the sinogram 
(figure 7.26). Then as before, features are calculated and discriminant function analysis
performed.
Figure 7.25: Image data, minimum enclosing rectangle
Figure 7.26: Generated sinogram from the minimum enclosing rectangle with the background 
set equal to the mean value.
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The result of combining the best 3 features B4 B3 and B9 produces an overall classifi­
cation accuracy of 88% on the cross validation test data, with sensitivity and specificity 
of 75% and 97% respectively (table 7.14). Combining the 5 or 10 best features does 
not improve the result any further. However combining the best 15 features improves 
the classification to 90% with sensitivity and specificity of 79% and 97% respectively.
E C A T - 9 3 3  r a w  s i n o g r a m s
F e a t u r e s s e n s i t i v i t y s p e c i f i c i t y T o t a l
B 4  B 3  B 9 7 5  % 9 7  % 8 8  %
B 4  B 3  B 9  B 1 4  A 7 6 7  % 9 4  % 8 3  %
B e s t  1 0  f e a t u r e s 7 5  % 9 7  % 8 8  %
B e s t  1 5  f e a t u r e s 7 9  % 9 7  % 9 0  %
Table 7.14: Classification accuracy on ECAT-933 generated sinograms from the minimum 
enclosure of brain eliminating shape information
W hat is clear here is that invariant features are better performers in the ECAT-933 
data. This may be attributed to the fact that perhaps anisotropic effects are not 
present in these data, thus the sensitive features are not so good discriminators. This 
could be attributed to the poorer acquisition method, or scanning of regions which do 
not exhibit such effects, considering that only a small cross section (5cm) of the brain 
is taken.
7.10.1 D iscussion
Eliminating the shape information has improved the results considerably, giving the 
highest classification accuracy of 90%. This is quite important as most people’s brains 
differ considerably in shape. Other techniques of eliminating this shape information 
would be to take a cross-section of the image. However this would mean we would need 
to address the problem of finding the brain in the image and taking a cross section 
such that it is within the brain. Our basic method seems to be sufficient.
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7.11 C onclusions
The Trace transform has shown great promise in these investigations allowing one to 
classify with considerable accuracy. For the ECAT-953 scanner using raw sinogram 
we were able to achieve accuracies of up to 93%. However, when using ECAT-933 
data we failed to achieve such results only managing an accuracy of 83% on raw 
sinograms. This was improved by using corrected sinograms and further improved by 
use of generated sinograms to 88%. Eliminating the shape information pushed this 
boundary even further enabling an accuracy as high as 90%.
Although these results may seem good one needs to consider the fact that for the 
ECAT-953 data only 22 AD were used, ideally a much large number is required. The 
ECAT-933 data set was much larger in size with 49 AD and 73 normal controls. 
However, the results were worse in this case primarily attributed to the fact that the 
scanner field of view was half the size of the ECAT-953. It also comprised only 7 slices.
A major consideration is the fact that the accuracy is so far machine dependent. 
This is very undesirable as one is limited to what data set one could use. Ideally 
machine independent results would be preferred. The machine dependence is thought 
to be down to the classification method. We averaged features between slices. This 
is probably not the best course of action. Using a much better classifier such as 
support vector machines would be a consideration as we would be able to use all slice 
information. Also one could develop the system such that it can deal with missing 
slice information. This way machine independence may be achieved.
The huge difference between the scanners range and abilities is of major concern. In 
a realistic working environment these will be issues that one would have to tackle if 
such a diagnostic method is to be considered as a medical aid.
Chapter 8
Monomial texture analysis on 
PET images
This chapter will explore grayscale invariant features which can be calculated on im­
ages, as described in chapter 5. The background of the image influences the local 
calculations of the monomial features. It is claimed that if the background is ho­
mogeneous then the impact on the calculation is insignificant [93]. In our image the 
background does not appear to be homogeneous, therefore it becomes necessary to 
extract the object from the background. Thus the images were manually segmented 
from the noisy background. Once this was done the invariant features were calculated.
The ECAT-933 data supplied by PSI will be used for this study, primarily because of 
the larger quantity of patient files. Using the ECAT-953 data we would not be able 
to create two groups one for testing and one for training, due to the limited number 
of patients in the study. The ECAT-933 data was separated into two groups one for 
training purposes and one to be used for testing. For the training phase there were 37 
normal controls and 24 AD and for the testing phase there were 36 normal controls 
and 24 AD.
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8.1 M onom ial selection
The following monomials, some of which were found to perform well by Schael and 
Burkhardt [89] were used for this study. Although Schael and Burkhardt used some 
of these for an industrial inspection task to recognise defects in textures, they seem to 
perform well in the task at hand compared to other arbitrarily chosen monomials:
/ i (M )  =M [0,0]M [5,0]
/2 (M )= M [3 ,0 ]M [0 ,8 ]
/3(M ) =  M[0,0]M[5,0]M[0,10]
/4(M ) =  M[1,1]M[5,0]
/5(M ) =  M[3,3]M[0,8]
/6(M ) =  M[0,0]M[3,0]M[5,0].
The monomials can be thought of as producing a local window inside which all cal­
culations are performed. If we consider the f i  monomial, this will produce a window 
of radius 5 pixels (see figure 8.1). In the window the first monomial will select the 
central pixel, this will be multiplied by a pixel at distance 5 pixels determined by the 
second monomial. This is repeated for angles 0 — 27t and the results summed. This is 
essentially the local part which will be repeated for all pixels to produce the feature.
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Figure 8.1: Monomials /i-  Action of a local kernel
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In practice, to compute f \  each pixel in turn is considered and multiplied with all 
pixels at distance 5 from it. The average value of these pairwise multiplications is 
then determined. This is equivalent to integrating over all rotation angles. This way 
a rotation invariant number is assigned to each pixel. Finally these are all averaged to 
find a single translation inveiriant number that characterises the whole region.
In order to compute /2 each pixel, a distance 3 pixels from the centre of the window 
is considered. This is multiplied with pixels a distance 8 pixels from the centre of the 
window. The two pixels are 90 degrees to each other with respect to the centre of the 
window. The average of this is calculated for all pairwise multiplications to produce the 
rotation invariant number (see figure 8.2). Then the average of all these local windows 
produced is taken to produce a translation invariant number, which characterises the 
whole region.
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Figure 8.2: Monomials /%- Action of a local kernel; arrows indicate pixels that are multiplied 
pairwise
The computation of fs results in a much larger local window, 10 x 10 pixels. Here as in 
feature / i  the central pixel in the local window is multiplied by a pixel at distance 5, 
which in turn is multiplied with a pixel a distance 10 away. The pixels form the vertices 
of a right angle triangle (see figure 8.3). The average of all these multiplications for all 
angles produces the rotation invariant number. This is done for each pixel and aver­
aged to produce the translation invariant number, which characterises the whole region.
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Figure 8.3: Monomials /s- Action of a local kernel, arrows indicate pixels that are multiplied 
together
The computation of is similar to /2 in the sense that neighbouring pixels are mul­
tiplied pairwise, but here the nearest pixels of the inner and outer rings are paired 
and multiplied (see figure 8.4). The remaining monomial features produce kernels sim­
ilar to the ones shown above but merely differing in size, so they will not be shown 
explicitly.
Figure 8.4: Monomials / 4- Action of a local kernel
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8.2 A pplication  to  im ages
Applying the first three monomials resulted in 21 (7 slices x 3) features in total per 
patient. These invariant features were used to perform discriminant function analysis 
on the training data and produce discriminant functions using the pacltage Statistica 
[100]. Individual features were tested as well as combinations of many features to gain 
good classification accuracy. In order to test the accuracy the discriminant function 
obtained from this training phase was used to classify the test data.
All 21 features for classification yielded a classification accuracy of 97% during the 
training phase. This reduced to 82% on the test data, (see table 8.1).
A l l  2 1  F e a t u r e s  
a .  T r a i n i n g  b .  T e s t i n g
True
Pi’(
AD
^dieted
Normal correct
AD 24 0 100%
Normal 2 35 95%
Total 97%
True
Pr<
AD
adicted
Normal correct
AD 17 7 71%
Normal 4 33 89%
Total 82%
Table 8.1: Classification accuracy using all invariant monomial features
Although the training classification accuracy was extremely high the resultant testing 
accuracy was not as good. This can be explained by the fact that using so many 
features resulted in over training thus the discriminant function essentially described 
the training data too well. However, the testing data being slightly diflFerent were not 
classified so well.
Stepwise discriminant analysis is used, as described in section 6.2 to classify using 
different number of features. The results using the best three features / i ( l ) ,  /i(7) and 
/ 3(1) and the best seven feature / i ( l ) , / 3( l ) , / i ( 7) , / 2( l ) , / 2(6) , / i ( 3) and /i(4 ), (where 
the number in brackets corresponds to the slice number) are presented in tables 8.2 
and 8.3.
What we observe here is that reducing the number of features used in the classification 
reduces the classification accuracy of the training data. This is desirable as we do not
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really want to over-fit the data. As a result the classification accuracy on the testing 
data, which is the most important one, improves even only slightly. The classification 
accuracy between training and testing is much more similar when using fewer features. 
In addition notice that using many features biases the system towards a false negative 
thus reducing its sensitivity, which is very important in a real diagnostic situation.
F e a t u r e s :  / , ( ! ) ,  M l ) ,  / i ( 7 ) ,  A  ( 6 ) ,  / i ( 3 ) ,  / i ( 4 )
a .  T r a i n i n g b .  T e s t i n g
Ti'ue
Pi<
AD
3dicted
Normal correct
AD 23 1 96%
Normal 3 34 92%
Total 94%
Ti'ue
Pr<
AD
adicted
Normal correct
AD 20 4 83%
Normal 7 30 81%
Total 82%
Table 8.2: Classification accuracy using the best 7 invariant monomial features. The number 
in brackets corresponds to image slice number
a .  T r a i n i n g
F e a t u r e s ;  / i ( l ) , / s ( l ) , / i ( 7 )  
b .  T e s t i n g
True
Pr<
AD
sdicted
Normal correct
AD 21 3 88%
Normal 3 34 92%
Total 90%
True
Pr<
AD
adicted
Normal correct
AD 21 3 88%
Normal 5 32 86%
Total 87%
Table 8.3: Classification accuracy using the best 3 invariant monomial features. The number 
in brackets corresponds to image slice number
Further reduction in the number of features used does not improve the performance but 
in fact deteriorates it. This leads to the conclusion that using too many features over­
fits the data, so the predictive ability of the system for new data is somewhat limited. 
On the other hand using too few features does not describe the classes adequately 
hence its performance is low in training and testing. The best performance appears to 
be when combining 3 features. These features are the values of the monomials / i  and 
fs  computed for slices 1 and 7.
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8 .2 .1  D iscu ss io n
Invariant grayscale texture features obtained from the images appear to give good 
classification results. The best result attained reaches 87% when using a combination 
of 3 monomial features. These good results can be partly attributed to the fact that 
all slices were used individually. Since there were fewer monomial features this was not 
a problem with the classifier. Another observation that was found was that features 
taken on certain slices appear to be more significant, typically those from slices 1 and 7. 
Features calculated on these slices appear to discriminate better the two groups. This 
shows that AD affects different slices, hence different regions with differing severity. 
Although this is not a conclusive proof, it is a good indication.
Although AD affects the brain globally, various regions are affected more than others. 
The position of these regions in the brain varies slightly between patients. A fully 
global feature extraction method will not take this into account. However, the local 
rotation and translation invariance of the monomial method would, and hence explains 
its performance.
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8.3 R egistration  w ith  a B rain  A tlas
Some studies have shown that AD affects different regions with differing capacity 
[20, 108, 109]. Thus a region based study would perhaps show the effect of AD more 
clearly. Furthermore it has been shown that AD affects the left and right lobes with 
differing severity [20]. Thus calculating features between the two hemispheres individ­
ually would be a route to explore further.
The question therefore arises on whether segmenting each region and extracting fea­
tures for each region is more useful or not. Segmentation of regions of the brain can 
be tackled in two ways. Manually: this would be extremely tedious and would require 
clinical supervision and would most likely be non-reproducible. Therefore this method 
will be not taken. An alternative approach is to register the PET images to a brain 
atlas. Since the voxels in the brain atlas are labelled, one can deduce the corresponding 
label for voxels in the PET image, and subsequently segment based on these labels.
There are a whole host of registration methods [83, 3, 49, 37], commonly tackling the 
problem of registering images from one modality to another, for example PET to MRI 
co-registration. Many of these methods require landmark selection for registering. We 
wish to register to an atlas and would not be able to use many of these methods. Also 
we wish to use a fully automated one as landmark selection is not feasible.
8 .3 .1  A ffine R e g is t r a t io n
The aim here is to fit the PET image M  to a template image g using a twelve parameter 
affine transformation (ai to «12). An additional intensity parameter is included in the 
model as the images may be scaled differently (ais).
The affine transformation mapping from position x in one image to position y in 
another is defined by y  =  A x where A is a matrix with elements ai....a i2:
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(8 .1)
P a ra m e te r  O p tim isa tion
One of the simplest methods of determining the optimum parameters for a transfor­
mation is to minimise the sum of squared differences between the image and template 
data (x^)- It is not feasible to exhaustively search through the whole parameter space, 
so an initial parameter estimate is made and iteratively one starts searching from there. 
At each iteration the model is evaluated and x^ is calculated. The parameter estimate 
is then modified, before continuing to the next iteration. This is repeated until some 
convergence criteria are met, typically when x^ stops decreasing.
The method utilised here is similar to Gauss-Newton optimisation. Further details of 
this method can be found in [106]. A brief explanation is included below.
Let di{A) be a function describing the difference between the PET image and template 
image at voxel i. For each voxel (&), a first approximation of the Taylor’s Theorem can 
be used to estimate the value that this difference will take if matrix A  is changed by 
T:
dj(A +  T) =  d i { A )  + (8.2)dai da2
where ti are the elements of matrix T. From this a set of simultaneous equations is set 
up to estimate the values T  should take to minimise c^ z(A +  T)^
/  d d i j A )  d d i j A )  \  /  \
0 a i  Ô02
dd2{A) dd^jA)
dai da2
\ /
 ^ di(A) 
d,2 (A)
\  •
\
/
(8.3)
An interactive scheme for improving parameter estimates is derived from this. For 
iteration u, the parameter is modified as:
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A(»+i > =  A " + (8.4)
where B =
/  d d i j A )  
d a i  dd2(A) 
d a i
\  :
d d i ( A )da2
dd2{A)da2 and
/
di(A)  \
b  = d2 (A)
\ /
This process is repeated until no longer decreases or a fixed number of iterations 
has been performed. The problem with this method is that it can get stuck on local 
minima and there is no guarantee that it will find the global minimum.
For the PET image registration the following function is minimised
^ ( / ( A x j )  -  0i3g(xj))^. (8.5)
Vector b  is generated for each iteration by, bi = /(Ax^) — a i3<7(x,:), and matrix B 
is constructed from the negative derivatives. A derivative, computed as the rate of 
change of residual i  with respect to the scaling parameter 013, is simply —g{'x.i) i.e. 
the negative intensity of the template image at x .^
The derivatives of the residuals with respect to the spatial transformation parameters 
( a i , ..., «12) are obtained by differentiating /(Ax%) — ai3g'(xi) with respect to each 
parameter a* to give df{Ax.i)/dai.  The components of the gradient of image f  in each 
direction (d/(y)/dj/i, df{y)/dy2 and d /(y)/dy3, where y  =  Ax%, give the derivatives 
with respect to the translation parameters. Using the chain rule on the image gradient 
the remaining derivatives are calculated
df { y )  ^  df j y )  d y i  ^  d f { y )  d y 2 ^  d f { y )  dyz  
daj  dy i  daj  dy 2 daj  dys daj (8.6)
8 .3 .2  R e g is t r a t io n  to  T a la ira c h  d a ta b a s e
The aim of registration to a brain atlas is so that one can segment particular regions, 
since the position of each region on the atlas is known.
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The registration was performed using a matlab toolbox known as SPM99 [26]. The 
toolbox came with a PET template image, but this template image corresponded to 
the Montreal Neurological Institute (MNI) [25] brain atlas. Although the MNI atlas 
is more detailed, we wished to utilise the Talairach and Tourounx (1988) [102] atlas, 
primarily because the voxel labels are available on an online database. Therefore we 
used another template image available with an earlier version of the toolbox ie the 
SPM95 PET template. This template corresponds well to the Talairach atlas.
One drawback of registering the images is that the PET image slices are re-sliced 
and interpolated to match the dimensions of the brain atlas image. This is extremely 
undesirable as we do not want to interpolate our data, to create new slices etc.
It was therefore determined that we would register the images to determine the regis­
tration transformation parameters only. Then using these transformation parameters, 
for each voxel in the PET image space we would determine its position in the Talairach 
space and label the PET image voxel correspondingly.
The algorithm developed to achieve this is described below and schematically repre­
sented in figure 8.5. The reconstructed images are first converted to a different file- 
format so that that it can be read in by the SPM95 toolbox. The SPM toolbox then 
registers the image to the template image producing a registered version of the image 
and the transformation parameters. For each pixel in our original image we determine 
its X, y and z  coordinates in the Talairach atlas using the transformation parameters. 
These coordinates are then submitted online via the Talairach Daemon which returns 
the corresponding voxel labels. In this manner all images are labelled and segmenta­
tion is achieved by simply extracting regions of a particular label. Feature analysis is 
performed on these regions, which is described in section 8.3.3
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Registered Image
Talairach & Toumoux space
Convert to Analyze 
file format
ECAT format 128 x 128 x7
Reconstructed Image
Labelled Image
Voxel Labels
RegistrationTransformationPaiameters
Convert to 
Talairach Space
PET Template Equivalent to Talairach atlas
Analyse format 65 x 87 x62
Affine Registration 
Using SPM
Segmentation based 
on region labels
Perform feature analysis 
on each region
Talairach Daemon
Online database used to determine voxel labels
Figure 8.5: Schematic diagram of registration method
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The Talairach atlas contained 5 levels of voxel labels, with the highest detail in level 
5 comprising 73 regions in the brain. Initially we utilised quite coarse labelling to 
compare the various regions of the brain. Level 1 labels comprised 7 regions
1. Inter Hemispheric
2. Left Cerebrum
3. Right Cerebrum
4. Right Cerebellum
5. Right Brainstem
6. Left Brainstem
7. Left Cerebellum
Registration did not work on all the images, as some of the PET images contained 
data outside the boundary of the SPM PET template. Also the PET images supplied, 
comprised only 7 slices, while the template was 62 slices. With so few data the method 
was not expected to work on all PET images. Out of the 120 images, only 60 Images 
were successfully registered. Therefore we could only utilise these data. Due to this 
a new set of training and testing patients were determined, comprising 13 AD and 17 
normal controls for training and 13 AD and 17 normal controls for testing.
The registration of a single slice is shown in figure 8.6. This corresponds to level one 
labelling. The registration in this case is relatively good. This slice encompasses all 
seven regions of the brain, at this level of segmentation. Figure 8.7 corresponds to the 
same patient but a different slice that is higher up. In this case only the Cerebrum is 
in the image.
8.3.3 Feature extraction  and classification
The PET images once labelled were then segmented based on particular labelling 
and the invariant monomial features, as described in chapter 5, for each region were 
calculated. The majority of the regions were quite small. This produced quite a large 
volume of features. We chose to analyse the following regions: Left Cerebrum, Right 
Cerebrum Left Cerebellum and Right Cerebellum. Thus giving us 84 (3 Monomials 
x7 slices x4 regions) features.
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Original Image Labelled regions Region Edges
1
Figure 8.6: Talairach labelled PET image, slice 1
Original Image Labelled regions Region Edges
Figure 8.7: Talairach labelled PET image, slice 7
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Since the literature [20] suggests that there is a difference between the two hemispheres, 
we calculated the difference between the left and right of these regions for each slice 
with each monomial to create our second set of features for analysis. This comprised 
42 features. We also calculated the sum of each of these regions in each slice, for each 
monomial for our third set of features.
Discriminant function analysis is performed on these features, on the training set of 
patients. This is then cross validated on the testing set.
Using all the features, and selecting the best performers from each monomial produced 
relatively poor results. The b est/i feature was when applied to the right Cerebrum. 
On slice 7 this produced a moderate classification of 70% with sensitivity of 85% and 
poor specificity of 59%. Similar trend was observed for the /2 and fs  monomials 
producing best results with the right Cerebrum on slice 7, even though the results 
are quite poor. Combining multiple features improved the quality slightly. The / i  
monomial acting on regions RCB7, LCBl and LCL2 produced an overall classification 
accuracy of 73%. The fs  monomial overall classification accuracy was 77% acting on 
regions RCB7, LCBl and RCL6 (see table 8.4 ).
T r u e
P r <
A D
a d i c t e d
N o r m a l c o r r e c t
A D 1 1 1 9 2 %
N o r m a l 7 1 0 5 9 %
T o t a l 7 3 %
T r u e
P i ' (
A D
a d i c t e d
N o r m a l c o r r e c t
A D 1 2 1 9 2 %
N o r m a l 6 1 1 6 5 %
T o t a l 7 7 %
f ' l M o n o m i a l s  R C B 7 , L C B 1  a n d  L C L 2  F a M o n o m i a l s  R C B 7 , L C B 1  a n d  R C L 6  
Table 8.4: Classification accuracy for combination of features
R = R i g h t ,  L = L e f t ,  C B  =  C e r e b r u m ,  C L =  C e r e b e l l u m  a n d  n u m b e r  c o r r e s p o n d s  t o  s l i c e
Using the sum of features for a particular region for slices produced very poor results. 
Cross validation classification accuracy was in the region of 67% (see table 8.5), for a 
combination of two regions. Using more regions did not improve the results further.
This is probably due to the fact that the whole brain in not present. So when we sum 
features for a particular region only a part of this region is available to us. The amount 
of this region available to us varies between patients.
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H u e
P 11
A D
B d i c t e d
N o r m a l c o r r e c t
A D 9 4 6 9 %
N o r m a l 7 1 0 5 9 %
T o t a l 6 3 %
T r u e
P r <
A D
ï d i c t e d
N o r m a l c o r r e c t
A D 9 4 6 9 %
N o r m a l 6 1 1 6 5 %
T o t a l 6 7 %
B e s t  s i n g l e  f e a t u r e  F3 L e f t  C e r e b e l l u m  C o m b i n e d  f e a t u r e s  Fs  L e f t  C e r e b e l l u m
a n d  F i  R i g h t  C e r e b e l l u m
Table 8.5: Classification accuracy using features derived from the Cerebrum and Cerebellum
Using the difference between left and right hemisphere for the Cerebrum and Cerebel­
lum produce even worse results. In fact no real classification of the two categories is 
observed. It is suspected that the difference alone is not significant, but the magnitude 
of the texture features is more important.
The Talahach level 2 labelling comprised 12 regions, which included the Occipital, 
Temporal, Parietal and Frontal lobes. We registered and segmented these as before. 
Even smaller areas of these regions were present in the images. Performing discriminant 
function analysis produced similar results to those of level one. This was expected, as 
we were only viewing a small region due to the limited volume of our data.
The Hippocampus and Hypothalamus which exhibit AD more readily than other re­
gions was not present in the majority of our slices. Thus we were unable to experiment 
with the texture in this region.
8.3.4 D iscussion
W hat we have discovered here is that segmenting regions after registration and per­
forming texture analysis on these regions does not improve the quality of our results. 
In fact the results deteriorate, compared to what we were achieving previously. This is 
attributed to a combination of factors. The registration was relatively poor, primarily 
because we only had 7 slices, covering a very small cross section of the brain. When 
we segmented regions, the volumes of data we were extracting were different between 
patients as the cross section taken for each patient was different, covering differing 
volume of a particular region. If we are to utilise texture information of a particular
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region we really need the whole region/volume or consistently the same amount be­
tween patients, especially since the monomial features are not scale invariant. This 
is more so because the different sizes of brains correspond to different scales of the 
underlying physical texture for a given resolution.
Also our registration and subsequent segmentation of anatomical regions was not clin­
ically assessed. We cannot say for sure that the region we were segmenting is the 
correct region, as the ground tru th  was not available to us. Visually to a non-clinician 
all regions in the brain appear similar and one cannot see the boundaries of various 
regions.
One of the most important points about the registration method is that it is designed 
for normal brains. The template is of a normal brain. AD alters the brain significantly 
thus violating many assumptions used in the registration. The registration method 
utilises intensity of various regions to find the optimal solution. AD alters the intensity 
for various regions. In several cases the area’s shape, such as the ventricles changes 
completely [23]. The ventricle is said to play a vital role in the registration. Thus one 
questions the validity of registration of AD to the atlas and its subsequent accuracy. 
It is suspected that better registration and segmentation may produce better results.
8.4 C onclusions
This chapter has shown that monomial grayscale invariant features are quite powerful 
when used globally on the brain slices achieving accuracies as high as 87% with a 
combination of three monomial features. Then performance is attributed to their 
local and global invariance to rotation and translation. However, their downside is 
attributed to sensitivity to scaling. These monomials have shown clearly that there is 
a global texture difference in the AD state on the image.
The classification accuracy obtained using the monomial features are marginally better 
when compared to the accuracy obtained with the Trace transform features extracted 
from the raw sinograms, where only 84% was achieved. However, the monomial results 
are similar compared to the Trace transform results on the generated sinograms, and
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the sinograms with the shape elimination process, which had accuracies of 88% and 
90% respectively. These results may suggest slightly poorer performance compared to 
the Tï'ace transform method on the raw ECAT 953 sinogram data, which produced 
accuracy of 93%.
Classification accuracy on the segmented regions using the monomial feature extraction 
are very poor. This can be explained by two problems with the process. First the 
registration is quite poor resulting in poor region selection and segmentation. Second 
different brains have different scales of textiue, because the monomial features are not 
invariant to scale.
Chapter 9
Gender and Age
Various studies have suggested that there is a huge difference in the onset and progress 
of AD between genders [20, 121, 68, 122]. Brain function varies with age on normal 
aging people [107]. In fact brain activity reduces with age and an old normal patient 
may exhibit similar traits to an AD patient. The progress and effect of the disease 
is very different between age ranges for example 60-85 years old and 854- years old 
[121, 97, 116].
For these reasons AD studies typically incorporate age and gender matched patients. 
The data sets used in this thesis are age and gender matched. Age and gender matched 
study does aid in producing a more reliable set of data. However we feel that utilising 
the gender as well as age information would further improve our results.
9.1 G ender inform ation
The patients are regrouped into two sets of males and females. In the male category 
there were 34 AD patients and 46 normal controls, while in the female category there 
were only 14 AD patients and 27 normal controls. The groups are then split into 
further smaller groups for training and testing. This produced 17 AD patients and 23 
normal controls for training and testing in the male category. For the female category 
there were 7 AD patients and 14 normal controls for training and 7 AD patients and 
13 normal controls for testing.
138
9.1. Gender information 139
Invariant Monomial features were extracted as before and discriminant function anal­
ysis was performed on the training sets and subsequently tested on the appropriate 
testing sets.
First one notices that for five features / i ( l ) ,  h{7), ^ ( l ) ,  /3(1) and /2(7) the results 
are slightly better, with accuracy of 85% compared to an accuracy of only 82% with 
both male and female data using seven features (see tables 8.2 and 9.1). However, 
for the three features / i ( l ) ,  /a (7) and /2(1) the results have in fact worsened. The 
features selected are also different compared with the previous study. This shows that 
different features describe the male patient set better than when both male and female 
data are used. However, there are some features that are still present in both studies. 
More feature combinations do not yield any better results.
F e a t u r e s :  / i ( l ) , / 3 ( 7 ) , / 2 ( 1 ) F e a t u r e s :  / i ( l ) ,  / a ( 7 ) ,  / 2 ( 1 ) ,  f a i l ) ,  A ( 7 )
T r u e
P r
A D
B d i c t e d
N o r m a l c o r r e c t
A D 1 3 4 7 6 %
N o r m a l 3 2 0 8 7 %
T o t a l 8 3 %
T r u e
P r «
A D
s d i c t e d
N o r m a l c o r r e c t
A D 1 3 4 7 6 %
N o r m a l 2 2 1 9 1 %
T o t a l 8 5 %
Table 9.1: Classification accuracy using the best combination of invariant monomial features, 
for a male only patient set number in brackets corresponds to image slice
F e a t u r e s :  / i ( l ) , / 3 ( l ) , / 2 { l )
H u e
P r
A D
g d i c t e d
N o r m a l c o r r e c t
A D 6 1 8 6 %
N o r m a l 1 1 2 9 2 %
T o t a l 9 0 %
Table 9.2: Classification accuracy using the best 3 invariant monomial features, for a female 
only patient set, number in brackets corresponds to image slice
The classification accuracy obtained for women only data using three feature / i  (1), /a (1), /2 (1) 
was slightly better than the combined situation, rising from 87% to 90% (see tables 9.2
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and 8.3), possibly showing that AD in women is easier to detect. However the num­
ber of data sets here is so small that it is very difficult to make a sound conclusion. 
Combination of more features fails as there ai*e insufficient data to populate a higher 
dimensionality feature space.
It has been shown that the AD affects women more severely than men [20, 85]. Since 
the effect is greater on women, the damage to the function of the brain would be 
greater thus the detection rate is expected to be higher.
9.2 A dditional Features: G ender and A ge
The problem faced in the previous section is that there were insufficient data espe­
cially of women to really accurately test whether gender has an effect on AD progress 
significantly. An alternative approach which would encompass the gender information 
whitest using the full patient data set would be to use gender as one of the features in 
the discriminant function analysis. Gender in itself is not a good discriminator of AD, 
but when used in conjunction with the invariant features, it should provide a better 
descriptor of AD.
C r o s s  V a l i d a t i o n  T e s t i n g
B e s t  3  f e a t u r e s  +  G e n d e r B e s t  5  f e a t u r e s  +  G e n d e r
T r u e
P r <
A D
g d i c t e d
N o r m a l c o r r e c t
A D 2 1 3 8 8 %
N o r m a l 5 3 2 8 6 %
T o t a l 8 7 %
T r u e
P r <
A D
g d i c t e d
N o r m a l c o r r e c t
A D 2 2 2 9 2 %
N o r m a l 4 3 3 8 9 %
T o t a l 9 0 %
B e s t  7  f e a t u r e s  +  G e n d e r A l l  2 1  F e a t u r e s  +  G e n d e r
T r u e
P r (
A D
g d i c t e d
N o r m a l c o r r e c t
A D 2 3 1 9 6 %
N o r m a l 5 3 2 8 6 %
T o t a l 9 0 %
H u e
P r i
A D
g d i c t e d
N o r m a l c o r r e c t
A D 2 0 4 8 3 %
N o r m a l 5 3 2 8 6 %
T o t a l 8 5 %
Table 9.3: Classification accuracy using invariant monomial features, with gender as the
additional feature
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Using gender information as a feature clearly shows an improvement on the testing 
classification accuracy (see tables 8.2, 8.3 and 9.3), with sensitivity as high as 96% 
using 7 features. The overall classification seems to have improved slightly to 90% for 
combinations of the best five and seven features. Although for the best three features 
case there appears to be no improvement.
The age is said to be very crucial in AD by various researchers [20, 85, 7, 88, 121, 2]. In 
normal aging the brain does change slowly with age, but it has been shown that there 
is very large change between the groups 65-85 years old and 854- years. Therefore 
utilising the age information would enhance the discrimination. Table 9.4 shows that 
there is some improvement in the accuracy obtained. A combination of 7 features with 
age produced an accuracy of 93% compared with 82% without age information (see 
tables 8.2 and 9.4).
C r o s s  V a l i d a t i o n  T e s t i n g
B e s t  3  f e a t u r e s  +  A g e B e s t  5  f e a t u r e s  4 "  A g e
T r u e
P r <
A D
s d i c t e d
N o r m a l c o r r e c t
A D 2 0 4 8 3 %
N o r m a l 1 3 6 9 7 %
T o t a l 9 2 %
T r u e
P r <
A D
3d icted
N o r m a l c o r r e c t
A D 1 9 5 7 9 %
N o r m a l 1 3 6 9 7 %
T o ta l 9 0 %
B e s t  7  f e a t u r e s  4 -  A g e A l l  2 1  F e a t u r e s  4 -  A g e
T r u e
P r <
A D
î d i c t e d
N o r m a l c o r r e c t
A D 2 1 3 8 8 %
N o r m a l 1 3 6 9 7 %
T o t a l 9 3 %
T r u e
P r <
A D
î d i c t e d
N o r m a l c o r r e c t
A D 1 6 7 7 0 %
N o r m a l 5 3 2 8 6 %
T o t a l 8 0 %
Table 9.4: Classification accuracy using invariant monomial features, with age as the addi­
tional feature
Combining both age and gender does not appear to improve the accuracy any further 
(see table 9.5). This is down to the fact there is so much we can expect out of discrimi­
nant function analysis. Perhaps using alternative classifiers would further improve the 
result.
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C r o s s  V a l i d a t i o n  T e s t i n g
B e s t  3  f e a t u r e s  A g e  &  G e n d e r  B e s t  5  f e a t u r e s  - j -  A g e  &  G e n d e r
H u e
P r
A D
B d i c t e d
N o r m a l c o r r e c t
A D 2 0 4 8 3 %
N o r m a l 1 3 6 9 7 %
T o t a l 9 2 %
H u e
P r <
A D
s d i c t e d
N o r m a l c o r r e c t
A D 1 6 6 7 3 %
N o r m a l 1 3 6 9 7 %
T o t a l 8 8 %
B e s t  7  f e a t u r e s  +  A g e  &  G e n d e r  A l l  2 1  F e a t u r e s  A g e  &  G e n d e r
H u e
P r
A D
e d i c t e d
N o r m a l c o r r e c t
A D 2 0 4 8 3 %
N o r m a l 1 3 6 9 7 %
T o t a l 9 2 %
H u e
P r .
A D
s d i c t e d
N o r m a l c o r r e c t
A D 1 6 7 7 0 %
N o r m a l 6 3 1 8 4 %
T o t a l 7 7 %
Table 9.5: Classification accuracy using invariant monomial features, with age as the addi­
tional feature
We have seen here that utilising age and/or gender as additional features certainly 
improves the classification accuracy of the monomial features. This additional infor­
mation was incorporated in the analysis of sinograms during discriminant function 
analysis and a similar trend was observed. Table 9.6 shows the case for corrected sino­
grams with and without age and gender information, and, table 9.7 shows the results 
obtained for generated sinograms with and without age and gender information. It is 
clearly evident from these results the gains in performance are significant, up to 11% 
although the maximum is only improved by 4%.
F e a t u r e s  o n l y F e a t u r e s  4 -  G e n d e r  &  A g e
F e a t u r e  c o m b i n a t i o n s p e c i f i c i t y s e n s i t i v i t y T o t a l s p e c i f i c i t y s e n s i t i v i t y T o t a l
B 5  A 1 2 1 0 0  % 4 0  % 7 9  % 9 2  % 7 0  % 8 4  %
B 2  B 5  A 1 2 9 2  % 5 0  % 7 7  % 8 3  % 7 5  % 8 0  %
B 2  B 5  A S  A 1 2 8 3  % 6 0  % 7 5  % 8 6  % 8 5  % 8 6  %
B 2  B 3  B 5  B 1 4  A S  A 1 2 9 2  % 7 0  % 8 4  % 9 2  % 7 0  % 8 4  %
Table 9.6: Comparison of classification accuracy, when using gender and age as additional
features
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F e a t u r e s  o n l y F e a t u r e s  +  G e n d e r  Sc A g e
F e a t u r e  c o m b i n a t i o n s p e c i f i c i t y s e n s i t i v i t y T o t a l s p e c i f i c i t y s e n s i t i v i t y T o t a l
B 1 3 8 3  % 6 7  % 7 7  % 8 3  % 8 8  % 8 5  %
B 3  B 1 3  B 1 6 9 7  % 7 5  % 8 8  % 9 7  % 8 3  % 9 2  %
B 3  B 1 3  B 1 6  A 1 4 8 8  % 7 5  % 8 3  % 9 2  % 8 8  % 9 0  %
B 3  B 1 2  B 1 3  B 1 6  A 1 4 8 3  % 6 3  % 7 5  % 8 6  % 7 9  % 8 3  %
Table 9.7: Comparison of classification accuracy, when using gender & age as additional 
features
9.3 C onclusions
This set of results clearly shows that gender and age does affect the classification 
accuracy of AD. By incorporating this information in our classifying procedure we are 
able to improve our accuracy. In an ideal situation one should really separate the 
gender groups and train for male and female separately. However we were unable to 
do this successfully due to the limited number of data. Nevertheless we have shown 
here that age and gender need to be considered if one is to diagnose AD.
Chapter 10
Conclusions
Alzheimer’s Disease (AD) is the largest cause of Dementia for the elderly population, 
currently affecting over 670,000 people in the UK. With the continual increase in 
the age of the population the problem is expected to rise. There is no known cure 
to the condition and a definite diagnosis cannot be made in life. Clinical diagnosis 
is considered to be approximately 80% — 90% accurate, sometimes taking up to a 
year to assess. Early detection could aid in the care and possible development of 
better treatments or even a cure, considering a vaccine has been found which inhibits 
Amolyoid plaques in genetically modified mice.
AD has been shown to alter the structure and global texture of the brain. Studies 
using Magnetic Resonance imaging (MRI) and Computerised Tomography (CT) have 
been used to detect these changes with some success by some researchers. Positron 
Emission Tomography (PET) imaging is a functional imaging modality and in theory 
before structural changes are evident functional changes should be apparent. Therefore 
we utilise PET images for this study.
Prom the literature it can be seen that very few techniques can be applied to PET 
images because of the poor signal to noise ratio. A novel feature extraction method, 
known as the Trace transform - triple feature is developed further so that it can be 
applied to raw sinogram to extract features. Monomial grayscale feature extraction 
method is explored, which is applicable to images. This is so that some comparison 
can be made on performance using sinograms and reconstructed image.
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The Trace transform - triple feature method has proven its potential as a good feature 
extraction technique. It enabled us to achieve classification accuracy of up to 93% 
on PET (ECAT-953) raw sinogram data using a combination of five features, using 
discriminant function analysis as the classifier. This result is very good compared with 
the clinical accuracy of 80%. It is comparable to results obtained by Kippenhan et al. 
[52, 53, 51, 50], who used regional metabolic activity using PET and a neural network 
classifier.
The use of attenuation corrected and detector normalised sinogram did not improve 
the results significantly, in some situations it even degraded the accuracy. This was 
unexpected as literature points out that this process improves the quantitative nature 
of the sinogram; even visually the sinogram looks less noisy. However the effect of 
these correction processes is the accumulation of additive noise on the sinogram, which 
hinders good feature extraction, resulting in poorer performances.
On the poor quality data from an older machine (EGAT-933) we were unable to achieve 
comparable results with those for the ECAT-953, only managing a classification accu­
racy of 83% on the raw sinogram data. Further improvements were obtained here, by 
processing the sinogram such as generating the sinogram from the image, and elimi­
nating the shape information. This produced an accuracy of 90%, using a combination 
of fifteen features.
One of the drawbacks of this technique so far is that its accuracy is dependent on the 
quality of data. Should any part of that data be poor in any form then the accuracy 
drastically falls. This can be tackled by using more sophisticated classifiers.
The poor performance on one set of data is attributed largely to the difference in the 
quality and sensitivity of scanner used. This cannot be entirely resolved as one expects 
to get better results with the more advanced equipment.
Monomial features showed great promise enabling one to produce accuracies as high as 
87%. These features are good discriminators, however, they suffer ffoin lack of scaling 
invariance. This is problematic as brain sizes and scales of texture between brains do 
vary considerably. One option would be to normalise brains to the same anatomical 
size, by scaling, with consideration to texture. Alternatively, one could develop an
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scaling invariant solution to the monomial feature extraction technique.
The use of registration and extraction of regional information failed to materialise 
fruitful results. This is principally due to poor registration. The registration failed 
primarily because a very small cross section of the brain was available. Also the effect 
of AD alters the structure of the brain. Since the registration relies on matching 
structure, it becomes questionable weather one can actually register automatically a 
very degraded AD brain.
Gender and age are crucial to the progress of Alzheimer’s disease. Age and gender 
matching is not sufficient to get the best results. This thesis has shown that per­
formance gains of up to 11% might be attained by simply incorporating age and/or 
gender into the classification model, with the average improvement being 4.8%, al­
though larger data set is needed to verify this. However, the maximum accuracy was 
not improved any further on this limited data set.
A summary of the best results obtained in this thesis is shown in figure 10.1.
Table 10.1: Summary of Results
M e t h o d D a t a  S o u r c e F e a t u r e  S e t C l a s s i f i c a t i o n
a c c u r a c y
H a c e  T i  a n s f o i m E C A T - 9 5 3  r a w  s i n o g r a m B 6  A 1 4  A l l  A 1 3  B 1 2 9 3 %
T r a c e  T r a n s f o r m E C A T - 9 5 3  g e n e r a t e d  s i n o g r a m A 8  B 1 8  B 1 4 8 8 %
H a c e  T r a n s f o r m E C A T - 9 3 3  r a w  s i n o g r a m B 1  B 2  B 5  B 1 3  B 1 4  
B 1 5  B 1 6  B I S  A 1  A 3
8 3 %
T r a c e  T r a n s f o r m E C A T - 9 3 3  g e n e r a t e d  s i n o g r a m B 1 3  B 1 6  B 3 8 8 %
T r a c e  T a n s f o r m E C A T - 9 3 3  S h a p e  E l i m i n a t i o n B 4  B 3  B 9  B 1 4  A 7  B I O  B 1 6  B 1 5  
A 3  A 9  B 1 8  B 2  A 1  B 8  B 1 3
9 0 %
M o n o m i a l E C A T - 9 3 3  i m a g e s / i ( 1 ) / 3 ( 1 ) / i ( 7 ) 8 7 %
M o n o m i a l E C A T - 9 3 3  r e g i s t e r e d f i  R C B 7  L C B l  R C L 6 7 7 %
M o n o m i a l E C A T - 9 3 3 / i ( 1 ) / i ( 7 ) / 2 ( 1 ) / 2 ( 6 ) / 3 ( 1 )  
- f  G e n d e r
9 0 %
M o n o m i a l E C A T - 9 3 3 / i ( 1 ) / i ( 3 ) / i ( 4 ) / i ( 7 ) / 2 ( 1 )  
/ 2 ( 6 ) / 3 ( 1 )  +  A g e
9 3 %
M o n o m i a l E C A T - 9 3 3 / i ( 1 ) / i ( 3 ) / i ( 4 ) / i ( 7 ) / 2 ( 1 )  
/ 2 ( 6 ) / 3 ( 1 )  +  A g e  & : G e n d e r
9 2 %
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This thesis achieved the following:
• Introduced a new tool for processing sinograms, namely the Trace transform - 
triple feature method. It is a new and novel way of extracting features without 
the need to reconstruct the images. Features extracted represent the true image 
which is not fully recoverable by reconstruction algorithms.
• Demonstrated that features extracted using the Trace transform - triple features 
can be used to classify with good accuracy, with the aid of a classifier.
• Introduced monomial feature analysis which can be applied to reconstructed 
image. However, its accuracy is limited.
• Demonstrated that incorporating age and gender as features suggests improve­
ment in classification accuracy. This infers that age and gender may have a 
bearing on the effect of the disease.
10.1 Future work
One of the major limitations found was the use of discriminant function analysis as a 
classifier and the use of Statistica’s [100] implementation. The classifier is very basic 
and cannot deal with partially missing data very well. A large number of features per 
patient were created by the feature extraction process. Because of the limited number 
of variables Statistica [100] could take and the discriminant function analysis’ poor 
performance in high dimensionality spaces, it was necessary to use a reduced form of 
the data, namely averaging all slices. A classifier which is good in high dimensionality 
spaces, such as Support Vector Machines [12] could be used to overcome this problem.
Utilising individual slice information would definetly improve the quality as some ar­
eas are affected more than others. Taking a global picture averages out small local 
variations. Alzheimer’s does in fact start by attacking specific regions of the brain.
Studies have shown that regional variation in AD is considerable. Although the method 
of registration and extracting local volumes for feature analysis failed to some extend.
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better registration techniques could be explored. Acquiring a larger volume of the 
brain would aid this especially since registration would be made easier. Perhaps semi­
automatic registration techniques need to be considered so that clinicians can identify 
regions to be used for matching.
The Trace transform in not invariant to illumination. This is a problem with PET 
metabolic studies. The activity, which is related to the gray-level value, with different 
scanning protocols etc. does not remain the same. Thus different intensity values are 
obtained for a given situation. One can address this issue by two possible methods. 
Develop an illumination invariant Trace transform, or process the sinogram with phar­
macokinetic models [99, 77, 82]. These models attempt to produce absolute activity 
values. Typically arterial blood samples are taken for this to get base lines. Unfor­
tunately this was not conducted as the readings from the arterial blood samples were 
unavailable, future work could incorporate these.
An obvious expansion of the technique is to incorporate other Dementia cases. Al­
though the Trace transform method was able to classify AD and normal, it is an open 
question on how will it cope when multiple disease conditions are present. Some of 
these Dementias will produce very similar results to AD and diagnostic power is useless 
if we cannot identify the disease. Should we merely state that something is normal or 
abnormal?
The data from the the ECAT-953 scanner was volume data but in a sense they were 
slices used to build a volume. The ECAT-953 scanner is able to gather data in truly 
3D form. The Trace transform in theory can be developed to work in truly 3D. This 
would allow one to compute 3D features which are invariant to rotation, translation 
and scaling.
If one is to gain clinical acceptance a much larger patient data set is required from 
a range of centres to test reproducibility in varying quality of data. Ideally if one 
has a sufficiently large population the genders can be treated separately as there is a 
significant difference between the two, possibly enabling better discrimination of the 
condition.
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