Introduction
For nearly a decade, the Human Genome Project has been producing maps of increasing resolution, generating millions of reagents in the form of clones or markers. Among all other chromosomes, the X chromosome has been one of the most intensively studied. The current genetic map, based on microsatellite typing of CEPH families (Dib et al., 1996) , contains 216 markers, and has been enriched with 274 markers based on an irradiation hybrid map (Hudson et al., 1995) . Four chromosome-spanning YAC maps have been constructed independently. The first two were constructed as part of whole-genome mapping projects and cover 17% of genetic distance (Chumakov et al., 1995) and ∼50 Mb of physical distance (Hudson et al., 1995) . We constructed the first X chromosome-specific YAC map using a large-scale hybridization strategy (Roest Crollius et al., 1996) and a second map has since been assembled from STS-based contigs generated by a number of groups (Nagaraja et al., 1997) . The EST map based on radiation hybrid mapping has placed 549 ESTs on the framework of the genetic map (Schuler et al., 1996) , and many groups are actively involved in large-scale transcript mapping. These chromosome scale projects come in addition to a large number of more regional mapping efforts generally carried out as part of positional cloning projects. The consensus marker map built as a result of the last X chromosome workshop assembled 650 markers (Nelson et al., 1995) , providing a robust reference map.
Physical mapping data of the human X chromosome is, therefore, abundant. However, due to the wide range of biological reagents and experiment types used in these studies, it is difficult to combine this heterogeneous information for a comprehensive analysis. The quality of the data may fluctuate, because of experimental differences and because of the inherent instability of many of the reagents used, such as genomic clones. The probabilistic nature of genetic and radiation hybrid maps, and the level of noise in large-scale physical mapping projects, also illustrate the degree of caution that is necessary before integrating the information. To analyse the data, we believe that specific algorithms need to be developed to fit specific sets of information, in a way that preserves a global and co-ordinated view. However, developing such methods is currently greatly hindered by the fact that it is impossible to access all the data in a homogeneous manner.
Genomic data are currently stored and made available in a variety of ways. A number of databases have emerged, each specializing in a different aspect. Examples include clones, markers and maps (e.g. GDB, Fasman et al., 1997) , sequences (e.g. EMBL, Stoesser et al., 1997; Genbank, Benson et al., 1997; DDBJ, Tateno and Gojobori, 1997) , ESTs (dbEST, Boguski et al., 1993) or STSs (dbSTS, Benson et al., 1997) , genes and phenotypes [OMIM (Online Mendelian Inheritance in Man, OMIM, Center for Medical Genetics, Johns Hopkins University, Baltimore, MD and National Center for Biotechnology Information, National Library of Medicine, Bethesda, MD, 1996) ]. In parallel to these community-wide databases, most genome centres and laboratories maintain their own servers where data can be retrieved freely. All these different repositories vary in their data models, data schema and file formats, and this heterogeneity makes it extremely difficult to get an integrated view on a comprehensive subset of the available data. In addition to the variability in the way the information is presented, each repository stores a fraction of information also available in a number of others. If this overlap is not documented clearly, it is impossible to distinguish between a duplicated and an original piece of information. This can turn out to be a major source of distortion during data analysis.
In this paper, we will focus on the problems of data integration, which covers the technical issues of homogenizing different data representations and access methods, in contrast to map integration, which treats algorithmically the combination of different experimental strategies. The obvious benefit of accessing all the necessary information from a single point is to allow the construction of a clone, sequence and transcript map of the X chromosome faster and more efficiently. It will also provide a true measure of progress made by the community, since the integration work eliminates duplicated information and allows the establishment of comprehensive reference maps. Towards this, we have developed the Integrated X chromosome database (IXDB; Leser et al., 1998) based on a relational schema which gives an equal importance to connections between objects as to the objects themselves. A set of software tools has been designed to automate partially the process of integration, and interactive graphical maps facilitate access to the data. IXDB currently stores X chromosome mapping results from most genome centres and a large number of regional projects. The current focus of the database is physical mapping data, as a basis for transcript and sequence maps.
Results

Design principles for integrated databases
Combining information from different sources, which come with an intrinsic heterogeneity in meaning and format, requires a different strategy compared to establishing a database for one specific laboratory where data can be expected to be much more homogeneous. Projects aiming at integrating human genome data are immediately faced with the sheer Fig. 1 . Schematic representation of the table structure in IXDB (Version 2). The basic reagents used in physical mapping (clones, markers, genes, etc.) are stored along with all possible aliases and synonyms, and are linked by 'relationship' tables that describe the type of biological interaction, or the experimental result, that connects the objects. Objects are furthermore placed on maps and can have links to other databases. amount of information that needs to be identified, formatted and parsed into the database. Selecting the most appropriate starting point is essential. YAC-based maps were the first high-resolution physical maps to be constructed on the X chromosome, and are currently the basis for constructing higher resolution maps in BACs, PACs and cosmids, themselves leading directly to the sequence. Considering the purpose of IXDB, YAC maps therefore seemed to be a natural starting point. We have, from an early stage, been concerned with the problem of integrating this type of data, since our mapping efforts have relied upon the common use of YAC libraries within the Reference Library System (Zehetner and Lehrach, 1994) , and we have placed a special emphasis on the integration of experimental results from this pool (Roest Crollius et al., 1996) .
The main purpose of data integration is to connect objects from different sources logically. For instance, the integration process should reveal the fact that two objects named differently in different repositories are actually identical whenever logical inference makes it possible. Hence, a large fraction of the IXDB schema (Figure 1 ) is dedicated to storing a variety of relationships between biological object (e.g. clones, STSs, genes), such as matches or overlaps directly deduced from experiments. Relationships defined implicitly, e.g. in cases where an object is physically derived from another, are represented explicitly in order to facilitate retrieval.
Every piece of information in an integrated data set should be retraceable to its original source. This is necessary to as-sess the quality and confidentiality of the data, and to avoid possible overlaps during analysis. Therefore, IXDB rigorously applies the concept of data ownership, linking every piece of information to a virtual owner, which could be a physical person, a laboratory or a source database. This owner primarily indicates the origin of the data and is used as a reference when updating.
Different laboratories performing the same experiments will sometimes come up with different results, for a number of reasons. These include the inherent instability of some reagents and the different techniques used. In addition to sample variability, the absence of standard nomenclatures to refer to these samples is an important source of inconsistency. This latter situation is, however, beneficial in many cases, since it allows the identification of variants of one original sample that was distributed over time to many different laboratories. Such samples are cultured and stored in different ways, are susceptible to being genetically re-arranged, mixed up by human operators, and hence may be used to generate significantly different experimental results. Enforcing one nomenclature would lead to confusion when objects cannot be found under their usual name anymore. In contrast, it is useful and informative to preserve the variability and contradictions that exist in the real world, as long as these are correctly documented. Collecting the diverging data must not be accompanied by a decision on which is the true value of an attribute, or which is the original name of an object.
IXDB approaches these issues by clearly separating objects that are stable in nature from those that may vary over time. Stable objects include, for instance, amplimers defined by pairs of primers. The DNA sequence of the primers is the key to identifying the amplimers, and will never change over time for a given amplimer. However, any number of names are likely to be used in the community to refer to them. These various names are called synonyms in IXDB, and all refer to a single database object. On the other hand, variable DNA objects include almost exclusively clones. A given clone may be distributed to a number of laboratories, acquire different names, and each instance may, for example, re-arrange independently. It is, therefore, vital to preserve in the database the identity of each of the different instances when possible. It may provide clues to clarify conflicting experimental results, indicate that a given clone is prone to instability and unreliable for mapping, or give a measure of the variability of experimental data between laboratories. IXDB uses the term 'aliases', as opposed to synonyms, to refer to clones that derive from one original glycerol stock. Aliases correspond to different database objects, may be annotated with various attributes and be involved in different experiments, as in real life. They are, however, tightly connected inside the database, and a query for any of the aliases of a clone always results in a report presenting information on all aliases together. Table 1 shows a YAC clone in IXDB that has been characterized in five laboratories, each providing complementary but sometimes significantly contradictory data. In such cases, a biologist querying IXDB would have to make a choice as to which information to take and leave.
Considering the large number of techniques which are used in genome research, it is vital for an integrating database to allow for a flexible and extensible mechanism to represent the results of the different methods. We address this need by separating object connections in two classes: those that describe a piece of experimental evidence, such as a hybridization, a fingerprint or a polymerase chain reaction (PCR) assay, and those that consider the method by which an object was created, such as 'is left end of' or 'is internal Alu-PCR product of' (Figure 1 ). The number of relationship types that can occur in the field of molecular genetics is far greater than those strictly relevant for mapping purposes. Therefore, it is tempting to reduce the variety of possible types of links to a small number of general types (e.g. 'overlaps', 'is contained in' or 'is derived from'). This would simplify the integration task and increase the performance of future processing algorithms. However, it would also imply a loss of information that is critical for assessing the quality or strength of the links. The biological method determines the reliability and accuracy of the link between two objects, and these properties should be considered by algorithms. Hence, IXDB stores such information and further allows relationships to be annotated with parameters that provide indications on the strength and quality of the results. For instance, 48% of hybridization and fingerprint data stored in IXDB are accompanied by a figure indicating the intensity of the match recorded after the experiments by the biologists. 
Integrating data
In most databases accessible via the Internet, either by FTP or World Wide Web (WWW), public data are ultimately presented as plain text documents with a specific structure. Typical examples are a GDB report or a data file downloaded by FTP from a large genome centre. In general, the process of integrating such documents in a given target database can be divided into four steps.
1. Parsing reads the original file and translates it into an internal data structure, based on the recognition of keywords or structural patterns such as paragraphs. Differences in formats between the sources require the development of programs that perform this step on a case-by-case basis, which is a tiresome and error-prone task. Our strategy makes extensive use of regular-expressions, which are supported very efficiently in scripting languages such as Tcl/Tk (Ousterhout, 1994) or PERL. We found this pattern matching better suited than the use of formal grammars (Aho et al., 1985) because of the greater flexibility and robustness towards irregularities which are frequently encountered. 2. Translation, or homogenization, maps the recognized objects and attributes to their according classes in the target database. Traditional database integration approaches break this into two separate steps: data model conversion and schema integration (Batini and Lenzerini, 1986) . This is reasonable in a setting where data sources are fullyfledged database systems based on a formally defined data model, because known schema integration techniques are based on the availability of database schema in a standard data model (Kim et al., 1995) . As many of our data sources are not standard database systems, these techniques are not applicable. Instead of fully structured databases, we are often faced with 'semi-structured data' (Buneman, 1997) which do not follow a strict schema. Exceptions are common place and need to be detected and considered. We are not aware of any automatic method that could cope with this complex situation, and therefore the necessary mapping of concepts depends on ad hoc human interaction. 3. Comparing matches the new data with existing objects.
This implies searching the target database for already known objects that are potentially related, and aims at revealing formerly unknown connections or a better classification of vaguely described objects. This is the most important step towards the achievement of the main integration goal, which is connecting previously unconnected objects. 4. Writing generates SQL commands in an order that preserves database integrity. For instance, objects must be created before they can be connected to anything. The order in which information is specified in an original file is often conflicting with this requirement.
Each of these steps has an important function for the maintenance of the semantic integrity of any integrated database. For instance, parsing needs to detect exceptions in an otherwise well-formatted data file, the failure of which will lead to misinterpretation of data tags or values. Translation reveals incompatibilities in the data schema, which occur if the new file contains a class of data not yet existing in the target database. Such situations can be resolved by a schema extension. Comparing tries to find and confirm relationships between objects, such as the fact that one object is derived from another (for instance, an STS derived from the left end of a clone). It will result in warnings where such relationships are ambiguous or underspecified. The comparison of old and new data frequently leads to changes in the target database if, for instance, new information is found to be more precise than the old one.
The first two steps described above, parsing and translating, completely depend on the specific input file format. Specific programs need to be developed manually for each new format which prepare the original data in a way that is compatible with the target schema. Comparing and writing can then be carried out semi-automatically. When integrating a new data file from a new source, only the first two steps vary and have to be implemented again (Figure 2) .
To this end, we have defined a simple data format, IACE, which acts as an explicit interface between steps two and three. A specific program is written for each new source file that is to be integrated in IXDB, which generates a file in the IACE format by transformation of the original information. This file is then uploaded in IXDB with iace2ixdb, which takes any IACE file as input. An explicit representation of the translated information offers several advantages. For instance, format irregularities in the source file can easily be solved manually in the corresponding IACE file. Also, IACE files can be directly generated by third parties as a fast way to upload large data sets.
IACE was developed with three intentions. First, it should be easy to produce and readable for humans. Therefore, it is completely text based. Object references are denoted by names, not by internal database identifiers. The data can appear in any order inside the file. A default-value mechanism can be used for values which remain unchanged for entire files, such as the owner of the data. Second, it controls the vocabulary wherever possible. Attribute values such as object type, type of a relationship, etc., which are given in plain text, are checked against dictionaries of allowed values. This has many advantages: it prevents errors, such as misspelling of words, which later affect the accuracy of queries; and it enforces the necessary discipline concerning the vocabulary. Third, it must be easy to parse and robust against schema changes. To this end, IACE is directly based on the relational schema of IXDB. One tuple, i.e. one row of one of the relational tables, is described by one paragraph, with the Fig. 2 . Schema illustrating the integration of a CEPH YAC report using iace2ixdb. The original text file (left side) is converted into an IACE file (middle box) by a specific program, carrying out the steps parsing and translation. The IACE file is compliant to the IXDB schema. Iace2ixdb (right) then compares object names, types, origins and relationships with existing data in the database (step comparison). Comments with arrows indicate typical checks. Iace2ixdb finally generates the SQL commands which are sent to IXDB (step writing) and comments and requests for human intervention (upper right box). name of the relationship used as paragraph header and the name of the attributes as tags for each line. Iace2ixdb, the program which performs the tasks of comparing and writing, uses the data dictionary of the ORACLE system to look up the definition of relationships, references and attribute names. Hence, changing the database schema does not require changing iace2ixdb; the change is implicitly propagated instead. In a similar fashion, the dictionaries for the vocabulary checking are stored in special tables in the database.
The most important task of iace2ixdb is to perform a number of checks to ensure that new data are integrated consistently and as tightly as possible. These checks are not covered by the usual integrity preserving mechanisms of commercial database systems, because they examine single objects and not just general structural constraints. Potential conflicts generate warnings and error messages, intended for the human operator: a warning is raised if a problematic situation has occurred that can be resolved automatically, but should be checked by the operator. The program carries out a predefined action and continues. An error is generated if a problem cannot be resolved by the program, which will therefore ignore this paragraph in the IACE file. Semantic conflicts are resolved as follows: if the information in IXDB is considered to be correct, the IACE file is changed, for instance by modifying an object definition or adding an explicit relationship. If, in contrast, the operator has more confidence in the new data, the existing data in IXDB need to be adapted. Which action to take is usually decided by a human expert.
The following situations are recognized and treated by iace2ixdb.
Synonyms are treated transparently, which means that assigning information to a synonym of an object automatically moves this information to the primary database object, instead of generating a new object. Declaring that two objects are synonyms in an IACE files automatically merges them in the databases if they already exist. Object references can use both real object names or synonyms. Following the definition given above, aliases are not affected by this mechanism.
When detecting that an object in the IACE file has the same name as an existing object in the database, iace2ixdb verifies whether the new object is really known or new (i.e. a homonym) by comparing object type and origin. If the new object is of the same type, but another origin, both objects are assumed to be identical and any new information is added. In contrast, if it is of the same type and the data come from the same source, iace2ixdb updates the old data with the new. If the new object has another type, iace2ixdb will generate a new object, as it assumes that both objects incidentally share one name. In any case, a detailed warning is generated to notify the user which action has been taken. Apart from these rules, IACE also allows the user to specify explicitly whether new values should be added or updated.
Homonyms are therefore allowed in IXDB, which means that it is possible for two objects from the same or from different classes to share the same name. This situation occurs, for instance, in cases where an object has been derived from another (e.g. a pair of primers from the sequence of a marker cloned in a plasmid vector). Referencing homonyms by name is necessarily a problem in IACE files (though not in the database, where internal identifiers are used instead of names) which use names as references. Other systems avoid this by either forbidding homonyms (such as ACeDB and the ACE file format; Durbin and Thierry-Mieg, 1991) or by requiring the use of internal object identifiers instead of object names. While the first strategy is not satisfying for an integrated database, we found the latter approach both uncomfortable for humans, who certainly think in terms of object names, and impractical for programs, since it requires the generation of objects (to obtain an identifier) before even specifying the link, which can only be achieved by breaking up each data file into two. In IACE, the problem of homonyms for two objects of different classes is alleviated by allowing references to be further qualified with the object class. Underspecified or ambiguous references are detected and reported.
Content and interface of IXDB
IXDB currently (March 1998) stores information on ∼178 000 genomic objects (Table 2) , stemming from ∼82 different sources (databases, genome centres and laboratories). Of these, 5460 are STSs, ∼13 000 are PACs and ∼3500 are cDNAs. Approximately 8000 objects are directly associated with an X chromosome map position, and ∼50 000 are connected to other objects by some type of experimental evidence. The database can be accessed via a form-based interface from the WWW URL http://ixdb.mpimg-berlin-dahlem.mpg.de. Objects can currently be searched by name, external ID, keyword and map position. Object reports are clearly formatted and homogeneous for all classes. Maps are displayed on-line via DerBrowser, a powerful JAVA applet (Grigoriev, 1998) . Users may enter flanking markers or positions in kilobases to define a map slice for display. The map display is interactive, allowing users to click on any objects on the map and to retrieve in a new window related information stored in IXDB.
While navigating in IXDB, the interface provides at any stage the possibility to retrieve a list of all objects that are likely to overlap with the one currently on the screen, based on the experimental results stored in the database. This list is calculated on-line and is a first attempt at exploiting the richness of links that are stored. The program rapidly assembles in one page all objects that are connected via experimental evidence, including those that would not be deducible by looking at isolated data sets. 
Discussion
A new approach to genomic data integration is presented and applied to physical mapping of the human X chromosome. We have completed the integration of data from several public databases and data collections into one single, fully cross-referenced and consistent repository. Apart from the immediate benefit of providing this information, IXDB has established a process which alleviates many general problems of data integration in genome research. To the best of our knowledge, no other single chromosome database is comparable to IXDB in terms of integration depth and width of scope. Difficulties in genome data integration arise from the heterogeneity of the available information and have led to the present situation, which is on the one hand characterized by a rapidly growing amount of data, but on the other hand suffers from the complete lack of methods to consider the various data sources together for an exhaustive analysis. Our strategy is based on the design of a schema that closely parallels the biology underlying the data and that allows for the storage of potentially conflicting data. We model object relationships in a way similar to Panzer et al. (1997) . A set of tools was developed to enable a semi-automatic integration of new data in the database. We have defined IACE to separate clearly those parts of the upload task that remain unchanged for each new source and those that need to be adapted or rewritten. This has greatly reduced the overall time for a single integration task. The most time-consuming parts now are the first two steps mentioned above (parsing and translating), as they change from source to source. Data from simple HTML tables are transformed within a few hours, whereas complex and large data sets (e.g. whole laboratory databases) require several days of work. Once a proper IACE file is created, the time required for step three depends on the level of consistency between the data in the file and the data in IXDB. If there are many objects with ambiguous or contradicting names or types attached, many human decisions are necessary. However, these cases de-crease continuously due to the increasing number of names known to the database.
The definition of a flat-file upload format for quick and comfortable data integration is commonplace. Similar formats are, for instance, the ACE format used by ACeDB or the CTL (Common Transport Language) used by GDB (see http:///gdbwww.gdb.org/eds/top.html). However, these approaches only provide a mechanism for adding, changing or deleting data without rigorous verifications of the current content of the database. In these examples, comparisons are restricted to names within a given object class. Also, any integrity check must be performed before the upload file is generated, which results in a shift of this work from the automatic part of data integration to the manual, source-specific one. In contrast, IACE checks all classes, allows for synonyms and even tries to deduce class membership. Iace2ixdb will create SQL after comparing the new data with the old data, following specific rules. These rules and merging procedures are highly application dependent. Iace2ixdb also uses the data dictionary capabilities of ORACLE to react with flexibility on schema changes.
A number of approaches developed in computer science address the problem of database interoperability, generally referred to as multidatabase systems (Bright et al., 1992) . The goal of such projects is to bridge the semantic and syntactic difference between different databases in a way that preserves the autonomy of the components, while giving a user the possibility to access them together from one single point. They differ in many ways, for instance by the level of homogenization they offer (ranging from the illusion of accessing one single homogeneous database to the mere provision of technical access paths) and in the question of whether the result of the integration is made persistent or not. Concerning the latter, two strategies can be distinguished. Dynamic approaches, such as OPM, the 'Object Protocol Model' (Chen and Kosky, 1996) , or bioKleisli (Davidson et al., 1997) , evaluate queries against the component databases just in time, and hence need to access the source databases for each query. In contrast, data warehouses copy all source databases together to one physical location (in-advance integration; Widom, 1995) . Using their local storage, they need to restructure and reformat the original data only once for each source.
The warehouse approach has a number of properties that are advantageous in the field of molecular biology databases, which is characterized by complex schemas and relationship types, missing standards in nomenclature and term definitions, and a high percentage of inconsistent or vague data. In particular, it allows the inclusion and consideration of information that is not contained in any of the source databases, but stems, for example, from personal communications or publications. This is possible because all data are stored in a local database which is under local control. Additionally, data can be corrected at any time without affecting the source databases. We also observed that a large percentage of the data we included in IXDB was never available in what computer science would call a database, but is stored in flat files without any suitable access for a computer over the Internet. Such sources are particularly difficult to integrate in dynamic systems. In our opinion, dynamic systems will not be able to offer a sufficient degree of consistency and completeness as long as their creation is not accompanied by a major standardization and homogenization effort within the data sources. Current systems work very well with stable and technically advanced sources, which we do not find a satisfying strategy for the human X chromosome mapping domain.
The major disadvantage of the warehouse approach is that it is difficult to guarantee the currency of the data (Gupta and Mumick, 1995) . In principle, the warehouse needs to be updated each time new data is released from any of the sources. This is usually implemented by a periodic update every week or month. IXDB is prepared for such a strategy by using a data ownership concept. As every piece of information is provided with a pointer to its source, we can specifically exchange outdated data against updated sets, although changes carried out during data curation are lost. Consequently, our strategy is well suited for truly new data, but not as well for corrections of old data. However, we found updates to occur only occasionally.
Another example of a warehouse database in the field of molecular biology is IGD, the 'Integrated Genome Database' (Ritter et al., 1994) . IGD addressed the complete domain of genomic and genetic information, and integrated data from 15 different source databases into one ACeDB database. The upload procedure, based on the ACE text format defined for ACeDB, made only a few attempts to detect conflicts on the instance level. This has led to a considerable redundancy and a series of missing links. Additionally, ACeDB relies on object names for internal identification and, therefore, does not allow homonyms. Unfortunately, IGD is no longer available in the form described here. Another project is described in Aberer and Hemm (1996) . They use a logic-based language to specify integration rules, which is in general more powerful than IACE, but they do not treat object identity and homonyms or aliases.
Today, the WWW is the most important means of accessing databases within the scientific community. The WWW is, however, designed for human perception and does not support structured documents well. The primary way of finding data is by navigation through hyperlinks. Not surprisingly, it is regarded as a poor platform for database interoperability. Recently, an initiative from various groups, including industrial companies, has emerged to promote CORBA (Common Object Request Broker Architecture) of the OMG (Object Management Group) as an alternative technology and as a platform for the definition of standards. The structure and format of these standards are currently under development at the Life Science Task Force (http://lsr.ebi.ac.uk).
CORBA will most likely only alleviate the problems of database access and data format. Questions such as the identification of genomic objects, differing schema and missing interdatabase consistency are not likely to be resolved. It is also a complex technique, which cannot easily be adopted by smaller laboratories.
The information that has been delivered by genome mapping is now heavily relied upon for large-scale sequencing. The recent emphasis placed on this genome analysis tool is not a reason to abandon the curation and cataloguing of purely physical mapping data. In this context, the announced ending of the GDB database is a blow to the mapping community. However, a set of chromosome-specific databases could be an alternative to a large genome-wide repository. Their maintenance would be facilitated due to decentralization, a closer contact with the user community and a limited scope that makes it possible to curate the content of the database. A unified read-only access could be provided using the CORBA technology described above. We presented here methods with which such chromosome specific databases could be managed and organized.
