Fragment transition density method to calculate electronic coupling for excitation energy transfer J. Chem. Phys. 140, 244117 (2014) Exciton delocalization and singlet excitation energy transfer have been systematically studied for the complete set of 16 DNA nucleobase dimers in their ideal, single-strand stacked B-DNA conformation, at the MS-CASPT2 level of theory. The extent of exciton delocalization in the two lowest (π ,π * ) states of the dimers is determined using the symmetrized one-electron transition density matrices between the ground and excited states, and the electronic coupling is calculated using the delocalization measure and the energy splitting between the states [see F. Plasser, A. J. A. Aquino, W. L. Hase, and H. Lischka, J. Phys. Chem. A 116, 11151-11160 (2012)]. The calculated couplings lie between 0.05 eV and 0.14 eV. In the B-DNA conformation, where the interchromophoric distance is 3.38 Å, our couplings deviate significantly from those calculated with the transition charges, showing the importance of orbital overlap components for the couplings in this conformation. The calculation of the couplings is based on a two-state model for exciton delocalization. However, in three stacks with a purine in the 5 position and a pyrimidine in the 3 one (AT, GC, and GT), there is an energetically favored charge transfer state that mixes with the two lowest excited states. In these dimers we have applied a three-state model that considers the two locally excited diabatic states and the charge transfer state. Using the delocalization and charge transfer descriptors, we obtain all couplings between these three states. Our results are important in the context of DNA photophysics, since the calculated couplings can be used to parametrize effective Hamiltonians to model extended DNA stacks. Our calculations also suggest that the 5 -purine-pyrimidine-3 sequence favors the formation of charge transfer excited states.
I. INTRODUCTION
Excitation energy transfer (EET) and excitonic interactions are the subject of great current attention because of their importance in multichromophoric systems. In EET, the electronic excitation is transferred from a donor to an acceptor chromophore. In turn, excitonic states, in particular excitonic resonance states, arise when the excitation is a combination of locally excited states on different chromophores, giving way to delocalized excited states. 1 These phenomena are very important in natural systems. For instance, excitonic interactions are relevant in the photophysics of DNA, 2, 3 which is the main subject of our study, and EET is an essential step in photosynthesis. 4 Excitonic interactions also play a key role in organic electronic devices, 5 including organic light-emitting diodes 6 or photovoltaic systems with organic sensitizers. 7 In these examples, the key quantity behind EET and exciton delocalization is the electronic coupling. 8 This magnitude determines the EET rate between donor and acceptor, and the degree of excitation delocalization between chromophores. Therefore, the couplings are essential to understand the photophysics of multichromophoric systems such as those mentioned above.
The first approach is based on the partition of the coupling in three contributions, the Coulomb, exchange, and overlap terms. Each of these terms can be calculated using physical models or quantities extracted from ab initio calculations. Here one of the most common approaches is the calculation of the Coulomb couplings using the transition density, 10 in particular using the atomic transition charge density (in short, the transition charges). 11 The second approach is based on a transformation of the eigenstates of the Hamiltonian to a diabatic basis. In this case one obtains directly the whole couplings and not their components. The difficulty in this case lies in defining the transformation, as we explain below in detail. This approach is at the basis of energy-splitting based schemes, where the coupling is estimated from the energy splittings between the excited states of the coupled system. Although this is the most straightforward way to obtain the couplings, it has the limitation that it can only be applied to symmetric systems. Recently, Hsu et al. 12 introduced an elegant method to estimate the coupling for excitation energy transfer, the fragment excitation difference (FED) scheme. This scheme uses the so-called excitation density, which can be viewed as a sum of the attachment and detachment electron densities. 49 The FED scheme, which is based on the fragment charge difference (FCD) method for electron transfer coupling, 13 holds exactly in the case of the configuration interaction of singly excited states (CIS) scheme, where there are no configurations including two-electron and higher excitations. For other methods including these excitations, in particular multi-reference ones, it should give a reasonable estimate if the electronic excitation can be well described by a one-electron transition. However, no approach has been yet given to obtain the exact attachment and detachment densities for multi-reference methods. To overcome this limitation, Plasser, Lischka and co-workers have introduced an alternative where the couplings are derived from the energy splitting between the excited states and the extent of exciton delocalization between the fragments. 14 Turning our attention to the photophysics of DNA, the importance of excitonic interactions and EET in the polymer is evident from the difference with respect to the isolated bases. 3, [15] [16] [17] The excited state lifetimes of the isolated bases lie in the sub-ps regime and are thought to be responsible for the photostability of the DNA components. 18 In contrast, the lifetimes of the excited states of small oligomers or DNA itself are larger by several orders of magnitude. Excitonic and charge transfer states have been made responsible for this difference, and the role of these states has been discussed extensively on the basis of experimental 2, 3, [15] [16] [17] [19] [20] [21] [22] [23] [24] [25] and theoretical 14, 24, [26] [27] [28] work. Most theoretical ab initio approaches on the excited states of DNA have considered small polymers, for which the excited states are calculated using time-dependent density functional theory 24, [26] [27] [28] (TD-DFT) or wave function based methods. 14 The excited state studies are often preceded by molecular dynamics calculations to account for the structural fluctuations of the polymer. Due to its computational cost, this approach is only feasible at present for systems made of a few tens of nucleobases. In this context, the calculation of electronic coupling is important, since it provides the basis to parametrize computationally more efficient models, based on exciton theory, that may allow the treatment of larger systems. However, there are only few studies up to date dedicated to the calculation of the couplings for the nucleobases. In several of these studies, the electronic couplings have been approximated by their Coulomb contribution (the so-called dipolar couplings). Thus, Markovitsi and co-workers 29 have obtained the dipolar couplings using the atomic transition charge-distribution model and have used the couplings to simulate the UV spectra of a (dA) 10 · (dT) 10 duplex. Similarly, Czader and Bittner have calculated the spectra of a (A) 12 · (T) 12 duplex. 30 In their case, the Coulomb contribution to the couplings has been obtained with the transition density cube method. In contrast, Ritze and co-workers have obtained the electronic couplings for homodimer andtrimer nucleobase complexes, using the energy-based scheme and the second order approximate coupled-cluster singles and doubles method with restriction of identity, i.e., (RI)-CC2. 31 More recently, Kistler and co-workers have estimated the couplings for some model dimers using the transition density charges from TD-DFT and CIS. 32 Finally, Lischka and coworkers have calculated the electronic couplings between the nucleobase dimers and tetramers of two alternating DNA duplexes, using the approach outlined above implemented at the algebraic diagrammatic construction level of theory to second order with restriction of identity, (RI)-ADC(2).
14 While these studies consider excitonic interactions in selected dimers, to date there has been no systematic investigation of the couplings for singlet excitation energy transfer between the DNA nucleobases considering all possible dimers. Such a study is necessary to understand EET in natural systems where the bases are not regularly distributed, and it is the main aim of our paper. We use the state-ofthe-art multi-state complete-active-space second-order perturbation (MS-CASPT2) level of theory to calculate the electronic couplings for the complete set of 16 DNA nucleobase intra-stacked dimers in the ideal B-DNA conformation. The couplings are calculated with a modified procedure from that introduced in Ref. 14, based on an exciton delocalization descriptor. We focus on the couplings between the lowest (π ,π * ) states, which are expected to have the main role in the photophysics. The states of (n,π * ) character are only weakly coupled to the (π ,π * ) states and have not been considered here. The purpose of our calculations is not an accurate characterization of the electronic spectrum of the dimers, since we have used active spaces of moderate size in the complete active space self consistent field (CASSCF) wave function to reduce the computational effort. Instead of this, our goals are to prove the validity of the exciton based approach for the calculation of the couplings and to investigate systematically the lowest excited states of the dimers, focusing on electronic coupling, exciton delocalization and the role of charge transfer states. In the ideal B-DNA conformations of our study, the two lowest (π ,π * ) states can be described in most cases with a model of two coupled diabatic, localized states. The couplings lie in a range of 0.02-0.14 eV, and the adiabatic states range from well localized states to almost evenly distributed excitons. In three cases, where a purine base is in the 5 and a pyrimidine base in the 3 position, the two lowest states have significant charge transfer character, and the situation must be described with a three state model that includes the charge transfer state, together with the locally excited states. Our theoretical development also shows that the couplings can be obtained in a straightforward way from only two quantities, the adiabatic energy splitting and an exciton delocalization index. The couplings obtained in this way differ significantly from those obtained using the transition density charges.
II. METHODS

A. Energy-splitting scheme
We start from the two-state model, which is commonly invoked for treating two-chromophore systems. For symmetry-equivalent chromophores, the EET electronic coupling V is one half of the splitting E mn of adiabatic states with the energies E m and E n ,
calculated at the crossing point. Because the crossing points for large systems are difficult to localize, the adiabatic splitting is estimated for some reasonable structures. In most cases, however, the system of interest has no symmetry and the half-splitting scheme gives only the upper limit for the coupling.
B. Exciton delocalization based coupling
In a more general approach, one uses a unitary transformation U, which connects the Hamiltonian of the system in the adiabatic and diabatic representations, to derive the coupling V:
where E m and E n are the adiabatic energies of the states m and n, involved in the EET, and ε A and ε B the energies of the diabatic states localized on fragments A and B. We note that the diabatic states obtained by rotation of the corresponding adiabatic states are orthonormal by definition. The difficulty in calculating the coupling lies in the fact that the transformation is not unambiguously defined, since in general there is no rigorous definition of diabatic states for polyatomic molecules. 33 In our approach, which is a modification of that from Ref. 14, we use an exciton delocalization index to define the transformation. The working formula is
where x m (A) and x m (B) are the extent of the exciton localization on the fragments A and B in the excited state ψ m . This excitation localization measure, used by Lischka and coworkers, 34 was introduced by Luzanov and co-workers 35 and has the form:
where S is the atomic orbital overlap matrix and P 0m the symmetrized one-electron transition density matrix between states 0 and m. Similarly, x n (A) and x n (B) are estimated for the excited state ψ n . In its turn, the overall charge transfer measure is given by
In the CIS case, the sum of the exciton localization and charge transfer measures is one. In the CASSCF case, which is at the basis of our present approach, this sum is smaller than one because two electron and higher excitations are not included in the descriptors.
To derive the coupling, the exciton localization terms x m (I) can be used to define the diabatization matrix U of Eq. (1). In the two-state model, this matrix has the familiar form:
Applying the transformation to the states, the adiabatic states can be expresses in terms of the diabatic ones as
This suggests that the transformation matrix elements can be expressed in terms of the exciton localization indices, namely:
On the other hand, from Eq. (2) it follows that the couplings are
Using Eq. (8), the coupling can be expressed as a function of the exciton localization indices:
(10) In Eq. (10), x p (A) and x p (B) are the exciton localization indices on fragments A and B, calculated for state p = m, n. In the two-state model, the sum of x p (A) and x p (B) is exactly one and the equality between the expressions calculated using states m and n holds exactly. However this is not the case in practice. As an effective way to account for the deviation from the two-state model, we use an average value for the coupling, taking the geometric mean of the couplings calculated for the two states. This leads to Eq. (3). Alternatively one may use the arithmetic mean. In the case where the sum of x p (A) and x p (B) differs significantly from one, we extend the treatment to a three-state model (see below).
The difference between our scheme and that used in Ref. 14 is that here the transformation matrix U (Eq. (8)) is based only on the delocalization indices, whereas the transformation in Ref. 14 is based on a descriptor that contains the sum of the delocalization indices on the fragments and the charge transfer contributions. The separation between delocalization and charge transfer descriptors in our scheme allows us to extend it to a three-state model below.
The coupling elements can be also expressed in relation with a delocalization index L m . L m is a quantitative measure of exciton distribution over two fragments A and B, in state m:
If the exciton is entirely localized on one subsystem, L m = 1. the maximum value L m = 2 indicates perfect delocalization between fragments A and B. From Eq. (8), it follows that
which gives
Substituting in Eq. (10), it follows that
This equation shows that the coupling depends on the energy splitting, modulated by the amount of exciton delocalization. Equation (14) can be further developed to account explicitly for small deviations from the two-state model, as discussed for Eq. (10) . An interesting question is the relation between the dynamic diabatic states ψ i and ψ j which minimize the coupling ψ i |∇ R |ψ j and the "chemical" diabatic states corresponding to initial and final states in electron or exciton transfer processes and (almost) completely localized on the donor and acceptor states. This issue was considered in detail by Pavanello and Neugebauer 36 and Subbotnik et al. 37, 38 and will not be addressed in the present paper.
C. Extension to a three-state model
In the case where the exciton states have substantial charge transfer character, the two-state model (Eq. (2)) can be extended to a three-state model including the charge transfer state. In this case, the diabatization transformation is given
where ε CT is the diabatic energy of the charge transfer state and V I,CT are the couplings between the diabatic locally excited states and the charge transfer state. In this case, the equivalency between the diabatic and adiabatic states, e.g., for state l, is given by
The squares of the coefficients u in Eq. (16) should correspond to the localization and charge transfer components of the state ψ l , i.e.,
These components are known for the excited states of interest from the analysis of the transition density. Using the adiabatic energies E p and the quantities x p (A), x p (B) and x CT,p (p = l, m, and n) as reference data, one can derive the diabatic parameters by minimizing the error function (sum of the deviations squared). To this end, the diabatic energies and the couplings were treated as variable parameters to minimize the deviation of the adiabatic quantities (energies E and components x, Eq. (17), that describe the character of the states) obtained by diagonalization of the diabatic Hamiltonian from the corresponding reference data stemming from the MS-CASPT2 calculation.
III. COMPUTATIONAL METHODS
The calculations are carried out at the MS-CASPT2 level of theory with the ANO-S basis set, using the 3s2p1d contraction for C, N, and O, and the 2s1p contraction for H. The number of π orbitals for the single nucleobases is 8 for cytosine and thymine, 10 for adenine, and 11 for guanine. This makes calculations with the "complete" π active space for the dimers impractical, since they would require between 16 and 22 orbitals. To lower the computational cost in a balanced way, we have reduced the number of active space orbitals on the thymine and cytosine fragments of the dimers from 8 to 4. The orbitals on the adenine and guanine fragments were reduced from 10 and 11 orbitals, respectively, to 6. As we discuss in Sec. IV, these active spaces give good approximations to the energy of the lowest excited state. This approach gives an active space of 8 electrons in 8 orbitals, i.e., (8, 8) , for the dimers formed by two pyrimidine bases, a (12,12) active space for those formed by two purines, and a (10,10) active space for the mixed pyrimidine-purine pairs. For the calculations, the CASSCF wave function was averaged over 4 states for the monomers and 8 states for the dimers. 50 For the MS-CASPT2 calculations, we use an imaginary shift of 0.1 a.u. and an ionization potential -electron affinity (IPEA) shift of 0.25 a.u. 51 The exciton localization and charge transfer measures are obtained with the perturbationally modified complete active space configuration interaction (PM-CASCI) transition density matrix from the MS-CASPT2 calculation. The sum x m (A) + x m (B) + x CT,m differs from one because of the contribution of two-electron and higher excitations to the wave function. The two-electron contributions are not considered in our analysis, and the data in Table II (see below) The contribution of configurations corresponding to twoelectron and higher excitations to the wave function of S 1 and S 2 can be recognized comparing the trace of the product matrix (SP 0m )(P 0m S) with the value of 1.00 expected for a purely one-electron transition. These values are given in Table SI in the supplementary material. 48 The average value for our set is 0.73, while the largest deviations from the ideal value are found for the excitations localized on thymine (0.52-0.70). This nucleobase appears as the one where two-electron and higher excitations contribute most to the excitation. An analysis of the two-electron transition density matrix, which is beyond the scope of this paper, is required to understand these contributions better.
We have also calculated the exciton couplings V tc using S 0 → S 1 transition charges q α and q β computed with the MS-CASPT2 method for individual nucleobases:
This method provides excellent results for systems where R αβ > 4 Å but may fail for shorter distances.
Experimental idealized atomic coordinates of the four bases taken from high-resolution X-ray and neutron studies were used for generating the structures. 39 The mutual positions of the nucleobases in the models studied correspond to the intra-strand arrangement in a regular (ideal) B-DNA structure, with a distance of 3.38 Å between the planes of the rings. The geometries of the systems were constructed with the program SCHNArP 40 and are given in the supplementary material. 48 In our nomenclature, XY, the first letter corresponds to the nucleobase in the 5 position and the second one to that in the 3 one.
IV. RESULTS AND DISCUSSION
A. Results for the monomers
The results of the MS-CASPT2 calculations for the (π ,π * ) excited states of the monomers (vertical excitation energies and oscillator strengths) are shown in Table I . For adenine we show the two lowest excited states, of 1 L a and 1 L b character, which appear close in the spectrum. For guanine, cytosine and thymine we give the lowest excitation, which is well separated from the second (π ,π * ) state. We compare our results, obtained with reduced active spaces, with previous CASPT2 41, 42 and EOM-CCSD(T) 43 data. Our results are in reasonable agreement with these data. The maximum deviation is found for thymine (0.25 eV with respect to EOM-CCSD(T)), whereas in the remaining cases the agreement is better than 0.2 eV. There is also good agreement with other methods, including density functional based ones, that have been reviewed recently in the literature. 44 
B. Results for the dimers
The excitation energies, oscillator strengths, and exciton localization and charge transfer measures for the nucleobase dimers are given in Table II . We have considered a set of 16 stacked intra-strand dimers. As we discuss below, the twostate model is valid for 13 dimers. In these cases we present the data for the two lowest excited states, S 1 and S 2 . For three purine-pyrimidine pairs, AT, GC, and GT, the two-state model is not valid and a three-state scheme has to be applied to derive the couplings. In this case we give the data for S 1 , S 2 , and S 3 . We note that in all A-containing dimers the excitation on this Table SII in the supplementary material for details). However, the coupling obtained with the (12,12) active space is close to the (8,8) one (0.060 eV vs 0.053 eV, see Table III and  Table SII) . Thus, the couplings are less sensitive to the active space than the excitation energies and our values can be considered reliable.
For the dimers, the excitation energies of the pairs are shifted with respect to the monomers because of the exciton coupling and the neighboring effects of one nucleobase on the other (mainly electrostatic interactions). The calculated shifts lie between 0.0 and 0.3 eV, with the exception of TG. These shifts are in line with the so-called non-symmetry parameters derived in previous work from TD-DFT calculations for the nucleobase homodimers in their B-DNA conformation, which range from 0.01 to −0.11 eV. 31 The diabatic excitation energies ε I can be obtained with Eq. (2) and are provided in the supplementary material (Table SIII) . 48 The differences between the diabatic excitations and those of the monomers are due to the neighboring effects and lie between 0.0 and 0.34 eV, except for TG. In the TG dimer, we find that S 2 , which is localized on the T molecule, appears at 6.62 eV, more than 1 eV higher than the lowest (π ,π * ) state of the monomer. For this state of the dimer, the trace of the (SP 0m )(P 0m S) matrix is 0.521 (see table SI). The large deviation from 1 indicates that the contributions of two-electron and higher excitations to the wave function are particularly important for this state. In turn, this seems to indicate that a larger, more flexible active space would be necessary to get a more accurate estimation of the energy of S 2 for this dimer. While this is out of the scope of our paper, the trace of the (SP 0m )(P 0m S) matrix appears as a diagnostic tool to detect such difficult cases, and the calculated coupling for the TC dimer should be considered with care.
The degree of exciton delocalization and the partial charge transfer character of the states can be seen from the localization and charge transfer measures x m (i) and x CT,m , respectively. In Table II we also include the localization index L m (see Eq. (11)). These data allow us to assess the validity of the two-state model. The two-state exciton model is valid when the charge transfer contribution is small, and when the two coupled states have approximately the same degree of delocalization L m , with a reciprocal distribution of the excitation among the fragments. Let us first examine the charge transfer character of the states. In all cases the charge transfer character of S 1 and S 2 is smaller than 8% except for AT, GC, and GT. These cases will be treated with a three-state model below. Let us now consider the excitation distribution. To assess if the coupled states have the same distribution, we have included the difference between the localization indices L 1 and L 2 to The electronic couplings calculated with the delocalization index are presented in Table III . The results are compared with the couplings estimated using the energy splitting approach, and those obtained from the transition density charges for the S 0 → S 1 transition of the monomers. The latter couplings include only the Coulomb contribution, whereas the ones calculated with the delocalization index also include orbital interactions. The differences between the exciton delocalization based couplings and those obtained with the other methods are significant. Thus, the energy splitting method overestimates the couplings by up to a factor of 13. In turn, the couplings obtained from the transition charges represent between 1% and 583% from those obtained from the exciton delocalization measure for the same dimer. In Table II we also include the couplings estimated by Ritze and coworkers for the AA, CC, and TT homodimers. 31 These couplings come from TD-DFT calculations, based on the energy split approach including non-symmetry parameters. The differences are also very significant here, although the conformations used in the two studies may be different.
C. Results for the AT, GC, and GT dimers
In the dimers AT, GC, and GT, the charge transfer is energetically favored. This leads to mixing of the charge transfer state with the S 1 excitations of the monomers. As a result, the three lowest excited states of the dimer have mixed exciton and charge transfer character, and the three-state model (Eq. (15)) has to be applied to obtain the couplings. The results are given in Table IV , including the couplings between the locally excited diabatic states and those between these two and the charge transfer state. They lie in the same range as the couplings for the remaining dimers. The charge transfer is favored for our AT, GC, and GT conformations but not for the TA, CG, and TG ones. In TA, CG, and TG, the charge transfer states appear at 6.25 eV, 6.03 eV, and 8.23 eV, respectively. Comparison of the conformations for the AT and TA pairs (Figure 1) shows that the overlap between the rings is much better in the AT case. This appears to favor the charge transfer energetically and results in the mixed character of the three lowest states. A similar effect also occurs in the GC and GT dimers. Our results for AT and GC differ from previous calculations at different levels of theory for the same dimers in the B-DNA conformation, with a somewhat shorter stacking distance (3.38 Å here versus 3.15 Å in the preceding references). 45, 46 In those cases, no mixing between the charge transfer and the excitonic states is reported. For example, at the EOM-CCSD(T) level of theory, the charge transfer state lies approximately 0.4 eV and 0.6 eV above the exciton states for GC and AT, respectively. 46 The difference is probably due to the different conformations used in those studies, where the mutual orientation of the rings differs from the one used here.
According to Gershgorin's theorem, 47 every eigenvalue of a matrix H satisfies:
In the case of a 3-state system, it implies that the adiabatic energy E i does not deviate from the corresponding diabatic energy more than the sum of two couplings; in particular, the energy difference between an adiabatic state with an exciton largely localized on fragment 1 and the diabatic state strictly localized on this subunit is smaller than |V 12 | + |V 1,CT |. Similar to the remaining dimers, the differences between the diabatic excitation energies and those of the monomers are smaller than 0.2 eV in all cases except for the thymine excitation energy in the GT dimer, which is 0.43 eV higher than in the monomer.
V. CONCLUSIONS
We have investigated in a systematic way singlet exciton delocalization for the complete set of 16 DNA nucleobase dimers in their ideal, single-strand stacked B-DNA conformation, and we have calculated the electronic coupling for singlet excitation energy transfer. The calculated electronic couplings lie between 0.05 and 0.14 eV. In the ideal B-DNA conformation, the stacking distance is 3.38 Å. At such a close distance, the electronic coupling has substantial contribution from the orbital overlap components, and the couplings calculated with the transition charges deviate significantly from those obtained with the exciton delocalization analysis. A similar conclusion was obtained in Ref. 32 , where it was found that the Coulomb couplings give reliable values at interchromophoric distances R > 4.5 Å.
We have also investigated the role of low-lying charge transfer states. Such charge transfer states have been invoked in previous experimental and computational studies on DNA spectroscopy. 17, 22, 24, 26, 27, 45 In the stacks AT, GC, and GT, there is a low-lying charge transfer state that mixes with the two locally excited diabatic states. In the AC dimer, the charge transfer character is not so prominent (8% for S 2 ). However, it is higher than for the remaining 12 dimers, where the charge transfer states appear from 9.2 eV upwards. Overall, these results suggest that the 5 -purine-pyrimidine-3 sequence favors the formation of charge transfer states.
To calculate the couplings, we have modified the scheme for the analysis of excited states developed by Lischka and co-workers 14 and implemented it at the MS-CASPT2 level. This method assumes a two-state model, where the two adiabatic states can be reliably described by the combinations of the excitations localized on either nucleobase. The couplings are obtained as a function of the energy splitting between the adiabatic states and the extent of exciton delocalization. The method is well applicable when the excited state wave functions are dominated by one-electron excitations. In the cases where S 1 and S 2 have significant charge transfer character, a three-state scheme is applied, and the couplings between both locally excited states and the charge transfer state are obtained on the basis of the exciton localization and charge transfer indices of the three lowest states. The participation of the charge transfer states will probably be even more important when the DNA environment is included in the calculation, where these states are likely to be stabilized preferentially. To our knowledge, this is the first time where such a three-state model, providing two locally excited diabatic states and a charge transfer state, is considered. Our calculations show that these couplings cannot be neglected for the singly excited nucleobases, since the charge transfer states are low enough in energy to mix with the lowest exciton states. In the future, the method can be readily applied to investigate the conformational effect on singlet EET couplings between the DNA nucleobases and parametrize model Hamiltonians for large DNA systems which can be not treated ab initio. The method can also be used to study other multichromophoric systems of interest.
