In [27] a method for approximate solution of Sturm-Liouville equations and related spectral problems was presented based on the construction of the Delsarte transmutation operators. The problem of numerical approximation of solutions and eigendata was reduced to approximation of a primitive of the potential by a finite linear combination of certain specially constructed functions obtained from the generalized wave polynomials introduced in [15] , [26] . The method allows one to compute both lower and higher eigendata with an extreme accuracy.
Introduction
One of the important mathematical tools for studying problems related to Sturm-Liouville equations was introduced in 1938 by J. Delsarte [9] and called [10] the transmutation operator. It relates two linear differential operators and allows one to transform a more complicated equation into a simpler one. Nowadays the transmutation operator is widely used in the theory of linear differential equations (see, e.g., [1] , [4] , [29] , [30] , [31] , [33] ). Very often in the literature the transmutation operators are called the transformation operators. It is well known that under certain regularity conditions the transmutation operator transmuting the operator A = − dx 2 can be realized in the form of a Volterra integral operator with good properties. Its integral kernel can be obtained as a solution of a certain Goursat problem for the Klein-Gordon equation with a variable coefficient. In spite of their attractive properties and importance there exist very few examples of the transmutation kernels available in a closed form (see [23] ).
Several recent results concerning the transmutation operators made it possible in [27] , [19] to convert the transmutation operators from a purely theoretical tool into an efficient practical method for solving Sturm-Liouville equations and related spectral problems. The method is called the analytic approximation of transmutation operators. It is based on the result from [15] where a new complete system of solutions for the Klein-Gordon equation was constructed. The functions of that system are called generalized wave polynomials. Since the integral kernel of the transmutation operator is a solution of that Klein-Gordon equation, it is possible to approximate the integral kernel as well. It was shown in [27] how the problem of approximation of the integral kernel reduces to the solution of two one-dimensional problems of approximation of the pair of functions g 1 (x) = x 0 q(s)ds in terms of specially constructed families of functions {c n } and {s n }, appearing as traces of the generalized wave polynomials on the line x = t. With respect to the variable of integration the approximate kernel results to be a polynomial. This is especially convenient since to obtain solutions of the Schrödinger equation the transmutation operator is applied to the functions sin √ λt and cos √ λt, solutions of the simplest such equation Bv = λv, and thus all the involved integrals can be calculated explicitly. One of the advantages of the method is that due to the independence of the integral kernel of the spectral parameter the error of the computed eigendata does not increase for higher eigenvalues. One can compute, e.g., the 1000th eigenvalue and eigenfunction with roughly the same accuracy as the first ones.
In [27] we presented a rigorous justification of the method, however several important questions remained unanswered. It was observed in various numerical examples that the method allows one to obtain highly accurate eigendata and demonstrates exponential convergence with respect to the number of the functions {c n } and {s n } used while we only proved that the analytic approximations converge without any convergence rate estimates. Also the functionality of the method was proved for the symmetric segment [−b, b] and in such form the method did not allow one to make use of the known initial values of the solutions at x = 0.
The present paper is dedicated to further study of the analytic approximations of transmutation operators and of the systems of functions {c n } and {s n } involved. In particular, we show that the systems of functions {c n } and {s n } are closely related with another linear differential second-order equation, find out certain operations (in a sense, generalized derivatives) which allow us to present Taylor-type formulas in terms of the linear combinations of the functions {c n } and {s n }. We also construct the invertible integral operators transforming powers of the independent variable into the functions {c n } and {s n } and establish their commutation relations with differential operators. We prove that the convergence rate of the analytic approximations method depends on the smoothness of the potential and provide the justification of the alternative formulation of the method allowing one to make use of the known initial values of the solutions at an endpoint of the spectral problem.
The paper is structured as follows. In Section 2 we introduce some necessary notations, definitions and properties concerning special systems of functions called formal powers, generalized wave polynomials and their traces {c n } and {s n }. We present the definition of the transmutation operators, recall some properties and briefly outline the method of analytic approximation of the transmutation operators. Also we present new relations for the integral kernel of the transmutation operator on the characteristics x = t and x = −t. We would like to mention that these relations (2.18) and (2.20) already found applications to a posteriori accuracy verification in [21] . In Section 3 we show that the functions {c n } and {s n } are closely related to the formal powers for the equation y ′′ − q(x)y = 2λy ′ . In Section 4 we introduce the generalized derivatives γ 1 and γ 2 acting as γ 2 γ 1 c n = ns n−1 and γ 2 γ 1 s n = nc n−1 (the second formula is valid for n ≥ 2 only). Also we study Taylor-type formulas in terms of the functions {c n } and {s n }. We present the formulas for the coefficients and prove the corresponding Taylor-type theorem with the Peano form of the remainder term. In Section 5 we obtain a new representation for the preimage of the integral kernel of the transmutation operator. Also we prove that the even coefficients of the generalized Taylor series for the two functions related to the integral kernel coincide. In Section 6 we study the Goursat-to-Goursat transmutation operators G 1 and G 2 mapping the powers of the independent variable to the functions c n and s n respectively. We prove some commutation relations involving these operators, derivatives and generalized derivatives γ 2 γ 1 . We show that the existence of certain number of the generalized derivatives (γ 2 γ 1 ) j of a function implies a certain order differentiability of the preimage under the action of either operator G 1 or operator G 2 and vice versa. In Section 7 we show that there exists a close relation between the smoothness of the potential q and the convergence rate of the analytic approximation of the transmutation operator, corresponding direct and inverse theorems are proved. In Section 8 we present alternative proofs of the main theorems of the analytic approximation method. The proofs are based on the well-posedness of the Goursat problem and does not involve neither inverse operators nor pseudoanalytic function theory. Also the proofs justify the applicability of the analytic approximation method in the restricted setting, when the equation in considered on the half-segment [0, b] only and no continuation of the potential onto the whole segment [−b, b] is used.
2 Transmutation operators and systems of functions {c n } and {s n }
Formal powers
Let f ∈ C[a, b] be a complex valued function and f (x) = 0 for any x ∈ [a, b]. The interval (a, b) is assumed being finite. Consider two sequences of recursive integrals
Define two families of functions {ϕ k } ∞ k=0 and {ψ k } ∞ k=0 constructed according to the rules
and
SPPS representations
The following result obtained in [17] (for additional details and simpler proof see [18] and [22] ) establishes the relation of the system of functions {ϕ k } ∞ k=0 and {ψ k } ∞ k=0 to the Sturm-Liouville equation.
Theorem 2.1. Let q be a continuous complex valued function of an independent real variable x ∈ [a, b] and λ be an arbitrary complex number. Let f be a solution of the equation
on (a, b) has the form y = c 1 y 1 + c 2 y 2 where c 1 and c 2 are arbitrary complex constants,
and both series converge uniformly on [a, b] together with the series of the first derivatives which have the form
The series of the second derivatives converge uniformly on any segment
Representations (2.5) and (2.6) are called SPPS (Spectral Parameter Power Series) representations. They have been implemented for solving a variety of spectral and scattering problems related to Sturm-Liouville equations. The first work using Theorem 2.1 for numerical solution was [22] and later on the SPPS method was used in a number of publications (see [5] , [6] , [7] , [11] , [13] , [14] , [16] , [24] , [28] and references therein).
Remark 2.2. It is easy to see that by definition the solutions y 1 and y 2 from (2.5) satisfy the following initial conditions
Remark 2.3. It is worth mentioning that in the regular case the existence and construction of the required f presents no difficulty. Indeed, let q be real valued and continuous on [a, b] . Then (2.3) possesses two linearly independent real-valued solutions f 1 and f 2 whose zeros alternate. Thus, one may choose f = f 1 + if 2 . Moreover, for the construction of f 1 and f 2 in fact the same SPPS method may be used [22] . In the case of complex-valued coefficients the existence of a non-vanishing solution was shown in [22, Remark 5] , see also [2] .
Transmutation operators
Let E be a linear topological space and E 1 its linear subspace (not necessarily closed). Let A and B be linear operators:
Definition 2.4. A linear invertible operator T defined on the whole E such that E 1 is invariant under the action of T is called a transmutation operator for the pair of operators A and B if it fulfills the following two conditions.
1. Both the operator T and its inverse T −1 are continuous in E;
2. The following operator equality is valid
or which is the same A = T BT −1 .
Our main interest concerns the situation when
, and q is a continuous complex-valued function. Consider the space E = C[−b, b] with b being a positive number. In [3] and [23] a parametrized family of transmutation operators for A and B was studied. Operators of this family can be realized in the form of a Volterra integral operator with a kernel associated to a value of the complex parameter h,
It is convenient to interpret the parameter h as follows. Let f be a solution of (2.3) satisfying the initial conditions f (0) = 1 and
Then there exists a unique operator of the form (2.8) satisfying (2.7) and such that T [1] = f . We will denote it by T f and its kernel by K(x, t). Thus, the operator T f has the form
The kernel can be defined as K(x, t) = H , |t| ≤ |x| ≤ b, H being the unique solution of the Goursat problem
10)
where h := f ′ (0). If the potential q is continuously differentiable, the kernel K itself is a solution of the Goursat problem
If the potential q is n times continuously differentiable, the kernel K(x, t) is n + 1 times continuously differentiable with respect to both independent variables. The following theorem states that the operators T f are indeed transmutations in the sense of Definition 2.4.
. Then the operator T f defined by (2.9) satisfies the equality
Remark 2.6. T f maps a solution v of the equation
where ω is a complex number, into a solution u of the equation
with the following correspondence of the initial values
The integral kernel K(x, t) satisfies in the region |t| ≤ |x| ≤ b the following integral equation (see [26, (3.3) and (3.4)] and [30, §2] ),
Differentiating (2.16) with respect to t we obtain, c.f., [21, (3.11) ], that 17) here and below by K 1 (x, t) and K 2 (x, t) we denote the partial derivatives with respect to the first and the second variable respectively. Let us introduce the following useful notation
Proposition 2.7. The following relations for the partial derivatives of the transmutation kernel are valid on the line t = x,
Proof. We obtain from (2.17) and (2.13) that
which coincides with (2.19) observing that
Hence (2.18) immediately follows from (2.19) .
⊓ ⊔
Similarly we obtain the following proposition.
Proposition 2.8. The following relations for the partial derivatives of the transmutation kernel are valid on the line t = −x,
Relations (2.18) and (2.20) were already utilized in [21] to estimate the error of the approximation of the derivatives of solutions of equation (2.3).
As can be seen from (2.9), the definition of the transmutation operator requires the knowledge of its integral kernel K in the region |t| ≤ |x| ≤ b. However the integral kernel K is well-defined (via (2.10)-(2.11)) in the larger region S : |x| ≤ b, |t| ≤ b and is continuously differentiable (twice for q ∈ C 1 [−b, b]) there, see [23] . For the rest of this paper we consider the integral kernel K to be defined in this larger domain S, it allows us to present many results in a simpler and more natural form. First of such results is the following proposition defining the inverse operator T 
Together with the transmutation T f it is often convenient to consider another couple of operators enjoying the transmutation property (2.14) on subclasses of
, for details see [30] and additionally [24] ,
with the kernels C and S related to the kernel K by the equalities
The following statement is valid. 
can be represented in the form
The following important mapping property is a corollary of Theorem 2.1. 
Remark 2.12. The mapping property (2.23) of the transmutation operator reveals that the SPPS representations (2.5) from Theorem 2.1 are nothing but the images of Taylor expansions of the functions cosh √ λx and
In what follows we assume that f = 0 on [−b, b], f (0) = 1 and denote h := f ′ (0) ∈ C. We introduce the following two systems of functions arose in [26] as traces of so-called generalized wave polynomials which form a complete system of solutions of (2.12) and are used in [26] for uniform approximation of the transmutation kernels K, C and S. Definition 2.14 ( [15] ). The following functions
are called generalized wave polynomials (the wave polynomials are introduced below, in Example 2.15). The following parity relations hold for the generalized wave polynomials.
Example 2.15. In a special case when f ≡ 1 we obtain that 
Remark 2.16. From Theorem 2.11 one obtains that
Recall that S denotes a closed square on the plane (x, t) with a diagonal joining the endpoints (b, b) and (−b, −b).
Theorem 2.17 ([27]).
Let the complex numbers a 0 , . . . , a N and b 1 , . . . , b N be such that
is approximated by the function
in such a way that for every (x, t) ∈ S the inequality holds
where ε ≥ 0 depends on ε 1 , ε 2 and q.
Remark 2.18 ([26]). If the functions
then the kernel K admits a uniformly convergent in S series representation
In [27] the uniform approximation of the kernel from Theorem 2.17 was applied to obtain a result on the uniform approximation (with respect to x and ω) of the solutions c(ω, x) and s(ω, x) of equation (2.15). 
where the coefficients {a n } N n=0 and {b n } N n=1 are the same as in Theorem 2.17 and the following estimates hold
for any ω ∈ C, ω = 0 belonging to the strip |Im ω| ≤ C, C ≥ 0, where ε ≥ 0 depends on ε 1 , ε 2 and q.
The existence of the appropriate number N and coefficients {a n } N n=0 and {b n } N n=1 required in (2.26) and (2.27) is established by the following statement, see also Section 7. In the next section we show that there exists another way for construction of the functions {c n } ∞ n=0 and {s n } ∞ n=1 which additionally reveals some of their properties.
3 Functions {c n } and {s n } as formal powers
We shall use the following result from [25] . Consider the Sturm-Liouville equation of the form
where R k are linear differential operators of the first order, Define the formal powers for equation (3.1) as follows
where f is a particular complex-valued solution of equation (3.1) for λ = 0 and x 0 is an arbitrary point of the segment [a, b] such that p(x 0 ) = 0.
Theorem 3.1 (SPPS representations for polynomial pencils of operators, [25] ). Assume that on a finite
Then the general solution of (3.1) has the form u = c 1 u 1 + c 2 u 2 , where c 1 and c 2 are arbitrary complex constants and
Both series in (3.2) converge uniformly on [a, b].
Below it becomes clear that of particular interest is the equation
where q is a continuous complex-valued function on [0, b]. Its general solution can be obtained according to Theorem 3.1.
Corollary 3.2. Assume that the function f is a solution of the equation Remark 2.3 according to the existence of such a nonvanishing solution). Then a general solution of (3.3) can be written in the form
with the formal powers Y (n) and Y (n) defined as follows
This is a direct corollary of Theorem 3.1 where N = 1, R 1 [y] = 2y ′ , etc. From now on we assume that f satisfies the conditions of Corollary 3.2.
Remark 3.3. It is easy to verify that the solutions y 1 and y 2 from (3.4) fulfil the following initial conditions
In the following proposition a relation between the functions c n and s n defined in (2.24) and (2.25) with the formal powers from Corollary 3.2 is established.
Proof. Observe that u is a solution of the equation
Indeed, for v = e λx u we have v ′ = λv + e λx u ′ and
Analogously, the function w = e −λx u solves the equation w ′′ − q(x)w = −2λw ′ . Now let us consider the solution u of (3.7) having the form u = u 1 + u 2 with the solutions u 1 and u 2 constructed according to Theorem 2.1,
We have then u(0) = 1 and
In a similar way we obtain that
On the other hand, the functions v and w can be constructed according to Corollary 3.2. For this we observe that
Comparing these values with those from Remark 3.3 we obtain
Comparing (3.9) with (3.11) and (3.10) with (3.12) we arrive at the relations
Adding and substracting these two equalities, due to the uniform convergence of the power series with respect to λ, we obtain (3.5) and (3.6). ⊓ ⊔
Generalized derivatives
Following the ideas from [20] , [15] , [24] , let us introduce the following couple of operations which will be called the generalized derivatives,
The following proposition clarifies their relation to equation (3.3).
Moreover, the operator γ 2 γ 1 can be extended onto
Indeed, by definition,
Thus, for a solution of (3.3) we have
Note that
Remark In what follows when considering the function (γ 2 γ 1 ) j [1], if not specified explicitly, we suppose that
In the following statement we summarize several properties of the functions c n and s n related to the generalized derivatives.
if j is odd and j < n,
if j is even and j < n,
Proof. Consider
Here we used (3.5) and the definition of the formal powers Y (n) and Y (n) . Note that
The other two equalities in (4.2) can are proved in a similar way. Equalities (4.4) follow from Proposition 3.4 and the definition of Y (n) and Y (n) . Equalities (4.3) follow trivially from (4.2). For n = 2, 3, . . . consider
. This is according to Proposition 3.4. Hence
Equality (4.6) can be proved in a similar way. The proof of (4.7) and (4.8) follows from the preceding equalities. ⊓ ⊔ Definition 4.4. Functions of the form
where α n are complex numbers, will be called c-polynomials of order N , and functions of the form
where β n are complex numbers, will be called s-polynomials of order N .
We stress that in general C N and S N are not, of course, polynomials.
Proposition 4.5. Let C N be a c-polynomial of order N then its coefficients are uniquely determined by the relations α 0 = C N (0) and
Proof. Assume j < N being odd. Then due to (4.7),
Now applying to this equality γ 1 and considering it at x = 0 we obtain
Finally, observing that γ 1 f ≡ 0 we obtain (4.9). The proof of (4.9) for any even j is similar. The recursive relation (4.9) implies the uniqueness of the coefficients α n .
⊓ ⊔
Analogously the statement concerning s-polynomials is proved.
Proposition 4.6. Let S N be an s-polynomial of order N then its coefficients are uniquely determined by the relations
Lemma 4.7. Let the complex valued function F of the variable x be such that in the neighborhood of x = 0 its generalized derivatives γ 1 (γ 2 γ 1 ) j F exist for j = 0, . . . N − 1 and are continuous at x = 0. Let C N be a c-polynomial with the coefficients of the form α 0 = F (0) and
Then for the function R := F − C N the following relations are valid
For any j = 1, . . . N − 1 we obtain 
Then for the function R := F − S N the following relations are valid
Lemma 4.9. Suppose the complex valued function R of the variable x be such that in the neighborhood of x = 0 there exist γ 1 (γ 2 γ 1 ) j R for j = 0, . . . N − 1 and are continuous at x = 0. Let
Proof. The proof is by induction. For n = 0 by assumption we have that R(0) = γ 1 R(0) = 0. Note that by definition of γ 1 , γ 1 R(0) = −f ′ (0)R(0) + R ′ (0) (we took into account that f (0) = 1), and hence from the assumption we obtain that R ′ (0) = 0 which implies that R(x) = o(x). Now, assuming that the statement is true for n − 1, let us prove it for n. For this, consider R 1 := γ 2 γ 1 R. Then by assumption we have γ 1 R 1 (0) = . . . = γ 1 (γ 2 γ 1 ) n−1 R 1 (0) = 0 as well as R 1 (0) = 0 due to the definition of γ 2 . Hence R 1 (x) = o(x n ). Also we observe that
where we took into account that R ′ (0) = 0. Due to the mean-value theorem we have
where c 1 and c 2 are some points between 0 and x. Using (4.13) we obtain
⊓ ⊔ Theorem 4.10 (Taylor-type theorem with the Peano form of the remainder term). Let the complex valued function F of the variable x be such that in the neighborhood of x = 0 its generalized derivatives γ 1 (γ 2 γ 1 ) j F exist for j = 0, . . . N − 1 and are continuous at x = 0. Then
where the coefficients α n are defined as in Lemma 4.7.
If additionally F (0) = 0, then also
where the coefficients β n are defined as in Lemma 4.8.
Proof. For the proof of (4.14) one needs to observe that due to Lemma 4.7, R := F − Taylor-type expansion in terms of the functions c n . Indeed, we have
and analogously, x 0 q(s) ds appearing in (2.26), (2.27) and in the representation (2.29), see also (6.24). First, observe that for a function g such that g(0) = 0 one has γ 1 g(0) = g ′ (0). Second, we can compute several expressions (2γ 2 γ 1 ) j [1] using (4.1). We have
Note that by the definition of the operator γ 2 γ 1 all the expressions above are equal to zero at x = 0. Hence,
, hence we obtain
16 .
For Lemma 4.8, the function
Observe that the coefficients with the even indices coincide. Later in Propositions 5.3 and 6.9 we give the proof of this phenomenon.
The preimage of the transmutation kernel
Together with the function K let us consider its preimage k := T −1
. Due to Theorem 2.5 it is a solution of the wave equation and hence admits the representation
where the functions ϕ and ψ are unique up to an additive constant.
Proof. From Proposition 2.9 we have
From this equality and (5.1) we obtain
where (2.13) was used. Similarly,
Thus,
Adding these expressions and taking into account (5.4) we obtain (5.2). ⊓ ⊔ Remark 5.2. The function ψ ′ is even. Indeed, due to (5.3),
From this fact and from (5.1) it follows that Proof. Indeed, in this case
From the last equality we have
Due to Remark 5.2 we obtain the equality
which proves the equality of the even coefficients (5.5).
⊓ ⊔ 6 Goursat-to-Goursat transmutation operators and the generalized derivatives
By S we denote a closed square with a diagonal joining the endpoints (b, b) and (−b, −b) (c.f., Sect. 2.3). Let := ∂ 2 x − ∂ 2 t and the functions u and u be solutions of the equations u = 0 and ( − q(x)) u = 0 in S, respectively such that u = T f u. In [27] the operator G acting on the space 1) The operator G defined by (6.1) on
where G + and G − have the form
2) Both operators G + and G − preserve the value of the function in the origin and G + :
3) There exist the inverse operators G 
4) The operator G maps the powers of x into the functions c n and s n according to the following relations
.
Together with the operators G + and G − consider the following pair of operators acting on
Proposition 6.2. The images of the powers of x under the action of the operators Γ ± are given by the following relations
Proof. We present the proof for the first relation in (6.2), the proof for the second relation is similar. If n = 0, then
If n > 0, then using Remark 2.16 and formulas from Example 2.15 we obtain
⊓ ⊔ Proposition 6.3. The following commutation relations hold for the operators Γ − and Let n > 1. Then using Propositions 4.3 and 6.2
i.e., (6.4) holds for the functions x n for any n > 1. The validity of (6.4) for the cases n = 0, 1 can be easily verified as well using Proposition 4.3. By linearity (6.4) holds for any polynomial.
Consider a function η(x) ∈ C 1 [−b, b] and let p n be a sequence of polynomials such that p n (0) = η(0), p
. Using Proposition 4.1 the relations (6.4) for the polynomials p n can be written as
The right-hand sides of these expressions converge uniformly as n → ∞. The differentiation operators in the left-hand sides are closed operators (defined on suitable subspaces of
hence allowing us to pass to the limit as n → ∞ and verify (6.4) for the function η.
⊓ ⊔
The operators G 1 and G 2 have the following representations in terms of the operators Γ 1 and Γ 2 ,
Applying the generalized derivatives γ 2 γ 1 to (6.5) and using (6.4) we obtain the following corollary.
Corollary 6.4. The following commutation relations hold for the operators G 1 and
Repeated application of Corollary 6.4 allows us to obtain the following result. If n = 2k then
Proof. Applying (6.6) twice we obtain the following commutation relations valid on
Now using relations (6.6) and (6.11) the proof is straightforward by the induction. The inequalities n ≤ p + 4 for the function G 1 u and n ≤ p + 3 for the function G 2 u are justified by the following observation. The right-hand sides of the expressions (6.7)-(6.10) involve the functions (γ 2 γ 1 )
. Note that we do not need to apply (γ 2 γ 1 ) n to 1 in the left-hand sides of (6.8) and (6.10). According to Remark 4.2, the function (γ 2 γ 1 ) j [1] is well defined for all j ≤ p + 2. Hence the condition n − 2 ≤ p + 2, i.e., n ≤ p + 4, is sufficient for the function G 1 u and the condition n − 1 ≤ p + 2, i.e., n ≤ p + 3, is sufficient for the function G 2 u. 2 to the first relation in (6.6) we obtain
It follows from the definition of the operator G 1 that η(0) = u(0) and η
and we obtain the first inverse commutation relation
In order to obtain the second commutation relation consider u ∈ C 1 to the second relation in (6.6) we obtain
where we used the inverse of the equality G 1 [1] = f . It follows from the definition of the operator G 2 that η ′ (0) = u ′ (0), hence (6.13) can be written as
Since the operator G 1 is a bijection on
, the commutation relation (6.12) holds on the whole
. Moreover, it means that for any η ∈ C 1 [−b, b] (which is equivalent to the condition that there exists γ 2 γ 1 η and it is a continuous function), the preimage G 
and is a continuous function. Denote v := 2γ 2 γ 1 η. We obtain from (6.12) and (6.14) that G −1 1 v is continuously differentiable and G −1 
where we have used that γ 2 γ 1 η(0) = 0. The equality (6.12) for η = 1 reads as
Similarly we obtain from (6.14) that G −1 1 η is twice continuously differentiable function and that G −1 1
In order to obtain the higher order differentiability of the preimages consider the following functions
We suppose that the recursive process stops when we cannot evaluate the operator γ 2 γ 1 anymore, i.e., the obtained function is not continuously differentiable. Note that the function u n is a linear combination of the functions (2γ 2 γ 1 ) j η, j ≤ n and the functions (2γ 2 γ 1 )
The function v n is a linear combination of the functions (2γ 2 γ 1 ) j η, j ≤ n and the functions (2γ 2 γ 1 )
n [1] does not participate). Starting from the relations (6.12), (6.14), (6.17) and (6.18) by induction we obtain the following result. 
The existence of the functions u j and v j can be guaranteed by imposing smoothness conditions on q and η, c.f., Remark 4.2 and Corollary 6.5. The following corollary holds. 2 are bounded and map the functions c n and s n into 2 n−1 x n (see Proposition 6.1), the following Taylor formulas are valid
Due to the definition of the operator G the functions g 1 and g 2 coincide (up to some additive constants) with the functions φ(x) + ψ(x) and φ(x) − ψ(x) from (5.1), respectively. Repeating the proof of Proposition 5.3 and using the uniqueness of the Taylor coefficients one can obtain the following result.
and let the coefficients a n , b n , n ≤ N + 1 be defined by (6.24) . Then
7 Convergence rate estimates for the analytic approximation of transmutation operators
In this section we establish relations between the smoothness of the potential q and the decrease rate of ε 1,2 from Theorem 2.17 as functions of N . As a result, we establish convergence rate estimates for the approximations K N of the integral kernel K.
. Then there exists a constant c p and a sequence of the approximate kernels K N of the form (2.28) such that
Proof. Consider the functions g 1 (x) = 
and additionally polynomials q N satisfy q N (0) = 0.
Applying the operators G 1 and G 2 we obtain that for each N there exist such complex numbers a
that the constants ε 1 and ε 2 in (2.26) and (2.27) satisfy
Then its sequence of polynomials of the best uniform approximation {p n } n∈N satisfies
see, e.g., [12, Thm. VIII] . Hence one can obtain a slightly stronger result than (7.1), namely that
For the estimate (7.1) to hold q (p) does not need to be a continuous function, it is sufficient that the derivative be bounded or that
. We do not enter into further details in the present paper.
The order of the convergence rate in Theorem 7.1 is close to optimal as the following partial inverse result shows. Before we need the following lemma. Lemma 7.3. Suppose that for a function u there exist all generalized derivatives (2γ 2 γ 1 ) Proof. The general solution of the equation 2γ 2 γ 1 η = u can be written in the form
Hence if u ∈ C ℓ and f ∈ C n then η ∈ C min{n,ℓ+1} . The result of the lemma follows by induction taking into account that for b n u 2n (x, t), (7.4) where [·] denotes the integer part function, is a polynomial in t whose degree is less or equal to N . All generalized wave polynomials u n which are not included in (7.4) contain terms with powers of t higher than t N , and expression (7.4) contains exactly 2 terms with the power t N , these terms are (up to nonzero multiplicative constants) ϕ 0 (x)t N and ϕ 1 (x)t N . The x-derivative of (7.4) possesses the same properties, the terms with t N are ϕ where p 1 and p 2 are some polynomials of degree not greater than N , possesses a unique solution in the region 0 ≤ |t| ≤ x ≤ b and this solution has the form (7.4). Now the analogue of Theorem 7.1 can be obtained if one approximates K(b, t) and K 1 (b, t) by polynomials and utilizes continuous dependence (see, e.g., [32] ) of the Cauchy problem (7.5) on the initial data. The analogue of Theorem 7.4 can be obtained by utilizing continuous dependence of the solution of the Goursat problem (2.12), (2.13) on the data on the characteristics and reasoning as in the proof of [21, Theorem 3.5].
The described method does not require any inverse operators however the order of the convergence rate estimate which can be obtained is less by 1 than those provided by Theorem 7. , it depends on the choice of the continuation of the potential q. We already verified in various numerical examples (see [27] ) that the method based on restrictions of the approximation problems (2.26) and (2.27) to the half-segment works. In this section we briefly justify the main results for this restricted case.
First we prove the main approximation theorem.
