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Resume. La himie quantique est un domaine de reherhe de plus en plus
present dans les preoupations des mathematiiens appliques. S'insrivant dans
et mouvement, ette these propose quelques etudes d'analyse de methodes nume-
riques de simulation et ontro^le en himie quantique.
La Partie I est dediee a la presentation du adre general de la himie quantique
omputationnelle.
Les tehniques d'estimation a posteriori et leurs appliations a la himie quan-
tique sont presentees dans la Partie II. Apres une introdution aux methodes a
posteriori (hapitre II-1) on presente dans le hapitre II-2 une etude mathematique
de la methode des variables adiabatiques et on propose en partiulier un estima-
teur a posteriori. Des simulations numeriques qui illustrent les qualites de et
estimateur sont aussi presentees. Une etude d'analyse a posteriori de l'equation de
Hartree-Fok est presentee en hapitre II-3. Outre la onstrution d'un intervalle
de onane pour loaliser l'energie de Hartree-Fok, la me^me methode fournit un
proede d'amelioration des solutions numeriques. Ces resultats theoriques ont ete
testes et implementes sur un ode de himie quantique.
Une etude onernant le ontro^le au niveau quantique des phenomenes hi-
miques est presentee dans la Partie III. Des resultats permettant de deider de la
ontro^labilite d'un systeme de dimension nie sont presentes en III-1.2. Les riteres
sont simples a verier et donnent lieu a des interpretations intuitives. Des resultats
theoriques omplementaires et des exemples numeriques sont proposes dans III-
1.3. Finalement, un ode qui implemente des algorithmes genetiques pour l'etude
des meanismes de ontro^le est derit en hapitre III-2.
Abstrat.Mathematis applied to quantum hemistry is an emerging researh
eld. Plaed within this ontext, this thesis presents some ontributions to the
analysis of numerial methods of simulation and ontrol in quantum hemistry.
The Part I is dediated to the presentation of the general framework of the
omputational quantum hemistry.
A posteriori estimation tehniques and their appliations to quantum hemis-
try are presented in Part II. After an introdution to the a posteriori methods
(hapter II-1) we present in hapter II-2 a mathematial analysis of the adiabati
variable method and we propose in partiular an a posteriori estimator. Numerial
simulations that support the theory are also presented. An a posteriori analysis of
the Hartree-Fok equation is presented in hapter II-3. In addition to the onstru-
tion of a trust interval for the Hartree-Fok energy, the same method provides an
improvement of the numerial solutions. The theoreti results have been tested
and implemented on a quantum hemistry ode.
A study onerning the ontrol of the hemial phenomena at the quantum
level is presented in Part III. Results allowing to asses the ontrollability of nite
dimensional systems are presented in III-1.2. The riteria are easy to hek and
allow for intuitive understanding. Complementary theoretial results and nume-
rial examples are proposed in III-1.3. Finally, a ode that implements geneti
algorithms to study ontrol mehanisms is desribed in hapter III-2.
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Chapitre 1
Introdution
La himie quantique est un domaine de reherhe de plus en plus present
dans les preoupations des mathematiiens appliques. En Frane, et intere^t
se traduit par un nombre grandissant de theses [86, 87, 88, 89, 91, 93℄ et
des ontributions originales, et aussi par des ollaborations pluridisipli-
naires [73℄; on peut en eet onstater que la reherhe mathematique en
himie quantique a atteint le point ou elle donne lieu a des publiations om-
munes ave les himistes dans les revues speialises et dont les resultats sont
implementes dans des odes largement diuses [89℄.
Partant de l'experiene aquise par les mathematiiens appliques dans le
domaine des simulations des equations d'evolution ou aux derivees partielles,
ette these se propose d'exploiter es ompetenes dans le adre de la himie
quantique selon deux sujets direteurs: les analyses a posteriori et le ontro^le
des equation d'evolution.
Partie I. Une introdution suinte a la meanique quantique, aux
methodes et aux equations de la himie quantique omputationnelle ab ini-
tio est proposee en Partie I, hapitre 2. On y retrouve les equations de
Shrodinger, l'approximation de Born-Oppenheimer et les equations de Har-
tree-Fok.
Partie II. Ayant omme seule base les prinipes de la meanique quan-
tique, les aluls ab initio sont utilises pour onna^tre et predire les proprietes
quantiques des systemes himiques. La desription de l'etat des systemes par
l'intermediaire de la fontion d'onde donne souvent naissane a des problemes
de taille trop importante pour des aluls direts (voir setion 2.6 et ha-
pitre 3). Des tehniques d'approximation sont alors employees, mais peu
de travaux theoriques existent qui puissent garantir la qualite des resultats
ainsi obtenus. Il appara^t don neessaire de pouvoir quantier la onane
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a mettre dans de tels aluls numeriques. A ette n on a fait appel a des
methodes utilisees dans le alul sientique sous le nom d'analyse a pos-
teriori; es methodes ont pour but la onstrution de quantites alulables
seulement a partir de la solution approhee obtenue qui donnent des india-
tions qualitatives et/ou quantitatives sur la preision du alul fait.
Les tehniques d'estimation a posteriori et leurs appliations a la himie
quantique sont presentees dans la Partie II. Apres une introdution rapide
aux methodes d'estimation a posteriori (hap. 1) on presente dans le hapitre
2 une etude mathematique rigoureuse de la methode des variables adiaba-
tiques, largement employee par les himistes an de reduire la dimension
des systemes a resoudre lors de la simulation du mouvement nuleaire. Faute
d'expliation theorique, beauoup d'empirisme existe enore sur e type d'ap-
prohe; il nous a paru important de presenter une etude mathematique ri-
goureuse de ette approximation et en partiulier de proposer un estimateur
a posteriori qui pourrait permettre de verier l'hypothese d'adiabatiite faite
sur ertaines variables et qui onstitue la base du proessus d'approximation.
Des simulations numeriques qui illustrent les qualites de et estimateur dans
des as ouramment utilises par les himistes sont aussi presentees.
Le alul de l'energie eletronique est une preoupation majeure de la
himie quantique omputationnelle et la methode de Hartree-Fok est un
des moyens ab initio les plus utilises. Il nous para^t legitime la enore de
se poser le probleme de la abilite des es aluls, d'autant plus que tres
souvent on y renontre toute une diversite d'approximations dont les jus-
tiations mathematiques sont assez peu developpees ou pas du tout. Une
etude d'analyse a posteriori de l'equation de Hartree-Fok est presentee en
hapitre 3. L'objetif est de onstruire, a partir d'une solution disrete obte-
nue par un alul prealable, un intervalle de onane pour loaliser l'energie
de Hartree-Fok. Outre la onstrution de et intervalle, il est montre que,
due a la presene du probleme variationnel sous-jaent, on peut proposer des
solutions numeriques plus preises que le alul initial non seulement pour
l'energie mais aussi pour la fontion d'onde. Ces resultats theoriques ont ete
testes et implementes sur un ode de himie quantique omputationnelle.
Partie III. Rendre possible, inuener le ours ou hanger le resultat
d'une reation himique est au oeur me^me de la himie experimentale. Il
n'est don pas surprenant que beauoup d'etudes existent atuellement dans
le ontro^le au niveau quantique des reations himiques.
Quand les reatants sont dans un ertain etat (suppose onnu) le ours
d'une reation est regi par l'equation de Shrodinger dependant du temps
ayant omme donnee initiale l'etat en question. Cependant, il est possible
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de hanger le resultat nal par l'appliation de hamps externes et eviter
(ou minimiser) ainsi la formation de produits non desires et maximiser les
produits reherhes. Le hamp externe destine a inuener l'evolution d'une
reation peut e^tre par exemple une ou plusieurs impulsions laser, dependant
du temps; la pratique montre que trouver une telle impulsion est un travail
diÆile, ar les himistes eux me^mes manquent a present d'intuition physique
sur les meanismes de ontro^le; des tehniques de mathematique appliquee
ont du^es e^tre importees et ont ommene a donner des resultats positifs dans
quelques as partiuliers. Une etude theorique et numerique onernant le
ontro^le des systemes quantiques est presentee dans la partie III.
Une question theorique entrale onernant le ontro^le en himie quan-
tique est le probleme de la ontro^labilite, 'est a dire l'etude de e que
le modele permet de realiser a partir d'un etat initial donne. Des resultats
permettant de deider de la ontro^labilite d'un systeme disret (de dimen-
sion nie) sont presentes en setion 1.2. Les riteres sont simples a verier et
donnent lieu a des interpretations intuitives.
Une tehnique utile pour etendre le hamp d'appliation des resultats
theoriques de la setion 1.2, des appliations, ainsi que des onsiderations
sur les onnexions qui existent entre les lois de onservation et les \defauts"
de ontro^labilite sont presentees en setion 1.3. D'autres generalisations du
theoreme de ontro^labilite ont ete regroupees dans l'annexe A.
Les algorithmes genetiques (AG) sont parmi les methodes de simula-
tion les plus utilisees pour trouver les impulsions qui realisent le ontro^le
aussi bien pour des experienes reelles en laboratoire que lors des simula-
tion numeriques. A ette speiite ontribue la possibilite tehnologique de
realiser un nombre important d'impulsions laser par unite de temps et le
peu de moyens neessaires en terme de quantite de substane a ontro^ler
(quelques dizaines de moleules suÆsent). Sur le plan numerique des simu-
lations lassiques de ontro^le optimal sont tres diÆiles, voire impossibles, a
mettre en oeuvre pour de systemes d'intere^t pratique e qui rend ompetitives
les AG. Me^me si la qualite des solutions trouvees par les AG en laboratoire
et enourageante, l'analyse du proessus de ontro^le se fait au as par as et
ne donne pas enore de omprehension des phenomenes ni des reations et
don n'a pas de pouvoir preditif. Des simulations numeriques et des etudes
theoriques sont neessaires pour trouver les bonnes approximations et derire
es solutions. Dans ette perspetive un ode parallele a ete developpe et est
employe sur les mahines de l'ASCI. Ce ode est presente en hapitre 2 ainsi
qu'une introdution generale aux AG. Des tehniques de ltrage ont ete mises
au point pour eliminer dans les solutions obtenues (par les AG) les parties
qui ne ontribuent pas ativement au ontro^le, ouvrant ainsi la voie pour
l'interpretation et la omprehension des meanismes de ontro^le.
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Chapitre 2
Cadre general des aluls en
himie quantique
2.1 Introdution a la theorie quantique
Le but de e hapitre est de presenter le adre de la himie quantique
omputationnelle (non relativiste) dans une perspetive pratique a l'usage du
mathematiien applique ; on ne herhera pas a \demontrer" les equations
presentees mais pluto^t a donner des indiations intuitives la ou de telles
indiations orrespondent a des realitees plus profondes de e domaine; le
leteur interesse a approfondir e theme est invite a onsulter les ouvrages
dans les referenes de la partie [1℄ ou enore [85℄, et a ompleter sa vision sur
les variables de spin qui ne sont introduites ii que de faon sommaire.
La theorie quantique en physique est une desription des partiules ele-
mentaires qui forment la matiere et de leur interation tout d'abord entre
elles et aussi ave diverses formes d'energie. Le nom \theorie quantique" vient
du fait que la matiere et l'energie sont derites en termes d'unites indivisibles
appelees \quanta" (singulier \quantum"). Mentionnons que la physique las-
sique diere de la theorie quantique dont elle est une approximation et donne
de tres bon resultats sur les systemes marosopiques omme en meanique
des solides ou des uides. Elle est beauoup moins preise des qu'il s'agit
d'objets mirosopiques tels que les atomes ou les manifestations de l'energie
a une tres petite ehelle.
La theorie quantique est plus generale que la physique lassique et elle
pourrait en prinipe predire le omportement de tout systeme physique, hi-
mique ou biologique; neanmoins expliquer en quantique le omportement
des systemes du monde quotidien est generalement
1
trop omplique pour
1
une exeption est par exemple la ondution en phase solide qui est intrinsequement
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e^tre pratiquement realisable.
La theorie quantique ne speie pas seulement des regles propres pour
la desription de l'univers mais introduit aussi de nouvelles faons de pen-
ser sur la matiere et l'energie. Les partiules elementaires qui sont derites
par la theorie quantique n'ont pas de loalisation, vitesse, hemin bien deni
omme les objets lassiques mais leur proprietes sont derites en terme de
probabilites que la propriete respetive ait une ertaine valeur. Par exemple
le resultat d'un alul quantique peut e^tre la probabilite qu'un ertaine par-
tiule soit dans une position donnee a un temps donne.
La desription quantique des partiules permet de omprendre omment
elles-i se ombinent pour former des atomes ou moleules ou enore des
substanes plus omplexes. C'est ii que ommene le domaine de la hi-
mie quantique omputationnelle qui a pour but de determiner ertaines pro-
prietees des substanes himiques en partant de leur desription au niveau
quantique. Pour haque systeme le hoix de la theorie qui sera utilisee pour le
derire est essentiel; quand de hoix est fait en faveur d'un traitement pure-
ment quantique on parle des aluls ab initio ; quand des onnaissanes plus
lassiques sont injetees dans le modele (les plus souvent an de le simplier)
on aura reours a des modeles dits (semi-)empiriques.
On ne detaillera pas ii toute la zoologie des modeles en himie quantique,
il est pourtant utile de mentionner que notre travail se plae dans le adre
des modeles ab initio. Ce hoix se fait en fontion de la taille, de l'energie
ou enore des interations a etudier dans le systeme respetif et est a mettre
en relation ave le prinipe de la dualite onde-partiule qui aÆrme que toute
partiule (systeme) peut e^tre vue aussi omme une onde : plus la longueur
d'onde (de Broglie) assoiee est petite plus le adre naturel devient lassique
ar la nature ondulatoire de la partiule ( du systeme) devient de plus en
plus indetetable. La relation qui donne la longueur d'onde d'une partiule
en fontion de son impulsion permet de onstater que elle-i est extre^mement
petite pour tout objet marosopique (visible) et plus generalement pour tout
objet beauoup plus grand qu'un atome. Par exemple, la longueur d'onde
d'une balle de tennis envoyee a 200km=h est 0:825 10
 34
m e qui est 100
trillions de milliards fois (10
24
) plus petit que la taille du plus petit atome
dont elle-i est onstituee (l'atome d'hydrogene).
quantique et doit e^tre traitee ainsi
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2.2 Espae de ongurations, fontion d'onde,
observables
On derira ensuite les notions de base de la himie quantique sans trop
detailler le traitement des variables de spin, on renvoie le leteur a [1℄ ou par
exemple [89℄ pag.20-42 pour plus de details.
Contrairement a la physique lassique, l'espae le plus adapte a la desrip-
tion des systemes en physique quantique n'est pas l'espae tridimensionnel
reel, mais un espae nomme espae des ongurations qui represente l'en-
semble de toutes les ongurations possibles pour un systeme quantique. Sup-
posons par exemple qu'on s'interesse a un systeme a N partiules P
1
;:::;P
N
isolees et sans ontraintes. Les degres de liberte du systeme seront alors
l'ensemble des oordonnees des partiules r
i
= (x
i
;y
i
;z
i
) 2 R
3
, i = 1;:::;N
et l'ensemble des variables de spin s
i
2 S
i
, i = 1;:::;N qu'on notera d'une
maniere globale R
i
= (r
i
;s
i
). Chaque variable de spin prend ses valeurs dans
un ensemble ni S
i
qui depend de la partiule; par exemple pour l'eletron
et ensemble S
e
a seulement 2 valeurs: spin up et spin down, e qui est note
symboliquement S
e
= fj+> ;j >g ou enore S
e
= f 
1
2
;
1
2
g. Comme dans les
appliations traitees dans ette these les variables de spin ne jouent pas de
ro^le, sinon d'alourdir les notations, on a hoisi de ne pas entrer dans les details
sur le traitement de es variables de spin et on a adapte notre presentation en
onsequene. Soit don R = (R
1
;:::;R
N
) 2 R
3N
u
N
i=1
S
i
l'ensemble des degres
des liberte des partiules. A haque instant t le systeme quantique est alors
ompletement derit par une fontion omplexe 	(t) 2 L
2
(R
3N
u
N
i=1
S
i
; C )
2
de norme L
2
egale a 1 qui est appelee fontion d'onde du systeme, ave l'in-
terpretation suivante: pour tout point R 2 R
3N
 u
N
i=1
S
i
, j	(R;t)j
2
est la
\probabilite"
3
que le systeme soit dans la onguration R a l'instant t. L'ap-
proximation de la physique lassique qui onsiste omme on l`a dit a rempla-
er ette fontion par une masse de Dira est justiee pour des objets las-
siques ou la dualite onde-partiule ne joue par un ro^le essentiel, mais donne
des resultats faux pour des systemes atomiques dont les arateristiques on-
dulatoires plus prononees induisent sur 	(R;t) des strutures omplexes.
La transription mathematique des notions de la physique lassique fait
intervenir la notion d'observable. A haque quantite mesurable lassique on
assoie un operateur lineaire Hermitien (borne ou non-borne) et qui agit sur
2
la mesure d'integration dR sera la mesure anonique du produit R
3N
u
N
i=1
S
i
: mesures
de Lebesgue pour haque R
3
et mesures disretes uniformes sur haque S
i
3
il faut en fait parler de la densite de probabilite ar on est sur un produit faisant
intervenir des espaes ontinus
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la fontion d'onde. Parmi les operateurs les plus importants on mentionne
{ la position de la partiule i par rapport a un axe (par exemple l'axe
Ox), notee par x
i
et qui agit omme une multipliation par x
i
;
{ l'impulsion de la partiule i par rapport a un axe (par exemple l'axe
Ox), notee par p
x
i
et qui agit omme une derivation par rapport a la
variable x
i
p
x
i
=  i~

x
i
ou ~ = 6:63  10
 34
Js est la onstante de
Plank ;
{ l'energie inetique T de la partiule i, notee par T
i
et donnee par T
i
=
 
~
2
m
i

i
, ou 
i
est l'operateur de Laplae qui agit seulement sur les
3 oordonnees de r
i
, 
i
=

2
x
2
i
+

2
y
2
i
+

2
z
2
i
et m
i
est la masse de la
partiule;
{ l'energie potentielle V (r) qui agit omme une multipliation par la fon-
tion V (r);
{ l'operateur Hamiltonian qui orrespond a l'observable \energie" du
systeme: H = T + V .
Les postulats de la meanique quantique aÆrment que pour haque me-
sure d'une observable (assoiee a un operateur) A, les seuls resultats possibles
sont des valeurs propres de A (quantisation des valeurs des variables dyna-
miques); l'etat lui me^me n'etant pas neessairement une fontion propre de A,
la valeur mesuree pour une fontion d'onde donnee sera une variable aleatoire
qui admet une valeur moyenne < 	(R;t);A	(R;t) >. On a note ii par < ; >
le produit salaire L
2
omplexe anonique < f;g >=
R
R
3N
u
N
i=1
S
i
f(R)g(R)dR.
L'operateur A etant Hermitien
< 	(R;t);A	(R;t) >=< A	(R;t);	(R;t) > :
Cette quantite sera ensuite notee < 	(R;t)jAj	(R;t) > (notation dite bra-
ket).
2.3

Equation de Shrodinger
La dynamique d'un systeme quantique est regie par l'equation de Shro-
dinger dependant du temps:
i~

t
	(R;t) = H	(R;t): (2.3.1)
Quand l'Hamiltonian du systeme ne depend pas du temps une solution re-
marquable de (2.3.1) est l'evolution stationnaire 	(R;t) = e
 
i
~
Et
	(R;0) ou
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	(R) = 	(R;0) est une fontion propre de H de valeur propre orrespon-
dante E:
H	(R) = E	(R); k	(R)k
L
2
= 1: (2.3.2)
L'equation (2.3.2) est appelee l'equation de Shrodinger independant du
temps ; quand E est la plus petite valeur propre de H, (2.3.2) admet une
autre interpretation. On onsidere le probleme de minimisation de l'energie
inffE =< 	(R)jHj	(R) >; 	(R) 2 A; k	(R)k
L
2
= 1g (2.3.3)
ou A est l'espae des fontions physiquement admissibles. L'espae A depend
du nombre de bosons et fermions du systeme et est generalement un sous-
espae vetoriel strit de L
2
(R
3N
 u
N
i=1
S
i
; C ), (voir plus loin dans setion
2.4 l'introdution de l'hypothese de Born-Oppenheimer et dans 2.5 le modele
Hartree-Fok) ; pour ne pas entrer trop en details sur les variables de spin et
les symetries de la fontion d'onde nous remettrons a plus tard la desription
de A.
Un minimiseur de (2.3.3) (lorsqu'il existe) est appelee etat fondamental
du systeme ; 'est don en partiulier un etat de plus basse energie et aussi
un etat physiquement stable ; toute autre solution de (2.3.3) est appelee etat
exite.
2.4 Approximation de Born-Oppenheimer
Pour les appliations en himie quantique auxquelles on s'interesse, le
systeme est un ensemble d'eletrons et de noyaux de masses m
i
, de harges
Z
i
et de oordonnees r
i
2 R
3
; l'operateur H s'erit omme la somme d'un
operateur energie inetique T et d'un autre appele V , H = T + V ; dans
V les seules interations qui nous interessent sont l'attration et repulsion
oulombiennes entre les partiules :
T =  
~
2
2
N
X
i=1
1
m
i

i
(2.4.4)
V =
X
i<j
Z
i
Z
j
4
0
1
jr
i
  r
j
j
(2.4.5)
On a note ii par 
0
la permitivite du vide.
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Etant donnee la taille des problemes (2.3.1) ou (2.3.2) (on rappelle que
r est dans un espae a 3N dimensions !!!) les approhes diretes de dis-
retisation totale de l'espae des solutions ne onduisent a des resolutions
eetives que pour les systemes extre^mement simples (atome d'hydrogene).
Il faut alors introduire des approximations pour les as auxquels la himie
s'interesse. L'approximation la plus utilisee est elle dite de Born-Openheimer
qui onsiste, tenant ompte du fait que la masse d'un noyau est beauoup
plus importante que la masse d'un eletron (e qui donnerait a impulsion
onstante un mouvement eletronique tres rapide autour des noyaux), a sup-
poser que les eletrons s'adaptent instantanement a la \position" des noyaux.
Du point de vue de la physique ei revient a separer l'evolution du systeme
en mouvement eletronique et mouvement nuleaire et a remplaer le premier
par un operateur potentiel lors du traitement du dernier. Plus preisement, si
on indie les noyaux par n;n
0
et les eletrons par e;e
0
et on pose R = (R
n
;R
e
)
(R
n
= ensemble des degres de liberte nuleaires, R
e
= ensemble des degres
de liberte eletroniques), on peut erire l'operateur hamiltonien H sous la
forme
H =  
~
2
2
X
n
1
m
n

n
+
1
2
X
n;n
0
Z
n
Z
n
0
4
0
1
jr
n
  r
n
0
j
 
~
2
2
X
e
1
m
e

e
+
1
2
X
n;e
Z
n
Z
e
4
0
1
jr
n
  r
e
j
+
1
2
X
e;e
0
Z
e
Z
e
0
4
0
1
jr
e
  r
e
0
j
: (2.4.6)
On note alors, pour toute \position" R
n
des noyaux, par H
e
(R
n
) l'hamil-
tonien (dit eletronique) represente par les trois derniers termes de (2.4.6):
H
e
(R
n
) =  
~
2
2
X
e
1
m
e

e
+
1
2
X
n;e
Z
n
Z
e
4
0
1
jr
n
  r
e
j
+
1
2
X
e;e
0
Z
e
Z
e
0
4
0
1
jr
e
  r
e
0
j
:(2.4.7)
On diagonalise ensuiteH
e
(R
n
) obtenant une fontion propre 
R
n
(R
e
) appelee
fontion d'onde eletronique (qui depend parametriquement des degres de
liberte nuleaires R
n
et a omme variables seulement les degres de liberte
eletroniques R
e
) et une valeur propre E(R
n
):
H
e
(R
n
)
R
n
(R
e
) = E(R
n
)
R
n
(R
e
): (2.4.8)
Pour aluler l'energie totale du systeme on diagonalise ensuite l'hamiltonien
nuleaire deni par:
H
n
=  
~
2
2
X
n
1
m
n

n
+
1
2
X
n;n
0
Z
n
Z
n
0
4
0
1
jr
n
  r
n
0
j
+ E(R
n
): (2.4.9)
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agissant sur la fontion d'onde nuleaire (qui depend seulement de R
n
). La
solution du probleme aux valeurs propres
H
n
	(R
n
) = E	(R
n
) (2.4.10)
permet alors de proposer une valeur pour l'energie du systeme, a savoir la
valeur propre E, et un andidat pour la fontion d'onde du systeme, a savoir
	(R
n
)
R
n
(R
e
).
Remarque 2.4.1 En l'absene d'interation ave l'exterieur, l'hamiltonien
nuleaire deni dans (2.4.9) n'agit pas sur les variables de spin; si le systeme
est aux noyaux disernables (i.e. haque noyau est present en un seul exem-
plaire) on peut alors resoudre l'equation de Shrodinger pour haque ongu-
ration de spin possible sans imposer de ontraintes sur les variables spatiales,
e qui revient a supposer que les noyaux n'ont pas de variable de spin.
2.5

Equation de Hartree-Fok
On se plae dans l'etape de diagonalisation de l'hamiltonien eletronique
dans le paradigme Born-Oppenheimer (voir i-dessus) et on onsidere un
systeme dont les oordonnees des noyaux sont xees en r
j
2 R
3
; j = 1;:::m et
les variables de spin en s
j
2 S
j
; j = 1;:::m et on note par r
i
2 R
3
i = 1;:::;N
e
les oordonnees des eletrons. An de ne pas toujours erire les fateurs
supplementaires ~ et 
0
on fera les hangements d'ehelle neessaires pour
travailler en unites atomiques. L'hamiltonien eletronique devient alors :
H
e
=  
N
e
X
i=1

i
+
N
e
X
i=1
V (r
i
) +
X
i<j
1
jr
i
  r
j
j
(2.5.11)
V (r) =  
m
X
j=1
Z
j
jr   r
j
j
(2.5.12)
Le but est de aluler la premiere valeur propre de H
e
qui est l'energie
eletronique, 'est a dire trouver
E = inf
n
(H
e
;)j 2 A
e
;kk
L
2
= 1
o
(2.5.13)
ou A
e
est le sous-espae vetoriel de H
1
(R
3N
e
u
N
e
i=1
S
i
) des fontions d'onde
physiquement admissibles.
24 CHAPITRE 2. CADRE G

EN

ERAL QUANTIQUE
Comme on a deja pu le voir, la dimension du systeme est trop importante
pour un alul diret ; par exemple dans le as (simple !) de l'eau (H
2
O)
le nombre d'eletrons est 10 don l'operateur H
e
agit sur des fontions a 30
variables (sans ompter les variables de spin). Une disretisation minimale
(haque variable vit sur R tout entier !) de 10 points par diretion donne-
rait une matrie 10
30
 10
30
impossible a aluler en pratique. Il y a don
besoin d'approximations simpliatries dont la plus onnue est elle dite de
Hartree-Fok . Pour ne pas ompliquer la presentation on introduira ette
approximation seulement dans sa forme RHF (Restrited Hartree-Fok). On
supposera don que le nombre d'eletrons dans le systeme est pair (e qui
sera toujours le as dans tout e qui suit).
Le onept de depart est elui de paire d'eletrons de Lewis qui dit que
lorsque le nombre d'eletrons dans le systeme est pair on peut les grouper
deux par deux et assoier a haque paire une variable spatiale dans R
3
. a
ette variable il orrespond un eletron de type spin up et un autre de type
spin down. Symboliquement, a la plae de N
e
variables de position et N
e
variables de spin on aura seulement N
pe
= N
e
=2 variables de position pour
arateriser le systeme; on designera par r
1
;:::;r
N
pe
es variables. Une fois
ette approximation faite la fontion d'onde est herhee dans H
1
(R
3N
pe
; C )
Une propriete de la fontion d'onde exploitee dans l'approximation de
Hartree-Fok est l'antisymetrie:
(:::;r
i
;:::;r
j
;:::) =  (:::;r
j
;:::;r
i
;:::); i;j = 1;:::;N
pe
qui deoule des prinipes fondamentaux de la meanique quantique (ap-
pliques a e as) et dont une justiation (intuitive!) reside dans le prinipes
d'exlusion de Pauli
4
et elui d'indisernabilite des eletrons
5
.
Le minimum (2.5.13) va don porter sur l'espae des fontions anti-
symetriques de H
1
(R
3N
pe
; C ) dont un sous-espae strit mais remarquable
est elui des fontions qui s'erivent omme un determinant (dit de Slater):
(r
1
;:::;r
N
pe
) =
1
p
N
pe
!
det(
i
(r
j
));
les 
i
; i = 1;:::;N
pe
etant des fontions de H
1
(R
3
; C ) qu'on va hoisir ortho-
gonales (L
2
) deux a deux.
4
Le prinipe de Pauli aÆrme qu'on ne peut pas trouver deux eletrons du me^me spin
au me^me endroit, ou, d'une maniere equivalente, que la probabilite assoiee a une on-
guration ave deux eletrons au me^me endroit est zero, e qui pour notre as s'erit :
(:::;r
i
= r;:::;r
j
= r;:::) = 0.
5
e prinipe qui aÆrme que tous les eletrons sont identiques est une propriete
partiuliere de la fontion d'onde et s'erit dans notre as : j(:::;r
i
;:::;r
j
;:::)j =
j(:::;r
j
;:::;r
i
;:::)j; i;j = 1;:::;N
pe
.
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Introduisons lamatrie de densite (x;y) =
P
N
pe
i=1

i
(x)
i
(y) et la fontion
densite eletronique (x) = (x;x).
L'energie assoiee a la fontion d'onde devient :
E
HF
(
1
;:::;
N
pe
) =
N
pe
X
i=1
Z
R
3
 
jr
i
j
2
+ V j
i
j
2

+
1
2
Z Z
R
3
R
3
(x)(y)
jx  yj
dxdy
 
1
2
Z Z
R
3
R
3
j(x;y)j
2
jx  yj
dxdy (2.5.14)
et le nouveau probleme s'erit:
inf

E
HF
(
1
;:::;
N
pe
)j
i
2 H
1
(R
3
); < 
i
;
j
>= Æ
ij
; i;j = 1;:::;N
pe
	
(2.5.15)
En erivant l'equation d'Euler Lagrange assoiee a e probleme de mini-
misation sous ontraintes on aboutit a
F


i
=
N
pe
X
i=1
~
ij

j
; i = 1;:::;N
pe
(2.5.16)
ou l'operateur F

, appelle operateur de Fok, est deni par
F


i
=  
i
+ V 
i
+ ( ?
1
jxj
)
i
 
Z Z
R
3
R
3
(x;y)
i
(y)
jx  yj
dxdy (2.5.17)
et ? est le produit de onvolution
(f ? g)(x) =
Z
R
3
f(x  y)g(y)dy: (2.5.18)
Notons que dans (2.5.16) la matrie ~ = (~
ij
)
i;j=1;N
pe
est symetrique. Comme
 et F

sont invariants par multipliation du veteur (
1
;:::;
N
pe
) par une
matrie unitaire, on peut diagonaliser ~ et erire la elebre equation de
Hartree-Fok:
F


i
= 
i

i
; i = 1;:::;N
pe
(2.5.19)
Remarque 2.5.2 L'equation de Hartree-Fok (2.5.19) est un probleme aux
valeurs propres non lineaire ar la matrie de densite (x;y) et la densite (x)
dependent de la solution (
1
;:::;
N
pe
) 2 H
1
(R
3
; C )
N
pe
; de plus e probleme est
non loal a ause du produit de onvolution qui entre dans la denition de
l'operateur de Fok F

.
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2.6 Aspets numeriques des aluls eletro-
niques. Approximation LCAO.
La resolution numerique de l'equation (2.5.19) repose sur une approxi-
mation de Galerkin de l'espae L
2
(R
3
). Soit Æ un parametre de disretisation
et notons par G
Æ
le sous-espae disret de L
2
(R
3
) engendre par les fon-
tions h
Æ
1
, ..., h
Æ
n
Æ
. Le probleme disret assoie a (2.5.19) onsiste a her-
her 
Æ
= (
Æ
i
)
N
pe
i=1
= (
P
n
Æ
i=1
C
ij
h
Æ
j
)
N
pe
i=1
2 (G
Æ
)
N
pe
et (
Æ
i
)
N
pe
i=1
tel que l'egalite
F

Æ
Æ
i
= 
Æ
i

Æ
i
soit satisfaite pour tout i = 1;:::;N
pe
dans le dual de G
Æ
.
Le alul de la matrie de F

Æ fait intervenir des ontributions de la forme
< F

Æh
Æ

;h
Æ

>
L
2
;L
2
. Tenant ompte de la denition de (2.5.17) de F

Æ il sera
neessaire de aluler pour tous i;j;k;l = 1;:::;n
Æ
l'integrale
Z Z
R
3
R
3
h
Æ
i
(x)h
Æ
j
(x)h
Æ
k
(y)h
Æ
l
(y)
jx  yj
dxdy (2.6.20)
appelee integrale bieletronique.
Ce onstat a des onsequenes importantes pour la resolution numerique
des equations de Hartree-Fok. On en deduit que la omplexite algorithmique
du alul est de l'ordre au moins n
4
Æ
et aussi que generalement les bases
disretes a utiliser doivent permettre un alul tres rapide des ontributions
(2.6.20). Pour repondre a ette neessite, les h
Æ
i
sont hoisies omme (somme
de) fontions Gaussiennes, e qui permet de aluler les termes (2.6.20) par
des formules analytiques [5℄ p.410-416. Ce hoix est aussi envisageable sur le
plan de l'analyse numerique ar les fontions Gaussiennes engendrent tour
l'espae L
2
(R
3
) et don des etudes de onvergene peuvent e^tre developpees.
Malheureusement, la omplexite de l'ordre 4 de l'algorithme requiert en
pratique l'utilisation des bases de petite taille e qui rend impossible toute
analyse asymptotique. Pour garantir la onvergene vers des solutions aep-
tables, les fontions h
Æ
i
utilisees sont hoisies omme somme de Gaussiennes
optimisees pour reproduire au mieux les solutions de Hartree-Fok pour un
seul noyau. La base fh
Æ
i
; i = 1;:::;N
pe
g sera ainsi une approximation de l'en-
semble des orbitales atomiques
6
de haque atome present dans la moleule
(parfois elargie ave d'autre fontions speiales). On parle alors de l'approxi-
mation Linear Combination of Atomi Orbitals (LCAO).
En pratique e hoix permet d'obtenir des tres bons resultats. L'ana-
lyse des proprietes d'approximation des bases LCAO est pourtant diÆile
6
une orbitale atomique est une fontion d'onde mono-eletronique qui orrespond a un
noyau donne
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ar l'ensemble des orbitales atomiques n'engendre pas tout l'espae L
2
(R
3
)
7
.
De plus, des optimisations additionnelles (voir [4℄ p.81, 86-87) sont mises en
oeuvre pour tenir ompte des eets d'eran, de la orrelation ... Ce hange-
ment ontinu et au as par as des bases de disretisation rend les etudes
d'analyse asymptotique lassique (dite a priori) tres diÆiles et en fait peu
interessantes pour les himistes. Plus utiles pour les pratiiens s'averent e^tre
les tehniques pour mesurer la qualite des solutions obtenues. Un exemple
[27℄ de e type d'analyse (appelee a posteriori) est presente au hapitre 3 de
la partie II .
7
es orbitales sont les fontions propres orrespondant aux valeurs propres disretes
d'un operateur qui a aussi du spetre ontinu
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Deuxieme partie
Methodes a posteriori
31
Chapitre 1
Tehniques d'estimation a
posteriori
1.1 Introdution aux tehniques d'estimation
a posteriori
Pour un nombre de plus en plus important de problemes poses dans le
adre industriel, la simulation numerique de problemes regis par des equations
aux derivees partielles (EDP) a aquis suÆsamment de abilite pour e^tre
utilisee en alternative a des experienes reelles. Neanmoins, la majeure par-
tie des problemes reste hors d'atteinte ave une abilite suÆsante a ause
de omplexites trop importantes (taille memoire, temps alul....). Pour les
problemes qui sont a la limite des possibilites atuelles, il est interessant de
disposer d'outils annexes permettant de valider les aluls eetues. Dans
ette optique, on ne peut se ontenter des resultats de l'analyse numerique
\lassique" qui traitent de la onvergene asymptotique des methodes nu-
meriques utilisees, puisque on ne sait justement pas si on est dans le regime
asymptotique. Depuis plusieurs annees on a vu se developper au ontraire
des tehniques d'estimation d'erreur (dites a posteriori par opposition aux
methodes asymptotiques dites a priori) ou la qualite de l'approximation est
exprimee en termes onstrutifs de la solution alulee.
Ces tehniques ont onnu es dernieres annees des developpements im-
portants en meanique des uides et en meanique des strutures (on refere
en partiulier a [28℄ pour une synthese de es tehniques). On remarque
neanmoins que pour les problemes de aluls de modes propres d'une part
[22, 28℄ et pour des appliations plus \exotiques" dans les domaines de la
himie quantique omputationnelle, peu de travaux existent.
Ce hapitre sera dedie a la presentation d'un ertain nombre de resultats
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dans es diretions, tout d'abord pour des estimations a posteriori de aluls
de solution d'un probleme nuleaire et ensuite sur la determination expliite
de bornes preises de valeurs propres pour des problemes de type Hartree-
Fok.
1.2 Prinipes mathematiques des analyses a
posteriori
Dans e qui suit on presentera d'une maniere suinte les bases mathema-
tiques des methodes a posteriori. Avant d'entrer dans les details tehniques
on ajoutera quelques mots sur le lieu et l'utilite de l'analyse a posteriori dans
le domaine des simulations numeriques.
Supposons qu'on veuille resoudre des EDP ou trouver des valeurs et
fontions propres (diagonaliser) d'operateurs intervenant dans des EDP. On
emploie alors des algorithmes de alul dont la justiation repose sur une
analyse lassique (a priori) qui etudie le omportement asymptotique de la
solution disrete en fontion de la disretisation spatio-temporelle hoisie ;
le resultat typique d'une telle analyse est un theoreme de onvergene qui
montre qu'au fur et a mesure que la disretisation s'aÆne l'algorithme hoisi
onverge vers la bonne solution. Cette analyse donne aussi eventuellement
divers estimations asymptotiques sur la vitesse de onvergene.
En pratique pourtant il n'est pas rare de travailler sur des disretisations
dont la nesse n'est pas suÆsante et qui sont diÆiles a aÆner davantage a
ause d'un ou^t eleve ; par exemple dans le as des problemes aux valeurs
propres la omplexite ubique dans la dimension des veteurs limite rapi-
dement les possibilites de raÆnement. Il appara^t alors le besoin d'un outil
pour appreier la abilite du alul fait. En partiulier, en himie quantique
omputationnelle on fait souvent des omparaisons entre les energies de deux
ongurations d'une moleule an d'en determiner la plus stable [89℄. Il est
alors important de s'assurer que la somme des erreurs faites sur les aluls
est moins importante que la dierene entre es deux energies, sinon on n'a
auun ontro^le sur la abilite de la onlusion qu'on tire de la omparaison
des deux valeurs.
Le as de la himie quantique omputationnelle a ei de partiulier qu'on
travaille souvent ave de gros odes qu'il est diÆile de remplaer et sur les-
quelles il existe toute une tradition onernant leur appliabilite et leur mise
en oeuvre et peu de tehniques pour une analyse quantitative des resultats.
C'est dans e ontexte qu'on s'interesse a des proedes qui puissent quan-
tier la onane que l'on peut avoir dans le resultat d'un alul numerique.
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Une reponse possible nous est donnee par les methodes a posteriori dont le
prinipe est presente i-dessous.
Supposons qu'on ait resolu numeriquement le probleme qui nous interesse
et qu'on soit en possession d'une solution approhee. L'analyse a posteriori
nous permet alors de onstruire ertaines quantites qui dependent seulement
des donnees de sortie (notre solution approhee) et qui nous aident a vali-
der quantitativement le resultat ; lorsque es quantites sont des estimations
d'erreur globales on aura obtenu un ritere pratique d'arre^t (on verie si
on a atteint la preision voulue), et lorsque e sont des estimations d'erreur
loales on aura des indiations sur les parties de l'espae ontinu qu'il faut
disretiser davantage (dans une perspetive adaptative).
Pour simplier la presentation des methodes a posteriori on les a divisees
en deux types: bornes sur fontionnelles de la solution et indiateur d'erreur
(estimateur d'erreur). Le premier type est a utiliser lorsque le but nal est
de aluler une ertaine fontionnelle de la solution (par exemple une obser-
vable) et se propose de donner des bornes expliites alulables a posteriori
pour ette fontionnelle appliquee a la solution disrete dont on dispose ; le
deuxieme type est employe pluto^t dans le adre des approhes de resolution
adaptatives ou enore lorsque son ou^t CPU plus petit le rend plus onve-
nable que le premier type d'approhe.
Remarque 1.2.3 Il est d'usage, pour des raisons d'eÆaite et surtout lors
des approhes adaptatives, d'exiger que l'estimateur ou les bornes mentionnees
i-dessus soit alulables plus failement que la solution approhee elle-me^me;
ette demande peut e^tre neanmoins relaxee en fontion de la neessite de pou-
voir quantier la abilite du resultat.
1.2.1 Indiateur d'erreur
Les methodes dont on presentera brievement les assises mathematiques
sont liees aux travaux de Babuska [16℄, Bernardi [18℄, Ladeveze [19℄, Oden
[20℄, Pousin et Rappaz [26℄, Verfurth [28, 29℄, ... et partent du prinipe que
l'erreur est equivalente au residu. Plus preisement, soit (H;k:k) un espae
Hilbertien et F une fontion F de lasse C
1
entreH et son dualH
0
. Supposons
que le probleme a resoudre est erit sous la forme:
Trouver u dans H qui annule F :
F (u) = 0 (1.2.1)
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Si on note par u
0
une solution exate de e probleme qu'on voudrait
aluler (mais qui n'est pas onnue expliitement), on peut erire
kF (u)k
H
0
= kF (u)  F (u
0
)k
H
0
= kDF (u
0
)(u  u
0
) + o(ku  u
0
k)k
H
0
ou DF (u
0
) est la dierentielle de F en u
0
. Si l'on suppose que DF (u
0
) est un
isomorphisme de H dans H
0
alors on voit que pour u assez prohe de u
0
on
aura une equivalene entre ku u
0
k et kDF (u
0
)(u u
0
)k
H
0
et par onsequent
on en deduit l'existene de deux onstantes  et C (qui dependent deDF (u
0
))
telles que pour ku  u
0
k suÆsamment petit:
ku  u
0
k  kF (u)k
H
0
 Cku  u
0
k
ou, d'une autre faon:
C
 1
kF (u)k
H
0
 ku  u
0
k  
 1
kF (u)k
H
0
(1.2.2)
On a ainsi obtenu une quantite ( F (u) ) alulable a posteriori dependant
seulement du probleme et de la solution approhee proposee u qui nous donne
une indiation ( a l'aide des estimations bilaterales ! ) sur l'erreur ku  u
0
k
faite sur la solution; de plus le alul de ette quantite n'est pas trop elabore,
il faut appliquer F et aluler la norme du resultat dans l'espae dual
1
. Le
desavantage de la methode reside dans le fait qu'on ne onna^t pas explii-
tement les onstantes qui interviennent dans (1.2.2) ni les normes les plus
optimales dans lesquelles il faut evaluer F (u). Neanmoins ei peut nous e^tre
utile si on veut par exemple omparer dierentes methodes ou pour onna^tre
les endroits ou il faut mettre davantage de points de disretisation ou lorsque
on est en presene de proprietes d'uniformite de F qui nous permettent de
predire les onstantes qui interviennent.
1.2.2 Bornes sur les fontionnelles de la solution
En omplement des approhes dont le prinipe a ete expose i-dessus on
presentera par la suite une autre ategorie de methodes d'analyse a posteriori
([21, 22, 23, 24, 25℄) dont le but est de quantier la abilite des resultats en
sortie d'une simulation numerique; ette approhe fournit des outils d'une
preision elevee par rapport aux methodes anterieurement presentees et a
l'avantage d'une onnaissane expliite de toutes les onstantes qui inter-
viennent, au prix, bien sur, d'un ou^t de alul plus eleve.
1
en general le alul de la norme dans l'espae dual fait lui aussi l'objet de quelques
simpliations omme on le verra plus loin dans l'analyse de la methode de redution
adiabatique
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La methode a ete initialement developpee dans le adre des simulations en
ingenierie ou la resolution de problemes stationnaires ou d'evolution est un
pas intermediaire vers le alul de ertaines arateristiques de es systemes
(deformation, pression, portane, tra^nee) qui s'expriment expliitement a
l'aide de la solution du probleme onsidere. Notons par  la solution du
probleme assoie, par s la arateristique a aluler et par l la fontionnelle
qui permet de aluler s a partir de : s = l(). Dans e ontexte le but d'une
analyse a posteriori n'est pas de donner des indiations sur l'erreur faite sur
la solution  mais pluto^t sur l'erreur faite sur la arateristique s a aluler.

A partir d'une solution approhee 
h
dont on dispose une telle methode
permet de trouver des bornes inferieures s
 
(
h
) et superieures s
+
(
h
) du
resultat en sortie reherhe : s
 
(
h
)  s  s
+
(
h
), e qui introduit le onept
d'intervalle de onane, 'est a dire l'intervalle [s
 
(
h
);s
+
(
h
)℄ (dependant
de la solution approhee 
h
) ou on est su^r de trouver la valeur (exate) s de
la propriete a aluler ; moins et intervalle est large plus notre alul est
preis.
La methode des bornes pour des resultats en sortie sera utilisee pour
l'equation de Hartree-Fok ; 'est dans ette optique qu'on hoisi de la presenter
tres rapidement et d'une faon simpliee pour le as du probleme aux va-
leurs propres suivant: trouver le premier mode propre du Laplaien sur un
domaine borne 
  R
3
. Il s'agit don de resoudre:
8
>
<
>
:
 u = u dans 

u 2 H
1
0
(
); kuk
L
2
(
)
= 1
u = 0 sur 

(1.2.3)
Soit (u
0
, 
0
) une solution exate de (1.2.3) et soit l(;) une ertaine fon-
tionnelle denie sur l'espae des solutions H
1
0
(
)  R aux valeurs reelles et
qui sera (pour des raisons de larte) l(u;) = 
Soit (u,  = (ru;ru)) une approximation de (u
0
, 
0
) normalisee par
kuk
L
2
(
)
= 1 ( (;) est le produit salaire L
2
) ; notons par e = u
0
  u la
dierene entre la fontion propre exate et son approximation. Alors on
peut erire :

0
   = (ru
0
;ru
0
)  (ru;ru) = (re;r(u
0
+ u)) =
(re;re) + 2(ru;re) = (re;re) + 2( u;e) (1.2.4)
Quand e est petit en norme H
1
, parmi les deux termes du membre de
droite (re;re) est \generalement" plus petit que 2( u;e) = 2(ru;re)
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ar il fait intervenir la puissane deuxieme du gradient de e ; on essaie
alors d'erire le terme 2( u;e) a l'aide d'une quantite ontenant re. Plus
preisement, soit e^ 2 H
1
0
(
) solution de :
 e^ = u+ u dans 
 (1.2.5)
Alors on peut erire:

0
   = (re;re) + 2(u+e^;e) =
= (re;re)  2(re^;re) + 2(u;u
0
  u): (1.2.6)
D'autre part omme ku
0
k
L
2
(
)
= kuk
L
2
(
)
= 1 :
2(u;u
0
  u) = 2(u;u
0
)  2 = 2(u;u
0
)  (u;u)  (u
0
;u
0
) =  (e;e) (1.2.7)
don

0
   =  (re^;re^) + (r(e  e^);r(e  e^))  (e;e) (1.2.8)
Par une analyse asymptotique faisant intervenir les proprietes des disre-
tisations utilisees pour resoudre le probleme (1.2.3) on montre ensuite que
pour une large lasse de disretisations le dernier terme est d'ordre plus petit
que le premier et tenant ompte de la positivite du deuxieme terme on
obtient l'inegalite asymptotique:

0
   (re^;re^) + :::
Comme d'autre part la premiere valeur propre verie l'inegalite variation-
nelle 
0
  on a ainsi obtenu des bornes sur la premiere valeur propre:
  (re^;re^) + :::  
0
 
Notons que les bornes font intervenir seulement une fontion alulable par
(1.2.5) a partir de la solution approhee (u, ) et ne dependent pas de la
solution exate (u
0
, 
0
)
2
. De plus on peut montrer que ettes bornes sont
asymptotiquement optimales [22℄ ; la pratique onrme elle aussi les resultats
theoriques [22℄.
Remarque 1.2.4 Notons que l'equation a resoudre (1.2.5) est plus simple
que le probleme de depart, ar on remplae un probleme aux valeur propres
par une inversion de Laplaien. Ainsi l'eort demande pour obtenir les bornes
a posteriori est plus petit que elui fait pour resoudre le probleme initial
3
. De
plus ii toutes les quantites sont onnues expliitement.
2
La solution de (1.2.5) peut par exemple e^tre approhee par des tehniques standard
de resolution d'EDP e qui introduit une etape de disretisation supplementaire.
3
Des redutions supplementaires du temps de alul requis par la resolution de
(1.2.5) peuvent e^tre realisees par des tehniques de relaxation sur sous-domaines, tout
en preservant les bornes globales.
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Chapitre 2

Etude du proede de redution
adiabatique
Un des problemes renontres dans le alul sientique en himie quan-
tique [32, 33, 34, 35℄ est la reherhe des valeurs/fontions propres de l'hamil-
tonien nuleaire (voir partie I setion 2.4 formule (2.4.9)) ayant une energie
plus petite qu'une valeur E
MAX
xee a l'avane, e qui en langage des Chi-
mistes revient a trouver le fondamental et les premiers etats exites (de vi-
bration / rotation).
Le nombre de variables intervenant dans e probleme est important et
omme de plus on s'interesse a un spetre assez large, la taille de la base de
disretisation est grande a un point tel qu'elle interdit souvent tout alul;
pour donner une idee de l'etat de l'art dans le domaine, notons qu'aujourd'hui
on peut travailler ave des moleules bi- et tri-atomiques, on peut enore me-
ner des aluls omplets (ave des approximations fortement simpliatries)
pour les quadri-atomiques mais pour plus de 4 noyaux il n'y a pas de methode
direte eÆae qui prenne en ompte tous les degres de liberte du systeme. On
est alors amene a herher des methodes pour reduire le nombre de fontions
de base. Comme il s'agit d'un algorithme de diagonalisation (don de om-
plexite generique ubique dans la dimension de l'espae de disretisation
1
)
ette redution potentielle est importante et en eet une diminution d'un
fateur de 3 ou 4 de la base peut permettre de traiter numeriquement un
probleme qui ne l'etait pas avant ette redution.
La redution adiabatique (pseudo-)spetrale est l'un de es proedes, lar-
gement utilise dans la pratique, (voir [32, 34℄ et les referenes). Faute d'expli-
ation theorique, beauoup d'empirisme existe enore sur e type d'approhe;
1
Me^me si, notamment lorsque on s'interesse seulement a un petit nombre de valeurs
propres, des tehniques d'approximation permettant de reduire la omplexite algorith-
mique existent, elle reste toujours sur-lineaire dans le as qui nous interessent.
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il nous a paru important de presenter une etude mathematique rigoureuse
de ette approximation et en partiulier de proposer un estimateur a pos-
teriori qui pourrait permettre de verier l'hypothese d'adiabatiite faite sur
ertaines variables et qui onstitue la base du proessus d'approximation.
Le travail theorique [38, 39℄ a ete onrme [39℄ par une simulation numerique
partant d'un ode de Claude Leforestier du Laboratoire Struture et Dyna-
mique des Systemes Moleulaires et Solides de l'Universite de Montpellier 2.
2.1 Constrution de l'hamiltonien nuleaire
Le probleme qu'on se propose de resoudre est don la reherhe des fon-
tions et valeurs propres de l'hamiltonien nuleaire (voir (2.4.9)). En aord
ave la remarque 2.4.1 on onsiderera que les seuls degres de liberte des
noyaux sont leur oordonnees.
L'hypothese de Born-Oppenheimer (voir partie I, setion 2.4) amene a un
hamiltonien nuleaire de la forme H = T + V ou V designe un potentiel
(i.e. une fontion des oordonnees nuleaires) suppose onnu dans les as qui
nous interessent (soit empiriquement soit par alul eletronique prealable,
par exemple Hartree-Fok) et T est l'operateur d'energie inetique.
Une etape importante dans l'eriture de l'hamiltonien nuleaire est le
hoix du systeme de oordonnees. Notre systeme sera suppose isole et sans
rotation ; l'equation de Shrodinger (independante du temps) est a onsiderer
alors dans l'ensemble des degres de liberte internes, 'est a dire l'ensemble
des 3N oordonnees de tous les N noyaux prive des trois oordonnees de
translation et trois angles de rotation (mouvement solide), e qui resulte en
3N   6 oordonnees independantes. Une faon generale (qu'on ne detaillera
pas ii) d'erire ei est par exemple le formalisme d'Ekart (voir [6, 7℄).
Le systeme qu'on etudiera par la suite est une moleule triatomique, ayant
don 3 degres de liberte internes. On notera par A, B et C les trois partiules
(noyaux), de masses m
A
, m
B
et m
C
. Un hoix tres lassique pour le systeme
de oordonnees est elui des oordonnees de Jaobi [32, 33℄ (r = BC, R =
AM ,  =
\
BMA), voir gure 2.1.1.
L'operateur Hamiltonien s'erit alors
H
0
=  
~
2
2

2
R
2
 
~
2
2
BC

2
r
2
 
~
2
2I
1
sin 


sin 


+ V (R;r;) (2.1.1)
ave les notations
1

=
1
m
A
+
1

BC
;
1

BC
=
1
m
B
+
1
m
C
;
1
I
=
1
R
2
+
1

BC
r
2
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Tab. 2.1.1:
An de simplier l'eriture des equations on fera le hangement d'ehelle
neessaire sur les variables R et r pour transformer les deux premiers termes
dans (2.1.1) en 
rr
 
RR
. Notons par f(R;r) le oeÆient devant le troisieme
terme en (2.1.1) et faisons le hangement de variable z = os . On peut alors
erire
H =  
RR
  
rr
  f(R;r)
z
(1  z
2
)
z
+ V (R;r;z) = T
R;r;z
+ V: (2.1.2)
Pour des raisons physiques liees a la loalisation des noyaux, les fon-
tions propres de H qui nous interessent ont une deroissane tres rapide
au-dela d'un retangle tridimensionnel entre dans la \position d'equilibre"
du systeme. Par soui d'eÆaite, les approhes numeriques pour la diago-
nalisation de H utiliseront ette information et onsisteront a herher les
fontions propres dans L
2
(
) ou 
 est une partie bornee de R
3
. An de
rendre les notations plus lisibles, on hoisira 
 egal a ℄   1;1[
3
; les oor-
donnees R et r sont don a onsiderer omme des deviations par rapport a
une position d'equilibre ( = aros(z) garde sa signiation physique dans
la denition des oordonnees de Jaobi). Enn, pour des raisons evoquees i-
dessus, les onditions aux limites pour les fontions d'onde seront zero pour
toute valeur de R ou r egale a 1.
Remarque 2.1.5 La justiation mathematique des onditions aux limites
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repose sur la denition de la forme bilineaire assoiee a H (T
R;r;z
)
a(u;v) =
Z
℄ 1;1[
3

x
u 
x
v + 
y
u 
y
v + (1  z
2
)
z
u 
z
v (2.1.3)
qui nous onduit a onsiderer l'espae fu 2 L
2
(℄  1;1[
3
); a(u;u) <1g ou, de
maniere equivalente
fu 2 L
2
(℄  1;1[
3
); u
x
;u
y
;
p
1  z
2
u
z
2 L
2
(℄  1;1[
3
)g:
Pour prendre en ompte les onditions aux limites, on ajoute dans la denition
de l'espae i-dessus u(1;r;z) = u(R;1;z) = 0 e qui nous amene a denir
2
X
1
0
= fu 2 L
2
(℄  1;1[
3
); u
x
; u
y
;
p
1  z
2
u
z
2 L
2
(℄  1;1[
3
);
u(1;r;z) = u(R; 1;z) = 0; R;r;z 2℄  1;1[g: (2.1.4)
Il n'y a pas de onditions a la limite sur la frontiere z = 1 ar, selon [12℄
page 69, les onditions u 2 L
2
et
p
1  z
2
u
z
2 L
2
ne permettent pas de
denir des valeurs de u en z = 1.
On est don a me^me d'enoner le probleme a resoudre: trouver les fon-
tions 	 2 H
1
(
) et les valeurs E  E
MAX
solutions de
H	 = E	; 	 2 X
1
0
; k	k
L
2
(
)
= 1: (2.1.5)
Il s'agit don de trouver les premiers modes propres de l'hamiltonien;
pour e faire, on utilise une methode iterative du type Lanzos qui repose
sur le alul d'une suite de veteurs f 
n
g
n
denis de maniere reurente par
 
n+1
= (H   
n+1
) 
n
  
n
 
n 1
, ou 
n+1
, 
n
sont des oeÆients reels,
n = 1;2;::. Du point de vue de l'eÆaite la partie la plus ou^teuse est le
alul de H 
n
, ar il n'existe pas en general de base de disretisation dans
laquelle aussi bien T
R;r;z
que V (R;r;z) aient une forme (matriielle) simple;
en eet si on hoisit par exemple omme base les modes propres de la partie
inetique, T
R;r;z
sera alors diagonale mais on onstate que la matrie du
potentiel V (R;r;z) est pleine. La solution est fournie par la onstrution de
bases bien adaptees pour T et pour V et par leur utilisation alternative.
2.2 Presentation du proede de redution adia-
batique
2.2.1 Constrution des bases adaptees
On a vu dans la setion preedente que pour appliquer failement l'ha-
miltonien a un veteur donne il est besoin d'une base onvenable aussi bien
2
voir dans la setion 2.3 la justiation de la notation
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pour le potentiel que pour l'operateur energie inetique. En general une base
ideale pour e alul n'existe pas mais ertaines equivalenes de bases sont a
prendre en ompte lors de l'appliation de l'hamiltonien.
L'operateur d'energie inetique etant T
R;r;z
=  
RR
  
rr
  f(R;r)
z
(1 
z
2
)
z
, la base la plus naturelle qu'on peut lui assoier est l'ensemble des pro-
duits tensoriels '
k;`;n
(R;r;z) des fontions propres sur ℄  1;1[ des operateurs

rr
;
RR
et A = 
z
(1  z
2
)
z
,
'
k;l;n
(R;r;z) = sin

k
2
(R + 1)

sin

l
2
(r + 1)

L
n
(z); (2.2.6)
pour (k;l;n) en N
3
et L
n
et le \n"-eme polyno^me de Legendre (voir [10℄ p.233
pour denition et proprietes). En eet, dans une telle base les operateurs 
rr
et 
RR
sont diagonaux et la matrie de f(R;r)
z
(1  z
2
)
z
est blo-diagonale
ar les L
n
sont des fontions propres de 
z
(1  z
2
)
z
.
Pour mieux omprendre l'expression matriielle du potentiel dans une
base on se plaera pour ommener dans le as uni-dimensionnel. Soit don
P = f
i
(z) ; i = 1;::;Ng une base de fontions deux a deux orthogonales;
aluler la matrie d'un operateur potentiel V(z) dans la base P revient a
integrer V
i

j
sur le domaine de denition pour tous les 
i
;
j
dans P.
Comme il est lassique, ei peut e^tre fait par une formule d'integration
numerique. La reherhe de la formule d'integration la plus adaptee pour
une base donnee part du onstat que, dans les as qui nous interessent, on
peut trouver a partir des relations (
i
;
j
) = Æ
ij
une autre base X = fX
i
; i =
1;::;Ng qui genere le me^me espae disret, des points 
i
et des poids !
i
tel
que X
p
(
n
) = 0 si p 6= n, p;n = 1;:::;N , et la formule de quadrature:
Z
f(z) dz '
N
X
i=1
!
i
f(
i
) (2.2.7)
soit exate pour tout produit 
i

j
, i;j = 1;:::;N . On appellera ei une base
loalisee
3
). Le hangement de base X
j
=
P
N
i=1
U
jn

n
sera determine par
une matrie unitaire U , ou U
ij
=
p
!
i

j
(
i
).
Si on alule la matrie de V dans ette base par la formule d'integration
3
Cette appellation est motivee par le onstat que plus N est grand, plus les X
i
res-
semblent a des masses de Dira. Lorsque la base P est polyno^miale, les points 
i
sont les
valeurs propres de l'operateur "multipliation par la oordonnee z" et les X
i
sont les fon-
tions propres assoiees ( l'operateur etant diagonalise dans la base donnee P). Il est faile a
voir que si l'espae engendre etait tout le L
2
on aurait omme fontions propres des masses
de Dira et des valeurs propres tous les points de l'intervalle: zf(z) = f(z) ) z =  et
f = Æ(z   ); Æ est le symbole de Kroneker.
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Tab. 2.2.2: La \k"-eme fontion de la base loalisee
numerique (2.2.7) (dont on neglige pour l'instant l'erreur) on obtient :
Z
X
i
VX
j
dz '
N
X
n=1
!
n
X
i
(
n
)V(
n
)X
j
(
n
) =
N
X
n=1
!
n
Æ
in
Æ
jn
V(
n
)
e qui nous montre que V sera represente par la matrie diag(d
n
V(
n
)) (ave
des onstantes d
n
qui dependent de !
n
). On a ainsi trouve une base dans
laquelle V est diagonale (si on neglige l'erreur d'integration).
Dans notre as les bases unidimensionnelles employees dans (2.2.6) sont
soit des sinusodes soit des bases de polyno^mes de Legendre ; dans le premier
as la formule d'integration numerique orrespondante par (2.2.7) est aux
points equidistants et dans le deuxieme as elle-i est la formule d'integration
de Gauss aux points de Gauss-Legendre; toutes les deux ont des proprietes
d'approximation et d'interpolation optimales [10, 14℄ (par rapport au nombre
de points employes).
2.2.2 Denition et diagonalisation de l'hamiltonien reduit
Le proede de redution adiabatique a pour but de onstruire a partir
des fontions '
k;l;n
une base reduite dans laquelle le probleme aux valeurs
propres sur l'hamiltonien (2.1.2) sera resolu. La demarhe est la suivante:
1. On identie par une analyse en modes normaux autour de l'equilibre
une variable speiale pour le systeme qu'on va appeler la oordonnee
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adiabatique
4
. Ii il s'agira de la variable z.
2. On onsidere l'hamiltonien obtenu en enlevant les termes inetiques
dans la oordonnee adiabatique. Celui-i sera appele hamiltonien reduit,
il s'agit ii de:
H
r
:=  
RR
  
rr
+ V (2.2.8)
On le diagonalise par une proedure tres rapide. En eet on ramene le
probleme 3D a un petit nombre de problemes 2D en xant la valeur de
la oordonnee adiabatique. C'est ii qu'intervient l'intuition physique,
la variable adiabatique etant d'une ertaine faon elle qui permet de
derire au mieux l'hamiltonien total par son ation en des valeurs xees.
3. Puisqu'on herhe les veteurs propres ayant une energie plus petite
que E
MAX
, on ne garde parmi les veteurs propres alules a l'etape 2
que eux dont l'energie est plus petite que (1 + )E
MAX
(ou  > 0).
4. En tensorisant les veteurs obtenus au point 3 ave des fontions a-
rateristiques de la variable adiabatique on denit une ensemble reduit
de veteurs ou l'on herhe a diagonaliser H.
Quelques preisions s'imposent sur la desription du proede. Supposons
avoir hoisi omme espae disret l'espae X
M;N
engendre par f'
k;`;n
; 1 
k;l M;0  n  Ng. Soit f
i
g
1iN+1
les points d'integration de la formule
de Gauss-Legendre orrespondante aux L
n
, n = 0;:::;N , 'est a dire les raines
f
i
g
1iN+1
du polyno^me de Legendre L
N+1
de degre N +1. A es points on
assoie omme on a vu i-dessus la base des polyno^mes arateristiques de
degre  N , fh
j
g
1jN+1
tels que h
j
(
i
) = Æ
i;j
. L'observation essentielle est
que (si on neglige les erreurs d'integration numerique) dans la base
n
v
k;l;n
=
sin

k
2
(R + 1)

sin

l
2
(r + 1)

h
j
(z); 1  k;l  M;0  n  N
o
l'hamiltonien
reduit est diagonal par blos; en eet, le operateurs 
rr
et 
RR
sont deja
diagonaux; de plus les elements de matrie de l'operateur potentiel V seront
zero pour des indies n, n
0
dierents dans la variable z :
Z
(v
k;l;n
V v
k
0
;l
0
;n
0
)(R;r;z)dRdrdz =
N+1
X
i=1
Z
(v
k;l;n
V v
k
0
;l
0
;n
0
)(R;r;
i
)
i
dRdr
=
N+1
X
i=1
Z
sin

k
2
(R + 1)

sin

l
2
(r + 1)

Æ
ni
 V (R;r;
i
) 
sin

k
0

2
(R + 1)

sin

l
0

2
(r + 1)

Æ
n
0
i

i
dRdr = 0 (n 6= n
0
)
4
Il onvient de remarquer que, me^me si ertaines similitudes existent, ette appellation
n'est pas diretement liee a l'interpretation lassique de separation de mouvements.
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ou f
i
g
1iN+1
sont les points de Gauss et f
i
g
1iN+1
sont les poids de la
formule de quadrature de Gauss-Legendre a N + 1 points.
D'une maniere plus rigoureuse la diagonalisation de H
r
est approhee par
la diagonalisation de l'hamiltonien loalise H
r
Æ
deni par
(H
r
Æ
'; ) =
Z
℄ 1;1[
2
N+1
X
i=1
 
(
R
 
R
'+
r
 
r
')(R;r;
i
)+(V  ')(R;r;
i
)
!

i
dRdr:
Remarque 2.2.6 Diagonaliser H
r
Æ
revient a diagonaliser sur X
M;0
plusieurs
operateurs 2D :  
RR
  
rr
+ V (:;:;
i
) pour tout i, 1  i  N + 1. En plus
de la redution de dimension par rapport au as 3D, ette diagonalisation est
trivialement parallelisable, et sera don d'un ou^t bien moindre que elui de
la diagonalisation de H.
Notons par
 

p;q;i
(R;r)

1p;qM
les veteurs propres normalises L
2
de
 
RR
  
rr
+ V (:;:;
i
) et par
 

p;q;i

1p;qM
les valeurs propres orrespon-
dantes, i = 1;:::;N +1. L'approximation nale du probleme sera la reherhe
dans l'espae lineaire engendre par les fontions a 3 variables 
p;q;i
(R;r)h
i
(z)
qui orrespondent aux valeurs propres 
p;q;i
 (1 + )E
MAX
des valeurs et
fontions propres de H
Æ
deni par
(H
Æ
'; ) =
R
℄ 1;1[
3

R
 
R
'+ 
r
 
r
'+ (1  z
2
)
z
 
z
'dRdrdz
+
R
℄ 1;1[
2
P
N+1
i=1
V (R;r;
i
)( ')(R;r;
i
)
i
dRdr (2.2.9)
Remarque 2.2.7 La methode peut e^tre etendue pour le traitement des as
ave plus de 3 variables par une appliation reursive de la proedure i-
dessus. En fait on onsiderera quelques variables omme adiabatiques jusqu'a
e qu'on arrive a des matries fail a diagonaliser. On refere a [35℄ pour un
exemple ave quatre noyaux (6 variables).
2.3 Resultats theoriques et experimentations
numeriques
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NUMERICAL ANALYSIS OF THE ADIABATIC VARIABLE METHOD FOR THE
APPROXIMATION OF THE NUCLEAR HAMILTONIAN
Yvon Maday
1; 2
and Gabriel Turinii
1
Abstrat. Many problems in quantum hemistry deal with the omputation of fundamental or exited
states of moleules and lead to the resolution of eigenvalue problems. One of the major diÆulties
in these omputations lies in the very large dimension of the systems to be solved. Indeed these
eigenfuntions depend on 3n variables where n stands for the number of partiles (eletrons and/or
nuleari) in the moleule. In order to diminish the size of the systems to be solved, the hemists have
proposed many interesting ideas. Among those stands the adiabati variable method; we present in this
paper a mathematial analysis of this approximation and propose, in partiular, an a posteriori estimate
that might allow for verifying the adiabatiity hypothesis that is done on some variables; numerial
simulations that support the a posteriori estimators obtained theoretially are also presented.
Resume. De nombreux problemes en himie quantique portent sur le alul d'etats fondamentaux
ou exites de moleules et onduisent a la resolution de problemes aux valeurs propres. Une des
diÆultes majeures dans es aluls est la tres grande dimension des systemes qui sont en presene
lors des simulations numeriques. En eet les modes propres reherhes sont fontions de 3n variables
ou n est le nombre de partiules (eletrons ou noyaux) de la moleule. An de reduire la dimension
des systemes a resoudre les himistes fourmillent d'idees interessantes qui permettent d'approher le
systeme omplet. La methode des variables adiabatiques entre dans e adre et nous presentons ii une
etude mathematique rigoureuse de ette approximation. En partiulier nous proposons un estimateur
a posteriori qui pourrait permettre de verier l'hypothese d'adiabatiite faite sur ertaines variables ;
des simulations numeriques qui implementent et estimateur sont aussi presentees.
AMS Subjet Classiation. 65N25, 35P15, 81V55.
The dates will be set by the publisher.
1. Introdution
One problem frequently enountered in omputational quantum hemistry (f. [8℄- [13℄) onsists in the evalua-
tion of the eigenmodes of some Hamiltonian operator orresponding to eigenvalues smaller than some presribed
value E
MAX
.
Under the Born-Oppenheimer approximation the nulear Hamiltonian operator an be written asH = T+ V
where V stands for the potential multipliative part (assumed to be known by a previous eletroni ab-initio
omputation or by empirial means) and T is the kineti (Laplae) operator.
The number of independent variables being important any argument leading to the simpliation of the
behavior of the solution allows to enlarge the lass of moleules that an be treated.
Firstly it seems natural to introdue the rst eigenmodes of the Laplae operator written in the oordinate
system and searh for the eigenmodes of the Hamiltonian operator in this modal basis. In order to do so we
use some Lanzos-type iterative method whih relies on the omputation of a vetor sequene f 
n
g
n
dened
reursively by:
 
n+1
= 
0
H( 
n
)  
1
 
n 1
: (1)
Keywords and phrases: a posteriori estimator, adiabati variable method, 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lear hamiltonian
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In terms of CPU time the most expensive part is to apply the Hamiltonian operator H to  
n
. In fat, even if
the hosen basis is well adapted for the Laplae operator (suh that it is diagonal), the potential operator matrix
is full. In general we are interested in determining a large part of the spetrum, the size of the disretization
basis (and hene the size of matries involved) is usually so large that it forbids any omputation. We are then
lead to searh for methods allowing us to further redue the number of basis funtions. The pseudo-spetral
adiabati variable method proposed in [8℄, [9℄ is one suh pertinent disretization tool that seems to give quite
good results in pratie.
Its priniple is presented below for a triatomi moleule.
Let the Laplae operator be written in Jaobi oordinates (R; r; ) (f. [8℄), and let us assume that we want
to nd a funtion  on the open brik
1

 =℄  1; 1[
2
℄0; [ of R
3
suh that :
~
H = E ; with
~
H =
~
T
R;r;
+ V =  
RR
  
rr
 
f(R; r)
sin 


sin 

+ V; (2)
where the funtion  has to satisfy
 (1; r; ) =  (R;1; ) = 0 ; k k
L
2
(
)
= 1: (3)
Then
1. We identify by a normal-mode analysis around the equilibrium position some speial variable for our system
named the adiabati variable. Here it will be  and we write the Hamiltonian using the oordinate
transformation z = os .
H =  
RR
  
rr
  f(R; r)
z
(1  z
2
)
z
+ V = T
R;r;z
+ V: (4)
1
The initial range for R; r is mapped by aÆne transformations into ℄ 1; 1[; the oordinates R; r are to be onsidered heneforth
as relative deviations from some equilibrium position; note that the physial meaning of  is preserved.
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2. We onsider the Hamiltonian operator obtained by removing the terms ontaining derivatives in the
adiabati variable; we all it redued Hamiltonian, here it is
H
r
:= T
R;r;z
  ( f(R; r)
z
(1  z
2
)
z
) + V =  
RR
  
rr
+ V (5)
and diagonalize it by a fast proedure. In fat the 3D problem is redued to a small number of 2D
problems by freezing the values of the adiabati oordinate. It is here that the physial intuition omes
into play, the adiabati variable being in a ertain way the one that allows us to aurately desribe the
total hamiltonian by its ation in a small number of xed values.
3. Sine we are looking for eigenmodes with a orresponding energy smaller than E
MAX
, we keep among the
vetors obtained in step 2 only those with energy smaller than (1 + )E
MAX
(where  > 0).
4. We onstrut by tensor produt of the vetors obtained in step 3 with harateristi funtions of the
adiabati variable a redued basis used to nally diagonalize the full hamiltonian operator H .
In pratie this proedure gives good results. However the hoie of the adiabati variable(s) and/or oordinate
system aets substantially its eÆieny. Therefore it seems interesting to give some a priori estimates to
help intuition in the hoie of the adiabati variable for a given system and to omplement this analysis by
a posteriori estimators so as to deide about its usefulness one the omputation is over and also in order to
onrm the hoie of  used in the trunation
2
.
Before proeeding with the dierent error analysis, it is important to introdue the hoie of the values of
the adiabati variable that are being frozen during step 2. These are the Gauss quadrature points for that
variable. This hoie an be justied by at least two reasons. The rst one is that these points are optimal
for the evaluation (through quadrature formulas) of integrals involved in the omputation of the ation of the
potential over the vetors required in the Lanzos reurrene. The seond argument is that this set of points is
optimal for interpolating in the linear spae of polynomials spanned by the rst eigenmodes of the dierential
operator 
z
(1   z
2
)
z
in the adiabati variable, i.e. the Legendre polynomials fL
n
g
n
. The values we freeze
are therefore the Gauss-Legendre points, namely the zeroes f
i
g
1iN+1
of the Legendre polynomial L
N+1
of
degree N +1. It is lassial to assoiate to these points a (loalized) basis ontaining harateristi polynomials
of degree  N , fh
j
g
1jN+1
suh that h
j
(
i
) = Æ
i;j
, i; j = 1; :::N + 1 (Kroneker symbol).
We introdue the interpolation operator J
N
from C
0
(℄  1; 1[) to P
N
(℄  1; 1[) on these nodes. This operator
has optimal approximation properties (f. [1℄ Thm.13.2, p.299), that is for any real  >
1
2
, there exists some
onstant  > 0 suh that
8v 2 H

(℄  1; 1[); kv  J
N
vk
L
2
(℄ 1;1[)
 N
 
kvk
H

(℄ 1;1[)
: (6)
2. A PRIORI ANALYSIS
We propose this analysis for the ase of the triatomi system (2) - (3) where for simpliity we set f(R; r)  1.
This a priori analysis is not the main purpose of the paper and serves only as preliminary veriation of the
pertineny of the algorithm. More detailed analysis is presented in next setion. As we have already seen, the
disretization has 2 steps. Firstly we introdue the eigenfuntions of the operator T
R;r;z
on L
2
(℄  1; 1[
3
), here
'
k;`;n
(R; r; z) = sin(
k
2
(R+1)) sin(
`
2
(r+1))L
n
(z) for (k; `; n) in N
3
. We propose an initial disretization spae
X
M;N
spanned by '
k;`;n
for 1  k; `  M , 0  n  N . In the seond step we diagonalize over X
M;0
the 2D
operators  
RR
  
rr
+ V (:; :; 
i
) for eah i, 1  i  N +1; we all
 

p;q;i

1p;qM
and
 

p;q;i

1p;qM
the L
2
assoiated normalized eigenvetors and orresponding eigenvalues respetively.
We dene some Sobolev-type spaes assoiated with the kineti operator T
R;r;z
. More preisely let X
s
0
be the
losure of C
1
0
(℄  1; 1[
3
)\C
1
(℄  1; 1[
3
) in the domain of (T
R;r;z
)
s=2
endowed with its anonial norm. Theorem
2
This \adiabati redution method" has some similarities with the dimension redution method used in mehanis. See [14℄ for
a presentation of this method and for adapted error estimators. However the method and the analysis tehnique are dierent.
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5.6 from [5℄ and Theorem 2.3 from [4℄ tome 1 p.19 allow to desribe X
s
0
. We obtain for instane:
X
2
0
= fu 2 H
1
0
(℄  1; 1[
3
); 
RR
u; 
rr
u; 
Rr
u;
p
1  z
2

Rz
u;
p
1  z
2

rz
u; (1  z
2
)
zz
u 2 L
2
(℄  1; 1[
3
)g: (7)
Next we introdue the linear spae E
Æ
spanned by 
p;q;i
(R; r)h
i
(z) (3D funtions) that orrespond to eigen-
values 
p;q;i
 (1 + )E
MAX
. The nal approximation of our problem then onsists in searhing in E
Æ
the
eigenfuntions of the operator H
Æ
dened for all  ; ' 2 X
1
0
as follows
(H
Æ
';  ) =
R
℄ 1;1[
3

R
 
R
'+ 
r
 
r
'+ (1  z
2
)
z
 
z
'dRdrdz
+
R
℄ 1;1[
2
P
N+1
i=1
V (R; r; 
i
)( ')(R; r; 
i
)
i
dRdr; (8)
where f
i
g
1iN+1
are the weights of the Gauss-Legendre quadrature formula.
Remark 2.1. It is interesting to note that 
p;q;j
(R; r)h
j
(z); 1  p; q M; 1  j  N+1 are the eigenfuntions
on X
M;N
of the operator H
r
Æ
dened as follows
(H
r
Æ
';  ) =
Z
℄ 1;1[
2
N+1
X
i=1
 
(
R
 
R
'+ 
r
 
r
')(R; r; 
i
) + V (R; r; 
i
)( ')(R; r; 
i
)
!

i
dRdr:
This operator is a kind of loalized hamiltonian in the points 
i
(hemists use to note it H(R; r; z = 
i
),i =
1; N + 1) made up by ontributions from eah 
i
point.
Remark 2.2. The method an be readily extended for the ase of more than 3 variables by reursively applying
the above proedure. In fat we onsider some of them as adiabati until we reah a matrix that an be easily
diagonalized. See [11℄ for an example in the ase of 6 variables.
We write our problem in the form:
find u = ( ; ) 2 L
2
(℄  1; 1[
3
) R suh that F (u) = 0; (9)
where F is the smooth (C
1
) funtion from L
2
(℄  1; 1[
3
) R into the dual (X
2
0
)

 R of X
2
0
 R given by:
< F ( ; ); ('; ) >
(X
2
0
)

R;X
2
0
R
=
R
℄ 1;1[
3
 (H'  ') + 
 
R
℄ 1;1[
3
 
2
  1
!
=
R
℄ 1;1[
3
 (T
R;r;z
'+ V '  ') + 
 
R
℄ 1;1[
3
 
2
  1
!
: (10)
It is easy to see that F ( ; ) = 0 is equivalent to (2)-(3). Moreover if 
0
is a simple (i.e. of multipliity 1)
eigenvalue of (2) orresponding to an eigenvetor  
0
(hosen with L
2
-norm equal to 1) and V 2 L
1
(whih is
never a restrition in pratie), then, applying the Fredholm alternative as proven in Appendix A we onlude
that DF ( 
0
; 
0
) is an isomorphism from L
2
(℄  1; 1[
3
)R to (X
2
0
)

R. In order to avoid tehnial diÆulties
we will suppose, in what follows, that all eigenvalues under onsideration are simple and V 2 L
1
.
Let 
Æ
be the projetor to E
Æ
assoiated with T
R;r;z
that is for all v 2 X
2
0
; 
Æ
v is the element of E
Æ
that
veries
8 u
Æ
2 E
Æ
:
Z
℄ 1;1[
3
T
R;r;z
(v  
Æ
v)u
Æ
= 0: (11)
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We dene funtions F
Æ
from L
2
 R into (X
2
0
)

 R by the formulas:
< F
Æ
( ; ); ('; ) >
(X
2
0
)

R;X
2
0
R
=
R
℄ 1;1[
3
 (H
Æ
  )(
Æ
')
+
 
R
℄ 1;1[
3
 
2
  1
!
+
R
℄ 1;1[
3
 T
R;r;z
(' 
Æ
'): (12)
Proposition 2.3. The solutions of F
Æ
( 
Æ
; 
Æ
) = 0 are exatly eigenfuntions of H
Æ
on E
Æ
.
Proof. Choose rst ' orthogonal to E
Æ
with respet to T
R;r;z
and  = 0 and obtain  2 E
Æ
; then hoosing
' = 0 yields k k
L
2
= 1 and nally ' 2 E
Æ
and  = 0 proves that
(H
Æ
 ; ') = ( ; '); 8' 2 E
Æ
: (13)
We are now applying Theorem 6.1 ([2℄ vol 5 p.530) to show that kF
Æ
( 
0
; 
0
)k
(X
2
0
)

R
is an upper bound
(modulo some onstant) for the error between ( 
0
; 
0
) and ( 
Æ
; 
Æ
). More preisely there exists a onstant
C > 0 that does not depend on M ,N or E
MAX
and a neighborhood V of Æ
0
(dened as the \limit" value where
F
Æ
0
= F ) suh that for all Æ 2 V nfÆ
0
g and ( 
0
; 
0
) suh that F ( 
0
; 
0
) = 0 there exists ( 
Æ
; 
Æ
) solution of
F
Æ
( 
Æ
; 
Æ
) = 0 suh that:
k 
0
   
Æ
k
L
2
(
)
+ j
0
  
Æ
j  CkF
Æ
( 
0
; 
0
)k
(X
2
0
)

R
: (14)
It remains to evaluate the right hand side of (14) in order to obtain the a priori upper bound for the error
between the exat and the disrete solution.
Sine ( 
0
; 
0
) is a solution to our problem and by the denition (11) of the projetor 
Æ
we obtain for all
('; ) 2 (X
2
0
) R :
< F
Æ
( 
0
; 
0
); ('; ) >
(X
2
0
)

R;X
2
0
R
=
Z
℄ 1;1[
3
 
0
(H
Æ
 H)(
Æ
') + ( 
0
 
Æ
 
0
)T
R;r;z
(' 
Æ
'): (15)
Denition. We state that N ,M and E
MAX
are hosen in a oherent manner and denote N
2
'M
2
' E
MAX
if there exists 3 onstants independent of the disretization suh that N
2
 
1
M
2
 
2
E
MAX
 
3
N
2
.
We will make use in the following of some (optimal) approximation properties of projetor 
Æ
:
Lemma 2.4. Assume that N
2
'M
2
' E
MAX
. Then for any b  1  a  0 there exists a onstant (a; b) suh
that:
8v 2 X
b
0
: kv  
Æ
vk
X
a
0
 (a; b)(
Æ
)
b a
kvk
X
b
0
: (16)
where 
Æ
is max
n
1
N
;
1
M
;
1
p
E
MAX
o
Proof. See the appendix A.
Using lemma 2.4 the optimality properties of the interpolation operator I
N
(stated in (6)) we obtain from
(14) and (15) the following a priori estimate :
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Theorem 2.5. Let ( 
0
; 
0
) be a simple eigenmode of (2)-(3) and s  1, t >
1
2
suh that  
0
2 X
s
0
and
V  
0
2 L
2
(℄   1; 1[
2
;H
t
(℄   1; 1[)). Then there exists a onstant C(s; t) > 0 suh that for eah Æ there exists a
solution of F
Æ
( 
Æ
; 
Æ
) = 0
3
suh that:
k 
0
   
Æ
k
L
2
+ j
0
  
Æ
j  C(s; t)

(
Æ
)
s
k( 
0
; 
0
)k
X
s
0
R
+N
 t
kV  
0
k
L
2
(℄ 1;1[
2
;H
t
(℄ 1;1[))

: (17)
Proof. Inserting in (14) the equality (15) and using the denition of the norm in (X
2
0
)

 R one obtains
k 
0
   
Æ
k
L
2
(
)
+ j
0
  
Æ
j  C sup
k'k
X
2
0
=1
R
℄ 1;1[
3
 
0
(H
Æ
 H)(
Æ
') + ( 
0
 
Æ
 
0
)T
R;r;z
(' 
Æ
')
 C sup
k'k
X
2
0
=1
R
℄ 1;1[
3
(V  
0
  (Id
R
2

J
N
)V  
0
)
Æ
'+ ( 
0
 
Æ
 
0
)T
R;r;z
(' 
Æ
')
 sup
k'k
X
2
0
=1
R
℄ 1;1[
3
(V  
0
  (Id
R
2

J
N
)V  
0
)
Æ
'+ sup
k'k
X
2
0
=1
R
℄ 1;1[
3
( 
0
 
Æ
 
0
)T
R;r;z
(' 
Æ
') (18)
By the denition of the projetor 
Æ
the seond term in the right hand side of (18) equals
sup
k'k
X
2
0
=1
Z
℄ 1;1[
3
( 
0
 
Æ
 
0
)T
R;r;z
'; (19)
and an be upper bounded by
sup
k'k
X
2
0
=1
k 
0
 
Æ
 
0
k
L
2
kT
R;r;z
(')k
L
2
 k 
0
 
Æ
 
0
k
L
2
 (0; s)
s
Æ
k 
0
k
X
s
0
: (20)
Using (6) and the stability of the projetor 
Æ
one an now bound the rst term in the right hand side of (18)
and obtain the onlusion of the theorem.
Remark 2.6. If V is smooth enough, it is obvious that the norms k 
0
k
X
p
0
, kV  
0
k
L
2
(℄ 1;1[
2
;H
2p
(℄ 1;1[))
and
kV  
0
k
H
2p
(℄ 1;1[
2
;L
2
(℄ 1;1[))
are upper bounded by j
0
j
p
so that for the natural hoie N
2
' M
2
' E
MAX
the onvergene rate sales as (p)


0
N
2

p
.
3. A POSTERIORI ANALYSIS OF THE METHOD
Let us still fous on the ase of the triatomi system (2) and (3), and let us onsider now an a posteriori error
analysis. The goal of suh a tool is to asses the approximation one the omputation is done. We are working
as before on the formulation F (u) = 0 dened in (10).
The result (17) show that for any simple eigenmode u
0
= ( 
0
; 
0
) of (2)-(3), there exists an eigenmode
( 
Æ
; 
Æ
) whih is lose enough. To know more preisely how lose they are, one uses results derived from [9℄
whih allow to prove that under ertain hypothesis, F (u) is an estimator for the error between u
0
and u. We
shall make use of this abstrat result in the following form:
Theorem 3.1. Let Z,Y be two Hilbert spaes and F 2 C
1
(Z; Y ). Let u
0
be a solution of F (u) = 0 suh that
DF (u
0
) 2 Isom(Z; Y ) and moreover assume DF satises a Lipshitz-type property
9
u
0
> 0 : k[DF (u
0
)   DF (u
0
+ tU)℄ Uk
Y
 tkUk
2
Z
; 8 0 < t < 
u
0
; 8 U 2 Z; kUk < 
u
0
: (21)
3
In fat sine the eigenmode ( 
0
; 
0
) is simple for Æ lose enough to Æ
0
the problem F
Æ
( 
Æ
; 
Æ
) = 0 will have only two solutions
with orresponding eigenvalues lose to 
0
that is ( 
Æ
; 
Æ
) and (  
Æ
; 
Æ
).
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Then there exists some R > 0 (R = min

1
2
kDF (u
0
)
 1
k
 1
L(Y;Z)
; kDF (u
0
)k
L(Z;Y )

) suh that for all u 2
B(u
0
; R):
1
2
kDF (u
0
)k
 1
L(Z;Y )
 kF (u)k
Y
 ku  u
0
k
Z
 2kDF (u
0
)
 1
k
L(Y;Z)
 kF (u)k
Y
: (22)
Choose Z = L
2
(℄  1; 1[
3
) R and Y = (X
2
0
)

 R and note that DF obviously satises the hypothesis (21) of
Theorem 3.1 ; realling that DF ( 
0
; 
0
) 2 Isom(L
2
(℄  1; 1[
3
) R; (X
2
0
)

 R) we obtain from Theorem 3.1 :
kF ( 
Æ
; 
Æ
)k
Y
 k 
0
   
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j  CkF ( 
Æ
; 
Æ
)k
Y
(23)
for two positive onstants  and C.
We write easily
kF ( 
Æ
; 
Æ
)k
Y
= sup
(';)2X
2
0
R
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ V  
Æ
  
Æ
 
Æ
)'
k('; )k
X
2
0
R
; (24)
(note that  does not enter in this estimate). Dene 
M
as the L
2
-projetion operator from L
2
(℄   1; 1[
3
) to
X
M;0
; we will use the following approximation property of 
M
(f. [15℄ Ch.9, p.278): for any   0 there exists
a onstant  > 0 depending only of  suh that
8v 2 H

(℄  1; 1[
2
;L
2
(℄  1; 1[)) kv   
M
vk
L
2
(℄ 1;1[
2
;L
2
(℄ 1;1[))
 N
 
kvk
H

(℄ 1;1[
2
;L
2
(℄ 1;1[))
(25)
By dening '
MN
as the L
2
projetion of ' on X
MN
we obtain
kF ( 
Æ
; 
Æ
)k
Y
= sup
k'k
X
2
0
=1
R
℄ 1;1[
3
((V  
Æ
  
M

J
N
(V  
Æ
))'+ (T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
= sup
k'k
X
2
0
=1
R
℄ 1;1[
3
((V  
Æ
  
M

J
N
(V  
Æ
))'+ (T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
 sup
k'k
X
2
0
=1
R
℄ 1;1[
3
((V  
Æ
  
M

J
N
(V  
Æ
))'
+sup
'2X
2
0
;k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
; (26)
where we have used the fat that T
R;r;z
 
Æ
2 X
MN
between the rst and seond line. The rst ontribution
in the right hand side measures the approximation resulting from the redution of the ation of V to X
MN
. By
(6) - (25) it an be bounded as follows
sup
'2X
2
0
;k'k
X
2
0
=1
j
R
℄ 1;1[
3
(V  
Æ
  
M

J
N
(V  
Æ
))'j
 (N
 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s
(℄ 1;1[)
+M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
(℄ 1;1[))
); (27)
for all   0 and s >
1
2
suh that
V  
Æ
2 L
2
(℄  1; 1[
2
;H
s
(℄  1; 1[)) \H

(℄  1; 1[
2
;L
2
(℄  1; 1[): (28)
The seond ontribution in the right hand side of (26) represents the loss of information resulting from
negleting in X
MN
the eigenmodes 
p;q;i
h
i
having energy larger than (1 + )E
MAX
. It is this ontribution
that allows us to asses the adiabatiity of the hosen oordinate system sine it measures the amount of energy
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ontained in the projetion of (T
R;r;z
 
Æ
+ 
M

 J
N
(V  
Æ
)   
Æ
 
Æ
) on the rejeted eigenmodes. Indeed its
projetion on all other eigenmodes is zero by the denition of  
Æ
. This leads us to
sup
'2X
2
0
;k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
= sup
'2X
2
0
;k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)('
MN
  
E
Æ
('
MN
))
 kT
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
k
L
2
sup
'2X
2
0
;k'k
X
2
0
=1
k'
MN
  
E
Æ
('
MN
)k
L
2
: (29)
In these estimates, 
E
Æ
is the L
2
projetion operator over the redued spae E
Æ
.
An upper bound for the last term is given by the
Lemma 3.2. For any element '
MN
in X
M;N
the following estimate is true
k'
MN
  
E
Æ
('
MN
)k
2
L
2
 (
1
(1 + )E
MAX
)
2

k( 
RR
  
rr
)'
MN
k
2
L
2
(℄ 1;1[
3
)
+ kV k
2
L
1
k'
MN
k
2
L
2
(℄ 1;1[
3
)

: (30)
Moreover for any b  0 there exists a onstant C independent of M ,N ,E
MAX
suh that
k'
MN
  
E
Æ
('
MN
)k
L
2
 C

1
p
E
MAX

b
k'
MN
k
X
b
0
: (31)
Proof. See the appendix A .
From now on we suppose  smaller than some xed onstant (usually less than 1). Using the stability of the
L
2
projetor on eigenmodes we obtain that there exists a onstant  > 0 suh that
k'
MN
  
E
Æ
('
MN
)k
L
2
 (

E
MAX
)(1 + kV k
L
1
)k'k
X
2
0

(V )
E
MAX
k'k
X
2
0
: (32)
This allows us to write rst
sup
k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN

(V )
E
MAX
kT
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
k
L
2
(℄ 1;1[
3
)
: (33)
Realling the denition of  
Æ
, we have

E
Æ
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
) = 0: (34)
from the denition of the eigenmodes that span E
Æ
, we also have
(Id  
E
Æ
)(( 
RR
  
rr
) 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
) = 0; (35)
hene
T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
= (Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
); (36)
so that
sup
k'k
X
2
0
=1
Z
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN

(V )
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
(37)
Combining this inequality with (27) allows us to state the following result:
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Theorem 3.3. Let   0, s >
1
2
be suh that V  
Æ
2 L
2
(℄   1; 1[
2
;H
s
(℄   1; 1[)) \H

(℄   1; 1[
2
;L
2
(℄   1; 1[)).
Then there exists two onstants  and (V ) suh that
k 
0
   
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j 
(V )
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
+(M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s
℄ 1;1[)
) (38)
and

sup(M;N)
2
k(Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)


k 
0
   
Æ
k
L
2
(℄ 1;1[
3
)
+ j
0
  
Æ
j

+(M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s
℄ 1;1[)
): (39)
Proof. Only (38) has been proven, we are going to prove (39) after having notied that the rst term in the
right hand side of (38) aounts for the reliability of the adiabati variable redution and the seond aounts
for the hoie of the ltering frequeny (M;N)
4
. All we have to prove is that the estimator in the right hand
side of (38) is not too large. For ' in X
2
0
denote '
MN
as its projetion on X
MN
; then for all  2 R
Z
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
=< F ( 
Æ
; 
Æ
); ('; ) >  
Z
℄ 1;1[
3
((V  
Æ
  
M

J
N
(V  
Æ
))';
so that
sup
k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
 sup
k'k
X
2
0
=1
< F ( 
Æ
; 
Æ
); ('; ) > +sup
k'k
X
2
0
=1
R
℄ 1;1[
3
((V  
Æ
  
M

J
N
(V  
Æ
))': (40)
Using the upper bound in (27) we obtain
sup
k'k
X
2
0
=1
R
℄ 1;1[
3
(T
R;r;z
 
Æ
+ 
M

J
N
(V  
Æ
)  
Æ
 
Æ
)'
MN
 kF ( 
Æ
; 
Æ
)k
(X
2
0
)

R
+ (N
 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s
℄ 1;1[)
+M
 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
) (41)
The term (T
R;r;z
 
Æ
+ 
M

 J
N
(V  
Æ
)   
Æ
 
Æ
) being in X
MN
hene in X
2
0
, we hoose it as ' after proper
normalization in the above supremum; realling for b = 2, a = 0 the inverse inequality that is true for elements
of X
MN
( [1℄ p.256)
8 b  a  0; 8 
MN
2 X
M;N
k 
MN
k
X
b
0
 C max(M;N)
b a
k 
MN
k
X
a
0
: (42)
we obtain trivially from (36) and the rst inequality in (23) the seond estimate of the theorem.
Remark 3.4. The estimator an be expliitely omputed sine it involves L
2
norms of disrete funtions ;
moreover its omputation an be done in an fast manner as it will be seen in setion 5, remark 5.1.
4
When the funtions involved are regular enough, the seond term in the right hand side of (38) an be onsidered small enough
to be negleted (see also [6, 7℄); this is the ase for instane in formula (38) with N
2
' M
2
' E
MAX
as soon as regularity allows
using ; s > 2 (lose enough to the solution).
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4. FURTHER RESULTS
4.1. X
1
0
estimate
Although the L
2
norm seems the most natural when studying the onvergene of the eigenfuntions, there
are some remarkable situations (see below) where another norm, here the X
1
0
norm, is required to measure the
error. Our approah lets us the freedom to analyze this ases as well, obtaining thus an estimator for the error
expressed as k 
0
   
Æ
k
X
1
0
+ j
0
  
Æ
j.
Indeed, denote by H
s

= D(A
s=2
) the domain in L
2
(℄   1; 1[) of the s=2-th power of the operator A =

z
(1   z
2
)
z
endowed with anonial norm; then, for any  > 0 there exists some onstant 

> 0 suh that
the following interpolation property be valid (use (6) and (5.9) p.256, like in Thm. 13.4, p.303 [1℄):
8v 2 H


(℄  1; 1[); kv  J
N
vk
H
1

 

N
1 
kvk
H


: (43)
The result reads:
Theorem 4.1. Let   0, s >
1
2
be suh that V  
Æ
2 L
2
(℄   1; 1[
2
;H
s
(℄   1; 1[)) \H

(℄   1; 1[
2
;L
2
(℄   1; 1[)).
There exists onstants ; C > 0 and (V ) > 0 suh that
k 
0
   
Æ
k
X
1
0
+ j
0
  
Æ
j 
(V )max(M;N)
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
+ (M
1 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
1 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s

)
) (44)
and
C
max(M;N)
k(Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)


k 
0
   
Æ
k
X
1
0
+ j
0
  
Æ
j

+(M
1 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
1 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s

)
): (45)
Proof. We follow the same lines of proof as in Theorem 3.3 making use of the abstrat result for Z = X
1
0
 R,
Y = X
1
0

 R. For the seond part we are making use of (42) for b = 1, a = 0.
Remark 4.2. From the a priori estimate (and the ommon sense) it is natural to hoose N
2
'M
2
' E
MAX
.
Theorem 2 gives an optimal a posteriori estimate to judge on the adiabatiity of the variable.
4.2. Separate estimates for eigenvalues and eigenfuntions
The estimators obtained before do not provide separated indiations on the onvergene of the eigenvalues
and the eigenfuntions alone; moreover they annot aount for well-known phenomena like super-onvergene
of eigenvalues when ompared with the H
1
onvergene of eigenfuntions.
It seems therefore legitimate to us to searh for suh tailored estimators. The framework is the following:
suppose as an be hinted from Thm. 3.3 and 4.1 that our disretization of the problem allows for a better
onvergene of eigenfuntions in the L
2
norm when ompared with H
1
norm
5
. Then we reall in what follows
that the error for the eigenvalues behaves (asymptotially) like the square of the H
1
error for eigenfuntions.
We use this to obtain an estimator for the error in the eigenvalues alone; it is that estimator that we illustrate
next in numerial experiments.
5
this is generally true for most approximation of nulear struture omputations while this may however not be the ase for
eletroni struture when inomplete basis are used
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Let ( 
Æ
; 
Æ
) be an approximation of the eigenmode ( 
0
; 
0
) ( 
Æ
and  
0
are L
2
-normalized to 1). Then we
an write:

Æ
  
0
= (H 
Æ
;  
Æ
)  (H 
0
;  
0
) = (H( 
Æ
   
0
); ( 
Æ
   
0
)) + 2(H 
0
; ( 
Æ
   
0
))
= (H( 
Æ
   
0
); ( 
Æ
   
0
)) + 2
0
( 
0
;  
Æ
   
0
) (46)
Using the normalization of  
Æ
and  
0
we see that 2
0
( 
0
;  
Æ
  
0
) equals  
0
R
( 
Æ
  
0
)
2
. By the denition
of the spae X
1
0
we obtain:

Æ
  
0
= k 
Æ
   
0
k
2
X
1
0
+
Z
(V   
0
)( 
Æ
   
0
)
2
: (47)
In what follows we need the following
HYPOTHESIS [A℄: the L
2
= X
0
0
norm of the error for eigenfuntions onverges faster than the X
1
0
norm.
Assuming hypothesis [A℄ holds, then there exists 
1
and 
2
(lose to 1) not depending on the parameter Æ suh
that for Æ small enough

1
k 
Æ
   
0
k
2
X
1
0
 j
Æ
  
0
j  
2
k 
Æ
   
0
k
2
X
1
0
: (48)
Let us now assume (to simplify) that M
2
' N
2
' E
MAX
. From the disussion above we know that in
the term k 
0
   
Æ
k
X
1
0
+ j
0
  
Æ
j the leading part is the rst one (the seond one behaving like the square of
the rst) so we obtain by Theorem 3 a new error estimator
(V )
p
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
for
k 
0
   
Æ
k
X
1
0
and of ourse, its square is an estimator for j
0
  
Æ
j. We have therefore proven:
Corollary 4.3. Under the hypothesis [A℄ and for the M
2
' N
2
' E
MAX
there exists two onstants  > 0,
C > 0 and (V ) > 0 suh that
maxfk 
0
   
Æ
k
X
1
0
;
p
j
0
  
Æ
jg 
(V )
p
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
+
(M
1 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
1 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s

)
) (49)
and
C
p
E
MAX
k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
 minfk 
0
   
Æ
k
X
1
0
;
p
j
0
  
Æ
jg
(M
1 
kV  
Æ
k
H

(℄ 1;1[
2
;L
2
℄ 1;1[)
+N
1 s
kV  
Æ
k
L
2
(℄ 1;1[
2
;H
s

)
): (50)
5. RESULTS AND CONCLUSIONS
In order to prove the eÆieny of our error estimator we have onsidered some numerial experiments. The
system of interest is the water moleule : the hydrogen atoms are loated in A and C and the oxygene in B ;
we are interested in nding the fundamental and the rst 8 exited states.
Although the theory desribed so far was derived (for the sake of simpliity) only for some onstant multi-
pliation funtion f(R; r)  1 in the kineti operator in the adiabati variable f(R; r)
z
(1  z
2
)
z
(see above)
it an be easily extended in order to aommodate the most appropriate modelisation
f(R; r) =

1
R
2
+

2
r
2
; r 2℄r
min
; r
max
[; R 2℄R
min
; R
max
[; r
min
; R
min
> 0 (51)
where 
1
and 
2
are strutural onstants that depend on the system under onsideration.
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Remark 5.1. The expliit omputation of the ontribution
k(Id  
E
Æ
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
(52)
an be done in a \fast" (i.e. less operation than for the evaluation of  
Æ
) manner as follows; let us note

z
(1  z
2
)
z
h
i
=
M
X
j=1

j
i
h
j
for all i = 1; :::; N (53)

p;q;i
(R; r) =
M
X
r;s=1

rs
pqi
'
r;s;0
(R; r): (54)
Then we onsider the following hange of basis

p;q;i
(R; r) =
M
X
p
0
;q
0
=1

p
0
q
0
j
pqi

p
0
;q
0
;j
(R; r) for all i; j = 1; ::; N p; q = 1; :::;M; (55)
where, by the orthonormality of all basis involved (i.e. (
p;q;i
)
M
p;q=1
for every i and ('
r;s;0
)
M
r;s=1
), we have:

p
0
q
0
j
pqi
=
M
X
r;s=1

rs
pqi

rs
p
0
q
0
j
; (56)
hene

p;q;i
(R; r)(
z
(1  z
2
)
z
h
i
)(z) =
M
X
p
0
;q
0
=1
N
X
j=1

j
i

p
0
q
0
j
pqi

p
0
;q
0
;j
(R; r)h
j
(z): (57)
From the formula  
Æ
=
P
p;q;i

 
pqi

p;q;i
h
i
given by the solution of the redued problem we notie
A 
Æ
:= [
z
(1  z
2
)
z
℄ 
Æ
=
X
p
0
;q
0
;j

X
p;q;i

j
i

p
0
q
0
j
pqi

 
pqi


p
0
;q
0
;j
(R; r)h
j
(z): (58)
This gives us the value of the oeÆients A 
Æ
in the orthonormal basis 
p
0
;q
0
;j
(R; r)h
j
(z). By tensorization the
omputation (58) an be done in max(M;N)
5
operations, less than the number of operations required by the
omputation of  
Æ
(for instane, the diagonalization of 2D hamiltonians is of higher omplexity) [8, 9, 11℄.
Indeed, our goal is to ompute for f(p
0
; q
0
; j); j
p
0
;q
0
;j
j  (1 + )E
MAX
g the term:

p
0
;q
0
;j
=
X
r;s;p;q;i

 
pqi

rs
pqi

rs
p
0
q
0
j

j
i
; p
0
; q
0
= 1; :::;M; j = 1; :::; N: (59)
It is easy to hek that summing rst for p and q we obtain in max(M;N)
5
operations some oeÆients

i
rs
=
X
p;q

 
pqi

rs
pqi
: (60)
Next we sum up for the "i" index and note 
j
rs
=
P
i

i
rs

j
i
. Our quantity is:
X
rs

j
rs

rs
p
0
q
0
j
(61)
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and it is lear now that we an ompute it for all values of (p
0
q
0
j) needed in max(M;N)
5
operations. The L
2
norm of k(Id  
E
N
)(
z
(1  z
2
)
z
 
Æ
)k
L
2
(℄ 1;1[
3
)
is obtained by summing up the square of 
p
0
;q
0
;j
for all indies
f(p
0
; q
0
; j); j
p
0
;q
0
;j
j < (1+ )E
MAX
g. Note that only these oeÆients have to be omputed in (61) and that in
(60) the

 
pqi
all vanish for indies f(p; q; i); j
p;q;i
j  (1+ )E
MAX
g. Taking this into aount leads to a further
redution in CPU time [9℄.
The results are displayed in the gures 1-10. We hoose disretization parameters M and N suh that
N
2
'M
2
' E
MAX
. We are plotting the eetivity indexes, i.e. the quotient "true error over estimated error".
Of ourse the ideal ase would be \eetivity index = onstant", but this never happens for disretization of
non linear problems. Due to the intriate nature of the eigenvalue problem we annot expet that. What we
do expet is that our estimator be robust and rather insensitive to dierent disretization parameters (here
E
MAX
). The quotient \ true error over estimated error" was omputed with energy expressed in atomi units
(Hartree, E
h
): 1E
h
= 219474:63m
 1
; the true error was omputed with respet to a solution obtained with a
very ne disretization.
The relative error was measured with respet to the rst exitation of the system, that is the dierene
between the rst and the seond eigenvalue, and was found to be in the range 3%   0:001%, whih is typial
for this kind of omputations. This hoie for measuring the relative error is suggested by the fat that the
value of zero for the potential (or energy) is dened up to an additive onstant, thus only relative variations are
relevant. Other proedures for measuring the relative error on the i-th eigenvalue an be proposed (one may
onsider as basis for omputations the dierene between the \i"-th and \i   1"-th eigenvalues), the present
hoie was retained for the sake of uniformity. Finally, let us mention that in pratie hemists are satised
when the energies are known up to several m
 1
units, 1m
 1
= :455  10
 5
E
h
. The omputations presented
also omply with this requirement, as e.g. for the rst eigenvalue, the error dereases from 24m
 1
to less than
1m
 1
.
Eetivity index (error over estimator) for 1-st eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
1.3
1.2
1.1
1
0.9
0.8
0.7
0.6
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.00018
0.00016
0.00014
0.00012
0.0001
8e-05
6e-05
4e-05
2e-05
0
Figure 1. First eigenvalue
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Eetivity index (error over estimator) for the 2-nd eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.0008
0.0007
0.0006
0.0005
0.0004
0.0003
0.0002
0.0001
0
Figure 2. Seond eigenvalue
Eetivity index (error over estimator) for the 3-rd eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.0025
0.002
0.0015
0.001
0.0005
0
Figure 3. Third eigenvalue
Eetivity index (error over estimator) for 4-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
2.8
2.6
2.4
2.2
2
1.8
1.6
1.4
1.2
1
0.8
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.004
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
0
Figure 4. Fourth eigenvalue
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Eetivity index (error over estimator) for 5-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
2.8
2.6
2.4
2.2
2
1.8
1.6
1.4
1.2
1
0.8
0.6
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.0045
0.004
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
0
Figure 5. Fifth eigenvalue
Eetivity index (error over estimator) for 6-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
0.9
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.004
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
0
Figure 6. Sixth eigenvalue
Eetivity index (error over estimator) for 7-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
1.3
1.2
1.1
1
0.9
0.8
0.7
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.012
0.01
0.008
0.006
0.004
0.002
0
Figure 7. Seventh eigenvalue
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Eetivity index (error over estimator) for 8-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
1.8
1.6
1.4
1.2
1
0.8
0.6
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.03
0.025
0.02
0.015
0.01
0.005
0
Figure 8. Eighth eigenvalue
Eetivity index (error over estimator) for 9-th eigenvalue
E
MAX
I
n
d
e
x
0.1250.1140.1030.0910.0800.0680.057
1
0.9
0.8
0.7
0.6
0.5
0.4
Relative error
E
MAX
I
n
d
e
x
27500250002250020000175001500012500
0.006
0.005
0.004
0.003
0.002
0.001
0
Figure 9. Ninth eigenvalue
We would also want that the estimator quantitatively desribe the order of magnitude of the error. For
the eetivity index this ondition requires that the ratio between the extremal values of the eetivity index
be no larger than 10. As we an see from the results displayed, all our indexes fulll this requirement. In fat
in our ase this ratio is roughly 2 (exept for eigenmodes 4,5 and 8 where it is loser to 3).
The index involves the norm of the operator DF ( 
0
; 
0
) and its inverse mapping; it is surprising to notie
that the range for the eetivity indexes is basially the same, even for dierent eigenmodes, whih was
not predited by the theory. It seems that the various norms DF ( 
0
; 
0
) vary slowly when alulated in
dierent eigenmodes. The variation of the eetivity index for two values of E
MAX
= 17500m
 1
(0:0797E
h
)
and E
MAX
= 27500m
 1
(0:1253E
h
) is plotted in gure 10 for all the nine eigenmodes.
Let us nally mention that the form of the estimator is not easy to nd intuitively; other empirial om-
binations of, for instane, powers of E
MAX
and the L
2
\residual" norm involved display divergene for the
eetivity index.
Remark 5.2. It is of ourse natural to test the estimator on other types of moleules and also on other hoies
of adiabati variables that might be less performant. This will allow to investigate the qualiy of the part of the
estimator related to adiabatiity. This work is in proposition but requires heavy investment of our olleagues
that have to hange signiantly their ode.
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Indexes for dierent eigenmodes for E = 17500m
 1
eigenmode no.
I
n
d
e
x
987654321
1.05
1
0.95
0.9
0.85
0.8
Indexes for dierent eigenmodes for E = 27500m
 1
eigenmode no.
I
n
d
e
x
987654321
0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5
0.45
0.4
Figure 10. Efetivity indexes for dierent eigenmodes and ut-o E
MAX
values.
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Appendix A.
Remark A.1. By the denition of the spaes X
s
0
the operator T
R;r;z
is an isometry between X
2
0
and X
0
0
=
L
2
(℄  1; 1[
3
) ; for any g 2 L
2
(℄  1; 1[
3
) the equation
T
R;r;z
f = g (62)
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has therefore an unique solution f 2 X
2
0
; moreover the mapping that to g assoiates the solution f of (62) is a
ompat mapping from L
2
(℄  1; 1[
3
) into L
2
(℄  1; 1[
3
) (beause of the embedding H
1
0
(℄  1; 1[
3
)  L
2
(℄  1; 1[
3
)
whih is ompat). By the Lax-Milgram lemma, as soon as V 2 L
1
,   kV k
L
1
the same properties remain
true for the equation
(H + Id)f = T
R;r;z
f + V f + f = g (63)
Is is essential for the a posteriori analysis of the (2)-(3) to study the properties of the dierential DF ( 
0
; 
0
)
of F in the solution ( 
0
; 
0
) of (2)-(3) ; more preisely, it will be proven that if 
0
is a simple eigenmode (i.e.
of multipliity 1) of H and V 2 L
1
then DF ( 
0
; 
0
) is an isomorphism from L
2
(℄  1; 1[
3
)R into (X
2
0
)

R.
A straightforward omputation gives the following formula for DF ( 
0
; 
0
) :
< DF ( 
0
; 
0
)( ; ); ('; ) >=
R
℄ 1;1[
3
H'   
0
 '   
0
'+ 2
R
℄ 1;1[
3
 
0
 
=
R
℄ 1;1[
3
(H'  
0
'+ 2 
0
)     
R
℄ 1;1[
3
 
0
' =< ( ; ); DF ( 
0
; 
0
)

('; ) > (64)
whereDF ( 
0
; 
0
)

is the adjoint ofDF ( 
0
; 
0
). To prove the bijetivity ofDF ( 
0
; 
0
) we hek thatDF ( 
0
; 
0
)

is bijetive. This is equivalent to prove that for any  2 R and w 2 L
2
(℄ 1; 1[
3
) there exists an (unique) ouple
('; ) suh that :
H'+ 2 
0
  
0
' = w (65)
Z
℄ 1;1[
3
 
0
' =  (66)
The equation (65) an be written (H  
0
)' = w  2 
0
. If we suppose that 
0
is a simple eigenvalue, then, by
the remark A.1 and by the Fredholm alternative
6
(65) has a solution i w  2 
0
?  
0
that is  =
<w; 
0
>
2
; in
this ase the set of solutions is f'
0
+  
0
;  2 Rg where '
0
is a partiular xed solution. By (66) we ompute
 =   <  
0
; '
0
> and so we have found a ouple (' = '
0
+  
0
; ) that satisfy (65) and (66). It is therefore
natural to suppose that V 2 L
1
and that all eigenvalues under study are simples.
A.1. Proof of lemma 3.2.
Let us remind that all element '
MN
in X
M;N
an be written as
'
MN
(R; r; z) =
N+1
X
p;q;i=1

p;q;i

p;q;i
(R; r)h
i
(z); (67)
with

p;q;i
=
Z
R
Z
r
'
MN
(R; r; 
i
)
p;q;i
(R; r)dRdr: (68)
By the denition of eigenmodes 
p;q;i
we have also (by use of integration by parts)

p;q;i
=
R
R
R
r
'
MN
(R; r; 
i
)
1

p;q;i
 
( 
RR
  
rr
  V (R; r; 
i
))
p;q;i

dRdr
=
1

p;q;i
R
R
R
r
 
( 
RR
  
rr
  V (R; r; 
i
))'
MN

(R; r; 
i
)
p;q;i
(R; r)dRdr: (69)
6
we write H 
0
= (H+Id)  (+
0
)Id and we use, for  large enough, the Fredholm alternative ( [3℄ p. 39) for the ompat
operator (H + Id)
 1
and the eigenvalue
1
+
0
6= 0.
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Moreover by the denition of the projetor we have
 
'
MN
  
E
Æ
('
MN
)

(R; r; z) =
X
(p;q;i);j
p;q;i
j>(1+)E
MAX

p;q;i

p;q;i
(R; r)h
i
(z); (70)
so that
k'
MN
  
E
Æ
('
MN
)k
2
L
2

P
(p;q;i);j
p;q;i
j>(1+)E
MAX
(
p;q;i
)
2

i

P
(p;q;i);j
p;q;i
j>(1+)E
MAX
1

2
p;q;i

R
R
R
r
 
( 
RR
  
rr
  V (R; r; 
i
))'
MN
(R; r; 
i
)


p;q;i
(R; r)dRdr

2

i
:(71)
By the orthogonality of 
p;q;i
we have
k'
MN
  
E
Æ
('
MN
)k
2
L
2
 (
1
(1+)E
MAX
)
2

k( 
RR
  
rr
)'
MN
k
2
L
2
(℄ 1;1[
3
)
+k
P
i
(V (:; :; 
i
)'
MN
(:; :; 
i
))
2

i
k
2
L
2
(℄ 1;1[
2
)

(72)
whih onludes the proof of the rst part of the lemma.
To prove (31) note that it is trivially true for b = 0 and by the argument above for b = 2 ; using one more
in (69) the denition of eigenmodes 
p;q;i
and after one supplementary integration by parts we obtain

p;q;i
=
1

2
p;q;i
R
R
R
r
 
( 
RR
  
rr
  V (R; r; 
i
))
2
'
MN

(R; r; 
i
)
p;q;i
(R; r)dRdr (73)
so, by the same line of reasoning as above, upper bound (31) is proved for b = 4 ; by ontinuing the proedure
for all even values of b and using lassial interpolation arguments the onlusion will follows.
A.2. Proof of lemma 2.4.
Let 
M;N
be the projetor to X
M;N
assoiated with T
R;r;z
that is for all v 2 X
1
0
; 
M;N
v is the element of
X
M;N
that veries
8 u 2 X
M;N
:
Z
℄ 1;1[
3
T
R;r;z
(v  
M;N
v)u = 0: (74)
Note that 
Æ

M;N
= 
Æ
. It is lassial
7
to see that 
M;N
has optimal approximation properties, that is, for
any b  1  a  0 there exists a onstant  independent of M ,N suh that
kv  
M;N
vk
X
a
0
 

1
max(M;N)

b a
kvk
X
b
0
: (75)
Write then :
kv  
Æ
vk
X
a
0
 kv  
M;N
vk
X
a
0
+ k
M;N
v  
Æ

M;N
vk
X
a
0
: (76)
By (75) the rst term in (76) is optimal, so only the seond term remains to be (optimally) upper bounded.
Denote f = 
M;N
v ; reall the minimization property of 
Æ
:

Æ
v = argminfkv   uk
X
1
0
;u 2 E
Æ
g
7
use for instane the reasoning in [1℄ p. 262
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and write, for a = 1 :
kf  
Æ
fk
X
1
0
 kf   
E
Æ
fk
X
1
0
 Cmax(M;N)kf   
E
Æ
fk
L
2
 Cmax(M;N)

1
p
E
MAX

b
kfk
X
b
0
; (77)
whih ends the proof of the lemma for a = 1 ; the values of a in [0; 1[ are treated by the duality tehnique of
Aubin and Nitshe (see for instane [1℄ p. 274-275).
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Chapitre 3

Etude des equations de
Hartree-Fok (A posteriori
numerial analysis for the
Hartree-Fok equations and
quadratially onvergent
methods)
Cette etude [27℄ a ete eetuee en ollaboration ave Yvon Maday et
porte sur l'analyse a posteriori des equations de Hartree-Fok.
Les methodes a posteriori sont employees a la reherhe des bornes sur
des resultats en sortie tels que l'energie de Hartree-Fok et onduisent dans
un premier temps a l'identiation des proedes onstrutifs pour le alul
d'un intervalle de onane pour l'energie de Hartree-Fok.
Le adre partiulier du probleme variationnel est ensuite mis en valeur par
des resultats qui portent sur l'aeleration de la onvergene des algorithmes
SCF utilises. Des exemples numeriques sont portes a l'appui des resultats
theoriques.
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A posteriori numerial analysis for the
Hartree-Fok equations and quadratially
onvergent methods
Abstrat
This paper presents an a posteriori error analysis of the disretiza-
tion methods used in omputational quantum hemistry on the Hartree-
Fok equations. Bounds on the energy are obtained from any disrete
approximation strategy of the solution and the estimator proposed is
shown to possess further algorithmi virtues.
1 Introdution
The purpose of this paper is to present an a posteriori error analysis for
the approximation of the Hartree-Fok equations. This analysis is designed
to quantitatively asses the performane of an approximation strategy of a
solution of the Hartree-Fok equations obtained by prior omputation. In
agreement with the general paradigm of the a posteriori analysis of [11, 13,
14, 15℄, a trust interval for an output suh as the Hartree-Fok energy starting
from the approximated solution at hand is proposed. In addition we will show
that in some ases the a posteriori method may also be seen as an aelerator
of the onvergene of the primary algorithm used to ompute the solution.
The time independent Shrodinger equation that models the behavior of
a quantum moleular system deals with state funtions  (x), where x de-
notes the position of the partiles (nulei and eletrons) hene is a variable
that lives in R
3K
where K is the number of partiles
1
. This system is far too
large to be diretly tratable by numerial simulations for moleules larger
than the hydrogen atom. The quantum hemists have thus introdued a
series of simplied models. One of them (the Born Oppenheimer approxi-
mation) allows to separate the eletron and the nulei so as to onsider rst
1
we will onsider non relativisti models without spin variables
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a system in whih only the N eletrons of the moleule move (thus are the
only N variables of the state funtion) and the nulei are xed in x
j
(and
appear as parameters). For eah onguration (x
1
; :::; x
m
) of the m nulei a
omplex eletroni wavefuntion (x
1
; :::; x
N
) 2 C , x
i
2 R
3
, i = 1; :::; N is
sought after that minimizes the energy of the system. This rst simpliation
is nevertheless not suÆient to make the resulting equations aessible for
omputations for large moleules; another simpliation is therefore intro-
dued by onsidering that the state funtion is a N dimensional determinant
of simple funtions of R
3
, alled Slater determinant:
(r
1
; :::; r
N
) =
1
p
N !
det(
i
(r
j
)); (1)
where 
i
; i = 1; :::; N are now funtions of one variable in R
3
hosen orthog-
onal with respet to the anonial salar produt < ;  > on L
2
(R
3
).
Let us denote by K the subset of (L
2
(R
2
))
N
dened by
K = f(
1
; :::;
N
) 2 (L
2
(R
2
))
N
;< 
i
;
j
>= Æ
ij
g: (2)
Assuming that the moleule is isolated and only Coulombi fores are
present, the desription of the non-relativisti eletrons where, for the sake
of simpliity we have negleted the spin dependeny, leads to the following
expression of the Hartree-Fok energy :
E
HF
(
1
; :::;
N
) =
N
X
i=1
Z
R
3
 
jr
i
j
2
+ V j
i
j
2

+
1
2
ZZ
R
3
R
3


(x)

(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
j

(x; y)j
2
jx  yj
dxdy; (3)
where the density matrix 

(x; y), the eletroni density 

(x) and the po-
tential V are given by the formulaes :


(x; y) =
N
X
i=1

i
(x)
i
(y) (4)


(x) = 

(x; x) (5)
V (x) =  
m
X
j=1
Z
j
jx  x
j
j
: (6)
We have denoted here by Z
j
> 0 the harge of the j-th nuleo.
In order to determine the ground state of the moleule that, by deni-
tion, minimizes the energy (3) under the onstraint (2), the Euler Lagrange
equations give rise to the Hartree-Fok problem :
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Find a L
2
(R
3
)-orthonormal system  = f
i
g
t
i=1;N
and an hermitian ma-
trix  = [
i;j
℄
i;j=1;N
suh that
8i; 1  i  N; F

(
i
) =  
N
X
j=1

i;j

j
; (7)
where F

is the Fok operator. When ating on an element  regular enough
of the variable x 2 R
3
, this operator assoiates the following funtion of the
x 2 R
3
variable:
F

( )(x) =   (x) + V (x) (x) + (

?
1
jxj
) (x) 
Z
R
3


(x; y)
jx  yj
 (y)dy:
(8)
Here ? is the onvolution produt
(f ? g)(x) =
Z
R
3
f(x  y)g(y)dy: (9)
Remark 1 It is standard to notie that the density matrix is invariant under
unitary transforms, i.e. for any element U of the set of the N  N unitary
matries U(N) :
8(x; y) 2 R
3
; 

(x; y) = 
U
(x; y) (10)
Hene it follows that the unitary transform U an be hosen in suh a way that
the hermitian matrix  beome diagonal:  = [
i
℄
i=1;N
. The solution 	 =
U = f(U)
i
g
i=1;N
satises indeed the more simple Hartree-Fok problem :
8i; 1  i  N; F
	
( 
i
) =  
i
 
i
(11)
The problem then appears as a non linear eigenvalue problem.
This highly nonlinear problem is solved through iterations known as Self
Consistent Field approximation; we refer to [4℄ for a very reent and omplete
analysis on the onvergene of some of these algorithms (Roothaan algorithm
and the level shifting algorithm). It is still a very expensive problem sine the
non linear ontribution has a large omputational omplexity (we refer to [18,
6℄ for some example of tailored tehniques to minimize this omplexity). The
numerial analysis of the method used typially by the hemists ommunity is
most often an open problem an in any ase will not provide sound information
sine most of the numerial approximations are very often at the limit of
the onvergene. More interesting seems the onept of a posteriori error
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estimators where, from the omputed solution, it is possible to derive reliable
information about the validity of the omputation that has been done. The
purpose of this paper is in this diretion.
Denote by H = (H
1
(R
3
))
N
the natural spae for the solutions of the
Hartree-Fok equations and by F
ij
the mapping F
ij
: H 7! R dened over
any element  = (
i
)
N
i=1
by
F
ij
() =< 
i
;
j
>  Æ
ij
: (12)
In all that follows any N -tuple element  = (
i
)
N
i=1
will be supposed to be a
olumn (N  1) vetor of H. Consider the minimization problem
inffE
HF
();  2 H \ Kg (13)
Remark 2 The analysis of problem (11) is not ompletely under ontrol: we
an ite the partial results obtained in [8, 9℄ about the existene of a ground
state for positive or neutral moleules and non existene results for negative
ions. The basi result of uniqueness of the density solution is still an open
problem of outstanding diÆulty. Under the hypothesis
m
X
j=1
Z
j
> N   1; (14)
it has been proven in [9℄ that a minimum of the problem (13) exists and
any suh minimum is a solution of the Hartree-Fok equation (7). Moreover,
when this problem is written in the form (11) additional information is avail-
able on 
i
, namely 
i
> 0, i = 1; :::; N . We will assume in all that follows
that (14) is true.
In order to make the presentation easy, we will assume in all that follows
that the eletroni wavefuntion is real and will work on real funtion spaes;
trivial adaptations allow the treatment of omplex valued wavefuntions.
2 Error deomposition
2.1 Error metris
Let 
0
= (
0i
)
N
i=1
2 H \ K be a minimum of (13) and  = (
i
)
N
i=1
2 H \ K
an approximation of 
0
obtained as the solution of a minimization problem:
inffE
HF
();  2 X
N
\ Kg (15)
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where X is a nite dimensional subspae of H
1
(R
3
).
The a posteriori analysis on the one hand studies bounds for the dierene
E
HF
(
0
)   E
HF
() and on the other hand proposes expliit trust intervals
on the desired (but unknown) quantity E
HF
(
0
) using only the approximate
solution at hand  ; of ourse, due to the variational setting, an upper
bound on E
HF
(
0
) is E
HF
() itself ; the main fous will therefore be plaed
on nding lower bounds for E
HF
(
0
), whih is a non-trivial problem that, to
our knowledge, has not been addressed in the literature.
Before dwelling into the a posteriori analysis of (13) it is ruial to in-
trodue the proper denition for the error between a minimizer 
0
and its
approximation . To this end one has to reall the invariane property of
the Hartree-Fok energy:
E
HF
(	) = E
HF
(U	); 8	 2 H \ K; 8U 2 U(N) (16)
From (16) it follows that if 
0
is a minimizer of (13), then for any U 2
U(N), U
0
is also a minimizer and therefore a solution of (7). The same
onsiderations remain true for the problem (15). It is therefore natural to
onsider the distane between the sets fU
0
;U 2 U(N)g and fV ;V 2
U(N)g as the most appropriate denition of the distane between 
0
and .
For reasons that will be made lear later on, we will use in fat an equivalent
form (see setion 2.3) of the above denition. For any 	
1
;	
2
2 H let
U
	
1
;	
2
= argminfkU	
1
  	
2
k
2
(L
2
(R
3
))
N
;U 2 U(N)g: (17)
For a given norm k  k (k  k
(L
2
)
N , k  k
(H
1
)
N ...) we will measure the distane
between (sets represented by) 	
1
and 	
2
as:
k	
1
 	
2
k
?
= kU
	
1
;	
2
	
1
  	
2
k = k	
1
  U
	
2
;	
1
	
2
k; (18)
the last equality being motivated by the fat that U
	
2
;	
1
= U
t
	
1
;	
2
2 U(N).
Remark 3 Note from (17) that U
	
2
;	
1
is intrinsially related to the norm
of (L
2
)
N
; when k  k = k  k
(L
2
)
N we reover the distane between the sets
fU	
1
;U 2 U(N)g and fV	
2
;V 2 U(N)g.
The properties of this metri are losely related to the following deom-
position of H:
H = A

 S

 
??
(19)
where for any  2 H \ K:
A

= fC;C 2 R
NN
; C
t
=  Cg (20)
S

= fS;S 2 R
NN
; S
t
= Sg (21)

??
= f	 = ( 
i
)
N
i=1
2 H;<  
i
;
j
>= 0; i; j = 1; :::; Ng (22)
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We will denote for any 	
1
;	
2
2 (L
2
)
N
: 	
1
??	
2
if for any i; j = 1; N :
< (	
1
)
i
; (	
2
)
j
>= 0; then 
??
an be dened equivalently

??
= f	 2 H; 	??g:
For any  = (
i
)
N
i=1
2 H the deomposition (19) is obtained in the fol-
lowing manner: ompute the matrix M = (M
ij
)
N
i;j=1
where for eah i; j =
1; :::; N : M
ij
=< 
i
;
j
>. Denote by S the symmetri part ofM : S =
M+M
t
2
and by C the antisymmetri part: C =
M M
t
2
. Then S will be the ompo-
nent of  in the spae S

and C the omponent of  in the spae A

; in
addition it is easy to see that ( S C)??, so the dierene  S C
is in 
??
.
Lemma 1 Let ;	 2 H\K. Then the matrix U
	;
solution of (17) has the
properties
U
	;
	   2 S

 
??
;   U
	;
	 2 S
U
	;
	
 	
??
: (23)
In partiular for 	 = 
0
,
U

0
;

0
=  + S +W; S 2 R
NN
: S
t
= S; W 2 
??
: (24)
Proof: Consider the deomposition
	   = C + S +W; C 2 A

; S 2 S

; W 2 
??
; (25)
and denote M = C + S. Then we an write
U
	;
= argminfkU	  k
2
(L
2
(R
3
))
N
;U 2 U(N)g
= argminfkU((Id
N
+M) +W )  k
2
(L
2
(R
3
))
N
;U 2 U(N)g
= argminfk(U(Id
N
+M)  Id
N
)k
2
(L
2
(R
3
))
N
;U 2 U(N)g
= argminfkU(Id
N
+M)  Id
N
)k
2
R
NN
;U 2 U(N)g
= argminfk(Id
N
+M)  U
t
k
2
R
NN
;U 2 U(N)g (26)
The transformation from the seond to the third line is a onsequene of the
fat that W?? so therefore U(Id
N
+M)??W ; the next equality is true
beause  2 K.
For any antisymmetri matrix
~
C 2 R
NN
onsider the path in U(N) given
by t ! e
~
Ct
U
	;
. The tangent at t = 0 to this path is
~
CU
	;
. Writing the
rst order onditions for the minimality in (26) we obtain:
0 = < (Id
N
+M)  U
t
	;
; U
t
	;
~
C
t
>
R
NN
= < U
	;
(Id
N
+M)  Id
N
;
~
C
t
>
R
NN ; 8
~
C 2 R
NN
:
~
C
t
=  
~
C;(27)
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whih shows that U
	;
(Id
N
+ M) is a symmetri matrix ; and therefore
U
	;
	 2 S

 
??
. To prove the seond part of the equation (23) denote
for any 	
1
, 	
2
by C
	
1
;	
2
the antisymmetri matrix appearing in the deom-
position 	
1
  	
2
= C
	
1
;	
2
	
2
+ S
	
1
;	
2
	
2
+W
	
1
;	
2
with C
	
1
;	
2
	
2
2 A	
2
,
S
	
1
;	
2
	
2
2 S	
2
and W
	
1
;	
2
2 	
??
2
; then one obtains by straightforward
omputations C
	
1
;	
2
=  C
	
2
;	
1
. 
Remark 4 In pratie the representative of the lass of isoenergy funtions
fU
0
;U 2 U(N)g is taken to be the one that solves equations (11), and the
same is true for any of its approximations . It is not lear whether a norm
for whih this pratial hoie give optimal approximations in the sense of
(17) exists and to what extent this hoie is also optimal in the L
2
norm.
2.2 Order of the symmetri part of the error
Let 	; 2 H \ K and let us onsider the deomposition (25). We have
seen that the antisymmetri part given by matrix C may be set to zero
modulo some appropriate \rotation" on 	 ; it is therefore natural to study
the properties of the symmetri part S.
Lemma 2 Let 	; 2 H\K with assoiated deomposition (25). Then there
exists onstants C
1
, C
2
depending only of N suh that:
kSk
(L
2
(R
3
))
N  C
1
k	  k
2
(L
2
(R
3
))
N
(28)
kSk
H
 C
2
k	  k
2
H
kk
H
(29)
Proof: Let us write W = D
~
W suh that <
~
W
i
;
~
W
j
>= Æ
ij
, M = C + S.
Denote
 = k	  k
(L
2
(R
3
))
N
=
v
u
u
t
N
X
i;j=1
M
2
ij
+D
2
ij
Sine 	 2 K, F
ij
(	) = 0, i; j = 1; :::; N . For j = i we obtain:
1 = (1 +M
ii
)
2
+
X
j 6=i
M
2
ij
+
N
X
j=1
D
2
ij
;
or equivalently:
S
ii
= M
ii
=  
P
N
j=1
M
2
ij
+
P
N
j=1
D
2
ij
2
;
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whih proves that M
ii
 
2
, i = 1; :::; N . For i 6= j one obtains:
0 =
X
k 6=i;k 6=j
M
ik
M
jk
+ (M
ii
+ 1)M
ji
+M
ij
(M
jj
+ 1) +
N
X
k=1
D
ki
D
kj
;
whih gives after straightforward manipulations S
ij
=
M
ij
+M
ji
2
 
2
; this
onludes the proof of (28). For (29) one denotes rst that k	 k
(L
2
(R
3
))
N 
k	   k
H
and apply (28) to onlude that S
ij
 k	   k
2
H
, i; j = 1; :::; N .
The onlusion follows then by the denition of the norm k  k
H
. 
2.3 Optimality in H
1
norm
We have proposed in setion 2.1 that for any norm k  k the error 
0
   be
omputed as kU

0
;

0
  k. Sine the denition U

0
;
is losely related to
the L
2
norm it is natural to ask whether this denition is still appropriate
when norms other than L
2
are used, for instane the anonial norm of H.
The situation is settled by the following
Lemma 3 Let 	 = ( 
1
; :::;  
N
) 2 H \ K and  2 H \ K and denote
U
1
	;
= argminfkU	  k
H
;U 2 U(N)g
There exists a onstant  depending only of N and 	 suh that
kU
	;
	  k
H
 kU
1
	;
	  k
H
 kU
	;
	  k
H
(30)
Proof: The inequality
kU
	;
	  k
H
 kU
1
	;
	  k
H
follows as a onsequene of the denition of U
1
	;
.
Denote by F the linear spae generated by f 
1
; :::;  
N
g and dene:
M = f 2 H
1
(R
3
);< ;  >
L
2
;L
2
= 0; 8 2 Fg:
For any  2 H
1
(R
3
) denote by 
F
the L
2
projetion of  on F and 
M
=
  
F
. We dene a norm k  k
d
on H
1
(R
3
) as follows:
kk
2
d
= k
F
k
2
L
2
+ k
M
k
2
H
1
(R
3
)
:
We will prove that this norm is equivalent to the anonial norm of H
1
(R
3
)
(with onstants depending only N and 	). Write for any  2 H
1
(R
3
):
kk
H
1
(R
3
)
 k  
F
k
H
1
(R
3
)
+ k
F
k
H
1
(R
3
)
 kk
d
+ k
F
k
H
1
(R
3
)
 Ckk
d
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where we have used the fat that the norms kk
L
2
and kk
H
1
(R
3
)
are equivalent
on the nite dimensional spae F . It follows that there exists a onstant
C (depending only N and 	) suh that for any  2 H
1
(R
3
)
kk
H
1
(R
3
)
 Ckk
d
:
We will prove next that the norm kk
H
1
(R
3
)
an also be lower bounded by the
norm k  k
d
modulo some onstant depending only N and 	. Assume on the
ontrary that this is not true. Then there exists a sequene (
n
)
n1
 H
1
(R
3
)
suh that k
n
k
d
= 1 and k
n
k
H
1
(R
3
)
! 0 as n ! 1. It follows that the
sequene 
n
onverges to zero in L
2
and in partiular the sequene (
n
F
)
n1
of L
2
projetions to F is also onverging to zero: k
n
F
k
L
2
! 0 (n!1); by
the same argument as above we obtain k
n
F
k
H
1
(R
3
)
! 0 (n!1). Then
k
n
M
k
H
1
(R
3
)
= k
n
  
n
F
k
H
1
(R
3
)
 k
n
k
H
1
(R
3
)
+ k
n
F
k
H
1
(R
3
)
and it follows that k
n
M
k
H
1
(R
3
)
! 0 (n!1). Together with k
n
F
k
L
2
! 0
(n ! 1) we onlude that k
n
k
d
! 0 (n ! 1), in ontradition with the
initial assumption. We have therefore proved that there exists onstants ; C
(depending only N and 	) suh that for any  2 H
1
(R
3
)
kk
d
 kk
H
1
(R
3
)
 Ckk
d
:
The above equivalene imply that anonial norm k k
d;N
of (H
1
(R
3
); k k
d
)
N
is equivalent (with onstants depending only on N and 	) to the anonial
norm of H:

1
kk
H
 kk
d;N
 C
1
kk
H
; 8 2 H:
Sine 	 2 K, the funtions f 
1
; :::;  
N
g are orthonormal with respet
to the salar produt of L
2
(R
3
) and also with respet to the salar produt
< ;  >
d
assoiated to the norm k  k
d
. It follows by (26) that
U
	;
= argminfkU	  k
kk
d;N
;U 2 U(N)g;
as both solve the same minimization problem on U(N). But then
kU
1
	;
	 k
H

1
C
1
kU
1
	;
	 k
d;N

1
C
1
kU
	;
	 k
d;N


1
C
1
kU
	;
	 k
H
:
whih onludes the proof. 
3 Optimality onditions and oerivity
We will begin this setion with some elementary information about the ge-
ometry of the manifolds K and H \K:
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Lemma 4 Let  2 H\K.The tangent spae in  to the manifold H\K is
A

 
??
.
Proof: Let (t) :℄   ; [! H \ K,  > 0, (0) =  be a C
1
path
in H \ K. Consider the deomposition 
0
(0) = S + C +W , S 2 S

,
C 2 A

,W 2 
??
. By dierentiating the ondition F
ij
((t)) = 0 we obtain
< 
i
;
0
j
(0) > + < 
0
i
(0);
j
>= 0 whih proves that S
ij
= 0. Sine this is
true for any i; j = 1; :::; N we onlude S = 0 i.e. 
0
(0) 2 A

 
??
.
To prove that any 	 = C+W 2 A

 
??
may be seen as the tangent
in  of a C
1
path in H \ K, hoose (t) :℄   ; [! H \ K, 0 <  < 1,
(t) =
p
1  t
2
e
Ct
 + tW and note that 
0
(0) = 	. 
Remark 5 The Hartree-Fok equations (7) an be \symbolially" derived
as a orollary of lemma 4. Indeed, the rst order minimality onditions
assoiated to (13) read
< DE
HF
(
0
);	 >
(L
2
(R
3
))
N= 0; 8	 2 A

0
 
??
0
whih is the same as writing DE
HF
(
0
) = S
0
, (S being a symmetri ma-
trix) whih are exatly equations (7) sine DE
HF
(
0
) an be identied with
(F

0
; :::;F

0
).
The seond order optimality onditions for the minimization problem (13)
will be seen to be very useful within our approah. Let 
0
2 H \ K be a
minimizer of (13) and 
0
be the hermitian matrix orresponding to 
0
in
equations (7). We will write the seond order onditions in the form:
D
2
E
HF
(
0
)(	;	)+ < 
0
	;	 >
(L
2
(R
3
))
N 0; 8	 2 A

0
 
??
0
: (31)
Denote for any  2 H \ K: E

() = E
HF
() +
P
N
i;j=1

ij
F
ij
() where

ij
=< F


i
;
j
>, i; j = 1; :::; N . Denote also by a

(; ) the bilinear form
D
2
E

()(; ) and remark that a

0
(; ) = D
2
E
HF
(
0
)(; )+ < 
0
;  >
(L
2
(R
3
))
N
.
In order to obtain an expliit formula for a

0
we need the expression of
D
2
E
HF
(
0
). Let ;	
1
;	
2
2 H \ K. Then
D
2
E
HF
()(	
1
;	
2
) = 2 
N
X
i=1
Z
R
3
 
r	
1
i
 r	
2
i
+ V	
1
i
	
2
i

+
1
2
ZZ
R
3
R
3
8
;	
1
(x)
;	
2
(y) + 4
	
1
;	
2
(x)

(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
2

(x; y)(
	
1
;	
2
(x; y) + 
	
1
;	
2
(y; x))
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
+4
;	
1
(x; y)(
;	
2
(x; y) + 
;	
2
(y; x))
jx  yj
dxdy; (32)
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with the denitions

	
1
;	
2
(x; y) =
P
N
i=1
	
1
i
(x)	
2
i
(y); (33)

	
1
;	
2
(x) = 
	
1
;	
2
(x; x): (34)
We obtain therefore:
D
2
E
HF
(
0
)(	;	) = 2 
N
X
i=1
Z
R
3
 
jr	
i
j
2
+ V	
2
i

+
1
2
ZZ
R
3
R
3
8

0
;	
(x)

0
;	
(y) + 4
	
(x)

0
(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
(x; y)
	
(x; y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
;	
(x; y)(

0
;	
(x; y) + 

0
;	
(y; x))
jx  yj
dxdy: (35)
We will study in the following the oerivity properties of the bilinear
form a

0
. Note that for any 	 2 H \ K: E
HF
(	) = E

0
(	) and in addition
a

0
= D
2
E

0
(
0
). By dierentiating the invariane property (16) we obtain
in partiular (f. lemma 4):
DE

0
(	)(C	) = 0; 8	 2 H \ K; 8C	 2 A
	
: (36)
Dierentiating now (36) in 	 = 
0
and taking into aount the fat that 
0
is a solution of (7) we obtain:
< D
2
E

0
(
0
)(C
0
;
~
C
0
+W ) = 0; 8C
0
;
~
C
0
2 A

0
; 8W 2 
??
0
: (37)
Then it follows that a

0
vanishes on A

0
thus annot be oerive there ; the
oerivity properties of a

0
are desribed by the following two lemmata.
Lemma 5 Let V

0
be the losure of spanf	 2 A

0
 
??
0
: a

0
(	;	) = 0g
with respet to the anonial topology of H. Then a

0
is null on V

0
 V

0
.
Proof: Let 	
1
;	
2
2 A

0
 
??
0
be suh that a

0
(	
i
;	
i
) = 0, i = 1; 2.
Then sine a

0
 0 on A

0

??
0
by a standard Cauhy-Shwartz inequality
for the positive bilinear form a

0
we obtain 2ja

0
(	
1
;	
2
)j  a

0
(	
1
;	
1
) +
a

0
(	
2
;	
2
) and therefore a

0
(	
1
;	
2
) = 0. It follows then that for any
	 = 
1
	
1
+ 
2
	
2
suh that 
1
; 
2
2 R we have a

0
(	;	) = 0 whih,
together with the ontinuity of a

0
onludes the proof. 
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Lemma 6 Let X

0
be a losed subspae of 
??
0
(H) suh that
8	 2 X

0
;	 6= 0 : a

0
(	;	) > 0: (38)
Then a

0
is oerive on X

0
.
Proof: The proof makes use of the following auxiliary result
Lemma 7 The mapping
	 7!
1
2
ZZ
R
3
R
3
8

0
;	
(x)

0
;	
(y) + 4
	
(x)

0
(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
(x; y)
	
(x; y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
;	
(x; y)(

0
;	
(x; y) + 

0
;	
(y; x))
jx  yj
dxdy (39)
is sequentially weakly lower semiontinuous with respet to the anoni topo-
logy of H.
Proof: Let us reall the Hardy inequality ([9℄ p.42) whih holds for all
y 2 R
3
, ' 2 H
1
(R
3
):
Z
R
3
j'(x)j
2
jx  yj
dx  Ck'k
L
2
(R
3
)
kr'k
L
2
(R
3
)
(40)
with a onstant C independent of y and '. Note that if u; v 2 H
1
(R
3
)
u(x)v(y)
p
jx yj
2 L
2
(R
3
 R
3
). Indeed:
ZZ
R
3
R
3
u
2
(x)v
2
(y)
jx  yj
dxdy =
Z
R
3

Z
R
3
u
2
(x)
jx  yj
dx

v
2
(y)dy
 Ckuk
L
2
(R
3
)
kruk
L
2
(R
3
)
Z
R
3
v
2
(y)dy  Ckuk
L
2
(R
3
)
kruk
L
2
(R
3
)
kvk
2
L
2
(R
3
)
Let 	
m
be a sequene weakly onvergent in H to 	; this sequene is bounded
in H ; without loss of generality it an be supposed that k	
m
k
H
 1.
Consider a term of the form
ZZ
R
3
R
3
f(x)g(y)	
m
i
(x)	
m
j
(y)
jx  yj
dxdy (41)
where f; g 2 f(
0
)
1
; :::; (
0
)
N
g. We have seen that
f(x)g(y)
p
jx yj
;
	
m
i
(x)	
m
j
(y)
p
jx yj
2
L
2
(R
3
R
3
) ; sine k	
m
k
H
 1, it follows that
	
m
i
(x)	
m
j
(y)
p
jx yj
is weakly onvergent
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in L
2
(R
3
R
3
) to
2
	
i
(x)	
j
(y)
p
jx yj
so any term of the form (41) is weakly ontinuous
(so also lower weakly semiontinuous), and of ourse the same is true for
any sum of terms of this type, in partiular


0
;	
m
(x)

0
;	
m
(y)
jx yj
,


0
(x;y)
	
m
(x;y)
jx yj
,


0
;	
m
(x;y)

0
;	
m
(y;x)
jx yj
.
The only term that remains to be analyzed in (39) is
4
ZZ
R
3
R
3

	
(x)

0
(y)  

0
;	
(x; y)
2
jx  yj
dxdy (42)
We transform the numerator of the above fration as follows:

	
(x)

0
(y)  (

0
;	
(x; y))
2
=
N
X
i=1
(	
i
)
2
(x)(
0
)
2
i
(y)
+
X
i<j
(	
i
)
2
(x)(
0
)
2
j
(y) + (	
j
)
2
(x)(
0
)
2
i
(y)
 
N
X
i=1
(	
i
)
2
(x)(
0
)
2
i
(y) 
X
i<j
	
i
(x)(
0
)
i
(y)	
j
(x)(
0
)
j
(y)
=
X
i<j

	
i
(x)(
0
)
j
(y)  	
j
(x)(
0
)
i
(y)

2
(43)
It is easy to see from this equality that 
	
(x)

0
(y) (

0
;	
(x; y))
2
is a onvex
funtion of 	 and therefore, by a lassial funtional analysis argument, is
sequentially weakly lower semiontinuous. 
Let us proeed with the proof of lemma 6. Suppose on ontrary that the
onlusion is not true. Then there exists a sequene f	
m
g
m1
2 X

0
suh
that k	
m
k
H
= 1, and lim
m!1
a

0
(	
m
;	
m
) = 0 ; extrating if neessary a
subsequene out of it, we may suppose that f	
m
g
m1
is weakly onvergent
in H to 	 2 X

0
. We rst write:
a

0
(	
m
;	
m
) = 2 
N
X
i=1
Z
R
3
jr	
m
i
j
2
+ 2 
N
X
i;j=1

0
ij
Z
R
3
	
m
i
	
m
j
+
2 
N
X
i=1
Z
R
3
V (	
m
i
)
2
+
1
2
ZZ
R
3
R
3
8

0
;	
m
(x)

0
;	
m
(y) + 4
	
m
(x)

0
(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
(x; y)
	
m
(x; y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
4

0
;	
m
(x; y)(

0
;	
m
(x; y) + 

0
;	
m
(y; x))
jx  yj
dxdy (44)
2
In order to rigorously identify the weak limit one uses appropriate test funtions
p
jx  yj(x)(y)1
jxjR
1
jyjR
for any ;  2 L
2
(R
3
), R > 0 .
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Reall that ([9℄ p.42) that
R
R
3
V  
2
dx is weakly lower semiontinuous on
H
1
(R
3
) ([9℄ p.42). By the lemma 7 the integrals on R
3
R
3
in (44) also have
weakly lower semiontinuity properties. Sine the matrix 
0
has stritly
positive eigenvalues (remark 2) the rst two terms on the right hand side
of (44) dene a norm so this part is also weakly lower semiontinuous ; we
obtain
a

0
(	;	)  lim
m!1
a

0
(	
m
;	
m
) = 0
whih together with (38) imply 	 = 0. We will use now this information for
a ner analysis of the sequene a

0
(	
m
;	
m
) ; by the argument above there
exists a onstant 
0
> 0 depending on 
0
suh that for any 	 2 H:
N
X
i=1
Z
R
3
2jr	
i
j
2
+
N
X
i;j=1

0
ij
Z
R
3
	
i
	
j
 
0
k	k
H
:
Using again the lower semiontinuity of the remaining terms we obtain:
0 = lim
m!1
a

0
(	
m
;	
m
)  0 + lim inf
m!1
N
X
i=1
Z
R
3
2jr	
m
i
j
2
+
N
X
i;j=1

0
ij
Z
R
3
	
m
i
	
m
j
 
0
lim inf
m!1
k	
m
k
H
= 
0
> 0;
whih is impossible. 
Motivated by the above analysis, we will introdue the following hypoth-
esis:
8	 2 
??
0
;	 6= 0 : a

0
(	;	) > 0: (45)
whih, by lemma 6, assures the existene of a \oerivity onstant" 

0
> 0
suh that
8	 2 
??
0
;	 6= 0 : a

0
(	;	)  

0
k	k
2
H
: (46)
Remark 6 Using the lemma 5 a posteriori analysis may still be arried out
without the hypothesis 45 ; some aspets of a more general analysis are pre-
sented in remark 12.
4 Error estimators, bounds and onvergene
aeleration
Let 
0
; 2 H \ K be as in setion 2.1: 
0
a minimizer of (13) (whih is
thus a solution of (7)) and  2 H\K a known disrete approximation of 
0
obtained by a previous omputation.
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Let us denote by  = kU

0
;

0
  k
H
= kU
;
0
   
0
k
H
the distane
between  and 
0
. Even if the wavefuntion 
0
may be intrinsially inter-
esting (e.g. when the form of the moleular orbitals is studied), the main
result of a Hartree-Fok omputation is the Hartree-Fok energy E
HF
(
0
).
We will suppose in all that follows that  is lose enough to 
0
suh
that e.g. in the development of the error E
HF
() E
HF
(
0
) with respet to
powers of : E
HF
() E
HF
(
0
) = 
k

k
+o(
k
) the seond term o(
k
) is indeed
smaller than 
k

k
(due to the asymptoti properties of the deomposition this
is ertain to happen when  is small enough).
4.1 Error estimators
The a posteriori analysis method presented in this setion is onneted to
the works of Babuska [1℄, Bernardi [3℄, Ladeveze [7℄, Oden [12℄, Pousin and
Rappaz [16℄, Verfurth [19, 20℄ and is aimed at giving quantitative indiations
on the form of the error, through bilateral estimates. Even when not all
onstants are expliitly known, this method may prove interesting when only
relative error estimates are needed (as in adaptative proedures) or when the
estimator is shown to possess further properties that allow to estimate those
onstants.
Let us reall (see also (24)) that U
;
0
   
0
2 S

0
 
??
0
and denote
U
;
0
  
0
= S
0
+W , S
0
2 S

0
, W 2 
??
0
. Then one an write
E
HF
()  E
HF
(
0
) = E
HF
(U
;
0
)  E
HF
(
0
) = E

0
(
0
+ S
0
+W )  E

0
(
0
)
= DE

0
(
0
)(S
0
+W ) +D
2
E

0
(
0
)(S
0
+W;S
0
+W ) +O(
3
)
= 0 +D
2
E

0
(
0
)(W;W ) +O(
3
) = a

0
(W;W ) +O(
3
) (47)
where we have used rstly the fat that 
0
is the solution of (7) (f. also
remark 5) and seondly the lemma 2 for (U
;
0
;
0
) ! (	;). From the
ontinuity of a

0
and (46) one onludes that kWk
2
H
is a third order estimator
of the energy error E
HF
()  E
HF
(
0
).
Remark 7 It easy to see by (29) that kWk
H
=  +O(
2
).
Unfortunately diret omputation of W (and then of kWk
2
H
) assumes
knowledge of 
0
whih is not available. However good approximations of
kWk
2
H
that require only the knowledge of  an be found. Indeed, let us set
F = DE
HF
, 	 = U
;
0
 and study the norm of F (	) in the dual spae 	
??
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of 	
??
kF (	)k
	
?? = sup
2	
??
< DE
HF
(	);  >
kk
H
= sup
2	
??
< DE

0
(	);  >
kk
H
= sup
2	
??
< DE

0
(	) DE

0
(
0
);  >
kk
H
= sup
2	
??
D
2
E

0
(
0
)(	  
0
; )
kk
H
+O(
2
)(48)
We show now that we an replae in the above supremum the spae 	
??
=
(U
;
0
)
??
= 
??
by 
??
0
. Let  2 	
??
be written as  = M
0
+
~
,
~
 2 
??
0
.
Note that jM
ij
j = j < 
i
;
0j
> j = j < 
i
;
0j
  	
j
> j  kk
(L
2
(R
3
))
Nk
0
 
	k
(L
2
(R
3
))
N so one an write
j
a

0
(	  
0
;M
0
)
kk
H
j 
C

0
k	  
0
k
H
kk
H
k
0
  	k
(L
2
(R
3
))
N
kk
H
 C

0

2
;
(49)
where C

0
is the ontinuity onstant of a

0
. Sine
k
~
k
H
kk
H
= 1 + O() one
onludes that
kF (	)k
	
?? = sup
2	
??
a

0
(	  
0
;
~
)
k
~
k
H
+O(
2
)
= sup
~
2	
??
0
a

0
(	  
0
;
~
)
k
~
k
H
+O(
2
) = sup
~
2	
??
0
a

0
(S
0
+W;
~
)
k
~
k
H
+O(
2
)
= sup
~
2	
??
0
a

0
(W;
~
)
k
~
k
H
+O(
2
) = kWk
H
+O(
2
): (50)
We have shown above that kF (	)k
	
?? is a seond order approximation of
kWk
H
and therefore kF (	)k
2
	
??
will be a third order estimator of the energy
error E
HF
()   E
HF
(
0
). We next prove that kF (	)k
	
??
is invariant with
respet to the multipliation of 	 by unitary matries and therefore equal to
kF ()k

??, so it an be omputed (a posteriori) using only available data
(i.e. ). Let us now ompute for  in H \ K the funtion F (U). By the
denition of F this equals DE
HF
(U) whih an be written:
DE
HF
(U) =

F
U
((U)
i
)

N
i=1
=

( 
1
2
 + V )((U)
i
)

N
i=1
+

(
U
?
1
jxj
)(U)
i
 
Z
R
3

U
(x; y)
jx  yj
(U)
i
(y)dy

N
i=1
= U

( 
1
2
 + V )(
i
)

N
i=1
+ U

(

?
1
jxj
)
i
 
Z
R
3


(x; y)
jx  yj

i
(y)dy

N
i=1
; (51)
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where we have used the invariane property (10). It was therefore proven
that
F (U) = UF (); 8 2 H \ K; (52)
and therefore kF (	)k
	
?? = kF (U
;
0
)k
	
?? = kF ()k

?? We will summa-
rize the results obtained in this setion in the following
Theorem 8 Let 
0
be a minimizer of (13),  2 H \ K a (known) disrete
approximation of 
0
obtained by a previous omputation as desribed in se-
tion 2.1 (15), and denote  = kU

0
;

0
  k
H
the quotient distane between
 and 
0
. Then, under the assumption (45),
kDE
HF
()k

?? = +O(
2
): (53)
Moreover there exists onstants 
1
; 
2
depending only on 
0
suh that

1
kDE
HF
()k
2

??
+O(
3
)  E
HF
()  E
HF
(
0
)  
2
kDE
HF
()k
2

??
+O(
3
):
(54)
4.2 Expliit bounds for the Hartree-Fok energy and
onvergene aeleration
The purpose of this setion is to propose methods to nd expliit bounds for
the Hartree-Fok energy. The method belongs to the more general paradigm
[11, 13, 14, 15℄ of denition of expliit lower and upper bounds for outputs
depending on the solution of a partial dierential equation. The output of
interest will be taken to be the Hartree-Fok energy ; this hoie will be seen
(f. thm. 11 and remark 10) to posses partiularities that in fat allow to
design an improvement of the solution itself, although this is not expeted
to be the ase for general outputs.
We will begin this setion with some remarks on the oerivity properties
of the bilinear forms a

0
and a

.
Lemma 9 Under the hypothesis (45) there exists a onstant  > 0 depending
only on 
0
suh that for any U 2 U(N) the bilinear form a
U
0
is oerive on
(U
0
)
??
= 
??
0
with oerivity onstant .
Proof: Note that for any 	
1
2 H\K , 	
2
2 H, U 2 U(N): a
U	
1
(U	
2
; U	
2
) =
a
	
1
(	
2
;	
2
), so by (45) and lemma 6 we obtain the onlusion. 
Lemma 10 Under the assumption (45) there exists a onstant  > 0 de-
pending only on 
0
suh that for all  2 H \ K with k   
0
k
H
  the
bilinear form a

is oerive on 
??
with a oerivity onstant depending only
of 
0
.
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Proof: Let  2 
??
, kk
H
 1 be written as  = M
0
+
~
,
~
 2 
??
0
. We
will generially denote by C various onstants depending only on 
0
. Reall
that jM
ij
j  kk
(L
2
(R
3
))
N
k
0
  	k
(L
2
(R
3
))
N
, so for k
0
 	k
H
small enough
a

(; ) = a

(
~
 +M
0
;
~
 +M
0
)  a

(
~
;
~
)  Ckk
H
k
~
k
H
k
0
 	k
H
:
But for k
0
  	k
H
small enough we an also write
kk
H
k
~
k
H
k
0
 	k
H
 kk
H
(kk
H
+kk
H
k
0
 	k
H
)k
0
 	k
H
 Ckk
2
H
k
0
 	k
H
:
Sine j
ij
  
0
ij
j  Ck   
0
k
H
it follows that ja

(
~
;
~
)   a

0
(
~
;
~
)j 
Ck
~
k
2
H
k
0
  	k
H
so in fat
a

(; )  a

0
(
~
;
~
)  C(k
~
k
2
H
+ kk
2
H
)k
0
 	k
H
 k
~
k
2
H
  C(k
~
k
2
H
+ kk
2
H
)k
0
 	k
H
:
It suÆes now to use a last time jkk
H
 k
~
k
H
j  kk
H
k
0
 	k
H
to onlude.

We will begin in the following the presentation of the onstrution of
(lower) bounds for the Hartree-Fok energy. As it was seen in lemma 9, under
the assumption (45) we have uniform oerivity properties for bilinear forms
a

0
with respet to the multipliation of 
0
by unitary matries U 2 U(N);
for this reason we an replae 
0
with any U
0
that ts better our needs;
we will therefore suppose in agreement with lemma 1 that 
0
is suh that

0
   = S +W 2 S

 
??
.
The onstrution of (lower) bounds for the Hartree-Fok energy is based
on the following development:
E
HF
(
0
)  E
HF
() = E

(
0
)  E

() = E

( + S +W )  E

()
= DE

()(S +W ) +
1
2
D
2
E

()(S +W;S +W ) +O(
3
)
Note rst that by the properties of  as desribed in setion 2.1 eq. (15)
DE

() is null on the dual spae of the disretization spae so in partiular
DE

()(S) = 0 ; reall also the fat that S is of order 
2
and W of order
 to obtain
E
HF
(
0
)  E
HF
() = DE

()(W ) +
1
2
D
2
E

()(W;W ) +O(
3
) (55)
Consider now the problem: nd the reonstruted error
^
W 2 
??
suh that
D
2
E

()(
^
W;	) +DE

()(	) = 0; 8	 2 
??
: (56)
By the oerivity of a

it follows that (56) has an unique solution
^
W 2 
??
.
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Remark 8 Note that in order to ompute
^
W one solves a diret (i.e. not
eigenvalue) problem on the solution spae ; moreover all operators involved
depend only on .
Using the denition of
^
W one an rewrite (55):
E
HF
(
0
) = E
HF
() D
2
E

()(
^
W;W ) +
1
2
D
2
E

()(W;W ) +O(
3
)
= E
HF
() 
1
2
D
2
E

()(
^
W;
^
W ) +
1
2
D
2
E

()(W  
^
W;W  
^
W ) +O(
3
):(57)
But sine a

is positive on 
??
it follows that
1
2
D
2
E

()(W  
^
W;W  
^
W ) 
0 so in fat we obtain an expliit lower bound on the Hartree-Fok
energy:
E
HF
(
0
)  E
HF
() 
1
2
D
2
E

()(
^
W;
^
W ) +O(
3
); (58)
whih together with the inequality E
HF
(
0
)  E
HF
() gives an interval for
the exat value of the Hartree-Fok energy.
Remark 9 A natural question is to study the order in  of the length of the
ondene interval found above. Let us reall that the error in energy is of
order 
2
; we will prove that this interval is optimal in a sense that its length
is also of order 
2
; indeed the distane between the upper and lower bound is
1
2
D
2
E

()(
^
W;
^
W ) +O(
3
) whih is equivalent to k
^
Wk
H
; all that remains to
be proven is that k
^
Wk
H
 C (with a onstant not depending on 
0
). Indeed:
k
^
Wk
H
 CkDE

()k

??  CkDE

() DE

(
0
)k

??
+CkDE

(
0
) DE

0
(
0
)k

??  C
where we have used the fat that DE

0
(
0
) is null on 
??
0
.
The nomination of
^
W as \reonstruted error" is best explained by the
following property:
^
W =W +O(
2
): (59)
In order to prove (59) we will prove that W has the following property:
jD
2
E

()(W;	) +DE

()(	)j  C
2
; 8	 2 
??
; k	k
H
= 1: (60)
with a onstant C independent of , 	. Suppose (60) is true then jointly
with (56) one obtains:
jD
2
E

()(W  
^
W;	)j  C
2
; 8	 2 
??
; k	k
H
= 1:
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Let 	 =
W 
^
W
kW 
^
Wk
H
; from the oerivity of a

= D
2
E

() we dedue:
1
kW  
^
Wk
H
 kW  
^
Wk
2
H
 C
2
;
and (59) follows.
Reall that, from lemma 2, k
0
  Wk is of order 
2
. In order to prove
(60) it is thus suÆient to prove it for 
0
   instead of W : let us write
DE

()(	) = DE

(
0
)(	) +D
2
E

(
0
)(  
0
;	) +O(
2
):
Besides we have
jD
2
E

(
0
)(  
0
;	) D
2
E

()(  
0
;	)j  C
2
k	k
H
;
(with a onstant C depending only of 
0
), so
DE

()(	) = DE

(
0
)(	) +D
2
E

()(  
0
;	) +O(
2
)
and therefore
D
2
E

()(
0
  ;	) +DE

()(	) = DE

(
0
)(	) +O(
2
):
It suÆes now to prove that DE

(
0
)(	) = O(
2
). By the denition of E

,
DE

(
0
)(	) = DE

0
(
0
)(	) +
P
N
i;j=1
(
ij
  
0
ij
)DF
ij
(
0
)(	)
= 0 +
P
N
i;j=1
(
ij
  
0
ij
)DF
ij
(
0
)(	):
Note rstly that 
ij
  
0
ij
 C (C depending only of 
0
). Moreover
DF
ij
(
0
)(	) =< 
0i
;	
j
> + < 
0j
;	
i
>
=< 
0i
  
i
;	
j
> + < 
0j
  
j
;	
i
>
thus jDF
ij
(
0
)(	)j an be upper bounded by C (we used the fat that
	 2 
??
), whih onludes the proof of (59).
Combining (57) and (59) we an give a better version of (58):
E
HF
(
0
) = E
HF
() 
1
2
D
2
E

()(
^
W;
^
W ) +O(
3
); (61)
so instead of a lower bound we have obtained an improvement of the
Hartree-Fok energy ; note that this improvement is of a stritly higher
order in  sine the best approximation known before the omputation of
^
W
was E
HF
() whih is exat to the order 
2
.
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Although (61) may represent in itself the onlusion of the a posteriori
analysis, further progress is possible. To this end note that an improvement
for the wavefuntion  has also been found, namely
~
 =  +
^
W . However
we annot propose
~
 as a legitimate solution of (7) sine it is not ertain to
be in K. We will see in the following that it is possible to nd a orretion
to add to  +
^
W whih not only gives an admissible solution of (7) but also
improves with another order the approximation (61) of the Hartree-Fok
energy E
HF
(
0
).
The priniple is to add to
~
 a term
^
S (
^
S 2 R
NN
,
^
S =
^
S
t
) suh that
^
 =
~
 +
^
S =  +
^
W +
^
S 2 K. We will also see in the proess that
^
S
an be interpreted as a \reonstrution" of symmetrial part S of the error

0
  .
Consider the equality 
0
=  +W + S. Sine both 
0
and  are in K
we an write
Æ
ij
=< 
0i
;
0j
>=< 
i
+
N
X
k=1
S
ik

k
+W
i
;
j
+
N
X
l=1
S
jl

l
+W
j
>
= Æ
ij
+ < W
i
;W
j
> +
N
X
k=1
S
ik
Æ
kj
+
N
X
k=1
S
jl
Æ
il
+O(
4
) (62)
beause we know that S
ij
= O(
2
). We obtain
0 =< W
i
;W
j
> +S
ij
+ S
ji
+O(
4
) =<
^
W
i
;
^
W
j
> +S
ij
+ S
ji
+O(
3
)
so denoting
~
S
ij
=  
1
2
<
^
W
i
;
^
W
j
>, we obtain that
~
S is a order 
3
ap-
proximation of S:
~
S = S + O(
3
). Note that by remark 8 that the
omputation of
~
S requires knowledge of  only.
We will prove in the following that having an approximation
^
W of W to
the order 
2
and an approximation
~
S of S to the order 
3
is enough to have
an approximation of the Hartree-Fok energy to the order 
4
. Indeed, write
E
HF
(
0
)  E
HF
() = E

(
0
)  E

() = E

( + S +W )  E

() =
DE

()(S +W ) +
1
2
D
2
E

()(S +W;S +W )
+
1
3!
D
3
E

()(S +W;S +W;S +W ) +O(
4
)
= DE

()(W ) +
1
2
D
2
E

()(W;W ) +D
2
E

()(S;W )
+
1
3!
D
3
E

()(W;W;W ) +O(
4
)
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=  
1
2
D
2
E

()(
^
W;
^
W ) +
1
2
D
2
E

()(W  
^
W;W  
^
W ) +
D
2
E

()(
~
S;
^
W ) +
1
3!
D
3
E

()(
^
W;
^
W;
^
W ) +O(
4
)
=  
1
2
D
2
E

()(
^
W;
^
W ) +D
2
E

()(
~
S;
^
W ) +
1
3!
D
3
E

()(
^
W;
^
W;
^
W ) +O(
4
);
so we have obtained
E
HF
(
0
) = E
HF
() 
1
2
D
2
E

()(
^
W;
^
W ) +D
2
E

()(
~
S;
^
W ) +
1
3!
D
3
E

()(
^
W;
^
W;
^
W ) +O(
4
): (63)
where all terms involved in the right hand side an be omputed from .
One problem remains though, our best approximation for the solution

0
, namely
~
~
 =  +
^
W +
~
S is not ertain to be in K ; in fat it an be
proved that there exists and
^
S that depends only of  that has the property
^
S = S + O(
3
) and suh that
^
 =  +
^
W +
^
S 2 K. Moreover, using
the above arguments, we will also have E
HF
(
0
) = E
HF
(
^
) + O(
4
). The
existene and properties of
^
S follows by onsidering as in (62) the equations
satised by (
^
S  
~
S)
ij
.
We will summarize the results obtained in this setion in the following
theorem:
Theorem 11 Let 
0
be a minimizer of (13),  2 H \ K a (known) dis-
rete approximation of 
0
obtained by a previous omputation as desribed
in setion 2.1 (15). Then, under the assumption (45), there exists an  > 0
suh that for any  2 H \ K with kU

0
;

0
  k   there exists
^
W 2 
??
and
^
S 2 S

whose omputation requires only knowledge of  suh that
^
 =  +
^
S +
^
W 2 H \ K has the following properties:
k
^
  k
H
 
1
k  k
2
H
; (64)
jE
HF
(
0
)  E
HF
(
^
)j  
2
jE
HF
(
0
)  E
HF
()j
2
: (65)
with onstants 
1
,
2
depending only of 
0
.
Remark 10 The initial bounds found for the Hartree-Fok energy have proven
to be exat at the order 
4
due to the minimization setting whih is partiu-
lar. We do not expet this onvergene aeleration to hold true when bounds
on more general funtionals (polarizability, eletroni density, ...) depending
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on the wavefuntion are searhed for; this funtional (the energy) is partiu-
lar in that the wavefuntion is haraterized by an Euler-Lagrange equation
assoiated assoiated to it, giving therefore a kind of entangled feedbak: en-
ergy an be omputed from the wavefuntion but at the same time the (ground
state) wavefuntion depends of the energy (that it minimizes).
Remark 11 It follows from the minimization properties of E
HF
(
0
) that
E
HF
(
^
)  E
HF
(
0
) ; however, if one is interested in a (order 
2
) lower bound
for E
HF
(
0
) it suÆes to onsider the symmetrial 2  E
HF
(
^
)   E
HF
() of
E
HF
() with respet to E
HF
(
^
).
Remark 12 The approah desribed in this setion an be developed under
more general assumptions than (45). Denote by X

0
the losed subspae of

??
0
where (38) holds so that, in agreement with lemma 6 a

0
is oerive on
X

0
; using the same arguments as in lemma 10 one proves for k
0
  k
H
small enough oerivity for a

on X

0
\
??
; this shows that the problem (56)
has an unique solution on X

0
\
??
and this solution is then shown to posses
the same property (59) as
^
W . A \reonstruted symmetrial" part is then
omputed by the same method as above and we obtain thus an improvement
for the energy and for the wavefuntion. The only omputational impediment
to this program is that one annot really identify the spae X

0
\ 
??
where
problem (56) is to be solved ; one hooses then the largest subspae of 
??
where a

is positive (therefore oerive), whih will ontain X

0
\ 
??
, and
proves that the solution of (56) on this spae is an order 
2
approximation of
the solution of (56) on X

0
\ 
??
. In pratie (f. setion 5) there was no
need to implement this proedure as (45) seems to be satised.
Remark 13 Numerial omputation of
^
W involves the resolution of equation
(56) disrete subspae 
??
Æ
of 
??
; the orresponding solution
^
W
Æ
will be an
approximation of
^
W whih onverges to
^
W when the disretization parameter
Æ is suh that 
??
Æ
onverges to spae 
??
.
5 Numerial simulations
The theory presented in the previous setions was tested in two ategories of
numerial experiments.
In the experiments of the rst ategory we heked on simple ases (hy-
drogen moleule, helium) that the methodology proposed above is oherent
with available results when the problem (56) that provides
^
W is solved on a
very ne disretization of H.
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In a seond stage more omplex moleules were studied and the method
was implemented in a Hartree-Fok quantum hemistry ode.
Before presenting the results let us remark that the partial dierential
equation (PDE) (56) is, for N large, very diÆult to disretize with lassial
tools from the PDE equations (nite elements, nite volumes, ...) due to the
high dimensionality of the linear spaes involved. Moreover a good disretiza-
tion has also to take into aount some spei quantum hemial eets as
the singularities of the eletroni wavefuntion around nulei; in onlusion,
only very small quantum systems are thus available for study using lassial
tools in solving PDEs ; suh systems are for example the hydrogen moleule
(H
2
) and the helium atom (He).
For all the numerial experiments we plaed ourselves into the Restrited
(losed) shell Hartree-Fok (Lewis eletron pair) approximation that states
that when the number of eletrons in a moleule is even, one an group
together the eletrons 2 by 2; the two eletrons in eah suh pair will share
a ommon spatial wavefuntion but will have opposite spin. Within this
approximation, for a bi-eletroni system as the hydrogen moleule or Helium
atom, the searh of the eletroni wavefuntion of the system redues to the
searh of a funtion u of 3 variables suh that
 u + V u+

juj
2
?
1
jxj

+ u = 0 in R
3
: (66)
The spae to be disretized is therefore R
3
; in fat using lassial loal-
ization arguments it an be redued to a brik of R
3
that ontains the nulei
of the system ; in the ase of the Helium atom this brik was taken to be a
ube entered around the nuleus.
We will present in the following the results obtained for the Helium atom;
eah axis of a ube entered in the nuleus mentioned above was disretized
with the same number of points that varied between 60 and 120 depending
on the singularities of the initial solutions onsidered; preise results were
obtained for about 100 points per dimension and orresponding vetors of
size 100
3
= 10
6
.
Several initial approximations 
i
, i = 2; 3; 4; 5; 6 of the eletroni wave-
funtion were onsidered; eah orrespond to a quantum hemial om-
putation that used spei quantum basis sets denominated as STOnG,
n = 2; 3; 4; 5; 6 ; the larger the parameter n, the ner the basis used; in
eah ase the linear problem (56) was solved on the hosen grid as indiated
in Remark 13 and then the symmetri part of the error was reonstruted as
indiated in previous setion. In order to solve (56) an iterative algorithm
was employed, the matrix assoiated to D
2
E

()(; ) (typially 10
6
 10
6
)
being too large for diret inversion; nally in order to take advantage of the
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Lower estimator
Improved energy
Best known energy
Classially omputed energy
Estimator behaviour
Basis set STOnG
E
n
e
r
g
y
65432
-2.7
-2.75
-2.8
-2.85
-2.9
-2.95
-3
-3.05
Figure 1: A posteriori improvements for the energy obtained with the basis sets
STOnG.
tensor-produt-like disretization the omputation of onvolution produts
was done by means of fast Fourier transforms.
The gure 1 shows the energy of the initial wavefuntion  (\Classially
omputed energy"), the best known approximation of the energy Helium
atom, the improved energy obtained as in thm. 11 and then the order 
2
lower bound as desribed in remark 11 (\Lower estimator") ; agreement
with the theoretial results is obtained.
Motivated by the suess of the rst series of experiments, a seond ap-
proah towards testing the theoretial results was undertaken; this time the
moleules onsidered were larger, as is for instane the ase of the arbyn
moleule Cr(CO)
4
ClCH, with 52 eletron pairs (104 eletrons) ; the model
hosen was again the Restrited Hartree Fok model; in this setting the en-
ergy to minimize is
E
HF
(
1
; :::;
N
) =
N
X
i=1
Z
R
3
 
jr
i
j
2
+ V j
i
j
2

+
ZZ
R
3
R
3


(x)

(y)
jx  yj
dxdy
 
1
2
ZZ
R
3
R
3
j

(x; y)j
2
jx  yj
dxdy (67)
with the same formal denitions (f. Eq. (4 , 5) for 

(x), 

(x; y)). The
Euler-Lagrange equations assoiated to the minimization of E
HF
on H \ K
are ompletely similar to (11) (only some multipliative fators before the
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last two terms in (8) are hanged).
Due to onerns about omputation omplexity and eÆieny and also for
realisti veriation we have hosen to implement the a posteriori proedure
(and the \onvergene aeleration" version) in a quantum omputational
hemistry ode named Asterix [5, 17, 21℄. As a onsequene, the evaluation
of the performanes of the a posteriori proedure is to be ompared with the
performanes of quantum hemistry ab initio odes. An introdution to the
omplexity of the algorithms used is given in the following.
One partiularity of omputational quantum hemistry odes (espeially
at the Hartree-Fok level) is the presene of very speial Galerkin disretiza-
tion basis. This basis ontains in general funtions on R
3
whih are entered
in the nulei of the system and are sum of Gaussian type funtions; it is
beyond the sope of this paper to give a rigorous presentation of the basis
involved, let us just say that they all satisfy an important requirement: for
any elements h

, h

, h

and h
Æ
of the disretization basis, the quantity
(jjÆ) =
ZZ
R
3
R
3
h

(x)h

(x)h

(y)h
Æ
(y)
jx  yj
dxdy (68)
an be omputed in O(1) time
3
.
Let us denote by n the number of basis funtions used when omputing
the Hartree-Fok energy of a moleule with N eletron pairs (2N eletrons);
in general n is taken to depend linearly on N .
In order to solve the nonlinear eigenvalue equations (11) iterative (also
named selfonsistent - SCF) algorithms are used. The most straightforward
idea is to start from an initial guess 
1
for the wavefuntion and then, for any
i  1, onstrut the Fok operator F
i
= F

i
assoiated to 
i
, diagonalize F
i
and take its rst N eigenfuntions as the next guess 
i+1
for the wavefuntion
(Roothaan algorithm) ; ideally this xed point algorithm will onverge and
the solution will be the solution of equations (11). Numerial reality does
not however always validate this hoie, we refer to [4℄ for a mathematial
desription of the phenomena involved. In order to ure the onvergene
deienies, various other methods have been proposed [4℄: the basi level
shift method, DIIS,...
During the SCF resolution of the Hartree-Fok equations, the most time
onsuming part is the onstrution of the Fok operator F

i
; we will see in
the following that this is an O(N
4
) operation, one order of magnitude larger
than the diagonalization of the Fok operator itself (under assumption that
3
Using the fat that the produt of two gaussian funtions is also a gaussian funtion,
analytial formulas may be provided for the omputation of the integral (68).
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n is linear in N). Let
B = fh

; = 1; :::; ng (69)
be a disretization basis and  = (
P
n
=1

i
h

)
N
i=1
be an element in the
disretized spaeX = (span(B))
N
and also inK. The matrix of the operators
  and V take O(N
2
) time to ompute, supposing that nite onstant time
to ompute
R
R
3
rh

 rh

and
R
R
3
V h

h

is needed. The situation is very
dierent for the matries of the operators (

?
1
jxj
) and  7!
R
R
3


(x;y)
jx yj
 (y)dy.
Let us take for instane the last operator. To ompute the matrix of this
operator it is neessary to ompute for all h

, h

2 B:
Z
R
3
Z
R
3


(x; y)h

(y)
jx  yj
dyh

(x)dx =
N
X
i=1
ZZ
R
3
R
3
P
n
=1

i
h

(x)
jx  yj

n
X
Æ=1

iÆ
h
Æ
(y)h

(y)h

(x)dxdy =
N
X
i=1
n
X
=1
n
X
Æ=1

i

iÆ
(jjÆ):
Even if formally this is a O(N
5
) omputation (summation over three indies
for eah of the N
2
required terms), it is easy to see that preomputing in
O(N
3
) for any ; Æ = 1; :::; n: D

;Æ
=
P
N
i=1

i

iÆ
the omputation redues
to order N
4
; unfortunately no further redutions are possible so the matrix
of the operator  7!
R
R
3


(x;y)
jx yj
 (y)dy is obtained by omputing (D

;Æ
)
n
;Æ=1
,
then obtain in O(N
4
) the desired matrix

P
n
;Æ=1
D

;Æ
(jjÆ)

n
;=1
. The
omputational omplexity of a SCF Hartree-Fok omputation is therefore
N
I
? N
4
where N
I
is the number of iterations required by the SCF method,
usually in the range 10   50. We shall apply the bound proedure and
the improvement strategy to qualify the (known) solution obtained from the
previous iterative proedure far from onvergene.
Let us now present the omplexity issues related to the omputation of
the reonstruted error
^
W . The problem (56) is approximated on a produt
of N dimensional spaes so the solution will be an nN vetor (onsidering
the same disretization X of H as the one used to solve the Hartree-Fok
problem)
4
; we will denote by P the matrix of the projetor from X to X \
4
Sine only one disretization is used for the entire omputation, the bounds thus
obtained refer to the energy of the solution of the Hartree-Fok problem on disrete spae
X . When the disretization X is ne enough, one an onsider to obtain bounds for the
Hartree-Fok energy. In any situation, bounds are usefull e.g. as stopping riteria for
the iterative SCF proedure (and eventually to aelerate onvergene); then, in order to
obtain bounds on the Hartree-Fok energy, orretion need to be solved on a grid ne
enough to be onsidered exat as is the ase of the omputation presented in Fig. 1.
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
??
; it is easy to see that P is blok diagonal so projeting an element
	 = (
P
n
=1
	
i
h

)
n
i=1
of X to X \ 
??
will be an O(N
3
) operation. Let us
denote by A

the matrix of the seond dierential in  of the energy with
respet to this disretization, and by b

the \vetor" orresponding to the
rst dierential in  of the energy, interpreted as an element of the dual X
0
.
The problem (56) has then the following disretization: nd w 2 R
nN
suh
that w = Pw and
(PA

P )w + (Pb

) = 0: (70)
The matrix A

of the linear system (70) is full and impossible to ompletely
invert in pratie due to the high omputational omplexity O(N
6
) required.
However, using the same argument as above, applying the matrix A

to
a vetor v 2 R
nN
an be done in O(N
4
) operations. The problem (70)
is then solved iteratively ; nally let us remark that the total ost of the
reonstrution of the symmetri part is an O(N
3
) proess.
The a posteriori method was tested in the omputation of the Hartree-
Fok energy of the arbyn Cr(CO)
4
ClCH moleule. For eah iteration step
of the SCF algorithm the order 
4
exat energy estimations were onstruted,
and also the orresponding lower bounds as desribed in remark 11. The
onvergene of the SCF method is presented in Fig. 2 and 3. Remark the
presene of quadratially onvergene periods (iterations 10-50), the presene
of "jumps" (55-65) and slow onvergene periods (70-90). In order to avoid
the last regime, in pratie one only uses the SCF algorithm for a small
number of iterations 10-40 and then enlarges disretization basis, or tries to
empirially optimize other parameters (DIIS).
The results obtained by the a posteriori proedure are presented in the
Fig. 4 and 5. For some approximate solution obtained during the SCF
iterations, the method desribed in previous setion was applied to improve
the energy and obtain a lower bound (initial data orresponding to more than
65 iterations is interpreted as onverged due to numerial round-o errors);
we do not attah speial meaning to the good properties of the reonstruted
error for N = 30 (f. Fig. 5). As the results show, the method gives nearly
onverged results as soon as the initial approximation is as good as the one
from the 10
th
iteration of the SCF proedure.
Remark 14 The number of iterations required to solve the linear system
(70) was of the order of 10, whih makes this method more eÆient than the
SCF yles; for instane nding the improvement from the 10
th
SCF yle
needs 10 iterations to solve (70) and is as good as the result of the 60
th
SCF
iteration.
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Energy
Energy onvergene
iteration number
e
n
e
r
g
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-1850
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-2000
Figure 2: The onvergene of the energy omputed by the SCF algorithm in the
form used by Chemists. The number of SCF yles (iterations) ranges between 1
and 30. No a posteriori improvements are made.
Energy
Energy onvergene
iteration number
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r
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y
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-1985.5
Figure 3: The onvergene of the energy omputed by the SCF algorithm in the
form used by Chemists. The number of SCF yles (iterations) ranges between 15
and 90. No a posteriori improvements are made.
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Energy for 90 iterations
Lower bound
Initial (SCF) energy
Improvement
30252015105
-1950
-1955
-1960
-1965
-1970
-1975
-1980
-1985
-1990
-1995
-2000
-2005
Figure 4: A posteriori error bounds and improvements are omputed for the
results of the SCF proedure. In eah ase we plot the energy of the initial (SCF)
approximation, the energy of the wavefuntion as omputed by the a posteriori
improvement proedure and the lower bound as desribed in Remark 11. The
referene value of the energy is the result of the SCF algorithm after 90 iterations.
The initial approximations to improve are the results of the SCF proedure for a
number of yles between 5 and 30.
Energy for 90 iterations
Lower bound
Initial (SCF) energy
Improvement
6560555045403530
-1984
-1984.5
-1985
-1985.5
-1986
-1986.5
-1987
Figure 5: See Fig. 4 for details. The initial approximations to improve are the
results of the SCF proedure for a number of yles between 30 and 65.
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Remark 15 Applying the matrix A

to a vetor v 2 R
nN
in (70) requires
at most O(N
4
) operations. The method is however ompatible with the a
priori introdution of further loalization properties (as domain deomposi-
tion methods) of the eletroni wavefuntion as it is usually the ase when
more eÆient Hartree-Fok omputations are searhed for [18℄, whih results
in the appliation of the matrix A

being a O(N
3
) proess (or even less);
ombining with lassial onvergene aeleration tools from the linear sys-
tem solving (preonditioning ...) and with theorem 11, this method an be also
seen as another approah towards to the design of Hartree-Fok omputations
of lesser algorithmi omplexity.
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Troisieme partie
Contro^le en himie quantique
103
Le ontro^le quantique des proessus himiques est un theme de reherhe
tres atif aujourd'hui [43, 44, 45, 46, 48, 49, 50, 51, 53, 54, 55, 58, 62, 69℄.
Outre l'obtention de reations himiques ou de produits nouveaux, et eort
est motive par la possibilite de omprendre et de predire les phenomenes
en jeu a l'ehelle atomique ainsi que par un large panorama d'appliations
depassant le adre de la himie [58℄.
L'ation qui est ensee realiser le ontro^le est l'interation de la matiere
ave un faiseau laser. Les premieres experienes, qui ont tente d'utiliser une
impulsion laser onstruite selon l'intuition physique, ont donne des resultats
tres mitiges. C'est assez reemment que des outils venant de la theorie du
ontro^le d'une part et des developpements de la tehnique des lasers femto-
seonde d'autre part ont ommene a donner des resultats satisfaisants dans
quelques as partiuliers (experienes a boule fermee, [41, 53℄). Neanmoins,
des etudes experimentales et theoriques sont enore neessaires pour om-
prendre la nature subtile de tels proessus de ontro^le.
En Frane, des equipes d'horizons tres divers travaillent dans e domaine
omme par exemple dans l'\Ation Conertee Initative" [73℄, animee par
Claude Le Bris de l'

Eole Nationale des Ponts et Chaussees. Elle a permis de
reunir des herheurs de ultures et ompetenes variees autour de quelques
sujets d'etude ommuns.
Toujours dans le adre des ollaborations interdisiplinaires, une etude sur
la ontro^labilite, les appliations et les simulations numeriques onernant le
ontro^le des systemes quantiques a ete menee onjointement ave Hershel
Rabitz du Departement de Chimie de l'Universite de Prineton. Cette etude
est presentee dans les hapitres suivants.
La ontro^labilite des systemes quantiques de dimension nie est etudiee
au hapitre 1 et est presentee sous la forme de trois artiles, [66℄ (setion
1.1), [67℄ (setion 1.2) et [68℄ (setion 1.3).
La problematique de la ontro^labilite en dimension innie
1
ainsi que
quelques tehniques utiles dans la suite pour l'obtention des resultats en
dimension nie sont presentes dans la setion 1.1. L'etude dans la setion
1.2 a pour but de donner des riteres failement alulables pour deider de
la ontro^labilite d'un systeme disret (de dimension nie) donne. Ce travail
est une generalisation de la Note [64℄ qui traitait de la ontro^labilite de la
population des etats propres dans le me^me adre.
An d'enoner le resultat entral de ette etude, onsiderons un systeme
quantique derit par les equations (4) et (5), setion 1.2, ou A et B sont
les matries de l'hamiltonien interne et de l'operateur moment dipolaire
(qui modelise l'interation du systeme ave le faiseau laser), C est l'etat
1
voir aussi [42, 52℄ pour des disussions sur les resultats disponibles en dimension innie
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et (t) 2 R est le ontro^le (intensite du laser). Les matries A et B sont
reelles symetriques; on peut don onsiderer sans perte de generalite que A
est diagonale et on note par 
1
,...,
N
ses elements diagonaux. Il est lassique
de voir que sous es hypotheses le systeme evolue sur la sphere unite S
M
(0;1)
de l'espae disret, donnee par les equations (6) setion 1.2. On assoie a e
systeme un graphe deni par (7) setion 1.2 qu'on suppose onnexe. Suppo-
sons aussi que e graphe n'a pas des \transitions degenerees", 'est-a-dire que
pour tout (i;j) 6= (a;b), i 6= j, a 6= b tel que B
ij
6= 0, B
ab
6= 0: 
i
 
j
6= 
a
 
b
.
Sous ettes hypotheses (voir aussi setion A.1) on montre le resultat de
ontro^labilite suivant:
Theoreme. Le systeme derit par les equations (4) et (5) setion 1.2 est
ontro^lable, 'est a dire pour tout C 2 S
M
(0;1), l'ensemble des etats attei-
gnables a partir de C est S
M
(0;1).
Quelques extensions de e resultat sont presentees en annexe A.
Les appliations de e theoreme et quelques extensions pour les systemes
qui ont des \transitions degenerees" sont etudiees en setion 1.3; des simu-
lations numeriques sont presentees a titre d'illustration. On onlut ette
setion par quelques onsiderations sur les relations qui existent entre les lois
de onservation et les \defauts" de ontro^labilite.
Les resultats theoriques de ontro^labilite n'etant pas onstrutifs, on derit
dans le hapitre 2 une approhe utilisee pour le alul des hamps qui realisent
le ontro^le. Il s'agit d'un ode numerique parallele qui implemente des methodes
d'optimisation onnues sous le nom d'algorithmes genetiques(AG). Apres une
introdution generale aux AG on presente quelques simulations numeriques.
On montre par la suite omment mettre au point des tehniques de ltrage
an de seletionner, dans la multitude des solutions, elles qui nous seront
les plus utiles pour omprendre les meanismes de ontro^le en jeu.
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Chapitre 1.
Contro^labilite des systemes quantiques
1.1 Considerations generales
Controllable quantities for bilinear quantum systems
Gabriel TURINICI
ASCI-CNRS Laboratory, Bat. 506, Universite Paris Sud, 91405 Orsay Cedex
turiniiasi.fr
Abstrat
This paper is dediated to the searh of tailored on-
trollability onepts for quantum systems interating
with lasers. A negative result for innite dimensional
spaes serves as motivation for a nite dimensional a-
nalysis. We show that under physially reasonable hy-
pothesis we an loally ontrol sets of observables. As a
remarkable partiular ase global exat ontrollability
is proven for the population of the eigenstates.
1 Introdution
Controlling hemial reations at the quantum level was
a long-lasting goal [1, 3, 4, 5, 9, 11, 13, 14, 16, 17℄ from
the very beginning of the laser tehnology. Indeed, due
to the subtle nature of the interations involved, this
kind of manipulation is expeted to allow on the one
hand for muh eÆient and ner ontrol than lassial
tools and on the other hand for new phenomena to be
revealed.
The rst experiments have shown that designing the
laser pulse able to ensure the desired properties of the
system is a non-trivial task that physial intuition alone
annot aomplish. It is only reently that tools om-
ing from the ontrol theory began to give satisfatory
results in some partiular ases.
A legitimate question arises in this ontext: what are
the new ontrollability onepts that best t this frame-
work and whih are the quantum quantities that an be
exatly ontrolled using suh an external eld ? Some
answers are given below.
2 Innite dimensional ontrollability
The problem under onsideration is ontrolling the time
evolution of quantum systems. Let us onsider suh
an independent system with internal Hamiltonian H
0
and let 	
0
(x) be its initial state. Denoting by 	(x; t)
the state at time t the evolution equations (Time
Dependent Shrodinger Equations) for the free system
read:
(
ih

t
	(x; t) = H
0
	(x; t)
	(x; t = 0) = 	
0
(x); k	
0
k
L
2
(R

)
= 1:
(2.1)
The external ation expeted to allow for ontrol is a
laser eld modeled by a laser intensity (t) 2 R and
by a ertain time independent dipole moment operator
B
1
. The new Hamiltonian is H = H
0
  (t)B and the
dynamial equations read:
(
ih

t
	

(x; t) = H	

(x; t)
	

(x; t = 0) = 	
0
(x):
(2.2)
In a rst approximation the goal may be formalized as
to nd (if any) a nal time T and a nite energy laser
pulse (t), (t) 2 L
2
([0; T ℄) able to steer the system from
	
0
(x) to some predened target 	

(x; T ) = 	
target
(x).
Note that the L
2
norm of 	

is onserved throughout
the evolution:
k	

(x; t)k
L
2
x
(R

)
= k	
0
k
L
2
(R

)
; 8t > 0: (2.3)
In general, for any selfadjoint operator O suh that
[H
0
; O℄ and [B; O℄ are both zero
2
one obtains
< 	

(x; t)jOj	

(x; t) >=< 	
0
jOj	
0
>; 8t > 0; (2.4)
1
Depending on the problem, one may hoose to go beyond this
rst-order, bilinear term when desribing the interation between
the laser and the system [7, 8℄.
2
For two operators/matries T
1
and T
2
we dene [T
1
; T
2
℄ =
 T
1
T
2
+ T
2
T
1
.
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with the usual notation
< 	jOj	 >=< 	; O	 >
L
2
=< O	;	 >
L
2
:
One remarkable lass of operators are L
2
-projetions to
losed subspaes. Let P be a projetion to a losed sub-
spae X of L
2
(R

). Then [H
0
; P ℄ = [B; P ℄ = 0 means
in partiular thatX and its orthogonal omplementX
?
are involutive for H
0
and B, i.e.
(
8	 2 X : H
0
	 2 X; B	 2 X
8	 2 X
?
: H
0
	 2 X
?
; B	 2 X
?
(2.5)
The system an then be viewed as deomposed into two
independent subsystems with orresponding wavefun-
tions equal to the projetions of the total wavefuntion
to X and X
?
. Of ourse this deomposition an be
further rened for any additional projetion operator
that ommutes with H
0
and B. In order not to intro-
due unneessary ompliations, we will suppose in all
that follows that the system has only a nite number
of independent subsystems (although the theory an be
aommodated to t a ountable number of subsystems
whih an be proved to be the general ase), eah being
assoiated its L
2
-projetor P
1
,...,P
K
suh that:
[H
0
; P
i
℄ = [B; P
i
℄ = 0; 8i = 1; :::;K (2.6)
Moreover one an prove that the projetors an be ho-
sen to fulll the following onditions:
K
X
i=1
P
i
= I; P
i
P
j
= 0; 8i 6= j; i; j = 1; :::K (2.7)
Denote by S
	
0
the produt of hyper-spheres: S
	
0
=
ff 2 L
2
(R

); kP
i
fk
L
2
(R

)
= kP
i
	
0
k
L
2
(R

)
; i =
1; :::;Kg By using 2.5 for the projetors P
1
,...,P
k
one
an prove that the system evolves on S
	
0
.
Let us point out that due to the quantum nature of the
system it follows by the unertainty priniple that one
will never be able to experimentally verify, neither fully
exploit, the exat ontrollability. In fat even if one
obtains exatly the desired target state 	
target
the free
evolution (i.e. when laser is swithed o (t) = 0; t  T )
of the quantum system instantaneously modies
this state (by a time dependent phase shift if 	
target
is
an eigenfuntion of H
0
and by the formula (2.1) in gen-
eral). In this ontext a negative ontrollability result is
therefore not really restritive. In fat using arguments
as in [2℄ we may prove
3
3
For a dierent view on this issue we refer to [10℄, where
generi negative ontrollability results are presented together
with some simple ases where ontrollability is proved. Let us
point out that their analysis is done on pieewise onstant fun-
tions whih may not always arry physial meaning for the prob-
lem onsidered; in partiular one may prove ontrollability in this
lass and notie (by the theorem 2.1) that this ontrollability re-
quires innite L
2
norm and therefore innite laser energy.
Theorem 2.1 Let B be a bounded operator from
H
2
x
(R

) into itself and let H
0
generate a C
0
semigroup
of bounded linear operators on H
2
x
(R

). Denote by
	

(x; t) the solution of (2.2). Then the set of attainable
states from 	
0
dened by
AS = [
T>0
f	

(x; T ); (t) 2 L
2
([0; T ℄)g (2.8)
is ontained in a ountable union of ompat subsets
of H
2
x
(R

) \ S
	
0
. In partiular its omplement with
respet to S
	
0
: N = S
	
0
n AS is everywhere dense
on S
	
0
. The same holds true for the omplement with
respet to S
	
0
\H
2
x
(R

).
Proof: To prove the rst part of the theorem one
applies Thm. 3.6 from [2℄ on the spae H
2
x
(R

) for
the operators  iH
0
and  iB (and restrits (t) to L
2
funtions). Denote for any set A:
A
r
1
;:::;r
K
= f
K
X
i=1
s
i
P
i
f ; 0  s
i
 r
i
; f 2 Ag
Then for any ompat subset C of X C
r
1
;:::;r
K
is also
ompat. Applying this to the ompat omponents C
of AS one notes that
[
r
1
0;:::;r
K
0
AS
r
1
;:::;r
K
= [
n2N

AS
n;:::;n
is also a ountable union of ompats subsets of
H
2
x
(R

). It follows by the Baire ategory theorem
that [
r
1
0;:::;r
K
0
AS
r
1
;:::;r
K
has dense omplement in
H
2
x
(R

); in partiular the omplement of AS with re-
spet to S
	
0
\H
2
x
(R

) has to be everywhere dense on
S
	
0
\H
2
x
(R

).
Given this result the searh for exatly ontrollable
quantities has to be direted to the nite dimensional
setting.
3 Finite dimensional ontrollability
Let D = f	
i
(x); i = 1; ::; Ng be an orthonormal basis
for a nite dimensional sub-spae
4
F of L
2
(R

) and A
and B be the matries of the operators H
0
and B with
respet to this base:
A
ij
=< 	
i
; H
0
	
j
>; B
ij
=< 	
i
;B	
j
>; i; j = 1; :::; N:
Denote C = (
i
)
N
i=1
as the oeÆients of 	
i
(x) in the
formula of the evolving state 	(x; t) =
P
N
i=1

i
(t)	
i
(x).
From now we will work in atomi units only (h = 1) ;
the equations (2.2) read
i

t
C

= AC

  (t)BC

; C

(t = 0) = C
0
(3.1)
C
0
= (
0i
)
N
i=1
; 
0i
=< 	
0
;	
i
> (3.2)
4
This spae is given by our model and the funtions 	
i
(x)
are usually the rst eigenfuntions of H
0
onstruted by a prior
omputation or by a modeling based on observations.
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The ontrollability of (3.1) has been dealt with in the
literature (f. [12℄) by deriving results from the ontrol-
lability of a system posed on the spae of the unitary
matries of dimensionN . This approah has the benet
of granting aess to the general tools on the ontrol-
lability of bilinear systems on Lie groups. However,
these results give only suÆient onditions for exat
ontrollability (due to the setting whih is more gen-
eral). Finally there exists a lass of simple quantum
systems ontrollable in a sense to be dened further on
that do not verify the riteria emerging from the Lie
group analysis. We have therefore judged instrutive
to study this issue in a new framework; we were thus
lead into identifying simple neessary and suÆient
onditions for the nite dimensional ontrollability (see
also [5℄ for an introdution to this topi).
In the ase of our modeling the Amatrix is diagonal and
B is symmetrial with null diagonal elements (see [15℄
for the general ase). Let us denote by 
i
; i = 1; ::; N
the diagonal elements of A (the energies of the states
	
i
). Before presenting the theoretial results we will
introdue the ontrollability onept used.
Let O
1
,...,O
p
be positive quantum observables (positive
autoadjoint operators). We say that the distribution of
observables Æ = (Æ
i
)
p
i=1
, Æ
i
 0, i = 1; :::; p is reahable
from the initial state C
0
if for any  > 0 there exists a
nal time T
d
> 0 and an eletri eld (t) 2 L
2
([0; T
d
℄)
suh that the solution of (3.1) satises:
j < 	(x; T
d
)jO
i
j	(x; T
d
) >  Æ
2
i
j < ; i = 1; :::; p
If this is also true for  = 0 we say that the distribution
of observables Æ an be exatly reahed from the initial
state C
0
.
A speial ase of positive observables are the projetions
on the eigenstates P
	
i
dened by P
	
i
	 =< 	;	
i
>
L
2
	
i
, i = 1; :::N . The observable quantities < 	jP
	
i
j	 >
orresponding to this operators are alled populations
of the eigenstates. In our ase these are j

k
(T
d
)j
2
. A
remarkable property of these observables is that when
the system is evolving freely ((3.1) with (t) = 0) the
populations of the eigenstates do not hange.
As it was previously seen the system evolves on the
unit sphere of L
2
x
(R

) whih in nite dimensional rep-
resentation reads
P
N
i=1
j

i
(t)j
2
= 1; 8t  0. We all
population distribution for the system (3.1) anyN -tuple
d 2 R
N
suh that
N
X
i=1
d
2
i
= 1; d
i
 0; i = 1; :::; N (3.3)
A population distribution being a partiular ase of dis-
tribution of observables we extend the reahability on-
epts dened above to this ase also.
4 Transfer graph and neessary onditions
We dene as in [15℄ the non-oriented transfer graph of
the system G = (V;E) whih orresponds to the intu-
itive image of population ow among dierent eigen-
states of the system. The set V of verties is the set of
eigenstates 	
i
and the set of edges E is the set of all
pairs of eigenstates oupled by the matrix B:
G = (V;E); V = f	
1
; :::;	
N
g E = f(	
i
;	
j
);B
ij
6= 0g
(4.1)
This graph an be deomposed into onneted ompo-
nents G

= (V

; E

), a = 1; ::;K that orrespond to a
blo-diagonal struture of the matrix B (modulo per-
mutations on the indies). It is worthwhile mentioning
that this operation is the disrete version of the de-
omposition using projetion operators that was under-
taken for the innite dimensional ase; indeed, for eah
onneted omponent G

,  = 1; :::;K, one an asso-
iate the linear spae spanned by the eigenfuntions in
V

and prove that the (disrete) projetion operator on
this spae P

ommutes with A and B.
Let
~
D = f
~
	
1
; :::;
~
	
N
g be an orthonormal basis for the
nite dimensional spae F and
~
P
1
; :::;
~
P
N
projetions
operators on
~
	
1
,...,
~
	
N
respetively. Suppose moreover
that these observables are ommuting with P
1
; :::; P
K
,
whih is equivalent to the fat that
~
D is the union of
orthonormal basis for eah subsystem. Denote by U
the unitary matrix that allow to hange between the
orthonormal basis D and
~
D:
~
	
i
=
P
j
U
ij
	
j
. We will
suppose in all that follows that all entries in U are real.
One an hek by the denition of G and using equa-
tions (3.1) that for all  = 1; ::;K: i
d
dt
kP

	(x; t)k
2
L
2
=
0 ; eah subsystem (onneted omponent) omply
therefore with the onservation laws
X
fi;	
i
2V

g
< 	(x; t)j
~
P
i
j	(x; t) >= onstant;
t > 0;  = 1; ::;K (4.2)
This allows us to give neessary onditions for ontrol-
lability
Lemma 4.1 If the distribution of observables Æ is
reahable from the initial onguration C
0
then
X
fi;	
i
2V

g
< 	
0
j
~
P
i
j	
0
>=
X
fi;	
i
2V

g
Æ
2
i
;  = 1; ::;K:
(4.3)
As a partiular ase one obtains the following
Corollary 4.1 If the population distribution d is
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reahable from the initial onguration C
0
then
X
fi;	
i
2V

g
j
0i
j
2
=
X
fi;	
i
2V

g
d
2
i
;  = 1; ::;K: (4.4)
5 Controllability results
Denote !
kl
= 
k
  
l
; k; l = 1; :::; N . Let us introdue
the following hypothesis:
A The omponents G

;  = 1; ::;K of G re-
main onneted after elimination of all edge pairs
(	
i
;	
j
); (	
a
;	
b
) suh that !
ij
= !
ab
(degenerate tran-
sitions).
Theorem 5.1 (Loal exat ontrollability) Let T > 0
be a given nal time, 
0
(t) 2 L
2
([0; T ℄) a given laser
eld suh that:
B lim
t!T

0
(t) = 0,
so in partiular the limit lim
t!T

0
(t) is supposed to exist
(see also Remark 5.1); let 	
T
be the state at time T of
the system propagated with the laser eld 
0
and Æ
T
(d
T
)
the distribution of observables (populations) assoiated
to the state 	
T
:
Æ
T
= (
q
< 	
T
j
~
P
i
j	
T
>)
N
i=1
;
d
T
= (j < 	
T
;	
i
>
L
2
j)
N
i=1
= (j
0i
j)
N
i=1
:
Suppose (d
T
)
i
6= 0; (Æ
T
)
i
6= 0; i = 1; :::; N and that the
hypothesis A is veried. Suppose also that:
C For eah onneted omponent G

;  = 1; :::;K of
G it does not exists a partition V

= V
1

[V
2

, V
1

\V
2

=
; suh that
j
X
a2V
1

U
jq
< 	
T
;	
a
> j = j
X
b2V
2

U
jb
< 	
T
;	
b
> j; 8j 2 V

(5.1)
or if suh a partition exists then
P
a2V
1

U
ja
< 	
T
;	
a
>
P
b2V
2

U
jb
< 	
T
;	
b
>
= onstant; 8j 2 V

:
Then there exists an open neighborhood D of Æ
T
on the
surfae of R
N
given by the neessary onditions (4.3)
endowed with the anonial topology suh that one an
exatly reah any distribution of observables Æ in D
from C
0
.
Remark 5.1 The hypothesis B is not really restri-
tive. In all pratial ases 
0
(t) is ontinuous (at least
at nal/initial time) whih assures the existene of the
limit. The requirement that the limit of 
0
(t) in T
be exatly 0 an be readily satised by replaing the
triplet (
0
; A;B) by (   
0
(T ); A + 
0
(T )B;B), where

0
(T ) = lim
t!T

0
(t). Note that in this situation the hy-
pothesis A has to be veried for the eigenvalues of
A + 
0
(T )B whih are in general dierent from those
of A. Finally, note that the set of nal states 	
T
that
do not omply with the hypothesis C is of null anoni-
al measure for any (real) unitary matrix U .
Remark 5.2 The result above may be somehow sur-
prising due to the spei onept of loality used. In
fat, suppose that the evolution of the system has ended
in some nal state p
T
with the orresponding distribu-
tion of observables Æ
T
. Then, in order to obtain some
other admissible distribution Æ

lose to Æ
T
one has to
go bak in time and modify the eletri eld rather than
to start from p
T
and go for Æ

! To understand this one
has to remember that the observables do not neessar-
ily ommute with the hamiltonian so the free evolution
(from p
T
) drags the distribution of observables towards
the diretion given by the evolution equations 2.2; there
is therefore no reason to hope that small perturbations
(after the time T ) an always ounter-balane this bias
and at the same time ll out a neighborhood of Æ
T
.
Remark 5.3 The tehnial onditions (Æ
T
)
i
6= 0; i =
1; :::; N an also be intuitively justied. Indeed if some
(Æ
T
)
i
= 0 one have to take are when hoosing the good
target set to expet exat ontrollability into, sine there
is no reason to hope in (exatly) reahing \distribu-
tions" having some stritly negative observables, as
any projetion-like observable is a positive operator.
Proof: For the sake of simpliity we treat only the
ase !
ij
6= !
ab
; 8(i; j) 6= (a; b), the general ase bearing
no new onepts. Let us denote A =  iA and B =
 iB. Then (3.1) beome:

t
C

= (A+ (t)B)C

; C

(t = 0) = C
0
(5.2)
Denote by (; C
0
; t) = (
a
(; C
0
; t))
N
a=1
the solution at
the time t of (3.1) for the initial (t = 0) data C
0
and
eletri eld (t). Denote also w(t) = (
0
; C
0
; t) and
onsider the anonial base fe
1
; :::; e
N
g of R
N
.
We dene the appliation M : L
2
(R)! R
N
given by
M() = (< (; C
0
; T )j
~
P
a
j(; C
0
; T ) >)
N
a=1
(5.3)
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Note that by the neessary onditions (4.3) the range
of M is a subset of

(x
i
)
N
i=1
2 R
N
;
X
fi;	
i
2V

g
x
i
=
X
fi;	
i
2V

g
< 	
0
j
~
P
i
j	
0
>
 = 1; ::;K
	
The loal ontrollability is in fat a partiular surjetiv-
ity property of M . We will prove that the dierential
DM ofM has the surjetivity property we desire and by
the impliit funtion theorem the onlusion will follow
then for M itself. More preisely we prove that DM is
onto the linear manifold (P) (produt of hyper-planes
of R
ardinality(S

)
;  = 1; ::;K):

(x
i
)
N
i=1
2 R
N
;
X
fi;	
i
2V

g
x
i
= 0;  = 1; ::;K
	
whose M(
0
)-translation is tangent to the range of M .
Denote by f
a
; a = 1; :::; N the omponents of DM :
DM()j
=
0
 ~ =
 
< f
a
; ~ >
L
2

N
a=1
(5.4)
Due to the nite dimensionality of our setting we just
have to show that the range of DM()j
=
0
has a null
orthogonal with respet to (P), that is any vetor k =
(k
a
)
N
a=1
2 R
N
suh that
X
fi;	
i
2V

g
k
i
= 0;  = 1; ::;K (5.5)
N
X
i=1
k
i
 < f
i
; ~ >
L
2
= 0; 8~ 2 L
2
([0; T ℄) (5.6)
is neessary the null vetor. Equation (5.6) an also be
written
X
i=1
k
i
 f
i
(s) = 0; 80  s  T (5.7)
The system (5.2) an be written in the integral form:
(t) = e
R
t
0
A+
0
B
(0) +
Z
t
0
e
R
t
s
A+
0
B
((s)  
0
(s))B(s)ds
(5.8)
whih gives [2℄ the formula of the (Frehet) derivative
D

(; C
0
; t) of (; C
0
; t) with respet to  omputed at
(t) = 
0
(t):
D

(; C
0
; t)j
=0
 ~ =
Z
t
0
e
R
t
s
A+
0
B
~(s)Be
R
s
0
A+
0
B
(0)ds
(5.9)
Then it is easy to see that
DM()j
=0
 ~ =
h
2Re < D

w(T )  ~j
~
P
a
jw(T ) >
i
N
a=1
(5.10)
so we obtain after some manipulations
f
a
(s) = 2Re < e
R
T
s
A+
0
B
Be
R
s
T
A+
0
B
w(T )j
~
P
a
jw(T ) >
(5.11)
From 5.7 we obtain that
N
X
a=1
k
a
d
k
ds
k
f
a
(s)j
s=T
= 0 (5.12)
To ompute the derivatives
d
k
ds
k
f
a
(s)j
s=T
we make use of
a variant of the Campbell - Baker - Hausdor formula:
e
 Y 
Ze
Y 
= Z +  [Y; Z℄ +

2
2
[Y; [Y; Z℄℄ + ::: (5.13)
Dene reursively ad
i
Z
Y = [Y; ad
i 1
Z
Y ℄ and ad
0
Z
Y = Z;
we obtain after making use of the hypothesis 
0
(T ) = 0:
Re < ad
q
B
Aw(T )j
N
X
a=1
k
a
~
P
a
jw(T ) >= 0; q  0 (5.14)
The matrix of the operator
~
P
a
in the basis
~
D is simply
diagfÆ
ia
g
N
i=1
so the matrix of
P
N
a=1
k
a
~
P
a
with respet
to the basis D is U
t
 
diagfk
a
g
N
a=1

U . By straightfor-
ward omputations one obtains
ad
q
B
A =
 
( i)
q+1
!
q
ab
B
ab

N
a;b=1
:
Note also the general property that when !
ab
(a < b)
are all dierent then the only way to have
X
a<b
!
q
ab
r
ab
= 0; q = 0; 1; :::
is when r
ab
are all zero. Denote ~w(T ) = Uw(T ) (the
oeÆients of
P
i
w
i
(T )	
i
in the base
~
D). Using the
ingredients above one proves that
If B
kl
6= 0 :
N
X
i;j=1
(k
i
  k
j
) ~w
i
(T ) ~w
j
(T )U
ik
U
jl
= 0
(5.15)
All that remains to be done is to show that the only
way to have (5.5, 5.15) is when k = 0. Note that
beause any onneted omponent G

has at least
ardinality(V

)   1 edges, in (5.5, 5.15) there are at
least N relations so this is in fat a linear system to
solve. We will suppose in all that follows that G has
only one onneted omponent; the general ase an be
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redued to this one due to the ommutation relations
[
~
P
a
; P
b
℄ = 0; a = 1; :::; N; b = 1; :::;K.
The remaining of the proof being rather tehnial so we
will only sketh it. Denote v = U
t
(diagfk
j
g
N
j=1
)Uw(T );
then equation 5.15 an be written w
k
(T )v
l
= w
l
(T )v
k
or, sine w
i
(T ) 6= 0; i = 1; :::; N :
If B
kl
6= 0 then:
v
k
w
k
(T )
=

v
l
w
l
(T )

(5.16)
By the onnetivity of G one obtains that there exists
 suh that for eah i = 1; :::; N v
i
= w
i
(T ) or v
i
=
w
i
(T ). If  is real one an infer k = 0 by the denition
of v. If  is not real then divide indexes in two sets V
1
and V
2
suh that for i 2 V
1
: v
i
= w
i
(T ) and for j 2 V
2
:
v
j
= w
j
(T ). One an obtain then a formula for k
i
:
k
i
=
(U
t
v)
i
~w
i
(T )
=

P
j2V
1
U
im
w
m
(T ) + 
P
j2V
1
U
im
w
m
(T )
~w
i
(T )
:
(5.17)
By this formula, for k
i
to be real equation 5.1 from the
hypothesis C has to be true; if this is not the ase then
 is real and thus k = 0. On the other side if the seond
assumption of C is true then it is easy to prove k
a
is a
onstant that does not depend of a; a = 1; :::; N so by
5.5 we obtain again k = 0.
A straightforward appliation of the theorem above is
the following (Thm. 2 from [15℄):
Corollary 5.1 (Loal exat ontrollability for popula-
tions) Let d
0
be the population distribution assoiated
to the initial state C
0
: d
0
= (j
0i
j)
i=1;:::;N
. Suppose
d
0i
6= 0; i = 1; :::; N and that the hypothesis A is ver-
ied. Then there exists an open neighborhood D of d
0
on the surfae of R
N
given by the neessary onditions
(4.4) endowed with the anonial topology suh that one
an exatly reah any population distribution d in D
from C
0
.
Proof: Apply the theorem 5.1 for arbitrary nal
time T and null eletri eld (t)  0. Sine the free
evolution of the system preserves the populations of
the eigenstates, we obtain for
~
P
i
= P
	
i
that Æ
T
= d
T
=
(j
0i
j)
N
i=1
so the only hypothesis left to verify is C . This
also is trivial sine in this ase U = I and for j suh that
(for instane) j 2 V
1
a
the rst part of C an be written
j < 	
T
;	
j
> j = 0, impossible sine j < 	
T
;	
j
> j =
j
0j
j 6= 0.
Let us also mention for the sake of ompleteness the
global exat ontrollability result that an be proved
[15℄ using on the one hand the Corollary 5.1 and on the
other hand approximate global ontrollability results
(Thm. 3 [15℄).
Theorem 5.2 (Global exat ontrollability) Let d
0
be
the population distribution assoiated to the initial state
C
0
: d
0
= (j
0i
j)
i=1;:::;N
. Under the hypothesis A any
population distribution d = (d
i
)
N
i=1
suh that d
i
6=
0; i = 1; :::; N whih veries the neessary onditions
(4.4) an be exatly reahed from C
0
.
6 Conlusions
Controllability of the bilinear quantum systems has
been studied in the innite and nite dimensional set-
tings. The lassial ontrol onepts seem to be not
very well adapted to the the innite dimensional ase
and a negative result has been given as illustration.
For the nite dimensional ase, positive results have
been obtained for exat loal ontrollability of sets of
projetion-type observables and global ontrollability
has been proven for the partiular ase when the ob-
servables are the populations of eigenstates. Easy to
hek and intuitively simple to understand neessary
and suÆient onditions have been obtained to hara-
terize the attainable set.
Aknowledgements. It is a pleasure to aknowledge
helpful talks that we had on this topi with Prof. Yvon
Maday (ASCI Laboratory).
Referenes
[1℄ A. Assion et al. \Control of Chemial Rea-
tions by Feedbak-Optimized Phase-Shaping Femtose-
ond Laser Pulses" Siene vol. 282 (1998) pp. 919-922
[2℄ J.M.Ball, J.E.Madersen and M.Slemrod, \Con-
trollability for distributed bilinear systems", SIAM
J.Control and Optimization, vol 20, No.4, 1982, pp.575-
597
[3℄ C. Le Bris, \Control theory applied to Quantum
Chemistry: Some traks", ESAIM : Proeedings, vol.
8, 2000, pp 77-94.
[4℄ P.Brumer and M.Shapiro, A.Chem Res. Vol. 22,
p.407 , 1989
[5℄ A.G. Butkovskiy, Yu.I.Samoilenko, \Control
of quantum-mehanial proesses and systems",
Kluwer,1990
[6℄ Reinhard Diestel \Graph Theory", 2nd ed.
Springer-Verlag, New York, Graduate Texts in Mathe-
matis, Vol. 173, Feb. 2000
[7℄ C.M. Dion et al., Chem. Phys.Lett 302(1999) 215-
223
[8℄ C.M. Dion, A.Keller, O.Atabek & A.D. Ban-
drauk, Phys. Rew. A 59(2) 1999, p.1382
[9℄ Kime K., Appl. Math. Lett. 6 (3) (1993) 11{15.
Referenes 111
[10℄ G.M.Huang, T.J.Tarn & J.W.Clark, \On the
ontrollability of quantum-mehanial systems",
J.Math.Phys 24(1983), p.2608
[11℄ A.P.Piere, M.A. Dahleh and H.Rabitz, Phys
Rev.A 37, 4950 (1988)
[12℄ V. Ramakrishna & al. \Controllability of mole-
ular systems" , Phys. Rew. A, Vol 51, No.2, 1995 pp.
960-966
[13℄ S.Shi, A.Woody, and H.Rabitz, J.Chem Phys.
88(1988), p.6870
[14℄ D.J.Tannor and S.A.Rie, J.Chem Phys 83(1985),
p.5013
[15℄ G. Turinii \On the ontrollability of bilinear
quantum systems" in M.Defraneshi, C.LeBris (Eds.),
\Mathematial models and methods for ab initio Quan-
tum Chemistry", Leture Notes in Chemistry, volume
74, Springer, 2000 ISBN: 3-540-67631-7
[16℄ Hershel Rabitz, Regina de Vivie-Riedle, Marus
Motzkus, and Karl Kompa \Whither the Future of Con-
trolling Quantum Phenomena?" Siene 2000 May 5;
288: 824-828.
[17℄ W.S.Warren, H.Rabitz and M.Dahleh, \Coherent
ontrol of quantum dynamis", Siene 259 (1993)
112
1.2 Resultats theoriques
Wavefuntion ontrollability in quantum
systems
Gabriel Turinii
ASCI-CNRS Laboratory, Bat. 506, Universite Paris Sud, 91405 Orsay Cedex
Hershel Rabitz
Department of Chemistry, Prineton University, Prineton, New Jersey 08544-1009
Abstrat
We present ontrollability results for quantum systems interating
with lasers. Exat ontrollability for the wavefuntion in these bilinear
systems is proved in the nite dimensional ase under very natural
hypotheses. The ontrollability onditions are neessary and suÆient.
PACS number(s): 32.80.Qk
1 Introdution
Controlling hemial reations at the quantum level is a long-lasting goal
(f. [2, 3, 5, 9, 11, 12, 13, 15, 16, 17, 22℄ ) going bak the very beginning of
laser tehnology. Due to the subtle nature of the interations involved, ma-
nipulation of quantum dynamis is expeted to allow for ner ontrol than
lassial tools (e.g. temperature and pressure) and possibly for new rea-
tions and/or produts. Controlling quantum phenomena also goes beyond
hemial reations to enompass many other appliations [13℄.
The earliest experiments showed that designing a laser pulse apable of
steering the system to the desired target state is a rather diÆult task that
physial intuition alone generally annot aomplish. It is only reently that
tools from ontrol theory were introdued and began to give satisfatory
results in some partiular ases; nding the optimal laser eletri eld as a
design objetive is treated by numerial methods and a need exists for new
113
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methods that are reliable and omputationally inexpensive. A legitimate
question arises in this ontext: what quantum states an be attained using
suh an external eld ? Some answers are given below for nite dimensional
quantum systems.
2 Dynamial Equations
This setion introdues the general innite dimensional equations for ontrol-
lability analysis; their disretization is disussed in the next setion. Consider
a quantum system (treated rst as isolated) without ontrol interation with
internal Hamiltonian H
0
and prepared in the initial state 	
0
(x) where x de-
notes the relevant oordinate variables; the state 	(x; t) at time t satises
the time-dependent Shrodinger equation
i~

t
	(x; t) = H
0
	(x; t) (1)
	(x; t = 0) = 	
0
(x); k	
0
k
L
2
(R

)
= 1
In the presene of an external interation, taken here as an eletri eld
modeled by a laser amplitude (t) 2 R oupled to the system through a
time independent dipole moment operator B (see also [23℄) the (ontrolled)
dynamial equations beome:
i~

t
	

(x; t) = H
0
	

(x; t) + (t)  B	

(x; t) = H	

(x; t) (2)
	

(x; t = 0) = 	
0
(x)
In order to avoid trivial ontrol problems we suppose [H
0
;B℄ 6= 0, where the
Lie braket [; ℄ is dened as [U; V ℄ = UV   V U .
The goal is to nd if any nal time T > 0 and nite energy laser pulse
(t) 2 L
2
([0; T ℄) exist suh that (t) is able to steer the system from 	
0
(x) to
some predened target 	

(x; T ) = 	
target
(x). If the answer to this question
is aÆrmative, then the system is ontrollable. Given that H is Hermitian
one an easily prove that the L
2
norm of 	

is onserved throughout the
evolution:
k	

(x; t)k
L
2
x
(R

)
= k	
0
k
L
2
(R

)
; 8t > 0: (3)
Note that 	

(x; t) evolves on the unit sphere S(0; 1) of L
2
(R

):
S(0; 1) = ff 2 L
2
(R

); kfk
L
2
(R

)
= 1g
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3 Finite dimensional system
Let D = f	
i
(x); i = 1; ::; Ng be the set of the rst N;N  3 eigenstates
of the innite dimensional Hamiltonian H
0
, let M be the linear spae they
generate, and let A and B be the matries of the operators H
0
and B re-
spetively, with respet to this base; as in the innite dimensional setting
it is supposed that [A;B℄ 6= 0. Negative generi results onerning the in-
nite dimensional ontrollability (f. [1, 10, 19, 21℄) are available that show
the need for tailored ontrollability onepts and for a good understanding
of the nite dimensional ase; moreover the existene of intrinsially nite
dimensional quantum hemial situations (\N-level" systems, spin systems,
et.) motivates a nite dimensional analysis.
We denote C = (
i
)
N
i=1
to be the oeÆients of 	
i
(x) in an expansion of
the evolving state 	(t; x) =
P
N
i=1

i
(t)	
i
(x); Eq (2) now beomes
(
i~

t
C = AC + (t)BC
C(t = 0) = C
0
(4)
C
0
= (
0i
)
N
i=1
; 
0i
=< 	
0
;	
i
>;
P
N
i=1
j
0i
j
2
= 1 (5)
The ontrollability of Eq. (4) has been dealt with in the literature (f. [14℄)
by onsidering the problem of the ontrollability of a system posed on the
spae of the unitary matries of dimension N . This approah has the benet
of drawing on the general tools and results from bilinear ontrollability on Lie
groups. However, verifying those riteria may be omputationally diÆult
when N is large; moreover the results obtained this way give only suÆient
onditions for exat ontrollability (due to a setting that is more general
than often required). Thus, we onsider identifying the neessary and
suÆient onditions for the nite dimensional ontrollability (see also [4℄
for an overview of the topi).
We make the ommon assumptions that the A matrix is diagonal and that
the B matrix is real symmetri (Hermitian). We denote 
i
2 R; i = 1; ::; N;
to be the diagonal elements of A (the energies of the states 	
i
). With the
notation S
M
(0; 1) = S(0; 1) \M , it was previously stated that the system
evolves on S
M
(0; 1), whih in a nite dimensional representation reads:
N
X
i=1
j
i
(t)j
2
= 1; 8t  0 (6)
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4 Connetivity graph and neessary ondi-
tions
The B matrix plays the ritial role of speifying the kinemati oupling
amongst the eigenstates of the system referene Hamiltonian matrix A. We
assoiate to the system a graph G = (V;E) alled the onnetivity graph (we
refer the reader to [6℄ for graph theory onepts). We dene the set V of
verties as the set of eigenstates 	
i
and the set of edges E as the set of all
pairs of eigenstates oupled by the matrix B. Sine B is symmetri we an
onsider G as non-oriented:
G = (V;E) : V = f	
1
; :::;	
n
g E = f(	
i
;	
j
); i 6= j; B
ij
6= 0g (7)
We may deompose this graph into (onneted) omponentsG

= (V

; E

),
a = 1; ::; K. Note that this deomposition orresponds to a blo-diagonal
struture of the matrix B (modulo some permutations on the indies). From
the denition of G and using Eq. (4) (A is diagonal) it follows that
i~

t
X
fi;	
i
2V

g
j
i
(t)j
2
= 0 (8)
Using Eq. (8) one an write new onservation laws for eah omponent:
X
fi;	
i
2V

g
j
i
(t)j
2
= onstant; 8t > 0;  = 1; ::; K (9)
Denote by U(A;B; ; t
1
! t
2
) the propagator assoiated with Eq. (4);
for any state (t
1
), U(A;B; ; t
1
! t
2
)(t
1
) is dened as the solution at time
t = t
2
of Eq. (4) with the initial state at time t = t
1
being (t
1
). This
operator is also symbolially written U(A;B; ; t
1
! t
2
) = e
 i
R
t
2
t
1
(A+(t)B)dt
.
Denition 1 We say that 	
2
is reahable from 	
1
if there exists 0 < T <1,
(t) 2 L
2
([0; T ℄;R) suh that U(A;B; (t); 0! T )	
1
= 	
2
.
This allows us to give neessary onditions for ontrollability:
Lemma 1 If the state  =
P
N
i=1
d
i
	
i
(x) is reahable from the initial on-
guration C
0
then
X
fi;	
i
2V

g
j
0i
j
2
=
X
fi;	
i
2V

g
jd
i
j
2
;  = 1; ::; K (10)
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In order to simplify the presentation of the results we will introdue the
following hypothesis:
H A The graph G is onneted, i.e. K = 1.
The assumption H A is not at all restritive, it is just a matter of speifying
the number of independent subsystems we want to simultaneously ontrol
(see [19℄ for the general ase). Note also that this does not imply that any
two states are diretly onneted one with another, but only that for any two
states 	
i
and 	
j
there is a path in the graph G that onnets 	
i
and 	
j
.
5 Controllability
We denote !
kl
= 
k
  
l
; k; l = 1; :::; N as the eigenvalue dierenes for the
matrix A, and atomi units (~ = 1) will be utilized. Consider the hypothesis:
H B The onnetivity graph G does not have \degenerate transitions", that
is for all (i; j) 6= (a; b), i 6= j, a 6= b suh that B
ij
6= 0, B
ab
6= 0: !
ij
6= !
ab
.
Remark 1 In all that follows this hypothesis ould be relaxed to
H C The onnetivity graph G remains onneted after elimination of all
edge pairs (	
i
;	
j
); (	
a
;	
b
) suh that !
ij
= !
ab
(degenerate transitions).
However, to ease of presentation H B will be assumed to be true.
We also introdue one more hypothesis:
H D For eah i; j; a; b = 1; :::; N suh that !
ij
6= 0:
!
ab
!
ij
2 Q, where Q is the
set of all rational numbers.
Remark 2 The assumption H D implies that there exists a T > 0 suh that
U(A;B; 0; 0! T ) = e
 iTA
= I (i.e. the free evolution is periodi). Note that
H D is in partiular veried if 
i
2 Q; i = 1; :::; N , whih is often the ase in
pratie (e.g. [18℄). Moreover alternative proofs of the ontrollability result
without H D are possible and will be presented in a future paper.
We will onlude with a simple but important remark: the reverse (i.e. the
same dynamis but with time reversed) of the system (4) given by (A;B; (t))
is equivalent to a system of the same kind ( A; B; ~(t) = ( t)), suh that:
(U(A;B; (t); t
1
! t
2
))
 1
= U( A; B; ( t); t
2
!  t
1
):
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We all (A;B; (t)) the \diret system" and ( A; B; ~(t)) the orresponding
\reverse system".
The goal is to prove that under hypothesis H A ,H B ,H D the system is
ontrollable, i.e. for any 	
1
2 S(0; 1) \M the set of reahable states from
	
1
is S(0; 1) \M . The proof has two parts: loal ontrollability and global
ontrollability.
5.1 Loal ontrollability
We begin by introduing two partiular subsets ofM ; if the graph G admits a
bipartite deomposition V = P
1
[P
2
; P
1
\P
2
= ;; P
1
6= ;; P
2
6= ;; E  P
1
P
2
denote
X = f =
N
X
i=1
w
i
	
i
;
X
i2P
1

i
jw
i
j
2
=
X
j2P
2

j
jw
j
j
2
g (11)
If G does not have a bipartite deomposition (thus it has at least one odd-
length yle, see [6℄ p.24) set X = ;. We also introdue the set Z:
Z = f	 =
N
X
i=1

i
	
i
; 9i : 
i
= 0g (12)
Theorem 1 Let 	 2 S
M
(0; 1) n X n Z. Under the assumptions H A , H B ,
H D the set of reahable states from 	 is a neighborhood of 	 (in the anoni
topology of S
M
(0; 1)). The same result is true for the reverse system, that is,
the set of states from whih 	 an be reahed is a neighborhood of 	.
Proof. We will use on M its real Hilbert spae struture (and not the
anonial omplex Hilbert spae struture) given by the salar produt:
< 
1
; 
2
>
R
= Re(< 
1
; 
2
>) =
1
2
(< 
1
; 
2
> + < 
2
; 
1
>): (13)
Consider the mapping S : L
2
(R)R!M given by S(; t) = U(A;B; ; 0!
t)	. We want to prove that S(L
2
(R) (0;1)) is a neighborhood of 	. Note
that S(0; T ) = 	 and that S is dierentiable in (0; T )(see [1℄). Therefore it
suÆes to prove that the dierential DS of S in (0; T ) is onto the tangent
plane P in 	 at S
M
(0; 1) given by the equation:
P = f 2M :< ;	 > + < 	;  >= 0g: (14)
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Sine the image of the dierential is a linear spae, it is enough to prove
that the only  2M suh that:
(
< DS
(;t)=(0;T )
(; t);  >
R
= 0; 8(; t) 2 L
2
(R)R
< ;	 >
R
= 0
(15)
is   0. Let  satisfy (15). Denote by DS

the dierential of S with respet
to  in (0; T ) and by DS
t
the dierential of S with respet to t in (0; T ).
Then (see also [1℄):
(
DS

(~) =  i
R
T
0
e
 iA(T s)
~(s)Be
iA(T s)
	ds
DS
t
=  iA	
(16)
So (15) is equivalent to:
8
>
<
>
:
Im(< e
 iA(T s)
Be
iA(T s)
	;  >) = 0; 80 < s < T
Im(< A	;  >) = 0
Re(< 	;  >) = 0
(17)
Denote 	 =
P
i

i
	
i
,  =
P
i
w
i
	
i
. Making use of the hypothesis H B as in
[20℄ we obtain:
B
ab
(
a
w
b
  
b
w
a
) = 0; 81  a < b  N (18)
Re(
P
N
a=1

a
w
a
) = 0 (19)
Im(
P
N
a=1

a

a
w
a
) = 0: (20)
Equation (18) implies that for eah a; b suh that B
a;b
6= 0
w
a

a
=

w
b

b

: (21)
Sine the onnetivity graph is fully onneted we obtain easily that there
exists a omplex onstant  suh that for eah 1  a  N w
a
= 
a
or
w
a
= 
a
. If G is not bipartite then it has an odd-length yle. Using (21)
along this yle one obtains  2 R so  = 	 and by (19) it follows that
 = 0 so   0.
If G is bipartite with deomposition V = P
1
[ P
2
we onlude from (21)
that
(
w
a
= 
a
; 8a 2 P
1
w
a
= 
a
; 8a 2 P
2
(22)
From (19) and (20) one onludes that either  = 0 (so   0) either 	 2 X.
Replaing (A;B; (t)) by ( A; B; ( t)) one obtains the seond part of the
theorem.
5 CONTROLLABILITY 120
5.2 Global ontrollability
Theorem 2 Under the assumptions H A , H B , H D the system (4) is on-
trollable, that is for any 	 2 S
M
(0; 1) the set of reahable states from 	 is
S
M
(0; 1); the same result is true for the reverse system.
Proof. The proof is based on the following lemmas:
Lemma 2 (\exit lemma") For any 	 2 S
M
(0; 1) there exists at least one
state in S
M
(0; 1)nX nZ that an be reahed from 	; the same is true for the
reverse system.
Lemma 3 (\pass lemma") If X 6= ; then, in any given open (for the anon-
ial topology of X \ S
M
(0; 1)) subset V of X \ S
M
(0; 1) there exists a \pass
state"  2 V nZ suh that from  one an reah at least one point in any (of
the two) loal in  onneted omponents of S
M
(0; 1) nX separated by X;
moreover these points an be hosen not to be in Z; the same is true for the
reverse system.
Suppose lemmas 2 and 3 are both true; suppose also X 6= ; (the simpler
alternative X = ; follows along the same lines). By the \exit-lemma" it
is enough to prove (for the diret and inverse system) that for any 	 2
S
M
(0; 1)nXnZ the set of reahable states from 	 is S
M
(0; 1)nXnZ. That is,
use the lemma for the diret system to reah a state in S
M
(0; 1)nXnZ, and use
it one more for the reverse system to obtain a state in S
M
(0; 1)nX nZ from
whih the target an be reahed and in the \middle" use the ontrollability
from S
M
(0; 1) nX nZ to S
M
(0; 1) nX nZ. The proof proeeds in two steps:
1. Suppose the initial state  and target Æ are in the same onneted
omponent of S
M
(0; 1)nX. Then there exists a ontinuous urve C(t) :
[0; 1℄! S
M
(0; 1) nZ nX with C(0) = , C(1) = Æ. We will prove that
eah C(t), t 2 [0; 1℄ is reahable from . Indeed, let us denote by  the
minimal value t suh that C(t) is not reahable from . By the loal
ontrollability result for the state  we obtain  > 0. Sine C() 2
S
M
(0; 1)nZ nX one an apply the loal result for the reverse system in
C() and dedue that there exists 
0
<  suh C() is reahable from
C(
0
). But, by the minimal property of , C(
0
) is reahable from  so
by transitivity C() is also reahable from .
2. Let the initial state  and target Æ be in dierent onneted omponents
of S
M
(0; 1) nX. For the sake of simpliity suppose that the onneted
omponents are adjaent (two omponents are alled adjaent if the
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intersetion of their frontiers has a non void interior in the anoni
topology of S
M
(0; 1)\X), the general ase being a mere reiteration of
the arguments below It an be proved, see also the disussion on the
geometry of the set X below, that any two omponents of S
M
(0; 1)nX
an be linked by a hain of adjaent omponents. Then there exists a
\pass-state"  2 X n Z given by lemma 3 on the boundary of the two
onneted omponents. By the properties of a \pass state" there exists
two states 
0
(in the same omponent as ) and 
0
(in the same ompo-
nent as ) and an eletri eld suh that the orresponding evolution
starting from 
0
passes by  and arrives in 
0
. Sine by the previous
ase 
0
is reahable from  and  from 
0
an eletri eld realizing an
evolution  ! 
0
!  ! 
0
!  an be found, and therefore  is
reahable from , whih onludes our proof.
Before giving proofs for the lemmas above let us denote by D
i
the L
2
projetor to 	
i
, i = 1; :::; N and by O the operator
P
i2P
1

i
D
i
 
P
j2P
2

j
D
j
.
We make use of the lassial \bra-ket" notation for self-adjoint operators V
(suh as O, D
i
): < 
1
jV j
2
>:=< 
1
; V 
2
>=< V 
1
; 
2
>). We obtain the
following haraterizations
X = f;< jOj >= 0g; Z =
N
[
i=1
f;< jD
i
j >= 0g (23)
Note also: [H
0
; O℄ = [H
0
; D
i
℄ = 0; i = 1; :::; N , but [B; O℄ 6= 0, [B; D
i
℄ 6=
0; i = 1; :::; N . We will use the same notation for the matries of these
operators with respet to the base D.
Proof of lemma 2. a) We begin by proving that for any k = 1; :::; N ,
 2 S
M
(0; 1),  > 0, and  > 0 there exists at least an (t) 2 L
2
(0; ),
kk
L
2
< : suh that:
fU(A;B; (t); 0! s); 0  s  g nD
 1
k
f0g 6= ; (24)
Denote U(A;B; (t); 0 ! s) = (s) =
P
N
l=1

l
(s)	
l
as the solution of (4).
Suppose (24) is not true, then 
k
(s) vanishes on [0;  ℄ as well as all its deriva-
tives, for any smooth eletri eld (t) 2 C
1
\L
2
(0; ), kk
L
2
< . We obtain
to rst order:
i
d
dt

k
(s) = (s)
N
X
j=1
B
kj

j
(s) = 0; 8 s 2 [0;  ℄; (t) 2 C
1
\ L
2
(0; ); kk
L
2
< 
(25)
5 CONTROLLABILITY 122
Take 
n
(t) =

n
p

and denote by 
n
(s) =
P
N
l=1

nl
(s)	
l
the orresponding
evolution. Sine 
n
(s) 6= 0 on [0;  ℄ it follows that
N
X
j=1
B
kj

nj
(s) = 0; 0  s  ; n = 1; ::: (26)
For n ! 1 the limiting trajetory is the free evolution 
j
(s) = e
 i
j
s

j
(0),
therefore
N
X
j=1
B
kj

j
(s) =
N
X
j=1
B
kj
e
 i
j
s

j
(0) = 0; 0  s   (27)
By the hypothesis H B this an be true only if 
j
(0) = 0 for all j onneted
to k in G (B
kj
6= 0, j 6= k). Seleting the initial time arbitrarily in [0;  ℄ one
obtains that for any (t) 2 L
2
([0;  ℄), kk
L
2
<  and orresponding evolution
U(A;B; (t); 0 ! s) = (s) =
P
N
l=1

l
(s)	
l
the oeÆient 
j
(s) is zero for
all s 2 [0;  ℄ and all j onneted to k in G. Repeating this reasoning as
many times as neessary (starting eah time from the newly obtained zero
oeÆients) and using the onneted graph struture of B it follows that

j
(s) = 0; 0  s  ; j = 1; :::; N , whih is in obvious ontradition with
 2 S
M
(0; 1).
b) An immediate onsequene of the assertion (24) is that for eah state
 2 S
M
(0; 1) and eah neighborhood V of  there exists a reahable state
from  that is not in Z.
) Sine Z is a losed set, all that remains to prove is that for any state
 2 S
M
(0; 1)nZ and neighborhood V of  there exists at least one reahable
state from  in V \ S
M
(0; 1) nX.
Suppose that this is not true; then there exists  2 S
M
(0; 1) n Z),  > 0,
and  > 0 suh that for any (t) 2 L
2
(0; ), kk
L
2
< :
< U(A;B; (t); 0! s)jOjU(A;B; (t); 0! s) >= 0; 8s 2 [0;  ℄ (28)
Denote U(A;B; (t); 0 ! s) = (s) =
P
N
l=1

l
(s)	
l
as the solution of (4)
and O(t) =< (t)jOj(t) >. Then for any (t) 2 L
2
(0; ), kk
L
2
<  O(t)
and all its derivatives vanish in [0;  ℄. To ompute the rst derivative use
the formula for the evolution of an observable represented by a matrix V :
V (t) =< (t)jV j(t) >:
d
dt
V (t) =< (t)ji[A; V ℄j(t) > +(t) < (t)ji[B; V ℄j(t) > : (29)
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Denote J = [B;O℄; there exists a 6= b suh that J
ab
6= 0; B
ab
6= 0 and for
V = O in (29):
d
ds
O(s) = (s) < (s)jiJ j(s) >= 0; 8s 2 [0;  ℄; (t) 2 C
1
; kk
L
2
< 
(30)
Using the same tehnique as above one onludes that
J
ij
Re(
i
(s)
j
(s)) = 0; i 6= j; i; j = 1; :::; N; 8s 2 [0;  ℄ (31)
so nally:
Re(
a
(s)
b
(s)) = 0; 8s 2 [0;  ℄; 8(t) 2 L
2
(0; ); kk
L
2
<  (32)
If suÆes to note that 2Re(
a
(s)
b
(s)) =< 
a
(s); 
b
(s) > + < 
b
(s); 
a
(s) >
is (a partiular observable) not onserved by the free evolution ((t)  0) so
(32) annot be true.
Proof of lemma 3. We begin with some geometry onsiderations onerning
the set X. Following the denition (23) denote by f : S
M
(0; 1) ! R the
funtion f(
P
N
i=1
z
i
	
i
) =
P
i2P
1

i
jz
i
j
2
 
P
j2P
2

j
jz
j
j
2
. Then X = f
 1
f0g.
The dierentialDf of f never vanishes in general and vanishes only onKD =
fe
i
	
k
; 0    2g if some 
k
= 0, so for any open set V
1
2 S
M
(0; 1) \X
there exists a subset V
2
 V
1
suh that Df never vanishes on V
2
; loally on
V
2
only two onneted omponents f
 1
(℄0;1[) \ V
2
and f
 1
(℄ 1; 0[) \ V
2
are present and globally KD does not introdue new onneted omponents.
For any two points ; Æ 2 S
M
(0; 1) nX there exists a ontinuous urve from
 to Æ that does not interset KD, the real odimension of KD in X being
at least 2. We an therefore suppose V \KD = ;.
Let (s) be the solution of (4) for initial data (0) and eletri eld (t).
By the denition ofX (f. (23)) the loal onneted omponents separated by
X in S
M
(0; 1) orrespond to regions where the observableO has onstant sign.
In order to prove this lemma it is therefore enough to nd a  2 V n Z suh
that < j[B; O℄ >6= 0, with at least one state in eah onneted omponent
being then reahed from  by hoosing the good sign for (0). Sine V nZ 6= ;
there exists 
0
2 V n Z. Note as above by J the matrix representation
of [B; O℄ in the basis D and nd a 6= b suh that J
ab
6= 0. Choose 
suh that the free evolution 
0
(s) =
P
N
i=1
g
i
(s)	
i
of a system starting from

0
(0) = 
0
2 X do not exit V n Z before time s =  (when the laser is o
the system is guaranteed to remain in X ). We have seen before that the
equality Re(g
a
(s)g
b
(s)) = 0 is not onserved during the free evolution so we
may also suppose Re(g
a
(0)g
b
(0)) 6= 0. If at least one s 2 [0;  ℄ is found suh
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< 
0
(s)jJ j
0
(s) >6= 0 the lemma is proved; if this is not true, notie that
J
ij
6= 0 only when B
ij
6= 0 and use the formula for the free evolution and the
hypothesis H B to obtain that J
ab
Re(g
a
(0)g
b
(0)) = 0, whih is a ontradition.
Remark 3 Even when the hamiltonian matrix A does not omply with H B ,
thm 2 may still be used; indeed, it suÆes to nd a  2 R suh that the
eigenvalues of A + B satisfy H B , apply the theorem for the system (A +
B;B) and obtain an eld ~(t); the answer is then the eld ~(t) +  as the
system (A+ B;B; ~) is obviously equivalent to (A;B; ~(t) + ).
6 Disussion and onlusions
Wavefuntion ontrollability of nite dimensional bilinear quantum systems
was analyzed and neessary and suÆient onditions were found under rea-
sonable physial hypothesis on the system under onsideration. Under hy-
pothesis H B the only restritions on the attainable set appear from onser-
vations laws (Eq.(10)) in eet. Various other hypothesis (H A , H D ) are only
neessary for the present proof and will be eliminated in a future paper.
The status of the hypothesis H B is more subtle; in ertain ases its removal
brings about new onservation laws (that will neessarily ontrat the at-
tainable set) very dierent from those in Eq.(10). On the other hand, an
analysis of the ase N = 3 leads us to state the following
Conjeture As long as no new onservation laws {besides L
2
norm onser-
vation { appear, the system is ontrollable, i.e. any state on the unit sphere
an be reahed (in nite time and with nite laser energy) from any other.
The merit of the formulation above is intrinsially related to the properties
of the systems and not on their mathematial transription. The existene
of onservation laws possibly may prevent ontrollability or orrespondingly
just restrit the set of attainable states (i.e., if the neessary onditions thus
introdued are also suÆient). On the other hand we remark that in some
ases, in the absene of H B , onservation laws may involve quantities that
are not neessarily observables.
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1.3 Appliations
Quantum Wavefuntion Controllability
Gabriel Turinii
ASCI-CNRS Laboratory, Bat. 506, Universite Paris Sud, 91405 Orsay Cedex
Hershel Rabitz
Department of Chemistry, Prin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eton, New Jersey 08544-1009
Abstrat
Theoretial results are presented on the ability to arbitrarily steer
about a wavefuntion for a quantum system under time-dependent
external eld ontrol. Criteria on the eld free Hamiltonian and the
eld oupling term in the Hamiltonian are presented that assure full
wavefuntion ontrollability. Numerial simulations are given to il-
lustrate the riteria. A disussion on the theoretial and pratial
relationship between dynamial onservation laws and ontrollability
is also inluded.
PACS number(s): 32.80.Qk
1 Introdution
There is muh interest on ontrolling quantum systems through their inter-
ation with external elds [1℄ - [11℄. This ativity is motivated by a potential
wide range of appliations [7℄ that this framework an aommodate. Enour-
aging positive results have already been obtained in losed loop experiments
[12, 13℄, but both theoretial and experimental researh is still needed to
understand the subtle nature of the ontrol proesses.
Early eorts at ahieving quantum ontrol based on intuitive physial
understanding generally gave poor results. Signiant advanes have ome
through the introdution of rigorous ontrol theory tools together with en-
haned laser pulse shaping apabilities. An important preliminary step to
any experiment are indiations of its feasibility through theoretial studies
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and omputer simulations. Suh analyses an indiate the set of objetives
that an reasonably be met and present the nature of a laser pulse to most
likely meet the objetives. The study of the set of quantum states that an
be attained is an aspet of ontrol theory aimed at deiding whether the sys-
tem is ontrollable, i.e. if any admissible quantum state an be attained with
some (admissible) laser eld. Until reently the answer to this question was
given using results available in [14℄ or [15℄ ; although useful in many ases,
these results may prove more general than often required, as in [14℄ where
general results are derived for the evolution of unitary operators, or too pes-
simisti as in [15℄ where negative results are presented for innite dimensional
ontrollability. A theoretial study was then undertaken [16℄ to shed some
light on the phenomena involved when ontrollability for the wavefuntion
is investigated in nite dimensional bilinear quantum systems. The purpose
of this paper is to explore and disuss the pratial utility of these latter
formal theoretial results along with simple illustrations through omputer
simulations. The outline of the paper is as follows: the theoretial results
are presented in setion 2 ; supporting numerial simulations and some pra-
tial extensions of the theory are presented in setion 3. A disussion on
the onnetions between dynamial onservation laws and ontrollability of
quantum systems is given in setion 4 ; onluding remarks are presented in
setion 5.
2 Theoretial Controllability Criteria
Consider a quantum system with internal Hamiltonian H
0
prepared in the
initial state 	
0
(x), where x denotes the relevant oordinate variables. The
external interation will be taken here as a ontrol eld amplitude (t) 2 R
oupled to the system through a time independent (e.g, dipole moment)
operator B (see also [17℄) ; then the time-dependent ontrol Shrodinger
equation that gives the evolution of the state 	(x; t) at time t is :
i~

t
	(x; t) = H
0
	(x; t) + (t)  B	(x; t) = H	(x; t) (1)
	(x; t = 0) = 	
0
(x)
In order to avoid trivial ontrol problems we suppose [H
0
;B℄ 6= 0, where the
Lie braket [; ℄ is dened as [U; V ℄ = UV   V U .
The goal is to nd if any nal time T > 0 and nite energy ontrol pulse
(t) 2 L
2
([0; T ℄) exist suh that (t) is able to steer the system from 	
0
(x) to
some predened target 	(x; T ) = 	
target
(x). If the answer to this question is
aÆrmative, then the system is ontrollable. Given that H is Hermitian, the
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L
2
norm k	(x; t)k
L
2
x
(R

)
of 	 is onserved throughout the evolution so that
	(x; t) evolves on the unit sphere S(0; 1) of L
2
(R

):
S(0; 1) = ff 2 L
2
(R

); kfk
L
2
(R

)
= 1g
Numerial simulations on the system (1) require the introdution of a
nite dimensional setting. A ommon hoie is to onsider the set D =
f	
i
(x); i = 1; ::; Ng of the rst N eigenstates of the innite dimensional
Hamiltonian H
0
and restrit the operators involved to the linear spae that
D generates. Let A and B be the matries of the operators H
0
and B
respetively, in terms of this base, and as above, it is supposed that [A;B℄ 6=
0.
Before leaving the innite dimensional setting, we remark that the on-
trollability of (bilinear) quantum systems on innite dimensional spaes is a
diÆult problem and the resolution of this matter is only partially solved.
Moreover, the generi results obtained so far in this setting are negative
[20, 15, 21, 22, 23℄ showing the need for tailored ontrollability onepts and
a thorough understanding of the nite dimensional ase in order to appro-
priately extend the positive ontrollability results available [14, 16℄ to the
innite dimensional setting. The present study is also motivated by the exis-
tene of intrinsially nite dimensional quantum mehanial situations (e.g.
N-level spin systems, et.).
We denote C = (C
i
)
N
i=1
to be the oeÆients of 	
i
(x) in an expansion of
the evolving state 	(t; x) =
P
N
i=1
C
i
(t)	
i
(x), N  3; Eq (1) now beomes
(
i~

t
C = AC + (t)BC
C(t = 0) = C
0
(2)
C
0
= (C
0i
)
N
i=1
; C
0i
=< 	
0
;	
i
>;
P
N
i=1
jC
0i
j
2
= 1 (3)
The ontrollability of Eq. (2) has been already dealt with in the literature
[14℄ by onsidering the problem of the ontrollability of a system posed on the
spae of the unitary matries of dimension N . This elegant approah has the
benet of drawing on the general tools and results from bilinear ontrollability
on Lie groups. However, verifying those riteria may be omputationally
diÆult when N is large; moreover the results obtained this way give only
suÆient onditions for exat ontrollability (due to a setting that is more
general than often required). Thus, we onsider identifying omputationally
onvenient and intuitive onditions for nite dimensional wavefuntions to
be reahable from an arbitrary initial state (see also [24℄ for an overview of
the topi).
We make the ommon assumptions that the A matrix is diagonal and that
the B matrix is real symmetri (Hermitian). Denote 
i
2 R; i = 1; ::; N; as
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the real diagonal elements of A (i.e. the energies assoiated with the states
	
i
). Denote S
M
(0; 1) = S(0; 1)\M . The onservation of the L
2
norm of the
wavefuntion an be written in the nite dimensional representation:
N
X
i=1
jC
i
(t)j
2
= 1; 8t  0 (4)
2.1 Connetivity Graph
The B matrix plays the ritial role of speifying the kinemati oupling
amongst the eigenstates of the system referene Hamiltonian matrix A. The
struture of the set of all diret and indiret ouplings between eigenstates is
very relevant to assessing ontrollability. In order to formalize the onepts,
we assoiate to the system a non-oriented graph G = (V;E) alled the on-
netivity graph (the reader is referred to [25℄ for graph theory onepts). We
dene the set V of verties as onsisting of the eigenstates 	
i
and the set
of edges E as onsisting of all pairs of eigenstates diretly oupled by the
matrix B.
G = (V;E) : V = f	
1
; :::;	
n
g; E = f(	
i
;	
j
); i < j; B
ij
6= 0g (5)
This graph an be deomposed into (onneted) omponents G

= (V

,
E

), a = 1; ::; K. In more intuitive terms, two eigenstates 	

and 	

0
are in
the same onneted omponent (we will say that they are indiretly oupled)
if there exist a path 	
j
1
= 	

, 	
j
2
,..., 	
j
l
= 	

0
from 	

to 	

0
suh that any
onseutive verties 	
j
a
to 	
j
a+1
of this hain are diretly oupled, i.e. the
dipole moment B
j
a
j
a+1
is non-zero (whih is the same as (	
j
a
;	
j
a+1
) 2 E)
; note that there is no need for non-onseutive verties 	
j
a
to 	
j
b
to be
diretly onneted, i.e. if b 6= a+1 and a 6= b+1 the entry B
j
a
j
b
may be zero.
This deomposition orresponds to a blo-diagonal struture of the matrix B
(modulo some permutations on the indies), so it is just a matter of speifying
the number of independent subsystems we want to simultaneously ontrol
(see [21℄ for the general ase). We will onsider the following hypothesis as
true
TA The graph G is onneted, i.e. K = 1.
Remark 1 In agreement with the denition above, note that TA does not
imply that any two states are neessarily diretly onneted, one with the
other, but only that for any two states 	

and 	

0
there is a path in the graph
G that onnets 	

and 	

0
.
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Denote by U(A;B; ; t
1
! t
2
) the propagator assoiated with Eq. (2);
for any state (t
1
), U(A;B; ; t
1
! t
2
)(t
1
) is dened as the solution at time
t = t
2
of Eq. (2) with the initial state at time t = t
1
being (t
1
).
Denition 1 We say that
~
	 is reahable from 	 if there exists 0 < T <1,
(t) 2 L
2
([0; T ℄;R) suh that U(A;B; (t); 0! T )
~
	 = 	.
2.2 Controllability
Denote !
kl
= 
k
  
l
; k; l = 1; :::; N as the eigenvalue dierenes for the
matrix A, and atomi units (~ = 1) will be utilized. Consider the hypothesis:
TB The graph G does not have \degenerate transitions", that is for all
(i; j) 6= (a; b), i 6= j, a 6= b suh that B
ij
6= 0, B
ab
6= 0: !
ij
6= !
ab
.
Remark 2 This hypothesis ould be relaxed to requiring only that the graph
G remains onneted after elimination of all edge pairs (	
i
;	
j
); (	
a
;	
b
) suh
that !
ij
= !
ab
(degenerate transitions). However, to ease of presentation, TB
will be assumed to be true.
We also introdue one more hypothesis:
TC For eah i; j; a; b = 1; :::; N suh that !
ij
6= 0:
!
ab
!
ij
2 Q, where Q is the
set of all rational numbers.
Remark 3 Alternative ontrollability results ompletely exluding the need
of the assumption TC are also possible and will be presented in a future paper.
The main ontrollability result in [16℄ an be summarized as follows:
Theorem 1 Under the assumptions TA , TB , TC the system (2) is ontrol-
lable, that is for any 	 2 S
M
(0; 1) the set of reahable states from 	 is
S
M
(0; 1).
Remark 4 Under the assumption TB , the ontrollability riteria above has
very strong uniform properties with respet to the oupling matrix B. Indeed,
the only information needed to know is whether B
ij
is null or not for eah
i,j = 1; :::; N ; the exat value of B
ij
is not important. Thus, the ontrol-
lability analysis is generally independent of small errors in the entries of B.
Note also that when adding, for example, one more eigenstate to the basis D,
the ontrollability riterion is easy to hek for the new system: it is neessary
to ensure that the new state is onneted through B to at least one eigenstate
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in the old basis and then hek that the transition energies thus introdued
do not equal other transition energies in the system - non-degeneray - (see
also remark 2 ).
When TB is not satised, hanging the exat values of the entries of
the oupling matrix B may transform a system that is not ontrollable into
a system that is ontrollable; other tehniques that allow for assessing the
ontrollability (see the situation presented in Eq. (7) later in setion 3) may
also be sensitive to hanges in oupling matrix entries.
Remark 5 Theorem 1 is a result omplementary to the work in [14℄ as the
settings are dierent. Thorem 4.2 in [14℄ is appropriate when ontrollability
on spaes of unitary matries is under study (e.g., in quantum omputing
and in general where the Lie group transformation struture is relevant to
the system), while theorem 1 above is suitable for assessing wavefuntion
ontrollability. Extensions of theorem 1 are available in [21℄ for the ase
of multiple independent subsystems (non onneted graphs) along the same
paradigm.
A detailed proof of theorem 1 may be found in [16℄. Below we go beyond
the latter work and demonstrate the physial meaning and appliability of
the theorem.
3 Numerial Simulations
Numerial experiments have been undertaken to illustrate the theoretial re-
sult above. All of the examples orrespond to model systems with an external
laser eletri eld oupled in through a dipole matrix B. The ontrollabil-
ity Theorem 1 is not onstrutive in that its satisfation does not produe
a partiular ontrol eld. Thus the ontrolling elds in the examples were
omputed using a geneti algorithm searh proedure. Consider the follow-
ing model [26℄ ve-level system having internal Hamiltonian and oupling
matries,
A =
0
B
B
B
B

1:0 0 0 0 0
0 1:2 0 0 0
0 0 1:3 0 0
0 0 0 2:0 0
0 0 0 0 2:15
1
C
C
C
C
A
; B =
0
B
B
B
B

0 0 0 1 1
0 0 0 1 1
0 0 0 1 1
1 1 1 0 0
1 1 1 0 0
1
C
C
C
C
A
: (6)
Prior numerial studies with optimal ontrol alulations hinted that this
system might be ontrollable, but suh omputations annot assure a full
assessment (.f., disussion later in this setion). The oupling graph of the
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Figure 1: The graph assoiated with the B matrix of the system in (6). Note
that the graph remains onneted even after removal of some edges, e.g.,
(	
3
;	
4
) and (	
1
;	
5
).
system plotted in Figure 1 is obviously onneted. In addition, it an be
easily heked that the system has non-degenerate transitions. It follows
by the ontrollability theorem that this system is ompletely ontrollable,
implying that any superposition of states is reahable from any other in
nite time and with nite laser energy.
An example of ontrol is given in Figure 2; we plot the overlap of the
wavefuntion with the initial state and the distane to the target state. This
situation was hoosen to demonstrate ontrol to a superposition of states.
The initial state was taken to be 	
4
and the target was set to
p
3
3
	
1
+
p
6
3
	
2
.
The target goal is ahieved to high auray at T
final
= 550.
Although theorem 1 is true only with satisfation of the hypothesis TB ,
various situations where TB at rst glane appears to be violated may arise
in pratie. In this ase a simple tehnique is available to assess if TB is
valid and then return to the setting that aommodates theorem 1. One
suh example is given below.
Consider the system given by the following Hamiltonian and dipole mo-
ment matrix [27, 28℄:
A =
0
B
B

0 0 0 0
0 :004556 0 0
0 0 0:095683 0
0 0 0 0:095683
1
C
C
A
; B =
0
B
B

0 1 1  1
1 0 1 1
1 1 0 0
 1 1 0 0
1
C
C
A
: (7)
As presented, the system does not omply with TB , being degenerate 
3
=

4
= 0:095683E
h
and therefore with degenerate transitions e.g. 
3
  
1
=

4
 
1
. However the states 3 and 4 an be distinguished by having dierent
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Distane to target k	(t) 
p
3
3
	
1
 
p
6
3
	
2
k
2
Overlap with initial state 	
4
:j < 	(t);	
4
> j
5004003002001000
3
2.5
2
1.5
1
0.5
0
Figure 2: The evolution of the system in (6) under a ontrol eld realizing
the target: 	(T
final
) =
p
3
3
	
1
+
p
6
3
	
2
.
Figure 3: Graphial representation of the system in Eq. (7). It is seen that
energy level degeneray is present.
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dipole moments with state 1, and therefore the system is expeted to be
ontrollable, as suggested by numerial optimal ontrol alulations [27, 28℄.
Note that by writing (t) = +~(t) the triplet (A;B; (t)) that harater-
izes the ontrol system is transformed to (A + B;B; ~(t)). Here A + B is
the matrix of the new HamiltonianH

= H
0
+B. A unitary matrix U

may
be found suh that
~
A = U

(A + B)U
t

is diagonal, and the dipole matrix
B hanges aordingly
~
B = U

BU
t

. The dynamial equations to ontrol are
now
(
i~

t
~
C =
~
A
~
C + ~(t)
~
B
~
C
~
C(t = 0) = U

C
0
(8)
It an be proven (and it is also trivial to hek as soon as the preise value
of  is known) that the number of onneted omponents of the onnetivity
graph
~
G assoiated to
~
B is the same as the onneted omponents of G and
so, aording to hypothesis TA ,
~
G is onneted. Therefore if
~
A omplies
with TB it follows (see also the remark 3) that the system under study is
ontrollable. The ontrollability of the initial system (2) redues then to
nding  suh that A + B has no degenerate transitions. Many values
for  are often aeptable. The onstant  may be viewed as a Stark eld
whih ats to suitably shift the energy levels so as to remove the degenerate
transitions. However, this proedure is just a mathematial onstrution
to reveal if the riteria underlying theorem 1 are valid. The identiation
of  6= 0 does not imply that a laboratory implementation of the ontrol
requires a DC bias eld to be suessful. Satisfation of TA , TB , TC just
assure that at least some ontrol exists to steer about the system in any
arbitrary manner. As an illustration of the proedure above onsider the
example in Eq. (7) with  = 0:1 and then the eigenvalues of A +   B are
 0:172362,  0:042466, 0:170297 and 0:240453 (non-degenerate). It is easy to
hek that the eigenvalues also omply with TB . The system (7) is therefore
ompletely ontrollable. So, despite the degeneray in the Hamiltonian, it is
possible for instane to steer the system from from the state 	(0) = 	
1
to
	(T ) = 	
4
; suh a laser pulse is presented in Figure 4 together with the
evolution of the populations of the eigenstates in Figure 5.
In pratie, the design of a ontrol is implemented by the omputation
of a laser pulse that best meets the presribed goals ; a general approah
to exeuting this searh is through the formalism of optimal ontrol theory
(OCT) where a ost funtional for optimization is onstruted that ontains
penalties for missing the target and various other osts (e.g. the uene of
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Eletri eld
450004000035000300002500020000150001000050000
0.0006
0.0004
0.0002
0
-0.0002
-0.0004
-0.0006
Figure 4: The eld realizing the target 	(T
final
) = 	
4
for the system in (7).
Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
450004000035000300002500020000150001000050000
2
1.5
1
0.5
0
Figure 5: Evolution for the system (7) and eld in Figure 4.
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the laser). A simple hoie for suh a ost funtional is :
J(; T ) = k	

(T ) 	
target
k
2
+ 
Z
T
0

2
(t)dt (9)
It is important to stress that theorem 1 ( as any other exat ontrollability
theorem) does not guarantee quantitative results for the minimization of
J(; T ), but only insures that in the absene of osts beyond reahing the
target state (e.g., the uene term in Eq. (9) ) the minimum value of J = 0
an be reahed for some T > 0 and 
0
(t) 2 L
2
([0; T ℄). An analysis of the
existene of at least one minimiser to a lass of quantum mehanial OCT
ost funtionals is given in [6℄. The trade-o between the two extremes of
fully reahing the target state versus fully meeting the additional ost riteria
is the task of the OCT optimization. In this framework, any eld that gives
exat ontrollability is a minimizer of J(; T ) for  = 0. When other values
for  are hosen, the uene generally will be smaller but the overlap with
the the target will also be redued. In the example of Figures 4 and 5 where
the target was required to be exatly reahed, the laser uene was 0:0302.
In another example (not shown here) the uene term was retained in the
OCT ost funtional and an overlap with the target of 80% was ahived.
The optimal eld was found to redue the uene to 0:021 at the expense of
dropping the yield in the target state.
4 Dynamial Conservation Laws and Control-
lability Restritions
In light of the manipulations on the system in Eq. (7) an Figure 3 it may seem
that the hypothesis TB has merely a tehnial role. Therefore a legitimate
question to ask is whether theorem 1 remains true in the absene of this
assumption. The answer to this question is negative and the presentation of
some very partiular phenomena that arise when TB is invalid is the purpose
of this setion.
We begin with some simple observations. For any Hermitian operator
O suh that the ommutators [H
0
; O℄ and [B; O℄ are both zero it is easy to
prove that :
< 	(t)jOj	(t) >=< 	
0
jOj	
0
>; 8t > 0: (10)
The quantity < 	(t)jOj	(t) > is therefore onserved during the evolution
of the system, irrespetive of the eld (t). The presene of any onservation
relation on 	(t), other than Eq. (4), implies some ontrollability restritions.
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One speial lass of Hermitian operators are L
2
-projetions to losed sub-
spaes. Let P be suh a projetion to a losed subspae X of L
2
(R

). The
equalities [H
0
; P ℄ = [B; P ℄ = 0 mean in partiular that X and its orthogonal
omplement X
?
are involutive for H
0
and B, i.e.
(
8	 2 X : H
0
	 2 X; B	 2 X
8	 2 X
?
: H
0
	 2 X
?
; B	 2 X
?
(11)
The system an then be viewed as deomposed into two independent sub-
systems with wavefuntions P	, (I P )	 (the projetions of the total wave-
funtion 	 to X and X
?
). This deomposition an be further rened for any
additional projetion operator that ommutes with H
0
and B to obtain a
nite number of independent subsystems, eah being assoiated with its L
2
-
projetor P
1
,...,P
K
suh that:
[H
0
; P
i
℄ = [B; P
i
℄ = 0; 8i = 1; :::; K
(
P
i
P
j
= 0; 8i 6= j; i; j = 1; :::K
P
K
i=1
P
i
= I
(12)
By using (10) for the projetors P
1
,...,P
k
one an prove that the system
evolves on the produt of hyper-spheres S
	
0
S
	
0
= ff 2 L
2
(R

); kP
i
fk
L
2
(R

)
= kP
i
	
0
k
L
2
(R

)
; i = 1; :::; Kg (13)
Thus, we obtain onditions for ontrollability : if 	 is reahable from 	
0
then 	 is neessary in S
	
0
.
This example shows how the existene of onservation laws for the system
introdue restritions for ontrollability. For projetors to losed subspaes,
the situation lends itself to an easy intuitive understanding. More ompli-
ated situations are possible when the onservation law in eet does not
orrespond to a projetion and not even to a Hermitian operator. We may
see this point through a simple example. Consider the 3-level system:
A =
0

1 0 0
0 2 0
0 0 3
1
A
; B =
0

0 1 0
1 0 1
0 1 0
1
A
; (14)
and the orresponding evolution equations
i
d
dt
C
1
(t) = C
1
(t) + (t)C
2
(t)
i
d
dt
C
2
(t) = 2C
2
(t) + (t)C
1
(t) + (t)C
3
(t)
i
d
dt
C
3
(t) = 3C
3
(t) + (t)C
2
(t)
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This system has degenerate transitions e.g. 
2
  
1
= 
3
  
2
and no  2 R
an be found suh that A + B omply with TB moreover no (non-trivial)
observable O exists that ommutes with both A and B. Upon loser ex-
amination, a \hidden symmetry" is however found for this system. More
preisely it is easy to prove that for any t > 0 and (t) 2 L
2
([0; t℄) :
jC
1
(t)C
3
(t) 
C
2
(t)
2
2
j = jC
01
C
03
 
C
2
02
2
j: (15)
Therefore, if any ontrollability result is to be true for this setting, it must
take into aount the onservation law (15) ; any 	(t) =
P
3
i=1
C
i
(t)	
i
(x) that
is reahable from 	(0) =
P
3
i=1
C
0i
	
i
(x) must satisfy the onstraint (15). As
an illustration of this point onsider a simple numerial example. Suppose
that the initial state is the ground state (	
1
) and the target is the rst exited
state (	
2
). A simple omputation gives for 	
1
: jC
01
C
03
 
C
2
02
2
j = j10 
0
2
2
j = 0
and for 	
2
: jC
1
(t)C
3
(t) 
C
2
(t)
2
2
j = j0  0 
1
2
2
j =
1
2
. Sine the two quantities
are dierent, one infers that 	
2
is not reahable from 	
1
and therefore the
system is not ontrollable, despite the fat that the onnetivity assumption
TA is satised.
A detailed analysis of the ase N = 3 shows that in eah irumstane
where the theorem 1 annot be used, onservation laws are in eet. This
leads us to state the following
Conjeture As long as no new onservation laws appear {besides L
2
norm
onservation { the system is ontrollable, i.e. any state on the unit sphere
may be reahed (in nite time and with nite energy) from any other.
The statement above, if true, would have the merit of giving a ontrol-
lability result independent of the mathematial transription of the preise
ontrol situation (no mathematial properties of the matries A and B are
involved but only properties of the system they desribe). When the Lie
group orresponding to the Lie algebra generated by the internal Hamilto-
nian and the oupling matrix is a ompat Lie group, a proof that appears to
support the onjeture was ommuniated to us by V. Ramakrishna [29℄. In
general, it is not known whether the presene of onservation laws prevents
ontrollability or only restrits the reahable set aordingly.
Remark 6 Finite dimensional ontrollability results are only a part of the
eort neessary for the theoretial understanding of quantum ontrol prob-
lems. One still has to make ompatible the positive results above or else-
where ([14℄) with the generi negative results for the innite dimensional
systems [20, 15, 21, 23℄. The introdution of proper ontrollability onepts
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seems neessary to make further advanes. Furthermore, it is interesting to
note that usually when a quantum system is to be ontrolled the aim is not
to preisely obtain a presribed wavefuntion, but rather to ensure that that
some useful projetions or expetation values have the desired behaviour.
Remark 7 In the absene of positive innite dimensional results, ontrolla-
bility onlusions based on some nite disretization should be treated with
are. The number of eigenstates onsidered relevant to the ontrol problem is
important, as an be seen from the example in Eq. (14) : when disretized
with only two eigenstates, the system is trivially ontrollable but the introdu-
tion of a third eigenstate generates the \hidden symmetry" with its assoiated
loss of ontrollability. When the system is intrinsially innite dimensional,
the ontrollability of a low dimensional disretization does not imply the on-
trollability of a larger (and more truthful) disretization involving all states
that have important oupling matrix elements with the low dimensional spae
or domain of interest. As with numerial wave paket modelling alulations,
it is suggestive that onvergene of ontrollability onlusions may also our
within the domain of interest as the overall spae is expanded in dimension.
5 Conlusions
Wavefuntion ontrollability of nite dimensional quantum systems interat-
ing with external elds was explored from a pratial perspetive suggested
by reent theoretial results [16℄. The riteria presented was seen to be useful
for a wide range of problems and very easy to hek. Systems with unusual
onservation laws that prevent ontrollability were also presented and the re-
lationship with the theoretial riteria was investigated. Open questions with
positive answers in some partiular ases were stated as a onjeture. Nu-
merial experiments were undertaken to illustrate the theoretial results and
the onnetion with optimal ontrol theory was disussed. The assessment
of ontrollability is fundamental to the manipulation of quantum systems.
Some tools are now available to make this assessment, but a full omprehen-
sive analysis still needs to be developped.
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Chapitre 2
Algorithmes genetiques pour le
ontro^le des systemes
quantiques(Geneti algorithms
for the ontrol of quantum
systems)
We will present in the following a work in progress, in ollaboration with
Prof. Hershel Rabitz from Prineton University, onerning the pratial
omputation of elds that allow for ontrolling quantum systems. The pur-
pose of this setion is twofold: rstly we will desribe pratial methods that
omplement the theoretial results of the previous setions; seondly we will
present a "ltering" proedure that allows to avoid "noisy" solutions and
hopefully identify general mehanisms of the ontrolling proess having pre-
ditive properties.
A quantum ontrol problem is typially transposed in mathematial terms
as an optimization proedure dened by a ost funtional that ontains pe-
nalty terms for missing the target and other osts (e.g., the energy of the
ontrolling eld). This ost funtional is then minimized and the result is the
desired ontrol. One of the most eÆients algorithms often used for the reso-
lution of this optimization problem is based on a so-alledGenetiAlgorithm
(GA). Although the present study is entirely based on this method, general
novel paradigms losely related to GA are presently developped under the
name of Evolutionary Computation (of whih GA is only a branh) that in-
lude for instane Evolutionary Programming, Evolutionary Strategies, Ge-
neti Programming methods. We refer the reader to [75℄ for an overview on
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these topis and to Evonet website [71℄ for pointers and a presentation of the
state of the art of the evolutionary methods in european researh.
A geneti algorithm works by iterativelly improving the initial \popula-
tion" of guessed ontrol elds untill ertain stopping riteria are met. These
tehniques require only the evaluation of the ost funtional assoiated to
any given eld, all the rest of the population dynamis being egulated by a
user-seleted implementation of the Darwinian natural evolution of a popula-
tion. It has been observed [53℄ that quantum systems have a very partiular
position among the problems that may be solved by the GA paradigm, na-
mely the possibility of realizing pratial laboratory implementations of GA.
Thus, instead of omputing the ost funtional by means of omputer simula-
tions, the quantum system an be let \solve" its own evolution equation and
laboratory measurements on the evolved system are then used to ompute
the ost [41℄. The ruial argument that supports this approah is that suh
an experiment lasts only a small fration of a seond and therefore a huge
number of ontrol elds may be tested in a reasonable amount of time; also
important is the fast response of the available optial aparatus that allow for
a high duty yle ontrol eld generation.
Although very eÆient from many points of view, little is urrently un-
derstood from the resulting ontrol eld onerning the struture and the
mehanisms that enter in the ontrol proess and thus this pratial solution
has a limited preditive power. The study of the elds obtained by the GA
strategies and the analysis of some ontrol mehanisms are the objetives of
this ongoing researh.
2.1 Why GA ?
The purpose of this setion is to motivate our study from the perspetive
of the applied mathematiians used to handle lassial optimization tools
available in the sienti omputing.
Although very robust, the GA are generally less eÆient than lassial
optimization methods, e.g. gradient. Aordingly, the main motivation of our
hoie is not the eÆieny but lies in the diversity of the results that GA has
aess to (e.g. multiple solutions ...) . Let us reall that today, theoretial
quantum ontrollability is an oine proess with the immediate goal being
the understanding of how ontrol works [58℄.
In laboratory, more than 10
3
dierent laser pulses may produed in a
seond and thus the searh for the optimal ontrol eld may even be arried
out by brute fore methods (and this remains very heap sine only one
moleule is onsumed at a time). In order to give this searh a struture, GA
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are used. The experimental setting is the following:
a) hoose a set (population) of initial guesses (laser elds);
b) re up seleted lasers (eah on a dierent moleule) and mesure results;
) have a omputer read these measurements and generate a new popu-
lation using GA operators;
d) ask the laser mahine to reate last population individual by individual
and mesure results (as in step b);
e) go to step  (or exit if satised);
On the ontrary, numerial experiments are useful to understand what
the reation mehanisms are all about, rather than to solve a given pro-
blem. From this point of view, GA proves useful beause it gives multiple
solutions (so there are more hanes to nd one that is understandable theo-
retially), and it allows to introdue ompliated onepts in the ost riteria
("avoid this target", nonlinearities, lters ...), whereas the gradient methods
are not always suh exible. Moreover gradient like methods output only
one solution, the best for the hosen ost funtional. The diÆulty is the-
refore transfered to the hoie of the ost funtional, whih is a non trivial
task as it is diÆult to translate onepts like "most easily understandable
theoretially". Indeed, gradient searh often gives a result where in order to
gain some extra perents in the ost funtional, the resulting elf is so in-
volved that it is hard to deide what is fundamental mehanism and what
is only ost funtional extra perents gain (if the ost funtional is not fully
optimized noise is obtained).
On the other hand, understanding how a laser eld ats is maybe more
important that having a heavily optimized solution beause in real world
robustness is needed with respet to many external -some of them unknown-
fators. GA is indeed more expensive, but here the purpose is neither speed
(oine!) nor preision, but robust theoretial understanding of the ontrol
mehanisms ready to be generalized to a real world many atoms moleule.
Note that the spae of the exat wavefuntion have suh a high dimensionality
that neither gradient nor GA may solve or propagate on suh a spae. From
this perspetive, the gradient is not anymore the only reasonably hoie (as it
annot solve muh more problems that GA sine dimensions are dramatially
inreasing). Of ourse, when speed is the issue, lassial optimizationmethods
are the most eÆient.
2.2 Introdution to Geneti Algorithms
The GA is a model of learning whih derives its behavior from a metaphor
of some of the mehanisms of Darwinian evolution in nature. This is done by
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Chromosome 1 11011001
Chromosome 2 01011110
Tab. 2.2.1: Chromosomes an be used to ode integres or rational numbers. For
instane here we may interpret eah hromosome as an integer in base 2. Then the
number enoded by hromosome 1 is 217 = 1  2
0
+ 1  2
3
+ 1  2
4
+ 1  2
6
+ 1  2
7
.
Chromosome 1 11011   001
Chromosome 2 01011   110
Ospring 1 11011   110
Ospring 2 01011   001
Tab. 2.2.2: Crossover selets genes from parent hromosomes and reates a new
ospring. The simplest way how to do this is to hoose randomly some rossover
point and everything before this point point opy from a rst parent and then
everything after a rossover point opy from the seond parent. Here \ " is the
rossover point
the reation within a mahine of a population of individuals represented by
hromosomes, in essene elements of a xed set of symbols that are analogous
to the hromosomes in the DNA. The individuals in the population then
undergo a proess of simulated "evolution".
In the ase of multidimensional optimization problems, the symbols in
the hromosome an be used to enode disrete (or disretized) values for
the dierent parameters being optimized.
In pratie, the geneti model of omputation is implemented by having
arrays of bits or haraters to represent the hromosomes. The hromosome
should in some way ontain information about solution whih it represents.
The most used way of enoding is a binary string. The hromosome then
ould look like in Table 2.2.1. Any bit in the binary string is also alled a
gene.
Eah hromosome has one binary string and eah bit in this string an
represent some harateristi of the solution. Usually the whole string re-
presents a number. There are many other ways of enoding and the hoie
depends mainly on the problem to be solved. For example, one an enode
diretly integers, real numbers or permutations.
Simple bit manipulation operations allow the implementation of rossover
(see Table 2.2.2), mutation (see Table 2.2.3) or other operators on hromo-
somes.
A entral notion for a GA is the tness onept; it is a value assigned to
an individual whih reets how well the individual solves the task at hand,
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Original ospring 1 11011110
Mutated ospring 1 11001110
Original ospring 2 01011001
Mutated ospring 2 01111011
Tab. 2.2.3: After a rossover is performed, mutation may take plae to avoid
that all individuals in in population share too many ommon paterns. Mutation
hanges randomly the new ospring. For binary enoding we may swith a few
randomly hosen bits from 1 to 0 or from 0 to 1. In this example bit 4 of ospring
1 and bits 3 and 7 of ospring 2 were mutated.
i.e. in our ase the optimization problem. The "tness funtion" is used to
map a hromosome to a real value. Fitness may however ontain population
dependend terms; for example, when diversity is required from a ertain
population, two hromosomes with idential ost funtional evaluation may
have dierent tness values depending on how similar they are to the rest of
the population.
When the geneti algorithm is implemented it is usually done in a manner
that involves the following yle: evaluate the tness of (all of the individuals
in) the population. Create a new population by performing operations suh
as tness-proportionate rossover (or other reprodution methods), and mu-
tation on the individuals whose tness has just been measured. Disard parts
of the old and new population (usually worst tness individuals) and iterate
using the new population. One iteration of this loop is referred to as a gene-
ration.
The rst generation of this is a population of randomly generated indi-
viduals. From there on, the geneti operations, in onert with the tness
measure, operate to improve the population.
2.3 Implementation of a GA searh for quan-
tum ontrol problems
Consider a quantum system (isolated from the outer world for the mo-
ment) whose internal Hamiltonian is H
0
and let 	
0
be its initial state; the
dynamis obeys the Time Dependent Shrodinger Equation. Denoting by
	(t) the wavefuntion of the system at time t, the evolution equations read:
(
i~

t
	(t) = H
0
	(t)
	(t = 0) = 	
0
; k	
0
k
L
2
(R

)
= 1
(2.3.1)
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The interation expeted to allow for ontrol is some external eld of
intensity (t) 2 R ating on the system through a ertain time independent
dipole moment operator B. The (ontrolled) dynamial equations read:
(
i~

t
	(t) = H
0
	(t)  (t)B	(t) = H	(t)
	

(t = 0) = 	
0
(2.3.2)
In a rst approximation the goal may be formalized as to nd (if any) a
nal time T and a nite energy eld (t), (t) 2 L
2
([0;T ℄) able to steer the
system from 	
0
to some predened target 	(T ) = 	
target
.
Note that the L
2
norm of 	 is onserved throughout the evolution:
k	(t)k
L
2
x
(R

)
= k	
0
k
L
2
(R

)
; 8t > 0: (2.3.3)
Theoretial results onerning the ontrollability of (2.3.2) have been gi-
ven in the previous setions or are available elsewhere in the literature [59℄.
However none of them are onstrutive, and for this reason nding the appro-
priate ontrol eld for a given system is approahed by numerial simulations.
It is rather seldom that an expliit value of T be preisely required or
inferred from previous knowledge about the system; T is rather asked to
vary into some aeptable interval with no further restritions. The ontrol
problem is therefore formulated as a minimization of some ost funtional
depending on time and on the external eld (t). A simple example of suh
a ost funtional is
J(;T ) = k	(T )  	
target
k
L
2
+ 
Z
T
0
(t)
2
dt: (2.3.4)
Computer resolution of this optimization problem operates on a disreti-
zation of the wavefuntion spae. LetD = f	
i
; i = 1;::;Ng be an orthonormal
basis for a nite dimensional sub-spae F of L
2
(R

) that we are interested
in
1
, and A and B be the matries of the operators H
0
and B respetively,
with respet to this base.
In the ase of our modeling
1
the A matrix is diagonal and B is symme-
trial. Denote by 
i
; i = 1;::;N the diagonal elements of A (the energies of
the states 	
i
). and !
kl
= 
k
  
l
; k;l = 1;:::;N (transition frequenies).
Denote by C = (
i
)
N
i=1
the oeÆients of 	
i
in the formula of the evolving
state 	(t) =
P
N
i=1

i
(t)	
i
. As from now we will work in atomi units only,
1
This spae is given by our model and the funtions 	
i
are usually the rst eigenfun-
tions of H
0
onstruted by a prior omputation or by a modeling based on observations.
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that is ~ = 1; then the equations (2.3.2) read
(
i

t
C = AC   (t)BC
C(t = 0) = C
0
(2.3.5)
C
0
= (C
0i
)
N
i=1
; C
0i
=< 	
0
;	
i
> : (2.3.6)
For any given nal time T and any eld (t), (t) 2 L
2
([0;T ℄) J(;T ) an
be omputed by evolving the state C
0
aording to Eq. (2.3.5). The geneti
algorithm is used therefore to minimize J(;T ).
The implementation of the GA searh works with the eld (t) in a Fourier
form. First, the user has to dene a list of prefered frequenies f
1
;:::;f
a
. Due
to some basi physial intuition, this list is usually a seletion of elements
!
ij
, i;j = 1;:::;N , but this is not mandatory. Any !
ij
identied is given the
orresponding label (see table 2.3.4). User is then asked to speify for eah
frequeny f
i
if sin form sin(f
i
t) (\1") or osin form os(f
i
t) (\-1") is prefered
(frequenies may repeat, so both may be seleted). In order for the transition
from a null eld to an osillating eld as above to be smooth, an integer P
i
is required for eah suh frequeny f
i
to stand for the number of periods (in
terms of the frequeny f
i
) that this transition is supposed to last. In pratie
the fators sin(f
i
t) or os(f
i
t) are multiplied by
t
i
(t) =
8
>
<
>
:
0; if t  0
sin
2
(
f
i
4P
i
t) if 0  t 
2P
i
f
i
1; if t 
2P
i
f
i
(2.3.7)
For eah frequeny an additional list of maximal amplitudes is also required.
These amplitudes will be multipliative fators x
i
(t) in front of sin(f
i
t)t
i
(t)
or os(f
i
t)t
i
(t). Eah x
i
(t) is a pieewise onstant funtion and the number
of piees is also a user seleted variable. (alled number of swithes in table
2.3.4). The eld is the sum over all hosen frequenies f
1
;:::;f
a
of terms x
i
(t) 
sin(f
i
t)t
i
(jt S
t
i
j) or x
i
(t)  os(f
i
t)t
i
(jt S
t
i
j), where for any time t, S
t
i
is the
time of last swith between two onstant piees of x
i
(t) or the time of the
next swith (from t) if this is loser than P
i
periods).
A model for an input (as it is understood and reognized by the program)
is given in the table 2.3.4 and Fig 2.1.
The GA searh was implemented using primitives available in [72℄.
The ontrution of the funtion to minimize has to take into aount
the presene of multiple solutions to the ontrol problem [46℄. Some of these
solutions may ontain "noisy" terms that are not relevant to ontrol and will
prevent intuitive understanding of the ontrol mehanisms. Therefore, some
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System dimension = 4
Field enoding dimension = 2
Internal Hamiltonian = 0 0 0 0
0 .15 0 0
0 0 0.8 0
0 0 0 0.8
Dipole matrix = 0 1 1 -1
1 0 1 1
1 1 0 0
-1 1 0 0
Frequenies onsidered= 0.15 0.65
Maximum amptitudes= 0.0025 0.0050
Sinus or osinus = 1 -1
Number of swithes= 2 2
Number of periods= 1 1
Initial time = 0.0
Final time = 700.0
Best Guess =
sin(1->2;) Time= +50.0 Ampt= +0.0025
Time= +425.0 Ampt= 0.0000
os(2->3;2->4;) Time= +200.0 Ampt= -0.0010
Time= +575.0 Ampt= +0.0030
Tab. 2.3.4: Part of the input for the GA searh. A \best guess" for the eld
is required. The labels in the rst olumn of \Best Guess" are reognized and
set by the program; in this ase there are 2 frequenies !
12
= 0:15 (\sin" form)
and !
23
= 0:65 = !
24
(\os" form). The pieewise funtion orresponding to the
rst frequeny (labeled sin(1  > 2; )) is equal to +0:0025 in the interval (+50.0,
+425.0) and is zero for all other times. The pieewise funtion orresponding to
the 2
nd
frequeny (labeled os(2  > 3; 2  > 4; )) is zero till t = +200:0, is equal
to  0:0010 from t = +200:0 untill t = +575:0 and is equal to +0:0030 from this
value untill the nal time 700:0. See Fig. 2.1 for a graphial representation of this
eld.
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Best Guess eld
7006005004003002001000
0.004
0.003
0.002
0.001
0
-0.001
-0.002
-0.003
-0.004
Fig. 2.1: The graphial representation of the \Best Guess" eld desribed in Table
2.3.4.
ltering is to be enfored to eliminate the omponents that do not atively
ontribute to steering to target. Indeed, as we will see in the setion 2.4,
this proedure helps to make understandable solutions that are diÆult to
analyse in a rough format.
An important feature of the GA is that the searh mehanism does not
depend on the exat form of the ost funtional, but rather on how well the
individuals are performing. This is very dierent from the ase of lassial
optimal ontrol theory (OCT) that rely on iterative solving of the rst order
Euler-Lagrange equations assoiated to the minimization of J(;T ) (the dif-
ferential of J(;T ) with respet to  and T is required to be zero). As soon as
the ost funtional is dierent from the form in Eq. (2.3.4), the resolution of
suh a lassial OCT problem beomes less eÆient. By ontrast, for the GA
we an, at no additional ost (other than omputing J(;T )), use distane
metris adapted to the objetives.
We will use a ost funtional suh that when the nal state 	(T ) is far
from the target, improvement in the distane k	(T ) 	
target
k be preered; on
the ontrary, when this distane is small, the energy (
R
T
0

2
(t)dt) of the eld
should beome important. In partiular, when k	(T ) 	
target
k drops below
a ertain threshold (e.g. 1%) target is onsidered reahed and improvement is
only seek in the energy of the eld. So, rather that hoosing a ost funtional
J linear in the square of the distane to target d = k	(T )   	
target
k and
152 CHAPITRE 2. ALGORITHMES G

EN

ETIQUES
3.75
3
2.25
1.5
0.75
0
Field energy
1
0.8
0.6
0.4
0.2
0
Distane to target
1.4
1.2
1
0.8
0.6
0.4
0.2
0
Classial optimal ontrol f(d;e) = d
2
+ e
Fig. 2.2: Typial ost OCT funtional (2.3.4) in terms of the distane to target
and eld energy for  = 1. Note that the penalizations on the energy is uniform
for all distanes to target.
energy of the eld e =
R
T
0

2
(t)dt (Figure 2.2) we prefer a funtion (Figure
2.3) of the form:
f(d;e) = (
p
2  d)(  e  1) +
p
2 (2.3.8)
whih is dereasing when d,e are dereasing The parameter \" a measure of
how penalizing has to be large values of \e" when \d" is lose to 0. In fat, in
order to implement the mentionned threshold, variable d is multiplied with
some uto funtion to set it to zero for (user-dened) small values.
In both ases (2.3.4) and (2.3.8) minimizing the energy is obtained by
using a ost funtional with a high value of  or , see Fig. 2.4 and 2.5.
2.4 Numerial results
Numerial simulations have two objetives. Firstly, we aim at testing
how well the (parallel) ode is performing to produe elds that an exatly
ontrol a given initial state to an arbitrary target. In the seond stage, where
understanding of the ontrol mehanism is sought after, we test the ltering
proedure.
Consider the following model [63℄ ve-level system having internal Ha-
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1.5
0.75
0
Field energy
1
0.8
0.6
0.4
0.2
0
Distane to target
1.4
1.2
1
0.8
0.6
0.4
0.2
0
Adapted metris f(d;e) = (
p
2  d)(e  1) +
p
2
Fig. 2.3: Adapted ost funtional (2.3.8) in terms of the distane to target and
eld energy for  = 1. Note that the relative weight of the penalization on the
energy is larger as distane to target (d) dereases.
6
5
4
3
2
1
0
Energy
0.1
0.08
0.06
0.04
0.02
0
Distane
1.4
1.2
1
0.8
0.6
0.4
0.2
0
OCT metri  = 20
OCT metri  = 1
Fig. 2.4: Plot of two surfaes for the lassial OCT metri in (2.3.4). Note that
when inreasing , the optimization proedure will loose eÆieny trying to opti-
mize the energy for large values of the distane.
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3
2.5
2
1.5
1
0.5
0
Energy
0.1
0.08
0.06
0.04
0.02
0
Distane
1.4
1.2
1
0.8
0.6
0.4
0.2
0
Adapted metri =10
Adapted metri, =1
Fig. 2.5: Plot of two surfaes for the adapted metri in (2.3.8). Note that when
inreasing , the optimization proedure will hopefully not spend time optimizing
the energy for large values of the distane, but will rather try to arrive loser to
target in the rst plae.
miltonian and dipole moment matries,
A =
0
B
B
B
B

1:0 0 0 0 0
0 1:2 0 0 0
0 0 1:3 0 0
0 0 0 2:0 0
0 0 0 0 2:15
1
C
C
C
C
A
; B =
0
B
B
B
B

0 0 0 1 1
0 0 0 1 1
0 0 0 1 1
1 1 1 0 0
1 1 1 0 0
1
C
C
C
C
A
: (2.4.9)
It was seen in the previous hapters by appliation of the theoretial
results that this system is ontrollable.
An example of ontrol is given in the following.
The initial state is 	
1
and the target is 	
2
. The target is reahed by using
state 	
4
as intermediary as there is no diret onnetion between 	
1
and 	
2
.
Other examples of ontrol for the same system are given in the previous
hapters. Sine the purpose is to nd a ontrolling eld realizing the target
here we set  = 0 in (2.3.8) (energy is not optimized).
Another interesting system to ontrol is a situation where degenerate
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Overlap with intermediary state 	
4
: j < 	(t);	
4
> j
Overlap with target: j < 	(t);	
2
> j
Overlap with initial state: j < 	(t);	
1
> j
350300250200150100500
1.4
1.2
1
0.8
0.6
0.4
0.2
0
-0.2
Fig. 2.6: The evolution of the system (2.4.9) for the optimal eld found by the
GA. Target is reahed at time T = 364:5
Eletri eld
350300250200150100500
20
15
10
5
0
-5
-10
-15
-20
Fig. 2.7: The eld used to reahed the target in Figure 2.6
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Best Guess=
os(1->4;) Time= +138.33 Ampt= +0.01678
os(2->4;) Time= +238.57 Ampt= -0.03000
Fig. 2.8: The exat formulas for the eld plotted in Figure 2.7
Fourth(4) state population
Third(3) state population
First(1) state population
50000400003000020000100000
2
1.5
1
0.5
0
Fig. 2.9: The evolution of the system (2.4.10) for the optimal eld found by the
GA. Target is reahed at time T = 52113:3.
eigenstates are present. Let us onsider for instane the system:
A =
0
B
B
B
B

0 0 0 0 0
0 :00455 0 0 0
0 0 0:09568 0 0
0 0 0 0:09568 0
0 0 0 0 0:14124
1
C
C
C
C
A
; B =
0
B
B
B
B

0 1 1  1 0
1 0 1 1 1
1 1 0 0 1
 1 1 0 0 1
0 1 1 1 0
1
C
C
C
C
A
:
(2.4.10)
The states 3 and 4 have the same energy but are distinguished by a dierent
oupling with state 1. The system is proven to be ontrollable by the same
tehnique used in hapter 1.2 for a similar degenerate system. The initial
state is taken as 	(0) = 	
1
and the goal is to populate the 4th state, i.e. to
maximize jC
4
(T
final
j
2
= j < 	(T
final
);	
4
> j
2
. The best individual given by
the GA searh is desribed in Figures 2.9 and 2.10 and Table 2.11.
Although eld in Fig. 2.10 is reahing the target, there is not muh that
an be learned from the evolution in Fig. 2.9. A ltering proedure is thus
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Control eld
50000400003000020000100000
0.0008
0.0006
0.0004
0.0002
0
-0.0002
-0.0004
-0.0006
-0.0008
Fig. 2.10: The eld used to reah the target in Figure 2.9.
sin(1->2;) Time= +7695.250488281 Ampt= +0.000250000
Time= +56698.136718750 Ampt= +0.000250000
os(1->2;) Time= +49706.300781250 Ampt= -0.000250000
Time= +185184.656250000 Ampt= -0.000250000
sin(2->3;2->4;) Time= +109382.320312500 Ampt= -0.000250000
Time=+159486.546875000 Ampt= +0.000250000
os(2->3;2->4;) Time= +17928.259765625 Ampt= +0.000246904
Time= +59867.460937500 Ampt= +0.000250000
sin(1->3;1->4;) Time= +117658.828125000 Ampt= +0.000250000
Time= +145578.359375000 Ampt= +0.000250000
os(1->3;1->4;) Time= +5299.300781250 Ampt= +0.000209279
Time= +160703.984375000 Ampt= +0.000250000
sin(2->5;) Time= +140905.359375000 Ampt= -0.000250000
Time= +198833.390625000 Ampt= +0.000250000
os(2->5;) Time= +59597.402343750 Ampt= -0.000250000
Time= +61023.167968750 Ampt= -0.000250000
sin(3->5;4->5;) Time= +117505.625000000 Ampt= -0.000250000
Time= +182682.765625000 Ampt= -0.000250000
os(3->5;4->5;) Time= +102031.703125000 Ampt= +0.000250000
Time= +190480.453125000 Ampt= -0.000250000
Fig. 2.11: The exat formulas for the eld plotted in Figure 2.10.
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Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
450004000035000300002500020000150001000050000
2
1.5
1
0.5
0
Fig. 2.12: The evolution of the system (2.4.10) for the optimal eld found by the
GA when  = 10. Target is reahed at time T = 48719:9.
neessary if any general understanding is to be extrated from this example.
We have run another GA searh, this time with a large onstant  in (2.3.8),
that is  = 10. The best individual given by the GA searh is desribed
in Figures 2.12 and 2.13 and Table 2.14. This time the population ow is
more simple, and we are thus able to identify a path-interferene ontrol [44℄
situation. As it an be seen from Fig. 2.12 this ontrol mehanism has two
phases: a "preparation" phase till t = 39523:1 (states 3 and 4 have same
population) and an "ative" path-interferene phase that allow to seletively
ontrol population in state 4.
We will lose this setion by presenting on an example multiple solutions
that an be obtained using GA for a given ontrol proble
Consider the system in Eq. (2.4.10). The initial state is set to 	(0) = 	
1
and the goal is, as before, to populate the 4th state.
An automati "lassiation" proedure was developed to impart all indi-
viduals generated by the GA evolution in lasses that share ommon ontrol
mehanism harateristis. Two elds were said to be in the same lass (i.e.
orrespond to the same ontrol mehanism) if the two evolutions of the sys-
tem for the two elds were lose to a ertain (user-dened) degree. The
Figures 2.15 to 2.22 show, for some of the lasses, the evolution of a repre-
sentative of the lass.
Although no interpretations are formally set for the lasses presented,
2.4. NUMERICAL RESULTS 159
Control eld
450004000035000300002500020000150001000050000
0.0004
0.0003
0.0002
1e-04
0
-0.0001
-0.0002
-0.0003
-0.0004
Fig. 2.13: The eld used to reah the target in Figure 2.12.
sin(1->2;) Time= +3018.028808594 Ampt= +0.000061445
Time= +161632.609375000 Ampt= -0.000250000
os(1->2;) Time= +49234.769531250 Ampt= -0.000250000
Time= +125710.226562500 Ampt= +0.000250000
sin(2->3;2->4;) Time= +193640.187500000 Ampt= -0.000250000
Time= +193760.406250000 Ampt= +0.000250000
os(2->3;2->4;) Time= +39523.199218750 Ampt= -0.000250000
Time= +100943.093750000 Ampt= +0.000250000
sin(1->3;1->4;) Time= +137410.156250000 Ampt= -0.000250000
Time= +186754.750000000 Ampt= +0.000250000
os(1->3;1->4;) Time= +539.105529785 Ampt= +0.000032386
Time= +172056.281250000 Ampt= +0.000250000
sin(2->5;) Time= +59618.832031250 Ampt= +0.000250000
Time= +183306.765625000 Ampt= -0.000250000
os(2->5;) Time= +116067.187500000 Ampt= -0.000250000
Time= +159165.703125000 Ampt= +0.000250000
sin(3->5;4->5;) Time= +62793.699218750 Ampt= +0.000250000
Time= +183631.109375000 Ampt= +0.000250000
os(3->5;4->5;) Time= +57645.250000000 Ampt= +0.000250000
Time= +75322.750000000 Ampt= +0.000250000
Fig. 2.14: The exat formulas for the eld plotted in Figure 2.13.
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Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
160000140000120000100000800006000040000200000
2
1.5
1
0.5
0
Fig. 2.15: The evolution of the system (2.4.10) for the eld in Fig. 2.16. Target
is reahed at time T = 171006:6.
evolution in Fig. 2.15 and 2.17 seems to still ontain some noise preventing
a straightforward interpretation, Fig. 2.19 seems to orrespond to a path-
interferene mehanism as the one in Fig. 2.12, while evolution in Fig. 2.21
is likely to derive from another, yet unknown, ontrol mehanism. This issue
is under study.
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Control eld
160000140000120000100000800006000040000200000
0.0008
0.0006
0.0004
0.0002
0
-0.0002
-0.0004
-0.0006
Fig. 2.16: The eld used to reah the target in Figure 2.15.
Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
100000800006000040000200000
2
1.5
1
0.5
0
Fig. 2.17: The evolution of the system (2.4.10) for the eld in Fig. 2.18. Target
is reahed at time T = 118313:3.
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Control eld
100000800006000040000200000
0.0006
0.0004
0.0002
0
-0.0002
-0.0004
-0.0006
Fig. 2.18: The eld used to reah the target in Figure 2.17.
Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
20000180001600014000120001000080006000400020000
2
1.5
1
0.5
0
Fig. 2.19: The evolution of the system (2.4.10) for the eld in Fig. 2.20. Target
is reahed at time T = 19986:6.
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Control eld
20000180001600014000120001000080006000400020000
0.0006
0.0004
0.0002
0
-0.0002
-0.0004
-0.0006
Fig. 2.20: The eld used to reah the target in Figure 2.19.
Fourth(4) state population
Third(3) state population
Seond(2) state population
First(1) state population
80000700006000050000400003000020000100000
2
1.5
1
0.5
0
Fig. 2.21: The evolution of the system (2.4.10) for the eld in Fig. 2.22. Target
is reahed at time T = 85726:6.
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Control eld
80000700006000050000400003000020000100000
0.0006
0.0005
0.0004
0.0003
0.0002
1e-04
0
-0.0001
-0.0002
-0.0003
-0.0004
-0.0005
Fig. 2.22: The eld used to reah the target in Figure 2.21.
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Annexe A
Annexe (Appendix)
A.1 Improvements of ontrollability results
The aim of this setion is to present extensions of the ontrollability
results given in [67℄ that were obtained in ollaboration with Mathieu Pilot
from CERMICS (

Eole nationale des ponts et haussees, Marne-la-Vallee,
Frane) and Hershel Rabitz from Prineton University.
The two extensions studied here onern the elimination of the periodi-
ity hypothesis and the study of general onnetivity graphs (i.e. when the
number of onneted omponents larger than 1).
The notations and denitions are those of setion 1.2.
A.1.1 Elimination of the periodiity hypothesis
Let us remind the periodiity hypothesis:
IA For eah i;j;a;b = 1;:::;N suh that !
ij
6= 0:
!
ab
!
ij
2 Q, where Q is the set
of all rational numbers.
We have seen that IA implies that the free evolution is periodi i.e. there
exists a T > 0 suh that U(A;B;0;0! T ) = e
 iTA
= I.
Suppose IA is not true. Let us remark that due to the nite dimensionality
of the system the following quasi-periodiity property is true:
IB For eah  > 0, M > 0, there exists T

> M suh that ke
 iT

A
  Ik < .
Indeed, let T > 0 and onsider the set fe
 i(nT )A
;n 2 Ng. Then one of the
following alternatives in true:
1. there exist p 6= q 2 N suh that e
 i(pT )A
= e
 i(qT )A
;
2. for any p 6= q 2 N , e
 i(pT )A
6= e
 i(qT )A
.
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If the rst ase is true then, supposing p > q we obtain the periodiity:
e
 i((p q)T )A
= I so in partiular IB is true with T

independent of : T

=
(p  q)  T . If T

< M hoose a multiple of T

large enough.
If the seond ase is true, note that all matries in the set fe
 i(nT )A
;n 2
Ng are unitary, so in partiular their eulidian norm is bounded. Then, onsi-
dering for any  > 0 the union of balls B(e
 i(nT )A
;) of radius  ente-
red around eah element of the innite set fe
 i(nT )A
;n 2 Ng it is lear
there exists at least a pair of balls entered in e
 i(p

T )A
and e
 i(q

T )A
with
p

  q

>
M
T
having non-empty intersetion (otherwise their union will have
innite Lebesque measure, in ontradition with the statement above).
We obtain thus p

;q

2 N suh that ke
 i(p

T )A
 e
 i(q

T )A
k  . But sine
e
 i(q

T )A
is unitary it follows ke
 i(p

T )A
  e
 i(q

T )A
k = k(e
 i((p

 q

)T )A
  I) 
e
 i(q

T )A
k = k(e
 i((p

 q

)T )A
 I)kke
 i(q

T )A
k = k(e
 i((p

 q

)T )A
 I)k whih
gives the onlusion for T

= (p

  q

)  T .
The ontrollability result Thm. 2 setion 1.2 uses the periodiity hypo-
thesis only by the intermediary of the loal ontrollability theorem 1 setion
1.2. Therefore, in order to prove that Thm. 2 setion 1.2 remains valid in
the absene of IA all that is to be proved is that Thm. 1 setion 1.2 remains
valid in the absene of IA .
Let us remark that in the absene of IA the loal result reads:
Lemma. A.1.1 Let 	 2 S
M
(0;1)nXnZ, and suppose that the graph assoia-
ted to the oupling matrix B is onneted and has no degenerate transitions.
Then, for any T > 0 the set of reahable states from 	 ontains a sphere of
radius 
T;	
(in the anoni metri of S
M
(0;1)) entered around e
 iTA
	.
Let then 	 2 S
M
(0;1) be given and nd T
0
suh that
ke
 i(T+T
0
)A
  Ik 

T;	
2
: (A.1.1)
Note that by Eq. (A.1.1) B(	;

T;	
2
)  B(e
 i(T+T
0
)A
	;
T;	
)
1
. Consider a
target state y 2 B(	;

T;	
2
) and therefore y 2 B(e
 i(T+T
0
)A
	;
T;	
), so that
e
iT
0
A
y 2 e
iT
0
A
B(e
 i(T+T
0
)A
	;
T;	
); sine the internal Hamiltonian evolution
is unitary we obtain
e
iT
0
A
B(e
 i(T+T
0
)A
	;
T;	
) = B(e
 iTA
	;
T;	
):
By lemma IA it follows that e
iT
0
A
y is reahable from 	 ; but y is reahable
from e
iT
0
A
y by the free evolution (for nal time equal to T
0
) so we onlude
that y is reahable from 	, whih proves the following loal result:
1
We denote by B(x;r) the ball of enter x and radius r in the anonial metri of the
nite dimensional state spae.
A.1. IMPROVEMENTS OF CONTROLLABILITY RESULTS 167
Theorem. A.1.1 Let 	 2 S
M
(0;1) n X n Z, and suppose that the graph
assoiated to the oupling matrix B is onneted and has no degenerate tran-
sitions. Then the set of reahable states from 	 is a neighborhood of 	 (in the
anoni topology of S
M
(0;1)). The same result is true for the reverse system.
Let us mention for the sake of ompletedness the global result that an
be proved from this loal ontrollability theorem:
Theorem. A.1.2 Suppose that the graph assoiated to the oupling matrix
B is onneted and has no degenerate transitions. Then the system
(
i~

t
C(t) = (A+ (t)B)C(t)
C(t = 0) = C
0
(A.1.2)
C
0
= (
0i
)
N
i=1
; 
0i
=< 	(0);	
i
> ;
P
N
i=1
j
0i
j
2
= 1: (A.1.3)
is ontrollable, that is for any 	 2 S
M
(0;1) the set of reahable states from
	 is S
M
(0;1); the same result is true for the reverse system.
A.1.2 Comments on the extension of ontrollability re-
sults for general onnetivity graphs
We will give in this setion some indiations on how theoretial ontrolla-
bility results may be obtained for general ontrol situations where the graph
assoiated to the oupling matrix B is not onneted.
Let us reall (Lemma 1 from [67℄) the neessary onditions for general
graphs with (onneted) omponents G

= (V

;E

), a = 1;::;K. Eah om-
ponent G

of G is an independent subsystem of the initial system in the
sense that for any  6= 
0
and 	
1
2 V

the oupling of 	
1
with any state in
V

0
is zero.
An important partiular ase is when some V

onsists in only one element
V

= f	

g. In this ase 	

is not oupled to any other eigenstate and
therefore the projetion C

(t) =< 	(t);	

> of the wavefuntion on the
linear spae spanned by 	

evolves by the law C

(t) = e
 i

t
C

(0) so its
evolution does not depend on the ontrolling eld (t); therefore C

(t) is
not ontrollable. Suh ases have to be exluded. We will suppose in all
that follows:
IC For all  = 1;:::;K: ardinality(V

) 2.
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Denote for 	
0
=
P
N
i=1

i
	
i
(x) 2 S
M
(0;1):
S
	
0
= f =
N
X
i=1
d
i
	
i
(x) 2 S
M
(0;1);
X
fi;	
i
2V

g
j
i
j
2
=
X
fi;	
i
2V

g
jd
i
j
2
; i = 1;:::;Kg
(A.1.4)
Then, if 	 is reahable from 	
0
then 	 2 S
	
0
. The question is whether under
the non-degenerate transitions hypothesis for eah 	
0
2 S
M
(0;1) the set of
reahable states is S
	
0
. The answer is positive, and the proof is made up of
two parts:
1. prove the loal result: for eah  2 S
M
(0;1)nX nZ the set of reahable
states is a neighbourhood of  in the anonial topology of S

;
2. prove the \exit lemma" and the \pass lemma" (see [67℄) for this situa-
tion.
Here the set X is dened as the set of all states that have the property
that at least one projetion on the spae generated by eigenfuntions orres-
ponding some onneted omponent is in the \X" set of that omponent.
The proof of the step 1 is just a remake of the proof of the Theorem 1
from [67℄ ombined with the tehniques in the lemma A.1.1 above.
The proof of the \exit lemma" adapted to this partiular ontrol situation
also follows the same lines as the orresponding result (Lemma 2) in [67℄. Let
us however state the version adapted to this general ase:
Lemma. A.1.2 (\exit lemma") For any 	 2 S
M
(0;1) there exists at least
one state in S
	
nX nZ that an be reahed from 	; the same is true for the
reverse system.
The only result that remains to be proved is the analogue of the \pass
lemma" (Lemma 3 in [67℄). Let  2 S
M
(0;1). The observation that is ruial
to this setting is that in any open (for the anonial topology of X \ S

)
subset V of X \ S
	
there exists an open subset V
0
of V suh that the points
of V
0
belong to the frontier of omponents of S
	
separated by X for only one
onneted omponent (independent subsystem) G

. We obtain then:
Lemma. A.1.3 (\pass lemma") If X 6= ; then, in any given open (for the
anonial topology of X \ S
	
) subset V of X \ S
	
there exists a \pass state"
 2 V n Z suh that from  one an reah at least one point in any (of the
two) loal in  onneted omponents of S
	
nX separated by X; moreover
these points an be hosen not to be in Z; the same is true for the reverse
system.
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A.2 Study of wavefuntion ontrollability of
3-level systems
This setion aims at studying the appliability of results in [67, 68℄ for
the ase of 3-level bilinear systems. We refer therefore to the papers above
for all notations and denitions.
The situation that is of interest to us is N = 3. Let then 	
i
(x), i =
1;2;3 be the eigenstates of the internal Hamiltonian and denote by 	(t;x) =
P
N
i=1

i
(t)	
i
(x) the wavefuntion of the system. The dynamial equations
are (A.1.2- A.1.3).
Remark. A.2.1 We make the ommon assumptions that the matrix A is
diagonal and that the matrix B is real symmetri (Hermitian) and [A;B℄ 6= 0.
We denote 
i
2 R; i = 1;::;N; to be the diagonal elements of A (the energies
of the states 	
i
). Denote S
M
(0;1) = fC;
P
3
i=1
jC
i
j
2
= 1g as the unit sphere.
The onservation of the L
2
norm of the wavefuntion an be written in the
nite dimensional representation:
3
X
i=1
j
i
(t)j
2
= 1; 8t  0 (A.2.5)
We will start with the analysis of the ontrollability onept given by the
following denition:
Denition. A.2.1 The system (A.1.2) is alled -ontrollable if for any
	
1
;	
2
2 S
M
(0;1) at least one state in the lass fe
i'
	
2
;' 2 Rg is reahable
from the initial state 	 2 S
M
(0;1).
Remark. A.2.2 This onept of ontrollability is motivated by the fat that
overall phase (i.e. omplex multipliative fators of unitary norm) of a quan-
tum states is not an observable. Moreover, any observable related to a quan-
tum state
~
	 is onstant on the lass fe
i'
~
	;' 2 Rg.
Remark. A.2.3 It is important to remark that this denition of ontrolla-
bility allow to set the trae of A and B to zero. To understand this, onsider
the evolution equations : i~

t
	
1
(t) = (A + (t)B)	
1
(t), and i~

t
	
2
(t) =
(A+ (t)B)	
2
(t) + (t)	(t) with 	
1
(0) = 	
2
(0). Then it is easy to see that
	
2
(t) = e
 i
R
t
0
()d
	
1
(t) for all t  0, so 	
1
(t) and 	
2
(t) are in the same
lass for all times. It follows that substrationg from the matries A and/or B
a term of the form (t)I (I is the identity matrix) does not hange the lass
of the nal state and therefore by the denition A.2.1 does not hange the
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-ontrollability of the system. In partiular substrating from A the matrix
Tr(A)I and from (t)B the matrix (t)Tr(B)I one obtains a (new) system
where the matries involved have zero trae (here \Tr" is the trae operator).
So we an suppose Tr(A) = Tr(B) = 0.
The aim of this setion is to prove that
Lemma. A.2.4 In all ases where (A.2.5) is the only onservation law
2
of
the system, the system is ontrollable.
Remark. A.2.4 The presene of onservation laws other that (A.2.5) pre-
vents ontrollability [68℄.
Proof: The absene of other onservation laws than (A.2.5) implies that the
graph assoiated to the oupling matrixB is onneted. So, in agreement with
the results in [67, 68℄, only the non-degenerate transitions hypothesis is to be
assured; in fat, by the same argument as in [68℄ the system is ontrollable
if at least an  2 R an be found suh that the eigenvalues of A + B does
not give rise to degenerate transitions.
In the ase N = 3 the presene of degenerate transition mean either two
eigenvalues are equal, either one eigenvalue is the arithmeti mean of the
two other. Therefore, the only systems that may not ontrollable are the
ones where an interval [
1
;
2
℄, 
1
< 
2
exists suh that at least one of the
following alternatives is true:
1. for all  2 [
1
;
2
℄ the matrix A+ B has two equal eigenvalues
2. for all  2 [
1
;
2
℄ one eigenvalue of the matrix A+B is the arithmeti
mean of the two other.
Denote by 

i
the i   th eigenvalue of the matrix A + B; for instane

0
1
;
0
2
;
0
3
are the eigenvalues of the matrix A.
The situation 2 is equivalent to the fat that the following funtion of 
is null over [
1
;
2
℄:
P () = (


1
+ 

2
2
  

3
)  (


2
+ 

3
2
  

1
)  (


3
+ 

1
2
  

2
): (A.2.6)
Denote a() =


1
+

2
+

3
3
. Then P () =
27
8
(a() 

1
) (a() 

2
) (a() 


3
). We know that a() =
Tr(A+B)
3
=
Tr(A)
3
+ 
Tr(B)
3
whih by the remark
A.2.3 an be set to zero. So in fat we obtain P () = 

1


2


3
. But we also
have a simple form for this expression: P () = det(A + B). It is easy to
see that P

is a polynomial in ; sine it is zero on the non-trivial interval
2
i.e. dynamial quantity that is onserved for any external eld, see [68℄ for details
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[
1
;
2
℄ it will be zero for all . In partiular for P (0) = 0; to x the notations
we suppose 
2
=

1
+
3
2
; together with Tr(A) = 0 this gives 
2
= 0 and

1
=  
3
, 
1
6= 0, so the matrix A is:
A =
0


1
0 0
0 0 0
0 0  
1
1
A
: (A.2.7)
In this ontext the fat that det(A + B) = 0 for all  2 R is equivalent
to Q(x) = det(x  A + B) = 0 for all x 2 R (use again the polynomial
interpretation). A simple omputation gives
Q(x) =  
2
1
B
22
x
2
+ 
1
(B
22
(B
33
  B
11
) +B
12
B
21
 B
23
B
32
)x+ det(B):
(A.2.8)
In order for Q(x) to be zero for all x in R we obtain the following relations:
B
22
= 0, B
12
B
21
= B
23
B
32
and det(B) = 0, or, sine B is symmetrial,
B
22
= 0, jB
12
j = jB
23
j, det(B) = 0. Note rst that if B
12
= 0 the matrix B
has null elements in seond row and seond olumn so the assoiated graph
annot be onneted, whih is impossible by hypothesis.
Note that sine Tr(B) = 0 one obtains B
11
+ B
33
= 0. Therefore the
relation det(B) = 0 imply 2B
12
B
23
B
13
= 0 so B
13
= 0.
Two situations are possible: B
12
= B
23
or B
12
=  B
23
. In eah ase
onservation laws an be found: when B
12
= B
23
one may prove as in [68℄
that for any t > 0 and (t) 2 L
2
([0;t℄) :
jC
1
(t)C
3
(t) 
C
2
(t)
2
2
j = jC
01
C
03
 
C
2
02
2
j: (A.2.9)
For the ase B
12
=  B
23
the onservation law reads:
jC
1
(t)C
3
(t) +
C
2
(t)
2
2
j = jC
01
C
03
+
C
2
02
2
j: (A.2.10)
A similar analysis may be arried out for the alternative 1 (two eigenvalues
are equal). This time we onsider the polynomial
R

(X) = (X 

1
)(X 

2
)(X 

3
) = X
3
+X(

1


2
+

2


3
+

3


1
) 

1


2


3
where we have used the fat that 

1
+ 

2
+ 

3
= 0. Denote () = (

1


2
+


2


3
+

3


1
) and () = 

1


2


3
so that R

(X) = X
3
+()X (). Aor-
ding to our alternative, for any  2 [
1
;
2
℄ R

(X) has a root of multipliity
at least 2. It follows that R

(X) and its derivative R
0

(X) = 3X
2
+ ()
have a ommon fator of rst degree. But R

(X) 
X
3
R
0

(X) =
2()
3
X ()
172 ANNEXE A. ANNEXE (APPENDIX)
whih shows that
3()
2()
is a root
3
of R
0

(X). Writing that R
0

(
3()
2()
) = 0 we
obtain
4
3
() =  27
2
(): (A.2.11)
Note that () is a third degree polynomial in  while () is a seond order
polynomnial in ; the fat that this quantities are equal for any  2 [
1
;
2
℄
imply that this equality is true for any  2 R. A loser look at (A.2.11) reveals
rst that () and () must have the same roots and seondly that the set
of roots annot ontain more than one element. This imply in partiular
that the two roots of () are equal. To x the notations we suppose that

0
2
= 
0
3
=  and therefore 
0
1
=  2. Denote
B =
0

a b 
b d e
 e f
1
A
; A =
0

 2 0 0
0  0
0 0 
1
A
: (A.2.12)
Compute ():
() = det

 2+ a b
b + d

+ det

 2+ a 
 + f

+
det

+ d e
e + f

:
Note that Tr(B) = 0 imply a =  d  f . We obtain by simple omputations:
() = 
2
( d
2
  f
2
  df   b
2
  
2
  e
2
)  3(d+ f)  3
2
:
The polynomial () has degenerate roots only when 9
2
(d+f)
2
= 43
2
(d
2
+
f
2
+ df + b
2
+ 
2
+ e
2
) what is equivalent to (d  f)
2
+ 4(b
2
+ 
2
+ e
2
) = 0.
This an happen only when b =  = e = 0 and d = f , leading to a diagonal
matrix B:
B =
0

 2d 0 0
0 d 0
0 0 d
1
A
; (A.2.13)
whih imply [A;B℄ = 0, in ontradition with the hypothesis.
In onlusion, if no onservation laws other than (A.2.5) are in eet, the
system is -ontrollable.
Let us onsider now the problem of (lassial) ontrollability with arbi-
trary matries A and B, under the hypothesis formulated in remark A.2.1.
3
the values of  where () = 0 are at most 2 and lead to trivial situations
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Denote by A
0
= A   Tr(A)I and B
0
= B   Tr(B)I. We have seen above
that if no  2 R an be found suh that the transitions orresponding to
eigenvalues of A
0
+ B
0
be non-degenerate, then either the graph assoiated
to matrix B is non-onneted, either [A
0
;B
0
℄ = [A;B℄ = 0 either onservation
laws (A.2.9) or (A.2.10) are in eet.
The eigenvalues of A
0
+ B
0
are translations of eigenvalues of A+ B so
the transitions orresponding to eigenvalues of A
0
+ B
0
are the same as the
transitions orresponding to eigenvalues of A+ B.
By the remark A.2.3, the solution 	
0
(t) of the evolution equation i~

t
	
0
(t) =
(A
0
+ (t)B
0
)	
0
(t) diers from 	(t) only by a multipliative onstant e
i'
t
,
'
t
2 R (provided that 	
0
(0) = 	(0)). It suÆes now to see by the partiular
form of onservation equations (A.2.9, A.2.10) that if 	
0
(t) omply with one
of these onservation laws then also does 	(t) (here it is essential that the
onservation laws are homogeneous).
In onlusion, if no  2 R an be found suh that the transitions orres-
ponding to eigenvalues of A + B be non-degenerate, then either the graph
assoiated to matrix B is non-onneted, either [A;B℄ = 0 or onservation
laws (A.2.9, A.2.10) are in eet, whih ends the proof of lemma A.2.4 .
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