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Abstract-When the Laplace transform F(p) of a function f(z) has no poles but is singular only 
on the real negative semisxis because of a cut required to make it single-valued, the inverse transform 
f(r) can easily be computed by means of the integral of a real-valued function. This result is applied 
to the calculation of a class of exact eternal solutions of the Boltzmann equation, recently found by 
the authors. The new approach makes it easier to prove that these solutions are positive, as well as 
to study their asymptotics. @ 2002 Elsevier Science Ltd. All rights reserved. 
1. INTRODUCTION 
Recently, the authors [l] found two rather startlin g families of exact solutions of the space- 
homogeneous Boltzmann equation which can be constructed starting from rather peculiar, self- 
similar solutions with infinite energy. These solutions are eternal, i.e., they exist from t = --oo 
to t = +oo. We recall that a recent conjecture states that the only eternal solutions of the 
Boltzmann equation are Maxwellians [2]. The proof that these solutious are positive required 
rather cumbersome calculations, required to invert the Laplace transform of the solution. In fact, 
the Laplace inversion easily yields a series with alternating signs, but an integral representation 
is required to exhibit positivity. 
Here, we establish a simple formula to invert the Laplace transform of B function, which, like 
those encountered in the previous paper [l], is many-valued and can be made one-valued by 
introducing a cut along the real negative semiaxis. This formula will be used to obtain a simple 
representation of the two solutions found in [l]. Without using the method discussed here, it 
was possible to derive [l] the representation of just one of the solutions by a much longer process 
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based on two integral representations of Bessel’s functions. We stress that our way of inverting 
the Laplace transform is not completely new. The inversion formula can be formally obtained 
by the usual contour integration, and as such it has certainly been used many times in many 
particular cases. We propose to establish (under known conditions) the universal formula which 
is hard (maybe impossible) to find in the literature. 
The plan of the paper is as follows. In Section 2, we derive the basic relation supplying an 
easy tool to compute inverse transforms of the kind mentioned above. In Section 3, we give two 
examples of application of this.relation. In Section 4, we indicate how the Laplace transform of 
the exact solutions can be established. In Section 5, we compute the integral representation of 
the solutions by means of the formula established in Section 2. 
2. A FORMULA TO INVERT THE LAPLACE TRANSFORM 
Let f(z) be a real-valued, locally integrable function of z 2 0. Then 
F(p) = L[f] = J-md5f(5)e-pz, f = P[F] (2.1) 
denote, as usual, the direct and inverse Laplace transformations. To simplify, we assume f(z) to 
be real-valued on the positive real axis. If f(z)ebaz E Li(R+) for some a 2 0, then the above 
integral converges for any complex p satisfying !Rp 2 a, and defines an analytic function F(p). 
Here %p denotes the real part of p. 
By analytic continuation, the function F(p) can then be defined for all complex values of p 
except for a set of singular points. If we allow the most general continuation, F(p) frequently 
turns out to be a many-valued function. This is the case occurring in many applications, as, 
e.g., [l], where the following Laplace transform is met: 
P Cd-1 
F(P) = l+pat o! I 1. 
Similar cases occur whenever F(p) = Fl(pa), where Pi is an analytic function inside the sector 
(argp] < X. To make this kind of functions easily tractable, one restricts the argument of p by 
assuming --x < argp < 7r. This makes the function one-valued, but introduces a cut along the 
negative real axis. It is frequently the case that, as in the examples just given, F(p) has no 
singularities in the cut plane CfR_, where 
R- = {p E C : Sp = o, sp 5 o}, 
where Sp denotes the imaginary part of p. Moreover, the limiting values 
F*(t) = F(-t f i0) = Fl (taefinn) 
on the real negative semiaxis are well defined for almost all t > 0. 
Motivated by the above considerations, we now consider the following. 
PROBLEM. Let F(p) be an analytic function havin, 0 no singularities in the cut plane C/R_. We 
assume that F(p) = F(p) and that the limiting value 
I* = li~_~ F (te*@) , F+(t) = F-(t) 
exist for almost all t > 0. Find L-’ [F] un d er certain additional restrictions on F(p). 
We want to prove the following. 
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LEMMA 2.1. Let F(P) satisfy the conditions of the problem above. Let 
(4 F(P) = o(l) for IPI --+ 03, F(P) = o(lPl-‘) for IPI -+ 0, uniformly in any sector )argpl < 
7r-rj,ir>q>o; 
(B) there exists c > 0 such that for every K - E < 4 5 A, 
F(re*+ ) 1 +r E Jw+L IF (re*id) 1 2 u(r), 
where a(r) does not depend on q!~ and u(r)e-6r E L’(R+) for any 6 > 0. Then, in the 
notation of the problem, 
_p[F] = 1 a om dt e-“%F-(t). s 
PROOF. We take an arbitrary p, Xp > 0, and three numbers rr, r-2, q5 such that 
0 < rl < IPI, 7-z > IPI, max(i, 7r-6) <f$<n, 
where E is defined in (B). Then we consider the Cauchy formula [3] 
(2.2) 
(2.3) 
where the closed contour C$ ,T2 is made (in an obvious order) of two line segments I& = {z E C : 
rr 5 JzI 5 rs, argz = I!$} and two arcs Ci = {z E C : 1.~1 = ri, largzj 5 q5}, i = 1,2. 
Condition (A) a.llows us to pass to the limit rr -+ 0, rz -+ oo and we obtain 
F(P) = & -=- e-@F(eeid) p-t&d - p_te-if$ I (2.4) 
with due account for the orientation of the path. The first Condition (B) shows that integral (2.4) 
converges absolutely. Noting that 
Y2p > 0, 3? (te*‘+) < 0, p _ tek@ = 
s 
0m d~e-“(P-~~i”“), 
we can obviously rewrite the previous representation of F(p) as a repeated integral. Then Fubini’s 
theorem allows us to change the order of the integrations and we obtain 
F(P) = 
J 
0W dzf(z)e-P”, SP > 0, 
with 
f(x) = L-l[F] = & SW & [eid+te’“F (t&) _ e-i++te-“F @-id)] . 
0 
Then we use the second Condition (B) and pass, by dominated convergence, to the limit 4 -+ 7r. 
The resulting formula (2.2) follows from the condition F+(t) = F-(t). 
The lemma is proved. 
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3. TWO EXAMPLES 
We present now, one elementary and another, slightly less elementary, application of the lemma 
proved in the previous section. 
EXAMPLE 1. Let f(z) = za-‘, 0 < (1 < 1. Then F(p) = f,[f = peaI’(cr). We see that F(p) 
satisfies all the conditions of the lemma and, therefore, 
f(z) = ,C-‘[F] = T Jm dteezt(tTa sincu7r) = x?‘TP(~ - a)P(o). 
0 
By comparing the original expression with this result, we obtain the well-known identity 
r(+yl- a) = -L 
sin ox 
EXAMPLE 2. The so-called Mittag-Leffler function 141, 
(3.1) 
has a relatively simple Laplace transform 
Fe(p) = 4Qol = f$. 
This can be seen by taking the Laplace transform, term by term, of the series for Q,. The process 
is easily justified for (p] > 1 and yields 
4&a] = c 3 = s, )pI > 1. 
The result is valid for any p E C/I_ by analytic continuation. 
We see that F,(p) satisfies all the conditions of the lemma and, therefore, (letting t = l/s) 
ds ps-l/” 
Qa(z) = % brn (1 + s2 + 2s cos(7rc.r)) ’ 
O<a<l, 
a very convenient relation to investigate various properties of Qa(s) (positivity, asymptotics as 
z -+ co, etc.). 
4. APPLICATION TO THE BOLTZMANN EQUATION 
In this section, we apply the lemma of Section 2 to the exact solutions of the Boltzmann 
equation, recently found by the authors [I]. 
We consider the Boltzmann equation [5] with a cross-section 1/(47r]V]), where V = v - w is 
the relative velocity of two colliding molecules, in the space-homogeneous case 
ft=& J dwdnLf(v’)f(w’) - f(v)f(w)l, 
R3xS2 
where 
v’ = $v + w + [Vln), w’ = i(v + w - IV(n), nE S”, 
and, for simplicity, we do not indicate the time dependence in the collision term. 
Performing the Fourier transform 
f*(k) = k, dvf (v)edik’“, k E !J?‘, 
(4.1) 
(4.2) 
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(4.3) 
where 
k* = i(k f [kin), n E S2 
We consider the simplest class of solutions 
f^(V> t) = 4(x, t), x _ lk12 2 ’ (4.4) 
corresponding to isotropic distribution functions f(t, Ivl) in (2.1). Then the equation for 4(x, t) 
reads 
A= l 
I 
dsM(szM((l - sb) - N44(~)1. (4.5) 
0 
Our aim here, is to look for self-similar solutions of the form 
4(x, t) = + (xc-at) , $J(O) = 1. 
Then the equation for r/~(x) reads 
-ax& = 1 x 
s 
oz dYll(YM(x - Y) - +(x), 
where we let y = sx. 
(4.6) 
(4.7) 
5. USE OF THE LAPLACE TRANSFORM 
Equation (4.7) can be obviously simplified by using the Laplace transform 
u(p) = &J] = lm dx$(x)cp”, f = C1[F], 
satisfying 
-a&u)” - U’ = u’, P(P) +p+cc 1, 
or equivalently, in terms of Y = pu(p), 
(5.1) 
- a$ y” - PY' + Y(l - Y) = 0, Y(P) -+p+cc 1. (5.2) 
These equations were established in [l], where two solutions were found, by means of a trans- 
formation leading from a (known) solution with a > 0 to solutions with a < 0. Both solutions 
have the form 
1 
Y = Y,(P) = (1 +p_a)2’ (5.3) 
Here we proceed to checking that there are exactly two solutions of this form, corresponding to 
cx = l/2, a = -213 or CY = l/3, a = -312. 
In fact, we have (5.3) 
Y’ = 2y1 +&J --or-l ) y" = 6a2 (l+;+ -2a-2 - 2cy(cu + 1) -a-2 (l+:+ ’ 
and consequently, 
ap2y” + ln~’ = 6alu2 1 1 
(1 + p-c+ 
-2n - 2cu(acu + a - 1) (1 +p-a)3Y-a~ 
Y(1 - Y) = (1 +;_92 - (1 + ;-ay 
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These two relations yield 
aP2Y” + pY’ _ rJ1 _ ?/) = “‘;+T$l _ ( [2a02 + 2(;1+‘d”l,; 1) P-O + 1, 
If acry = -l/6 and (a - 1)~ = -5/6, the two fractions become equal and the equation is satisfied. 
The conditions imposed on a and cr give cy = l/2, a = -213 or a = l/3, a = -312 for Y, to be 
a solution. 
Thus, we have found the Laplace transforms of two solutions of the Boltzmann equation 
U(p) = 1 
1 1 1 
p (1 +p-a)2’ o = 2’3’ 
We need to invert them and this we do by using the lemma in Section 2, 
1 1 
a = 2’3’ 
Equation (2.2) gives immediately 
U,(Z) = 2y J w ds (1 + scoscr7r) _-25m1/= 1 1 c (1 + s2 + 2s cos cUr)2 e > a = z1 3’ 
Then we remark that z = ]k12/2 and that 
e-01k12/2 =3[h&] = RddvAJg(]v])exp(-ik.v), J 
where Me(lvl) denotes the Maxwellian distribution 
Mo(]v]) = (2,ir@)-a/2c-l”12/(2@) 
with “temperature” 0 > 0. Then we finally obtain 
where O(s) = sP1ia. 
We remark that we have done all our calculations in the three-dimensional case, but one 
can check that the solution holds in any dimension d > 2, provided only that we replace the 
three-dimensional Maxwellian Me,,) with the d-dimensional Maxwellian (the only change in the 
definition is that the exponent -312 is replaced by -d/2). 
6. CONCLUDING REMARKS 
The formula given in equation (5.4) yields the most explicit form of the solutions found in [l]. 
Without using the above method, the authors were able to derive just one of the equalities (5.4), 
corresponding to cy = l/2 by a much longer process based on two integral representations of 
Bessel’s functions. 
From the explicit representation, it is clear that these self-similar solutions of the Boltzmann 
equation are eternal and positive. They can be checked not to have finite energy [l]. By con- 
volution with a Maxwellian, we can produce two families of smooth, eternal, positive solutions 
(see [l]). The fact that the solutions are positive is the main novelty of these solutions, because 
it is easy to give examples of eternal solutions, which are negative in some nonzero measure set. 
A similar problem was considered 25 years ago when one of the authors [7] constructed self- 
similar solutions with finite energy (obeying the same equation as our solution, but with positive 
rather than negative values of the parameter a). Several authors (see [6,8] for a review) considered 
these solutions in more detail, and finally, it was proved by Barnsley and Cornille [9] (for the 
simplest case considered in Section 4) that all these solutions, except the so-called “BKW-mode” 
[lo-121, do not correspond to positive distribution functions. 
In addition to giving a useful representation for the solutions given in [l], we established a simple 
formula which can be used to evaluate (or in the worst case, to obtain integral representations 
for) the inverse Laplace transforms of a wide class of functions (functions analytic in the entire 
plane cut along the negative real semiaxis). 
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