A new isoperimetric estimate is proved for embedded closed curves evolving by curve shortening flow, normalized to have total length 2p. The estimate bounds the length of any chord from below in terms of the arc length between its endpoints and elapsed time. Applying the estimate to short segments we deduce directly that the maximum curvature decays exponentially to 1. This gives a self-contained proof of Grayson's theorem which does not require the monotonicity formula or the classification of singularities.
Introduction
Under the curve shortening flow, a curve in R 2 moves in its normal direction with speed given by its curvature. More precisely, ifF F 0 : S 1 ! R 2 is a smooth immersion, we are concerned with the solutionF F : ½0;T TÞ ! R 2 of the initial value problem qF F qt ¼ ÀkN;
where k is the curvature with respect to the unit normal N. It is well known [7] , Section 2, that there exists a unique solutionF F : S 1 Â ½0;T TÞ ! R 2 such thatF F ð:; tÞ is a smooth immersion for each t, and the maximum curvature k max ðtÞ ¼ maxfjkðs; tÞj : s A S 1 g becomes unbounded as t approaches the maximal timeT T.
vex, and subsequently shrinks to a point while becoming circular in shape. His argument was rather delicate, requiring separate analyses of what may happen under various geometric configurations, and special arguments in each case to show that the curve must indeed become convex. More recently the proof has been simplified by using isoperimetric estimates to rule out certain kinds of behaviour: Huisken [12] gave an isoperimetric estimate relating chord length to arc length, and Hamilton [10] gave an estimate controlling the ratio of the isoperimetric profile to that of a circle of the same area. Either of these arguments can be used to deduce Grayson's theorem, by making use of previous results concerning the classification of singularities: If the maximum curvature remains comparable to that of a circle with the same extinction time, Huisken's monotonicity formula [11] implies that the curve has asymptotic shape given by a self-similar solution of curveshortening flow, which by the classification of Abresch and Langer [1] must be a circle (see also the proof in [4] which is not computer-assisted). Otherwise, one can use a blowup procedure to produce a convex limiting curve to which Hamilton's Harnack estimate [9] for the curve-shortening flow can be applied to show that it is a 'grim reaper' curve (see for example the argument given in [2] , Section 8). But this implies that the isoperimetric bound must be violated, proving Grayson's theorem.
Our purpose in this paper is to give a proof of Grayson's theorem which does not require any of the additional machinery described above: By refining the isoperimetric argument of Huisken, we obtain stronger control on the chord distances, su‰cient to imply a curvature bound. The curvature bound we obtain is remarkably strong, and immediately implies that after rescaling the evolving curves to have length 2p the maximum curvature approaches 1 at a sharp rate. The convergence of the rescaled curves to circles is then straightforward.
Our result is most easily formulated in terms of a normalized flow, which we now introduce: Given a solutionF F of (1), we define F : S 1 Â ½0; TÞ ! R 2 by
Then L½F ð:; tÞ ¼ 2p for every t, and F evolves according to the normalized equation
where k denotes the curvature of the normalized curve F , and we introduced the average curvature k 2 ¼ ð2pÞ À1 Ð S 1 k 2 . Our main result is an isoperimetric bound for embedded curves evolving by equation (2), controlling lengths of chords in terms of the arc length between their endpoints and elapsed time.
Distance comparison for smooth embedded curves
We denote the chord length by dðp; q; tÞ ¼ jF ðq; tÞ À F ðp; tÞj, and the arc length along the curve F ð:; tÞ by lðp; q; tÞ. Our main result is the following: Theorem 1. Let F : S 1 Â ½0; TÞ ! R 2 be a smooth embedded solution of the normalized curve-shortening flow (2) with fixed total length 2p. Then there exists t A R such that for every p and q in S 1 and every t f 0,
Proof. We begin by proving that for any smooth embedded closed curve F 0 the inequality d f f ðl; ÀtÞ holds for su‰ciently large t. In particular this implies there exists Computing the squared length of this we find
Since lðs 2 ; s 1 Þ ¼ js 2 À s 1 j, it follows that where t ¼ log a, so the inequality in the theorem holds for t ¼ 0.
To show the result for positive times we use a maximum principle argument. Define Z : S 1 Â S 1 Â ½0; TÞ ! R by Zðp; q; tÞ ¼ dðp; q; tÞ À f À lðp; q; tÞ; t À t Á :
Note that Z is continuous on S 1 Â S 1 Â ½0; TÞ and smooth where p 3 q. Fix t 1 A ð0; TÞ, and choose C > supfk 2 ðtÞ : 0 e t e t 1 g. We prove by contradiction that Z e ¼ Z þ ee Ct remains positive on S 1 Â S 1 Â ½0; t 1 for any e > 0. At t ¼ 0 and on the diagonal fðp; pÞ : p A S 1 g we have Z e f e > 0, so if Z e does not remain positive then there exists t 0 A ð0; t 1 and ðp 0 ; q 0 Þ A S 1 Â S 1 with p 0 3 q 0 such that Z e ðp 0 ; q 0 ; t 0 Þ ¼ 0 ¼ inffZ e ðp; q; tÞ : p; q A S 1 ; 0 e t e t 0 g:
It follows that at ðp 0 ; q 0 ; t 0 Þ we have Z ¼ Àee Ct 0 , qZ qt þ Cee Ct 0 ¼ qZ e qt e 0, while the first spatial derivative of Z vanishes and the second is non-negative.
We parametrize using the arc-length parameter at time t 0 , and choose the normal N to point out of the region enclosed by the curve. For arbitrary real x and h, let sðuÞ ¼ ðp 0 þ xu; q 0 þ hu; t 0 Þ. Then we compute
where f 0 denotes the derivative in the first argument, T p ¼ qF qs ðp; tÞ, and we define for p 3 q wðp; q; tÞ ¼ F ðq; tÞ À F ðp; tÞ dðp; q; tÞ :
The right-hand side of equation (7) vanishes at u ¼ 0, so we have
There are two possibilities: Either T q 0 ¼ T p 0 3 w, or w bisects T p 0 and T q 0 .
We begin by ruling out the first case. Since T p 0 ¼ T q 0 3 w, the normal makes an acute angle with the chord p 0 q 0 at one endpoint, and an obtuse angle at the other. Therefore points on the chord near one endpoint are inside the region, while points near the other endpoint are outside, implying that there is at least one other point where the curve F ð:; t 0 Þ meets the chord. We may assume that an intersection occurs at s with p 0 < s < q 0 . Then we have dðp 0 ; q 0 Þ ¼ dðp 0 ; sÞ þ dðs; q 0 Þ; lðp 0 ; q 0 Þ ¼ minflðp 0 ; sÞ þ lðs; q 0 Þ; 2p À lðp 0 ; sÞ À lðs; q 0 Þg: 
Since w bisects T p 0 and T q 0 we can write hT p 0 ; wi ¼ hT q 0 ; wi ¼ cos y and hT p 0 ; T q 0 i ¼ 2 cos 2 y À 1:
Under the rescaled flow equation (2), d and l evolve as follows:
The latter is obtained from equation (2) as in [7] , Lemma 3.1.1, to computet qF qp ¼ ðk 2 À k 2 Þ qF qp :
From these we obtain an expression for the time derivative of Z:
From equation (9),
Proof. Suppose T < y. Theorem 3 gives a bound on curvature of the form jkðp; tÞj e C for all t A ½0; T. The un-normalized equation can be recovered from the normalized one by setting
In particular, k max ðtÞ is bounded for t A ½0;T TÞ, which is impossible.
The bounds follow from a standard bootstrapping argument. For example, bounds on qk qs can be obtained by applying the maximum principle to the evolution equation for t qk qs 2 þ k 2 , given that k is bounded. r
Exponential convergence of the normalized flow
Now we deduce exponential convergence of the curvature to 1. First we observe that since Ð k ds ¼ L ¼ 2p, for t f 1 and any e > 0, using the estimates from Corollary 1 and with m chosen large enough for given e > 0. Thus kðsÞ ! 1 in C y as t ! y. It follows that the normalized curves converge modulo translations to a unit circle, exponentially fast in C k for any k.
The result of Grayson's theorem follows using the formulae for the unnormalized curves given in the proof of Corollary 4.
