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We study (d − 1)-dimensional excitations in the d-dimensional color code that are created by transversal
application of the Rd phase operators on connected subregions of qubits. We find that such excitations are
the superpositions of electric charges and can be characterized by the fixed-point wave functions of (d − 1)-
dimensional bosonic symmetry-protected topological (SPT) phases with (Z2)⊗d symmetry. While these SPT
excitations are localized on (d − 1)-dimensional boundaries, their creation requires operations acting on all
qubits inside the boundaries, reflecting the nontriviality of emerging SPT wave functions. Moreover, these SPT
excitations can be physically realized as transparent gapped domain walls which exchange excitations in the color
code. Namely, in the three-dimensional color code, the domain wall, associated with the transversal R3 operator,
exchanges a magnetic flux and a composite of a magnetic flux and the looplike SPT excitation, revealing rich
possibilities of boundaries in higher-dimensional TQFTs. We also find that magnetic fluxes and the looplike SPT
excitations exhibit nontrivial three-loop braiding statistics in three dimensions as a result of the fact that the R3
phase operator belongs to the third level of the Clifford hierarchy. We believe that the connection between SPT
excitations, fault-tolerant logical gates and gapped domain walls, established in this paper, can be generalized to
a large class of topological quantum codes and TQFTs.
DOI: 10.1103/PhysRevB.91.245131 PACS number(s): 71.27.+a, 03.67.−a
I. INTRODUCTION
Classification of fault-tolerant implementable logical gates
in topological quantum error-correcting codes is an important
stepping stone toward far-reaching goal of universal quantum
computation [1–4]. Characterization of logical operators is
also essential in understanding braiding and fusion rules of
anyonic excitations arising in topologically ordered systems
[5,6]. Although some classes of two-dimensional topological
quantum codes are restricted to possess stringlike logical
operators only, there exist nontrivial topological quantum
codes with two-dimensional logical operators. Namely, in the
two-dimensional color code, transversal membranelike phase
operators lead to a nontrivial action on the ground space,
which induces a nontrivial automorphism exchanging anyon
labels [7,8]. Also, in three or more dimensions, the color code
admits transversal non-Clifford logical phase gates, which
are an indispensable ingredient of fault-tolerant quantum
computation [8,9].
While the characterization of excitations and the classifi-
cation of logical operators are intimately related, excitations
arising from logical phase gates in the color code have not
been studied. In this paper, we study excitations created
by transversal phase gates in the color code. Somewhat
surprisingly, we find that such excitations can be characterized
by bosonic symmetry-protected topological (SPT) phases,
which have been actively discussed in condensed matter
physics community [10–17]. Formally, the system with SPT
order has certain on-site symmetry G and its nondegenerate
ground state does not break any of the symmetries. Studies
of SPT phases have provided better understanding of various
quantum phases of matter, including topological insulators, the
topological gauge theory and gauge/gravitational anomalies.
However, studies of SPT phases have yet to find interesting
applications in quantum information science except for few
instances [18–20].
Our first result concerns an observation that (d − 1)-
dimensional excitations, created by transversal Rd phase
operators in the d-dimensional color code, can be characterized
by (d − 1)-dimensional bosonic SPT phases with (Z2)⊗d
symmetry. Namely, by writing the emerging wave function
as a superposition of excited eigenstates, we find that its
expression is identical to a fixed-point wave function of a
nontrivial SPT phase. The on-site symmetries emerge from
parity conservation of electric charges in the color code. While
these SPT excitations are localized on (d − 1)-dimensional
boundaries, their creation requires quantum operations acting
on all qubits inside the boundaries, reflecting the nontriviality
of SPT wave functions.
Although these SPT excitations are pseudoexcitations (not
being eigenstates), they may emerge as gapped domain
walls in the Heisenberg picture. Our second result concerns
an observation that application of transversal logical gates
to a part of the system creates a gapped domain wall.
In the two-dimensional color code, there is a one-to-one
correspondence between transparent domain walls and two-
dimensional logical gates with nontrivial automorphism of
anyons. In the three-dimensional color code, gapped domain
walls, created by R3 operators, transform a looplike magnetic
flux into a composite of a magnetic flux and a looplike
SPT excitation, revealing rich possibilities of boundaries in
higher-dimensional TQFTs.
We also study braiding statistics of looplike excitations in
the three-dimensional color code. Our third result concerns an
observation that looplike magnetic fluxes and looplike SPT
excitations exhibit nontrivial three-loop braiding statistics.
Namely, if a magnetic flux and a looplike SPT excitation are
braided while both of them are pierced through a magnetic
flux, the resulting statistical phase is nontrivial. The nontrivial
three-loop braiding statistics results from the fact that the three-
dimensional color code admits a fault-tolerant implementable
logical gate from the third level of the Clifford hierarchy. We
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also find that excitations, which may condense on the domain
wall, exhibit trivial three-loop braiding statistics, implying
that domain walls and boundaries in three-dimensional TQFTs
may be classified by three-loop braiding statistics of magnetic
fluxes and looplike SPT excitations.
While the discussion in this paper is limited to a very spe-
cific model of topological quantum codes, we believe that our
characterization is more generically applicable. Namely, we
anticipate that in a large class of topologically ordered systems,
pseudoexcitations resulting from fault-tolerant implementable
logical gates can be characterized by the SPT wave functions.
We further expect that these SPT excitations possess nontrivial
multiexcitation braiding statistics and provide useful insight
into the classification of gapped boundaries. We thus view the
results in this paper as a stepping stone toward establishing
the connection between characterizations of gapped domain
walls, fault-tolerant logical gates, and braiding statistics of the
SPT excitations.
This paper is organized as follows. In Sec. II, we describe
string and membrane operators in the two-dimensional color
code. In Sec. III, we show that a looplike excitation in
the two-dimensional color code can be characterized by an
SPT wave function with Z2 ⊗ Z2 symmetry. In Sec. IV,
we argue that SPT excitations can be physically realized
as transparent domain walls in the Heisenberg picture. In
Sec. V, we describe string, membrane, and volume operators
in the three-dimensional color code. In Sec. VI, we show
that a membranelike excitation in the three-dimensional color
code can be characterized by an SPT wave function with
Z2 ⊗ Z2 ⊗ Z2 symmetry. In Sec. VII, we study the transparent
domain wall in the three-dimensional color code. We also
study the three-loop braiding statistics of magnetic fluxes and
the looplike SPT excitations.
II. MEMBRANELIKE OPERATORS IN
TWO-DIMENSIONAL COLOR CODE
We begin by considering the two-dimensional color code
defined on a three-valent and three-colorable lattice  where
qubits live on vertices. Colors are denoted by A,B,C. An
example of such a lattice is a hexagonal lattice shown in Fig. 1
where plaquettes are colored in A,B,C such that neighboring
plaquettes do not have the same color. The Hamiltonian is
given by
H = −
∑
P
S
(X)
P −
∑
P
S
(Z)
P , (1)
where P represents a plaquette, and S(X)P and S
(Z)
P are tensor
products of Pauli X and Z operators, respectively, acting on
all qubits on a plaquette P interaction terms S(X)P and S
(Z)
P ′
commute with each other for all P and P ′, and thus the system
is a stabilizer Hamiltonian. Namely, a ground state |ψ〉 satisfies
stabilizer conditions S(X)P |ψ〉 = S(Z)P |ψ〉 = +|ψ〉 for all P .
Anyonic excitations in two-dimensional topologically or-
dered spin systems are characterized by string operators. To
construct them in the color code, we assign color labels
AB,BC,CA to edges of the lattice  depending on color
labels of two adjacent plaquettes. Consider a set of edges of
color AB that form a one-dimensional line γ AB (Fig. 1). We
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FIG. 1. (Color online) The two-dimensional topological color
code. The Hamiltonian H is a sum of X-type and Z-type plaquette
terms on every plaquette. An open line γ AB , consisting of thick edges
of color AB, defines a stringlike operator which creates a pair of
anyonic excitations on shaded plaquettes of color C.
define
XAB |γ AB :=
⊗
j∈γ AB
Xj , ZAB |γ AB :=
⊗
j∈γ AB
Zj . (2)
If γ AB is an open line, they commute with all the inter-
action terms except stabilizers on plaquettes of color C at
the endpoints of γAB . Thus applications of XAB |γ AB and
ZAB |γ AB create magnetic fluxes mC and electric charges eC ,
respectively. The correspondence between anyon labels and
string operators may be represented as follows:
XAB |γ AB  mC, ZAB |γ AB  eC. (3)
Similarly, string operators can be constructed from open lines
γ BC,γ CA, consisting of edges of color BC,CA, which lead to
XBC |γBC  mA, ZBC |γBC  eA,
XCA|γCA  mB, ZCA|γCA  eB.
(4)
There are important subtleties in the above characterization
of anyonic excitations. First, anyonic excitations with three
different color labels are not independent from each other
since applications of Pauli X and Z operators on a single qubit
create composites of anyons mAmBmC,eAeBeC , respectively.
In other words, the following fusion channels exist:
mA × mB × mC = 1, eA × eB × eC = 1. (5)
Second, an electric charge eA exhibits the nontrivial braiding
statistics with mB , but not with mA. This is because XBC |γBC
and ZBC |γ ′BC always commute with each other for any choice
of γBC and γ ′BC . To fully capture the braiding statistics in
the two-dimensional color code, it is convenient to construct
an isomorphism between anyons of the color code and those
of the toric code. Let e1,m1 and e2,m2 be anyons in two
decoupled (i.e., noninteracting) copies of the toric code.
Then the following correspondence is an isomorphism, which
preserves braiding and fusion rules:
mA ↔ m1, mB ↔ m2, eA ↔ e2, eB ↔ e1. (6)
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In fact, it is known that, on a closed manifold, the two-
dimensional color code is equivalent to two decoupled copies
of the toric code under a local unitary transformation [21–23].
In other words, they belong to the same topological phase [24].
The two-dimensional color code possesses not only
stringlike operators, but also transversal membrane (two-
dimensional) operators. LetH be a Hadamard operator, which
exchanges Pauli X and Z operators:
HXH† = Z, HZH† = X. (7)
The Hamiltonian H is symmetric under transversal conjuga-
tion by the Hadamard operators
HHH† = H, H :=
⊗
j
Hj . (8)
SinceH transforms X-type string operators into Z-type string
operators and vise versa, it exchanges electric charges e and
magnetic fluxes m:
eA → mA, eB → mB, mA → eA, mB → eB. (9)
The color code admits another interesting transversal mem-
brane operator. Let us define phase operators, acting on a
qubit, by R(θ ) := diag(1,eiθ ). Of particular importance is the
so-called Rm phase operator
Rm := diag(1, exp(iπ/2m−1)). (10)
The R2 operator exchanges Pauli X and Y operators:
R2XR
†
2 = Y, R2YR†2 = −X. (11)
Let  be a projector onto the ground-state space of the color
code Hamiltonian. Recall that the lattice  is bipartite and
qubits can be split into two complementary sets T and T c. Let
us define the following transversal (two-dimensional) phase
operator:
R2 :=
⊗
j∈T
R2|j
⊗
j∈T c
(R2|j )−1. (12)
Then, the ground-state space is invariant under transver-
sal application of R2 operators: R2 = R2. This two-
dimensional membrane operator implements the following
exchanges of anyon labels (an automorphism):
eA → eA, eB → eB, mA → mAeA, mB → mBeB.
(13)
In general, in two-dimensional topologically ordered spin
systems described by TQFTs, transversal membranelike (two-
dimensional) operators may induce an automorphism of
anyon labels, which preserves braiding and fusion rules
(i.e., monoidal centers of categories which define (2 + 1)-
dimensional TQFTs) [25,26].
We conclude this section by recalling quantum information
theoretical motivations to study transversal membranelike
operators in two-dimensional topologically ordered spin sys-
tems. In quantum information science, one hopes to perform
quantum information processing tasks in a protected codeword
space of some quantum error-correcting code. The gapped
ground-state space of topologically ordered systems is an
idealistic platform for such purposes. However, how do we
perform quantum computations inside the protected subspace?
Ideally one hopes to perform logical operations in a way
that does not make local errors propagate to other spins.
Namely, one hopes to perform logical operations by transversal
unitary gates acting on each spin as a tensor product. Thus it
is important to classify transversally implementable logical
gates in quantum error-correcting codes [2–4,26]. Transversal
membrane operators, such asH and R2 in the topological color
code, are examples of fault-tolerant implementable logical
gates as they may have nontrivial action on the ground-
state space (if it is degenerate). Our goal is to characterize
excitations arising from fault-tolerant implementable logical
operators, and the present paper is dedicated to studies of those
in the topological color code.
III. SPT EXCITATIONS IN TWO-DIMENSIONAL
TOPOLOGICAL COLOR CODE
In this section, we study looplike excitations created by
parts of a membrane phase operator R2 in the two-dimensional
color code and show that they are characterized by a wave
function of a one-dimensional bosonic SPT phase with
Z2 ⊗ Z2 symmetry. Our finding reveals that these looplike
excitations in the color code can be viewed as a path integral
formulation of an SPT wave function, leading to a physically
insightful proof that such a wave function cannot be prepared
by symmetry-protected local unitary transformations. We note
that the circuit depth of preparing SPT wave functions was
previously studied by using different approaches [27,28]. In
this section, for simplicity of discussion, we assume that the
lattice  is supported on a sphere so that the system has a
unique ground state |ψgs〉.
A. Looplike excitation from membrane operator
To begin, let R(θ ) be a phase operator R(θ ) := diag(1,eiθ ).
An application of R(θ ) on a qubit at a vertex v creates an
excited wave function:
|ψ(θ )〉 = R(θ )|v · |ψgs〉. (14)
Since R(θ ) is diagonal in the computational basis, it creates
excitations that are associated with X-type stabilizers on three
neighboring plaquettes P1,P2,P3 of three different colors. We
would like to characterize this wave function in the excitation
basis:
|ψ(θ )〉 →
∑
p1,p2,p3
λp1,p2,p3 |p˜1,p˜2,p˜3〉, (15)
where p˜1,p˜2,p˜3 = 0,1 and |p˜1,p˜2,p˜3〉 represents an eigenstate
of the Hamiltonian H with
S
(X)
P1
|p˜1,p˜2,p˜3〉 = (1 − 2p1)|p˜1,p˜2,p˜3〉,
S
(X)
P2
|p˜1,p˜2,p˜3〉 = (1 − 2p2)|p˜1,p˜2,p˜3〉,
S
(X)
P3
|p˜1,p˜2,p˜3〉 = (1 − 2p3)|p˜1,p˜2,p˜3〉.
(16)
In other words, |p1,p2,p3〉 records the presence or absence of
electric charges at P1,P2,P3 while there is no other excitations
in the system. One finds
|ψ(θ )〉 → cos(θ/2)|˜0,˜0,˜0〉 + i sin(θ/2)|˜1,˜1,˜1〉. (17)
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So the phase operator R(θ ) corresponds to
R(θ ) → ˜R(θ ) = exp
(
i
θ
2
˜XP1
˜XP2
˜XP3
)
, (18)
where ˜XP1 , ˜XP2 , ˜XP3 act on |˜0〉 and |˜1〉 as Pauli X operators.
Here, we used “→” to denote the map from real physical
systems to the excitation basis.
Now consider a subset of qubits V and a restriction of the
membrane phase operator R2 onto V , denoted by R2|V :
R2 :=
⊗
j∈V∩T
R2|j
⊗
j∈V∩T c
(R2|j )−1. (19)
Consider an excited wave function
|ψV 〉 := R2|V · |ψgs〉. (20)
We hope to represent |ψV 〉 in the excitation basis. First, let us
be more precise with a definition of the excitation basis states.
LetHno-flux be the fluxless subspace of the entire Hilbert space
where |ψ〉 ∈ Hno-flux satisfies S(Z)P |ψ〉 = +|ψ〉 for all P . Let
n0 be the total number of plaquettes on the lattice . We define
the excitation basis states |p˜1, . . . ,p˜n0〉 ∈ Hno-flux by
S
(X)
Pj
|p˜1, . . . ,p˜n0〉 = (1 − 2pj )|p˜1, . . . ,p˜n0〉 (21)
for j = 1, . . . ,n0. More explicitly, we define them by
|p˜1, . . . ,p˜n0〉 :=
1
2n0/2
n0∏
j=1
(
1 + (−1)p˜j S(X)Pj
)|0 · · · 〉. (22)
Importantly, not all the basis states are physically allowed since
there are certain Z2 constraints on values of p˜j . Observe that∏
P∈A
S
(X)
P =
∏
P∈B
S
(X)
P =
∏
P∈C
S
(X)
P =
⊗
∀j
Xj , (23)
where A,B,C represent sets of plaquettes of color A,B,C,
respectively. Let NA, NB, NC be the total number of excitations
on plaquettes of color A,B,C, respectively. Then,
NA = NB = NC (mod 2). (24)
In other words, an excitation basis state |p˜1, . . . ,p˜n0〉 is
physically allowed if and only if
∑
j :Pj∈A p˜j =
∑
j :Pj∈B p˜j =∑
j :Pj∈C p˜j modulo 2. [Indeed, if |p˜1, . . . ,p˜n0〉 does not satisfy
this condition, then the right-hand side of Eq. (22) becomes
zero.] Because the system is not degenerate, basis states
|p˜1, . . . ,p˜n0〉 with Eq. (24) span the fluxless subspace Hno-flux
completely. Thus the excited wave function can be characterize
as
|ψV 〉 →
∑
p˜1,..., ˜pn0
λp˜1,..., ˜pn0 |p˜1, . . . ,p˜n0〉 (25)
in the excitation basis where λp˜1,..., ˜pn0 is a complex number
with a proper normalization and p˜1, . . . ,p˜n0 satisfy Eq. (24).
Let us then study a looplike excitation created by a part of
the membranelike R2 operator. Consider a set of plaquettes of
color C which form a contractable connected region of qubits
V with a single boundary (see Fig. 2). Consider an excited
wave function |ψV 〉 = R2|V · |ψgs〉. Since R2|ψgs〉 = |ψgs〉,
the phase operator R2|V creates excitations only around the
boundary of V . A key observation is that R2|V creates
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FIG. 2. (Color online) A looplike excitation created by R2 phase
operators. Filled dots represent qubits in V and plaquettes crossed by
a closed loop around V form ∂V . The region V is constructed from a
set of plaquettes of color C. One applies R2 operators on filled circles
and (R2)−1 on filled double circles.
excitations only on plaquettes of color A,B because V can
be viewed as a set of plaquettes of color C. Namely, let ∂V be
a set of plaquettes of color A,B on the boundary (Fig. 2).
Observe that, on the boundary ∂V , plaquettes of color A
and B appear in an alternating way. We denote boundary
plaquettes by A1,B1, . . . ,An,Bn, where 2n is the total number
of boundary plaquettes. Then the excitation wave function can
be written as
|ψV 〉 →
∣∣φ(ex)∂V 〉⊗ |˜0, . . . ,˜0〉, (26)
where |φ(ex)∂V 〉 =
∑
p λ p| ˜pA1 , ˜pB1 , . . . , ˜pAn, ˜pBn〉. Here, the first
part |φ(ex)∂V 〉 represents excitations on the boundary and the
second part |˜0, . . . ,˜0〉 represents the rest.
The next task is to find an expression of |φ(ex)∂V 〉. From
Eq. (17), the excited wave function is given by
|ψV 〉 →
∏
〈i,j,k〉∈V
exp
(
±i π
4
˜Xi ˜Xj ˜Xk
)
· |˜0〉⊗n0 , (27)
where ± in the product corresponds to R2 and (R2)−1 in
the phase operator R2, respectively. Here, 〈i,j,k〉 represents
a vertex shared by three neighboring plaquettes i,j,k. After
careful calculations, one can find that the boundary wave
function, in the excitation basis, is given by∣∣φ(ex)∂V 〉 = ˜U2|∂V · |˜0〉⊗2n, (28)
where
˜U2|∂V :=
n∏
j=1
exp
(
i
π
4
˜XAj
˜XBj
)
exp
(
− i π
4
˜XBj
˜XAj+1
)
. (29)
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The boundary wave function |φ(ex)∂V 〉 can be viewed as a
one-dimensional system of 2n qubits supported on a closed
loop. It is worth finding the Hamiltonian that has the boundary
wave function |φ(ex)∂V 〉 as a unique ground state. Recall that
˜ZP |˜0〉⊗n0 = |˜0〉⊗n0 for all plaquettesP . Interaction terms in the
Hamiltonian are then obtained by considering U2|∂V ˜ZPU2|†∂V .
One finds
˜H∂V = −
∑
j
˜XAj−1
˜ZBj−1
˜XAj −
∑
j
˜XBj−1
˜ZAj
˜XBj . (30)
One can verify that |φ(ex)∂V 〉 is the unique gapped ground state of
the Hamiltonian ˜H∂V . This Hamiltonian for the boundary wave
function is identical to that of the so-called cluster state up to
transversal application of the Hadamard operators to each and
every qubit along the boundary:
Hcluster = −
2n∑
j=1
Zj−1XjZj+1 = H⊗2n ˜H∂VH⊗2n. (31)
The ground state (the cluster state) is specified by
Zj−1XjZj+1|ψ〉 = |ψ〉 for all j . (32)
In quantum information science community, the cluster state
is known as an important resource state for realizing the
measurement-based quantum computation scheme [29].
B. SPT excitation with Z2 ⊗Z2 symmetry
The cluster state is perhaps the simplest example of the one-
dimensional bosonic SPT phases withZ2 ⊗ Z2 symmetry. Let
us define a pair of Z2 on-site symmetry operators as follows:
SA :=
n⊗
j=1
X2j SB :=
n⊗
j=1
X2j−1. (33)
By “on site,” we mean that symmetry operators are transversal.
The cluster state |ψcluster〉 is the unique ground state of the
Hamiltonian [Eq. (31)] and is symmetric under SA and SB :
SA|ψcluster〉 = SB |ψcluster〉 = |ψcluster〉. (34)
This can be verified by noticing
∏
j=even Zj−1XjZj+1 =
SA and
∏
j=odd Zj−1XjZj+1 = SB , and Zj−1XjZj+1|ψcluster〉
= |ψcluster〉. Let |ψtrivial〉 = |+〉⊗2n be a trivial product state
with Z2 ⊗ Z2 symmetry where |+〉 := 1√2 (|0〉 + |1〉). Two
symmetric wave functions |ψcluster〉 and |ψtrivial〉 are connected
by a local unitary transformation and belong to the same
quantum phase in the absence of symmetries. Indeed, one
has
|ψcluster〉 =
2n∏
j=1
exp
(
i
π
4
ZjZj+1
)
|ψtrivial〉. (35)
On the other hand, in the presence ofZ2 ⊗ Z2 symmetry, they
belong to different SPT phases. Namely, there is no symmetry-
protected local unitary transformation U such that [U,SA] =
[U,SB] = 0 and |ψcluster〉 = U |ψtrivial〉. For instance, one sees
that the unitary transformation in Eq. (35) does not commute
with SA or SB . In this sense, a cluster state is a nontrivial SPT
wave function with Z2 ⊗ Z2 symmetry.
It is interesting to observe that looplike excitations in
the two-dimensional color code are characterized by wave
functions of a one-dimensional SPT phase. To understand what
this observation means, let us further establish the connection
between SPT phases and looplike excitations. Indeed, on-site
symmetry of the boundary wave function |φ(ex)∂V 〉 naturally
emerges from parity conservation on the number of anyonic
excitations in the topological color code. Since R2 phase
operators are applied on qubits supported on plaquettes of
color C, there is no excitation associated with plaquettes of
color C. This implies
NA = NB = 0 (mod 2), (36)
which leads to the following on-site symmetries in the
excitation basis:
˜SA =
∏
j
˜ZAj
˜SB =
∏
j
˜ZBj . (37)
After transversal Hadamard transformation, these symmetry
operators are identical to those in Eq. (33). As such, excitations
arising in the two-dimensional color code are natural platforms
for constructing wave functions with Z2 ⊗ Z2 symmetry.
The remaining question then is why the boundary wave
function corresponds to a nontrivial SPT phase. The key
observation is that, while these looplike excitations are
localized along the boundary ∂V , they cannot be created by
a local unitary transformation acting on physical qubits in
the neighborhood of ∂V . To see this, let us create a pair of
magnetic fluxes which are located outside of V and move one
of them inside V , crossing the SPT excitation (Fig. 3). Since
R2 phase operators exchange Pauli X and Y operators, the
magnetic flux m will be transformed into a composite of an
electric charge e and a magnetic flux m upon crossing the
SPT excitation. Let  be a string operator corresponding to the
propagation of a magnetic flux into V in the absence of an
SPT excitation. (It is a tensor product of Pauli X operators.)
Suppose that there exists a local unitary U which creates an
SPT excitation by acting only on qubits in the neighborhood
of ∂V . Then UU † differs from  only at the intersection with
FIG. 3. An SPT excitation localized on the boundary ∂V . Cre-
ation of this looplike excitation on ∂V requires operators acting on
all qubits in V . If a magnetic flux m crosses an SPT excitation, it
gets transformed into a composite of a magnetic flux and an electric
charge e.
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the boundary. This implies that a magnetic flux remains to be
a magnetic flux inside V , leading to a contradiction. Thus, to
create a looplike SPT excitation, one needs to apply a local
unitary transformation on all qubits inside V (or all qubits in
the complement of V ).
This argument enables us to show that two symmetric wave
functions |ψcluster〉 and |ψtrivial〉 belong to different SPT phases.
This is because symmetry-protected local unitary operators in
the excitation basis have some corresponding local unitary
operators in the two-dimensional color code. Suppose that
there exists a symmetry-protected local unitary transformation
˜U such that |ψcluster〉 = ˜U |ψtrivial〉, which can be generically
written as
˜U = T
[∫ 1
0
exp(−iHsp(t))dt
]
, (38)
where [Hsp(t), ˜SA] = [Hsp(t), ˜SB] = 0 and Hsp(t) is geomet-
rically local and consists only of terms with bounded norms.
Here, T represents the time-ordering. Note that Hsp(t) can
be written as a sum of symmetry-protected local terms such
as XAiXAj , XBiXBj , ZAi , ZBi and their products. These
symmetry-protected local unitary operators correspond to
some local operators in the topological color code. Namely,
XAiXAj and XBiXBj correspond to string operators of color
BC and CA, consisting of Pauli Z operators, which end at
plaquettes Ai,Aj and Bi,Bj , respectively. Moreover, ZAi and
ZBi correspond to X-type plaquette operators of color A,B. As
such, the existence of a symmetry-protected local unitary ˜U
implies the existence of a local unitary transformationU which
acts only on physical qubits near the boundary, yet creates a
looplike SPT excitation. This leads to a contradiction. Thus
we can conclude that |ψcluster〉 and |ψtrivial〉 belong to different
SPT phases.
We have argued that an excited wave function |φ(ex)∂V 〉
corresponds to a nontrivial SPT phase due to the Z2 ⊗ Z2
parity conservation and the nontrivial automorphism of anyons
induced by the R2 phase operator. In general, looplike excita-
tions may involve plaquettes of three different colors when V
is chosen to be an arbitrary connected region of qubits. The
excited wave function then can be viewed as a one-dimensional
system with spins of three different colors which possesses
Z2 ⊗ Z2 symmetry with respect to ˜SA ˜SB ⊗ ˜SA ˜SC , where
˜SA, ˜SB, ˜SC are tensor products of Pauli Z operators acting
on spins of color A,B,C in the excitation basis. As such, our
characterization of excitations by the SPT phases is valid in
these cases too.
For readers who are familiar with SPT phases, it may
be clear that the characterization of a wave function in the
excitation basis in the fluxless subspace Hno-flux is essentially
equivalent to “ungauging” the on-site symmetries, opposite
to the procedure of gauging the on-site symmetries of the
SPT wave functions [14,30]. In this picture of ungauging, the
two-dimensional color code with a looplike excitation serves
as a path integral formulation of a one-dimensional SPT wave
function. Namely, the creation of a looplike SPT excitation via
transversal R2 operators on the bulk V can be interpreted as
a symmetry-protected quantum circuit preparing a nontrivial
SPT wave function with Z2 ⊗ Z2 symmetry. An interesting
application of this picture is that, if one considers the two-
dimensional color code embedded on a hyperbolic surface, one
obtains a MERA (multiscale entanglement renormalization
ansatz) circuit for an SPT wave function with Z2 ⊗ Z2 [31].
Finally, we remark that similar SPT excitations emerge in
two decoupled copies of the toric code where the transversal
control-Z operator preserves the ground-state space. In this
setting, a looplike SPT excitation involves electric charges
from two copies of the toric code, each possessing one copy of
theZ2 symmetry. This conclusion also follows from the unitary
equivalence of the color code and two decoupled copies of the
toric code on a closed manifold [23].
IV. GAPPED DOMAIN WALLS AND FAULT-TOLERANT
LOGICAL GATES
While one-dimensional SPT excitations, created by R2
phase operators in the two-dimensional color code, are
interesting from a theoretical viewpoint, they do not exist
as stable objects since they are superpositions of eigenstate
excitations which would decohere immediately. In this section,
we argue that SPT excitations are physically realized in a
certain way. Namely, we point out that SPT excitations can
be viewed as transparent gapped domain walls in the color
code in the Heisenberg picture. Our finding also reveals an
intriguing relation between classifications of domain walls and
fault-tolerant implementable logical gates.
We note that boundaries in the two-dimensional quantum
double model are discussed in Ref. [32]. We also note that
domain walls in SPT phases are discussed in Ref. [33].
A. Transparent domain wall
The key idea is to transform the Hamiltonian by transversal
operators instead of transforming the ground state. To begin,
consider the two-dimensional color code supported on the hon-
eycomb lattice (Fig. 4). Recall that the transversal Hadamard
operator, H =⊗vHv , preserves the Hamiltonian. Here we
split the entire system into two parts, the left partL and the right
part R. Consider the restriction of the transversal Hadamard
operator onto the right part of the system R,
H|R =
⊗
v∈R
H|v, (39)
and the transformed Hamiltonian ˆH = (H|R)H (H|R)†. Note
that the resulting Hamiltonian ˆH remains the same as before
except on the boundary between L and R:
ˆH = HL + HR + HLR, (40)
where HL and HR are the same as the corresponding terms
in H . Since H|R is a unitary transformation, the transformed
Hamiltonian ˆH remains gapped. Here, HLR can be viewed as a
transparent gapped domain wall connectingHL andHR , which
swaps the electric charge e and magnetic flux m as follows:
(eA|mA), (mA|eA), (eB |mB), (mB |eB). (41)
By a transparent wall, we mean that no single anyon from
either side of the wall may condense on the wall. Here, (a|b)
represents that an anyon a gets transformed into b by crossing
the wall from the left to the right. Transparency of the wall
imposes that (a|1) or (1|a) for a = 1 is not allowed where
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FIG. 4. Construction of a transparent gapped domain wall in the
topological color code. R2 operators are applied only to the qubits on
the right side of the system (a shared region). Anyons get transformed
when crossing the domain wall as depicted in the figure.
1 denotes the vacuum. Similarly, the transversal R2 phase
operator on R creates a gapped domain wall which changes
anyon labels as follows:
(mA|eAmA), (eA|eA), (mB |eBmB), (eB |eB). (42)
This transparent domain wall corresponds to the looplike SPT
excitation created by R2 operators in the Heisenberg picture as
shown in Fig. 4. The ground-state space of the topological color
code is also symmetric under the so-called T transformation:
T : X → Y, Y → Z, Z → X. (43)
Transversal application of T operators leads to the following
transparent domain wall:
(eA|mA), (mA|eAmA), (eB |mB), (mB |eBmB). (44)
Clearly, the aforementioned construction of transparent
gapped domain walls works for arbitrary transversal mem-
branelike operators in (2 + 1)-dimensional TQFTs as long as
the operators induce nontrivial automorphism among anyon
labels. It turns out that the construction works not only
for transversal operators but also for any locality-preserving
transformations [4,26]. Formally, a locality-preserving unitary
transformation U is defined to satisfy the following condition.
For an arbitrary unitary operator  supported on some regionV ,
there exists ′ supported onV ∪ ∂V such that |UU † − ′| ≈ 0
where ∂V is the boundary of V of finite width. Examples
of locality-preserving transformations include local unitary
transformations with removing and adding ancilla qubits. Also
translating all qubits on the lattice by finite sites is a locality-
preserving transformation. By applying such a transformation
with nontrivial automorphism of anyon labels on the half of
the system, one can create a transparent gapped domain wall
which changes anyon labels according to the automorphism
associated with the membranelike operator.
To give a concrete yet nontrivial example of locality-
preserving transformation, consider the two-dimensional toric
code supported on a square lattice on a torus: Htoric =
−∑v Av −∑p Bp. Observe that transversal application of
Hadamard operators, followed by shifting all the lattice sites
in a diagonal direction, leaves the Hamiltonian invariant. This
transformation is clearly locality-preserving and swaps electric
charge e and magnetic fluxm. If one applies this transformation
partially on one side of the system, one is able to create a
domain wall which exchanges e and m upon crossing the wall.
(Equivalently, one may consider the Wen’s formulation of the
toric code where unit translations lead to exchange of e and
m [34].) We note that this domain wall in the toric code was
previously constructed by Bombin [35].
B. Membrane operator and domain wall
We have seen that membrane operators associated with non-
trivial automorphisms among anyon labels lead to transparent
gapped domain walls in (2 + 1)-dimensional TQFTs. An inter-
esting question is whether the presence of transparent gapped
domain walls implies membranelike locality-preserving trans-
formations. In this section, we present complete classifications
of transparent gapped domain walls for the two-dimensional
toric code and the two-dimensional color code. Namely, we
find that every transparent domain wall has a corresponding
membrane operator associated with nontrivial automorphism
of anyon labels.
In (2 + 1)-dimensional TQFTs, labels of anyons, which
may condense on a gapped boundary, can be characterized
by maximal sets of anyons with trivial self and mutual
braiding statistics [14]. To characterize a gapped domain
wall which connects two topologically ordered systems, we
fold the system along the domain wall and view the domain
wall as a gapped boundary where two systems (the left and
the right) are attached together [32]. We are then able to
classify automorphisms of anyon labels on the domain wall
as condensation of anyons from the left and the right in the
folded geometry.
To begin, let us characterize transparent domain walls of
the toric code. Anyons are denoted by e,m. One finds the
following two transparent domain walls:
W0 : (e|e), (m|m),
W1 : (e|m), (m|e).
(45)
Here, W0 represents a trivial domain wall where anyon labels
are not altered and W1 corresponds to the aforementioned
domain wall in the toric code, which exchanges e and m.
One can view the domain wall W1 as a gapped boundary that
absorbs emr and mer where the subscripts  and r denote
the left and the right. One then sees that emr and mer have
trivial self and mutual braiding statistics. We note that this
classification of transparent domain walls in the toric code is
well known in the literature, see Ref. [36] for instance.
Next, let us characterize transparent domain walls for the
two-dimensional color code, which is unitarily equivalent to
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two copies of the toric code. The problem can be reduced
to finding 4 × 4 matrices with binary entries which satisfy
certain conditions reflecting triviality of braiding statistics in
the folded geometry [36]. We found 72 different types of
transparent domain walls in the color code by an exhaustive
search. Observe that transparent domain walls form a group
since a product of two walls is also a wall. As such, domain
walls can be constructed from a certain complete set of
generators of domain walls. Below, we list five types of domain
walls that form a complete set:
W1 : (eA|mA), (mA|eAmA), (eB |mB), (mB |eBmB);
W2 : (eA|mA), (mA|eA), (eB |mB), (mB |eB).
(46)
These domain walls preserve the color labels of anyons while
exchanging electric charges and magnetic fluxes. Here, W1
corresponds to T operators, which permute Pauli X,Y,Z
operators and W2 corresponds to Hadamard operators. Here,
W1 and W2 form a subgroup that is isomorphic to the
symmetric group S3. Thus the group of domain walls is
non-Abelian. The following domain walls exchange color
labels of anyons:
W3 : (eA|eB), (mA|mB), (eB |eA), (mB |mA);
W4 : (eA|eB), (mA|mB), (eB |eAeB), (mB |mAmB).
(47)
One can construct the corresponding membrane operators by
decoupling the color code into two copies of the toric code and
exchanging them. Finally, we find the following domain wall:
W5 : (eA|mB), (mA|mA), (eB |eB), (mB |eA), (48)
which corresponds to a domain wall in a single copy of the toric
code. We find that domain walls W1, . . . ,W5 generate all the
72 different transparent gapped domain walls in the color code.
The main conclusion is that, for every transparent domain wall
in the color code, there exists a corresponding membranelike
locality-preserving operator which preserves the ground-state
space and induces nontrivial automorphism of anyon labels.
Classification of gapped domain walls is an important
problem in condensed matter physics community as many of
realistic physical systems have boundaries and domain walls.
Classification of fault-tolerant implementable logical gates is
of relevance to the quantum information science community
as they are indispensable building blocks for fault-tolerant
quantum computation. Whether the correspondence between
domain walls and membrane operators generically holds for
(2 + 1)-dimensional TQFTs is an interesting future problem
to study.
V. VOLUME OPERATOR IN THREE-DIMENSIONAL
COLOR CODE
Consider the three-dimensional color code defined on a
four-valent and four-colorable lattice  where qubits live on
vertices. Colors are denoted by A,B,C,D, and are associated
with volumes. The Hamiltonian is given by
H = −
∑
P
S
(Z)
P −
∑
G
S
(X)
G , (49)
where P represents a plaquette and G represents a volume
(Fig. 5). Here S(X)G ,S(Z)P commute with each other due to the
X
X
X
X
X
X
X Z
Z Z
Z
X
FIG. 5. Stabilizer operators in the three-dimensional color code.
X-type stabilizers are associated with volumes while Z-types stabi-
lizers are associated with plaquettes.
four-valence and four-colorability of the lattice. For simplicity
of discussion, we assume that the lattice  is supported on
(homomorphic to) a three-sphere so that the ground state is
unique. A systematic procedure of constructing such a lattice
is known [37].
Three-dimensional topologically ordered spin systems may
possess both pointlike and looplike excitations which are char-
acterized by string and two-dimensional membrane operators,
respectively. We begin by constructing string operators. Given
a four-valent and four-colorable lattice , one can assign
color labels ABC,ABD,ACD,BCD to its edges since, for
a given edge, there always exist three volumes of different
colors sharing the edge. Consider a set of edges of color ABC
which form a one-dimensional line γ ABC such that a string
γ ABC connects volumes of color D as shown in Fig. 6(a). We
define
ZABC |γ ABC :=
⊗
j∈γ ABC
Zj . (50)
If γ ABC is an open line, ZABC |γ ABC commutes with all the
interaction terms except stabilizers S(X)G on volumes of color
D at the endpoints of γABC . Thus one can characterize electric
charges as follows:
ZABC |γ ABC  eD, ZABD|γ ABD  eC,
ZACD|γ ACD  eB, ZBCD|γ BCD  eA.
(51)
To construct membrane operators, we assign color labels
AB,AC,AD,BC,BD,CD to plaquettes of the lattice .
Consider a set of plaquettes of color AB which form a
two-dimensional sheet (membrane) βAB as shown in Fig. 6(b).
We define
XAB |βAB :=
⊗
j∈βAB
Xj . (52)
If βAB is an open membrane with boundaries, the operator cre-
ates excitations associated with stabilizers S(Z)P on plaquettes
of color CD on boundaries of βAB . Thus one can characterize
looplike magnetic fluxes as follows:
XAB |βAB  mCD, XAC |βAC  mBD,
XAD|βAD  mBC, XBC |βBC  mAD,
XBD|βBD  mAC, XCD|βCD  mAB.
(53)
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D
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FIG. 6. (Color online) (a) An open line γ ABC , consisting of edges of color ABC, which defines a stringlike operator ZABC |γABC . The string
connects volumes of color D, and creates excitations on two volumes of color D sitting at the endpoints. (b) An open sheet (membrane)
βAB , consisting of plaquettes of color AB, which defines a membranelike operator XAB |βAB . The membrane connects plaquettes of color CD,
forming a looplike flux, and creates excitations on plaquettes of color CD which are on the boundary of the sheet βAB .
These excitations with different color labels are not inde-
pendent from each other since the following fusion channels
exist:
eA × eB × eC × eD = 1, mAB × mCD = 1,
mAC × mBD = 1, mAD × mBC = 1.
(54)
It is convenient to construct an isomorphism between anyons
of the color code and those of the three-dimensional toric code.
Let e1,m1,e2,m2,e3,m3 be anyons in three decoupled copies
of the toric code. Then one has
eA ↔ e1, eB ↔ e2, eC ↔ e3,
mAB ↔ m3, mAC ↔ m2, mBC ↔ m1.
(55)
It is known that, on a closed manifold, the three-dimensional
color code is equivalent to three decoupled copies of the toric
code under a local unitary transformation [23,38].
Note that the three-dimensional color code has volume
and membrane phase operators. Recall that the lattice  is
bipartite and qubits can be split into two sets T and T c. For a
phase operator R3 = diag(1,eiπ/4), let us define the following
transversal volume (three-dimensional) phase operator:
R3 :=
⊗
j∈T
R3|j
⊗
j∈T c
(R3|j )−1. (56)
It is known that R3 preserves the ground-state space of the
three-dimensional color code. Namely, if there is only a single
ground state, one has
R3|ψgs〉 ∝ |ψgs〉. (57)
This is a rather nontrivial statement, and readers are referred
to [9] for a proof.
We then define membranelike R2 phase operators. Let us
consider a set of plaquettes of color AB that form a two-
dimensional sheet βAB . Recall that the sheet βAB is bipartite
and qubits can be split into two sets βAB ∩ T and βAB ∩ T c.
We define
R2
AB |βAB :=
⊗
j∈βAB∩T
R2|j
⊗
j∈βAB∩T c
(R2|j )−1. (58)
If βAB is an open membrane with boundaries, the operator
commutes with all the stabilizers except X-type stabilizers
S
(X)
G of color C and D on boundaries. So, R2AB |βAB creates a
looplike excitation involving both eC and eD . This membrane-
like phase operator R2AB |βAB is closely related to the other
membrane operator XAB |βAB by the following relation:
K(R3,XAB |βAB ) ∝ R2AB |βAB , (59)
where K(U,V ) := UVU †V † is the so-called group commu-
tator. One can see that the excited wave function, resulting
from R2AB |βAB , corresponds to a one-dimensional SPT wave
function withZ2 ⊗ Z2 symmetry in the excitation basis where
Z2 ⊗ Z2 symmetries are associated with parity conservations
of eC and eD . We shall denote such a looplike SPT excitation
by sCD . Looplike SPT excitations, created by R2 membrane
operators, are characterized by
R2
AB |βAB  sCD, R2AC |βAC  sBD,
R2
AD|βAD  sBC, R2BC |βBC  sAD,
R2
BD|βBD  sAC, R2CD|βCD  sAB,
(60)
with the following fusion channels:
sAB × sCD = 1, sAC × sBD = 1, sAD × sBC = 1. (61)
For instance, if sAB and sCD are located next to each other,
then one can eliminate them by local unitary transformations.
VI. SPT EXCITATIONS WITH Z2 ⊗Z2 ⊗Z2 SYMMETRY
In this section, we study membranelike excitations created
by applying the phase operator R3 in some connected region
of qubits. Namely, we show that membrane excitations are
characterized by a wave function of a two-dimensional bosonic
SPT phase with Z2 ⊗ Z2 ⊗ Z2 symmetry. We also find a new
simple fixed-point Hamiltonian for SPT phases with Z2 ⊗
Z2 ⊗ Z2 symmetry. We conjecture that the corresponding SPT
phase is the so-called type-III phase, which is dual to the non-A
quantum double model based on a dihedral group D4.
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A. Membrane excitations
Consider a set of volumes of color D which forms a
connected contractible region of qubits V with a single
boundary. We consider a restriction of the three-dimensional
phase operator R3 on V , denoted by R3|V :
R3|V :=
⊗
j∈V∩T
R3|j
⊗
j∈V∩T c
(R3|j )−1. (62)
Consider an excited wave function |ψV 〉 := R3|V · |ψgs〉. Since
the region V is constructed from a set of volumes of color D,
|ψV 〉 involves excitations only on volumes of color A,B,C.
Since the phase operator R3 is diagonal in the computational
basis, it creates excitations which are associated with X-type
stabilizers on volumes. We hope to represent |ψV 〉 in the
excitation basis in a way similar to the two-dimensional case.
Not all the basis states are physically allowed since∏
P∈A
S
(X)
P =
∏
P∈B
S
(X)
P =
∏
P∈C
S
(X)
P =
∏
P∈D
S
(X)
P , (63)
whereA,B,C,D represent sets of volumes of color A,B,C,D,
respectively. Let NA, NB, NC , ND be the total number of
excitations on volumes of color A,B,C,D. Since ND = 0, one
has
NA = NB = NC = 0 (mod 2), (64)
which leads to Z2 ⊗ Z2 ⊗ Z2 symmetry of |ψV 〉 in the
excitation basis. Clearly, the wave function |ψV 〉 has exci-
tations only on the boundary ∂V of V since R3|ψgs〉 ∝ |ψgs〉.
So, one can characterize the excitation wave function by
the boundary wave function |φ(ex)∂V 〉 that corresponds to the
presence and absence of excitations associated with volumes
on the boundary ∂V of V .
Let us find the boundary wave function |φ(ex)∂V 〉. A key
observation is that the boundary ∂V can be viewed as a
three-valent and three-colorable lattice (see Fig. 7). Namely,
since V is a set of volumes of D, the boundary ∂V consists of
plaquettes of color AD,BD,CD. Consider volumes of color
A,B,C, which are located on the boundary ∂V . Such volumes
on the boundary, which form the basis states of |φ(ex)∂V 〉, can
AA
A A
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B B
B
B
B
B
B
B
C
C
C
C
C
C C
C
C
C
C
B
B
C
FIG. 7. (Color online) The boundary of a volume of color D,
viewed as a three-colorable lattice consisting of plaquettes of color
AD,BD,CD. The boundary excitation wave function |φ(ex)∂V 〉 is
supported on qubits associated with three-colorable vertices on the
dual lattice ∂V . The figures were created using Robert Webbs STELLA
software (http://www.software3d.com/Stella.php).
A
B
B
B C
C
C
A
AA
A
AC
C
C
B
B
B
A
X
CZ
CZ
CZ
CZCZ
CZ
FIG. 8. (Color online) The Hamiltonian for an SPT phase with
Z2 ⊗ Z2 ⊗ Z2 symmetry, supported on a triangular lattice with
vertices of three different colors.
be associated with plaquettes of color AD,BD,CD on the
boundary ∂V . As such, the boundary wave function |φ(ex)∂V 〉
can be interpreted as a two-dimensional wave function, which
involve qubits supported on plaquettes of a three-valent and
three-colorable lattice ∂V . Here, it is convenient to introduce
a dual lattice picture (Fig. 7). Let us construct a dual boundary
lattice ∂V  by viewing the centers of plaquettes in ∂V as
vertices. Then, in a dual lattice ∂V , qubits live on vertices and
vertices are colored inA,B,C. In summary, the boundary wave
function |φ(ex)∂V 〉 can be viewed as a two-dimensional system of
qubits supported on a triangular lattice without boundaries
whose vertices are colored in A,B,C (Fig. 8).
One can find that the boundary wave function |φ(ex)∂V 〉 is
given by
∣∣φ(ex)∂V 〉 =
∏
〈i,j,k〉
exp
(
± iπ
8
XiXjXk
)
|0〉⊗n, (65)
where n represents the number of vertices and 〈i,j,k〉 rep-
resents a triangle in the dual lattice ∂V . Here, “±” in the
product corresponds to R3 and (R3)−1 in the phase operator
R3 respectively. One can construct a Hamiltonian that has this
wave function |φ(ex)∂V 〉 as a unique ground state:
H = −
∑
j
⎛
⎝Zj ∏
〈jqq ′〉
exp(iπtq tq ′)
⎞
⎠ , (66)
where the product runs over triangles 〈jqq ′〉 containing the
vertex j , and
tq := Xq + 12 . (67)
Here, Xq is a Pauli X operator acting on a qubit at a vertex q.
The boundary wave function is a unique gapped ground state
of this Hamiltonian (assuming ∂V is a closed manifold):
Qj
∣∣φ(ex)∂V 〉 = +∣∣φ(ex)∂V 〉 ∀j (68)
and has Z2 ⊗ Z2 ⊗ Z2 symmetry emerging from parity con-
servation in Eq. (64).
B. SPT phase with Z2 ⊗Z2 ⊗Z2 symmetry
In this section, we further establish the connection between
the boundary wave function and SPT phases with Z2 ⊗ Z2 ⊗
Z2 symmetry. To be consistent with the notation used in
the literature [14,15], we shall apply transversal Hadamard
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operators to the wave function and the Hamiltonian in Eqs. (65)
and (66). After exchangingX andZ, the wave function is given
by (Fig. 8)
|ψSPT〉 :=
∏
〈i,j,k〉
exp
(
± iπ
8
ZiZjZk
)
|+〉⊗n (69)
and the Hamiltonian is given by
HSPT := −
∑
j
⎛
⎝Xj ∏
〈jqq ′〉
CZqq ′
⎞
⎠ , (70)
where the so-called control-Z operator CZqq ′ is given by
CZqq ′ := exp(iπsqsq ′ ) sq := Zq + 12 . (71)
(Here, CZqq ′ applies a Pauli Z operator on q ′ provided the
qubit at q is in a state |1〉q .) The wave function satisfies the
stabilizer conditions:
hj |ψSPT〉 = +|ψSPT〉 ∀j. (72)
Let us define symmetry operators as follows:
SA :=
⊗
j
X
(A)
j , SB :=
⊗
j
X
(B)
j , SC :=
⊗
j
X
(C)
j ,
(73)
which are associated with parity conservation. One can verify
that the wave function is symmetric:
SA|ψSPT〉 = SB |ψSPT〉 = SC |ψSPT〉 = |ψSPT〉. (74)
To see this, notice that the following relations hold:∏
j∈A
Qj = SA,
∏
j∈B
Qj = SB,
∏
j∈C
Qj = SC, (75)
which can be shown by recalling the fact that (CZqq ′ )2 =
I . Thus the boundary wave function has Z2 ⊗ Z2 ⊗ Z2
symmetry.
Readers who are familiar with the literature on bosonic
SPT phases may notice that the aforementioned Hamiltonian
is identical to the fixed-point Hamiltonian of two-dimensional
SPT phases with Z2 symmetry proposed in Ref. [14,15],
instead of Z2 ⊗ Z2 ⊗ Z2 symmetry. The crucial observation
is that this Hamiltonian can be also viewed as a fixed-point
Hamiltonian of two-dimensional SPT phases with Z2 ⊗ Z2 ⊗
Z2 symmetry if an appropriate set of symmetry operators
is considered. In Ref. [14], the Hamiltonian in Eq. (70),
supported on a triangular lattice, was treated as aZ2 symmetric
model with respect to SASBSC . Yet, if one views the same
Hamiltonian with Z2 ⊗ Z2 ⊗ Z2 symmetry with respect to
SA ⊗ SB ⊗ SC , the system can be viewed as an example
of SPT phases with Z2 ⊗ Z2 ⊗ Z2 symmetry. This change
of symmetry operators has a highly nontrivial consequence
since the resulting Z2 ⊗ Z2 ⊗ Z2 symmetric wave function is
different from three decoupled copies of Z2 symmetric wave
functions.
We then argue that the wave function |ψSPT〉 belongs to
a nontrivial SPT phase with Z2 ⊗ Z2 ⊗ Z2 symmetry. We
present two different arguments to reach this conclusion.
First, one can consider a thought experiment of creating
a magnetic flux and making it cross this excitation as in
two-dimensional case. As discussed further in the next section,
a magnetic flux becomes a composite of magnetic flux
and a looplike SPT excitation upon crossing the membrane
excitation. This implies that membrane excitations associated
with R3 operators cannot be locally created by applying
local unitary transformation along the boundary. The second
argument replies on the fact that |ψSPT〉 belongs to a nontrivial
SPT with Z2 symmetry, which has been already established
in Ref. [14] by gauging the on-site symmetries. This implies
that |ψSPT〉 must be nontrivial with respect to Z2 ⊗ Z2 ⊗ Z2
too. It remains to determine which class of SPT phases |ψSPT〉
corresponds to.
It is known that there are 128 different SPT phases with
Z2 × Z2 × Z2 symmetry including the trivial one [15,39].
These 128 different phases can be fully characterized by
three different types of SPT phases called type-I, type-II, and
type-III. Their corresponding cocycles are given by
ωI (A,B,C) = exp
{
iπ
2
a(i)(b(i) + c(i) − [b(i) + c(i)])
}
,
ωII (A,B,C) = exp
{
iπ
2
a(i)(b(i) + c(i) − [b(i) + c(i)])
}
,
ωIII (A,B,C) = exp(iπa(i)b(j )c()),
(76)
where 1  i < j <   3. Note A = (a(1),a(2),a(3)), B =
(b(1),b(2),b(3)), C = (c(1),c(2),c(3)), and a(j ),b(j ),c(j ) = 0,1.
Here brackets represent modulo 2 calculus. By gauging on-site
symmetries, these three types of SPT phases are mapped to
the twisted quantum double models which are spin systems
with intrinsic topological order (without symmetries). The
topological model associated with type-III is known to be
dual to the (untwisted) quantum double model based on
the dihedral group D4 with non-Abelian topological order. We
conjecture that the above Hamiltonian with SA ⊗ SB ⊗ SC
symmetry corresponds to the type-III class since the wave
function mixes three different modes A,B,C and possesses
three-party entanglement among A,B,C. Another argument
supporting this conjecture relies on the consideration of
boundaries. As discussed in a forthcoming paper [40], in the
d-dimensional quantum double model based on a finite group
G, gapped boundaries can be constructed by considering d
cocycles with respect to H ⊆ G. For three decoupled copies
of the three-dimensional toric code (i.e., the three-dimensional
quantum double model with Z2 ⊗ Z2 ⊗ Z2 symmetry), one
can construct a transparent domain wall by using a 3-cocyle
of Z2 ⊗ Z2 ⊗ Z2 ⊆ (Z2 ⊗ Z2 ⊗ Z2)⊗2, which corresponds
to the type-III class. One can verify that such a transparent
domain wall transforms excitations as described in Eqs. (77)
and (78). It is also worth noticing that operators X and R2
form a projective representation of D4. We note that one
may also identify the corresponding SPT phase by considering
symmetry twist or flux insertion as proposed in Refs. [41–44].
To conclude this section, we briefly mention excitations
in the higher-dimensional color code. There exists a d-
dimensional generalization of the topological color code with
pointlike electric charge and codimension-1 magnetic flux.
The code admits the transversal Rk phase operators (for
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1 < k  d), which are supported on k-dimensional regions
and preserve the ground-state space. One can then study
codimension-1 excitations created by d-dimensional Rd -type
operators, which lead to a (d − 1)-dimensional boundary
wave function with (Z2)⊗d symmetry. The emerging model
is supported on a (d − 1)-dimensional lattice where qubits
are associated with vertices which are d-colorable. The
Hamiltonian for this wave function involves a Pauli X operator
and generalized (d − 1)-qubit control-Z operators [23], and
the colorability of the lattice is essential to ensure that the
system has (Z2)⊗d symmetry.
VII. TWO-DIMENSIONAL BOUNDARY AND
THREE-LOOP BRAIDING
A. The R3 boundary
In (2 + 1)-dimensional TQFTs, transparent gapped domain
walls are classified by automorphisms of anyonic excitations.
The most important distinction between two-dimensional
and three-dimensional systems is that transparent domain
walls in (3 + 1)-dimensional TQFTs cannot be classified by
transpositions of eigenstate excitations such as electric charges
and magnetic fluxes. In this section, we demonstrate that in
the three-dimensional color code a transparent domain wall
may transform a looplike magnetic flux into a composite of a
magnetic flux and a looplike SPT excitation.
As in the two-dimensional case, we split the entire system
into two parts, left L and right R. We then apply R3 operators
only on qubits in R. This creates a gapped domain wall on
the boundary between L and R (Fig. 9). Since the R3 phase
operator commutes with Pauli Z operators, electric charges
cross the domain wall without being affected:
(eA|eA), (eB |eB), (eC |eC). (77)
Yet, magnetic fluxes get transformed in an interesting way.
Recall that R3XR†3 ∝ XR2. Then, one finds that a magnetic
flux becomes a composite of a magnetic flux and a one-
dimensional SPT excitation withZ2 ⊗ Z2 symmetry. Namely,
one has
(mAB |mABsAB), (mBC |mBCsBC), (mCA|mCAsCA),
(sAB |sAB), (sBC |sBC), (sCA|sCA).
(78)
Thus, in order to characterize gapped domain walls in the three-
dimensional color code, SPT excitations need to be considered.
FIG. 9. (a) A transparent domain wall created by R3 phase
operators applied to the right part R of the system. (b) Two-loop
braiding process. (c) Three-loop braiding process.
B. Braiding statistics between two excitations
In (2 + 1)-dimensional TQFTs, anyons which may con-
dense on the boundary can be classified by considering
maximal sets of mutually bosonic anyons [14,45,46]. Their
argument can be generalized to higher-dimensional systems
too, leading to a conclusion that excitations that may condense
on boundaries must have mutually trivial braiding statistics.
Thus, in order to classify boundaries and domain walls in
(3 + 1)-dimensional TQFTs, braiding statistics among parti-
cles and loops need to be studied. In this section and the next,
we study braiding processes among electric charges, magnetic
fluxes and SPT excitations in the three-dimensional color code.
This section is devoted to braiding statistics of two excitations
[Fig. 9(b)] while the next section is devoted to three-loop
braiding statistics [Fig. 9(c)].
In three-dimensional systems, there are three possible
braiding processes, which involve two excitations: (i) particle
particle, (ii) particle loop, and (iii) loop loop. By braiding, we
mean a process of creating excitations, wind one around the
other, and annihilating them separately. Here we are interested
in the resulting U(1) statistical phase. First, consider braiding
between electric charges. Since electric charges eA,eB,eC are
mutually bosonic, one has
eiθ(eA,eB ) = 1, (79)
where θ (eA,eB) represents the corresponding U(1) statistical
phases. The above equation also holds under permutations of
color labels.
Second, consider braiding of a particle and a looplike
excitation. The braiding statistics is given by
eiθ(eA,mBC ) = −1, eiθ(eA,mAB ) = eiθ(eA,mCA) = 1. (80)
So, an electric charge eA and a magnetic flux mBC have non-
trivial braiding statistics with an additional −1 phase factor.
This is because the propagations of eA are characterized by a
stringlike Pauli Z operator ZBCDγBCD , while the propagations
of mBC are characterized by a membranelike Pauli X operator
XADβAD . Namely, a string γ BCD and a membrane βAD overlap
with each other an odd number of times. The braiding of
SPT excitations and an electric charge is trivial since SPT
excitations are superpositions of electric charges:
eiθ(eA,sAB ) = eiθ(eA,sBC ) = 1. (81)
Third, consider braiding of two looplike excitations. In
general, braiding statistics of two looplike excitations α and
β can be probed by the process depicted in Fig. 10(a). Let
Uα be a unitary operator corresponding to creating a pair of
loops α and α′, and sending α′ in a direction perpendicular
to the loop α as depicted in Fig. 10(b). Let Uβ be a unitary
operator corresponding to creating a pair of loops β and β ′, and
enlarge β ′ as depicted in Fig. 10(c). Note that U †α and U †β are
unitary operators that reverse the processes of Uα and Uβ . The
following sequence of unitary transformations implements a
braiding of two loops α and β [Fig. 10(a)]:
U †αU
†
βUαUβ |ψgs〉 = eiθ(α,β)|ψgs〉. (82)
Recall that K(U †α,U †β) = U †αU †βUαUβ . As such, two-loop
braiding statistics of α and β can be characterized by the
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FIG. 10. (a) Two-loop braiding process as a group commutator
K(U †α,U †β ). (b) Pair of loop excitations α,α′. (c) Pair of loop
excitations β,β ′.
vacuum expectation value of the group commutator
K(U †α,U †β). Note that continuous deformations of the braiding
trajectories do not change the value of eiθ(α,β), and thus the
braiding statistics is topologically invariant.
Let us now consider a braiding of a magnetic flux mAB and
an SPT excitation sBC . Let δ be a loop, where the trajectories
of mAB and sBC intersect [see Fig. 10(a)]. Note that Uα for
α = mAB is a membrane operator with X operators acting
on plaquettes of color CD. Similarly, Uβ for α = sBC is a
membrane operator with R2 operators acting on plaquettes of
color AD. As such, the commutator K(U †α,U †β) is a loop δ of
Pauli Z operators acting on edges of color ACD. This operator
acts as an identity operator in the ground-state space. Thus we
conclude that
eiθ(mAB,sBC ) = 1. (83)
A similar argument allows us to conclude that eiθ(α,β) = 1 for
all loops α,β.
C. Gapped domain wall and three-loop braiding
Recently, Wang and Levin have proposed that full character-
ization of three-dimensional SPT phases requires analyzing the
three-loop braiding statistics [47]. In this section, motivated by
this pioneering work, we study three-loop braiding processes
among looplike magnetic fluxes and SPT excitations and show
that they exhibit nontrivial three-loop braiding statistics.
The three-loop braiding is depicted in Fig. 9(c) where one
first creates a loop γ , and then creates/braids α and β, and then
makes the system return to the vacuum. The key distinction
from two-loop braiding is that, α and β are braided in the
presence of another loop γ . We shall denote the corresponding
statistical phase by eiθ(α,β,γ ). The braiding statistic of three
loops α, β, γ can be probed by the process depicted in Fig. 11.
Let Uγ be a unitary operator corresponding to creating a pair
of loops γ and γ ′ from the vacuum and enlarging γ ′. Then,
the following sequence of unitary transformations implements
FIG. 11. Three-loop braiding process as a sequential group
commutator K(K(U †α,U †β ),U †γ ).
the three-loop braiding:
K(K(U †α,U †β)†,U †γ )|ψgs〉 = eiθ(α,β,γ )|ψgs〉, (84)
where
K(K(U †α,U †β)†,U †γ ) = (U †αU †βUαUβ)†U †γ (U †αU †βUαUβ)Uγ .
(85)
As such, the three-loop braiding statistics corresponds to the
vacuum expectation value of the sequential group commutator.
Let us now consider the braiding of mAB , sBC , mCA.
Recall that K(U †α,U †β) is a string of Z operators, characterized
by edges of color ACD. Recall that Uγ is a membrane of
X operators acting on plaquettes of color BD. These two
operators overlap an odd number of times, and thus the group
commutator between K(U †α,U †β)† and U †γ leads to a nontrivial
statistical phase:
eiθ(mAB,sBC,mCA) = −1. (86)
In general, one finds
eiθ(sK ,mK′ ,mK′′ ) = eiθ(mK,sK′ ,mK′′ ) = −1, (87)
where {K,K ′,K ′′} = {AB,BC,CA}, and permutations of
K,K ′,K ′′. For any other combinations of looplike excitations
α,β,γ , one has eiθ(α,β,γ ) = 1.
Finally, we study the braiding statistics of particles and
looplike excitations in a transparent domain wall of the three-
dimensional color code in a folded geometry. Let us begin with
the braiding with two excitations. The only nontrivial braiding
processes are the ones involving e and m, such as the braiding
of (eA|eA) and (mBC |mBCsBC). Braiding of electric charges eA
and magnetic fluxes mBC on each side of the wall contributes
to −1 phases in the braiding statistics, which cancel with each
other. For the three-loop braiding, the nontrivial processes are
the ones involving a = (mBC |mBCsBC), b = (mCA|mCAsCA),
c = (mAB |mABsAB). Due to the symmetry under permutations
of color labels, it suffices to study θ (a,a,a), θ (a,a,b), θ (a,b,a),
θ (a,b,c). It is easy to verify eθ(a,a,a) = eθ(a,a,b) = eθ(a,b,a) = 1.
As for θ (a,b,c), there are two “−1” contributions to the
phase, and thus one obtains eθ(a,b,c) = 1. In conclusion, on a
transparent R3 wall, particles and loops that may condense
on the wall possess mutually trivial braiding statistics, in
two-excitation and three-loop braiding processes. This re-
sult verifies the hypothesis that gapped domain walls and
boundaries can be classified by triviality of braiding statistics,
including three-loop braiding processes.
To conclude the paper, we would like to further discuss a
relation between braiding processes and group commutators.
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We have seen that two-loop and three-loop braiding processes
are characterized by a group commutator K(U †α,U †β) and
a sequential group commutator K(K(U †α,U †β)†,U †γ ). In the
d-dimensional color code, one can define codimension-2
excitations with nontrivial d-excitation braiding statistics. This
process can be characterized by the following sequential group
commutator:
K(. . . K(Vα3 ,K(Vα2 ,Vα1 )) . . .), (88)
where V †αj corresponds to a unitary operator creating excita-
tions of type αj for j = 1, . . . ,d. Readers from the quantum
information science community may find this expression
particularly interesting since the sequential group commutator
is essential in defining the Clifford hierarchy, the central
object in the classification of fault-tolerant logical gates in
topological stabilizer codes [1,3,4]. Indeed, the nontrivial
three-loop braiding statistics in the three-dimensional color
code is a direct consequence of the fact that the transversal R3
operator belongs to the third-level of the Clifford hierarchy.
These observations may hint a deeper connection between the
classification of fault-tolerant logical gates, braiding statistics
in higher-dimensional TQFTs, and quantum error-correcting
codes. It will be also interesting to study logical gates and
boundaries in topological quantum codes, which are beyond
TQFTs [48,49].
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