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Abstract
This paper investigates the adaptive trajectory and communication scheduling design for an un-
manned aerial vehicle (UAV) relaying random data traffic generated by ground nodes to a base station.
The goal is to minimize the expected average communication delay to serve requests, subject to an
average UAV mobility power constraint. It is shown that the problem can be cast as a semi-Markov
decision process with a two-scale structure, which is optimized efficiently: in the outer decision, the UAV
radial velocity for waiting phases and end radius for communication phases optimize the average long-
term delay-power trade-off; given outer decisions, inner decisions greedily minimize the instantaneous
delay-power cost, yielding the optimal angular velocity in waiting states, and the optimal relay strategy
and UAV trajectory in communication states. A constrained particle swarm optimization algorithm is
designed to optimize these trajectory problems, demonstrating 100× faster computational speeds than
successive convex approximation methods. Simulations demonstrate that an intelligent adaptive design
exploiting realistic UAV mobility features, such as helicopter translational lift, reduces the average
communication delay and UAV mobility power consumption by 44% and 7%, respectively, with respect
to an optimal hovering strategy and by 2% and 13%, respectively, with respect to a greedy delay
minimization scheme.
Index Terms
UAV communication, rotary-wing UAV, trajectory optimization, particle swarm optimization, energy
efficiency
I. INTRODUCTION
Recently, research into unmanned aerial vehicles (UAVs) operating in wireless networks has
surged, thanks to their unique advantages over terrestrial base stations (BSs) in terms of mobility,
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2maneuverability, and enhanced line-of-sight (LoS) link probability [2]–[6]. The potential to
exploit UAV mobility for wireless networking applications is vast, and UAVs acting as aerial
BSs or relays promise increased cellular coverage, reduced communication delay, and improved
energy efficiency [3]. Furthermore, utilizing UAVs not only promises to benefit existing wireless
network infrastructure, but to also enable applications still in development, i.e., internet-of-things
and public safety applications [3], as well as mobile edge computing and caching [2].
Although demonstrating improvements to wireless networks, designing UAV deployment strate-
gies faces many challenges [2], [3], and trajectory design must consider realistic features of
UAV mobility. Already, works such as [7]–[9] included onboard energy constraints, and hence
mission times, inherent to many low-altitude platforms [2]. Additionally, UAV path planning
presents analytical challenges, due to the large design space, i.e., time-varying UAV and user
positions, communication scheduling, channel quality, and quality of service (QoS) constraints
[3]. To address these challenges, most prior research on trajectory design focuses on:
• Non-adaptive optimization, i.e., data traffic is known in advance [7], [8], [10], [11];
• Static hovering strategies that incorporate randomness [9], [12]–[19];
• Black-box approaches based on reinforcement learning (RL) [20]–[22].
However, non-adaptive optimization is unrealistic; in practice, wireless networks exhibit ran-
dom data traffic, which requires adaptive techniques for both the UAV trajectory and communi-
cation scheduling. Using static hovering strategies, some works explicitly assume that hovering is
energy optimal [18], [19]. However, realistic rotary-wing aircraft features, such as the helicopter
translational lift phenomenon [23], show that moderate forward flying speeds are more energy-
efficient than hovering. Therefore, static hovering deployment has two important drawbacks,
namely: 1) it does not fully exploit UAV mobility to improve the channel conditions proactively;
2) it suffers from increased UAV power consumption and reduced endurance. RL-based black-box
approaches, on the other hand, fail to leverage the coupling between communication scheduling
and UAV trajectory optimization in order to achieve a more efficient design.
To address these open design challenges, in this paper we consider the scenario in which a
UAV serves as a relay for randomly generated uplink transmission requests between densely
deployed ground nodes (GNs) in a cell and a BS. We formulate an adaptive UAV trajectory
and communication scheduling design so as to minimize the expected average communication
delay to serve the requests, subject to an average UAV mobility power constraint, and address
the following open research challenges, namely: 1) we leverage UAV mobility in order to
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3simultaneously minimize communication delay and reduce UAV power consumption; 2) we
design adaptive schemes capable of adjusting to random data traffic; 3) we leverage the coupling
between communication scheduling and UAV trajectory design via a two-scale decision-making
framework. In contrast to a black-box approach, we demonstrate that the problem can be cast
as a semi-Markov decision process (SMDP) and exhibits a two-scale structure that can be
optimized efficiently. Numerical simulations reveal that during waiting phases in which the UAV
is not serving uplink transmission requests, the UAV moves toward an optimized radius so as
to fly in a circular path at the power-minimizing speed. Moreoever, simulations demonstrate
that the intelligent adaptive communication and trajectory design reduces both the average
communication delay and UAV mobility power consumption by 44% and 7%, respectively, with
respect to an optimal hovering strategy and by 2% and 13%, respectively, with respect to a
greedy delay minimization scheme.
A. Related Work
In non-adaptive trajectory design, data traffic is deterministic and generated by users before
deployment, such that the UAV charts an optimized trajectory and communication schedule
before its deployment. For example, [7] designed an energy-efficient trajectory to serve users
in fixed positions. In [8], an optimal trajectory was determined so as to minimize the total
UAV energy consumption, subject to throughput constraints. However, deterministic data traffic
models are impractical in real systems, as transmission requests often arrive randomly and cannot
be known in advance. With random data traffic, UAV trajectory design and communication
scheduling is much more challenging, i.e., both must be continuously adjusted to the outcome
of the underlying random processes and consider uncertain changes to the system dynamics.
In fact, adaptive strategies must account for the various realizations that occur due to random
data traffic. Even for one realization, the number of possible UAV trajectories to follow is infinite
and intractable to optimize without approximation. Likewise, it is not trivial to determine the
best relaying strategy, i.e., whether a transmission request transmits directly to its destination or
relays through the UAV while following a trajectory. In research, these trajectory optimization
problems are often path-discretized [8] and lack convex problem structure. A common approach
has been successive convex approximation (SCA), as implemented in [8] and recognized as a
standard tool [3], but because previous research neglects random data traffic, only a single SCA-
based problem is solved. When many realizations must be solved due to random data traffic, the
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4SCA time consumption prohibits solving all realizations efficiently, as we will show in Sec. VI.
In this paper, we develop an alternative heuristic approximation solved with constrained particle
swarm optimization (CPSO) which yields comparable accuracy at a fraction of time.
The CPSO meta-heuristic offers attractive convergence rates for complex problems by al-
lowing a population of solutions to explore the search space, combining each individual’s best
performance, the swarm’s best performance, and randomness in updates to avoid convergence
to sub-optimal minima [24]. Whereas convex approximation of the objective and constraints
changes for each problem (see [7], [8]), CPSO does not depend on the specific problem structure
to work effectively. Furthermore, the discretized and approximated data payload constraints, as
in [8], can instead be retained as closed-form integrals in the CPSO formulation. Previous UAV
communications research has used particle swarm techniques [25]–[30], but either optimized
static UAV hovering positions [25]–[29] or imposed a specific stucture on the UAV trajectory,
e.g., a circular path [30]. In this work, we use CPSO to optimize a series of waypoints and
speeds that determine a trajectory, with no other path structures imposed.
Alternatively, works that optimize static UAV hovering positions consider sources of random-
ness [12]–[14], but are sub-optimal in terms of both UAV endurance [8], [31] and communication
performance. For instance, [12] studied optimal UAV placement, showing that user throughput
decreased as random user mobility increased, and the UAV was forced to update its position once
the throughput fell below a threshold, rather than improve the channel conditions proactively. In
our paper, we will show that by intelligently exploiting UAV mobility, i.e., not just hovering in
a static position, both the communication performance and UAV power usage can be enhanced.
Works performing RL-based UAV trajectory optimization consider unknown system dynamics,
i.e., natural obstructions, user locations, or data traffic [20]–[22]. For example, in [20] a UAV
learns the trajectory to maximize a cumulative reward in the presence of random data traffic and
ground user positions. Although RL-based schemes are well-suited to handle random system
dynamics, formulations often take a black-box approach, in which problem structures, that could
be leveraged to reduce state and action spaces and speed up simulations, are largely set aside [20],
[32]. Moreover, overlooking problem structure can lead to an inability to adapt to unforeseen
conditions. As [20] notes of its own study, it is unknown how changes to initial UAV starting
positions would affect the learned trajectory and, by consequence, the network performance.
To address the aforementioned challenges, our previous work [33] investigated the UAV
trajectory and communication scheduling design subject to random data traffic from two ground
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5nodes, but did not consider the UAV mobility power, and assumed the UAV to be the ultimate
destination of the GN data traffic. The model was extended in our work [1] to account for the
UAV power constraint and the scenario in which the UAV relays random data traffic generated
by densely deployed GNs and a BS. However, UAV relaying periods utilized a fly-hover-
communicate strategy, which is inefficient for network performance and UAV endurance, but
easier to analyze than protocols in which the UAV communicates while moving [8], as done in
this paper.
B. Contributions
• We demonstrate that the optimal trajectory and communication strategy exhibits a two-scale
structure that can be efficiently optimized: in the outer decision, the UAV radial velocity for
the waiting phase and end radius for the communication phase are selected to minimize the
average long-term delay-power tradeoff; with the outer decisions, the inner decision greedily
minimizes the instanteous delay-power cost, providing the optimal angular velocity in the
waiting states and optimal relay strategy and UAV trajectory in the communication states;
• We develop a value iteration algorithm that leverages sufficient statistics of the system, i.e.,
only the UAV radius in waiting phases and relative UAV-GN positions in communication
phases, in order to solve the outer decisions as an average cost per stage SMDP;
• We develop a CPSO algorithm to optimize the UAV trajectories of the communication phases
in the inner decisions, and show that it performs very competitively to SCA, with computational
speeds up to 100× faster.
The remainder of the paper is organized as follows. In Sec II, we introduce the system model;
in Sec. III we formulate the optimization goal and formalize the problem as a semi-Markov
decision process; in Sec. IV, we present the two-scale optimization approach; in Sec. V, we
formulate the trajectory optimization using CPSO; in Sec. VI, we provide the numerical results,
followed by concluding remarks in Sec. VII.
II. SYSTEM MODEL
A. Physical Setup
Consider the scenario depicted in Fig 1, where densely deployed ground nodes (GNs) in a
circular cell of radius a on the flat ground surface (x-y plane) generate random data traffic to
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Fig. 1: System model.
be transmitted in the uplink1 to a base station (BS) located in the center of the cell at height
HB above the ground. The GNs are distributed uniformly in the circular cell with density λG
[GNs/m2]. Due to poor pathloss conditions experienced by GNs farther away from the BS (e.g.,
low-power sensors or IoT devices), a rotary-wing UAV is deployed as a mobile relay, flying at
a fixed height HU above the ground: whenever a GN receives a data payload, it either transmits
it directly to the BS or relays through the UAV. Let qU(t) = (rU(t), θU(t)) ∈ R+ × [0, 2pi) be
the polar coordinate of the UAV projected onto the x-y plane, with rU(t) and θU(t) denoting
the UAV’s radius and angle with respect to the BS at time t and let vU(t) be its instantaneous
forward flying speed at time t.
B. Communication Model
Each GN generates uplink transmission requests, each with data size L bits, according to a
Poisson process with rate λP [requests/GN/sec]. Thus overall, uplink transmission requests arrive
in time according to a Poisson process with rate λ = λG · λP [requests/sec/m2]. It follows that
the angular coordinate θ of a received transmission request is uniform in [0, 2pi], and its radial
coordinate distribution is fR(r) = 2ra2 I(r ≤ a), where I(·) denotes the indicator function.
When an uplink transmission request is received, the GN will either 1) transmit directly to
the BS, or 2) relay through the UAV using a two-phase decode-and-forward (DF) protocol (see
Sec. III-A), where the UAV, while following a trajectory part of the design, first receives the
entire data payload from the GN, and subsequently forwards it to the BS. This decision is made
by the BS and is based on the GN position (r, θ) and current UAV position qU(t) (so that, for
1This framework can be extended to an uplink and downlink setting by creating an additional state differentiating the two
types of data traffic.
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7instance, a GN near the BS performs a direct transmission to the BS), and is part of our design,
to be formalized. As a result, three distinct communication links must be considered, namely,
the GN→BS, GN→UAV, and the UAV→BS links. Assuming that all GNs transmit with a fixed
power PGN, the communication rate for the GN→BS link is
RGB(r) , B log2
(
1 +
γGB
dαGB(r)
)
, (1)
where B is the channel bandwidth (Hz), γGB is the SNR referenced at 1-meter, dGB(r) =√
H2B + r
2 is the GN-BS distance, and α ≥ 2 is the pathloss exponent. We assume that the
UAV relay phases experience LoS links, which are dominant in low-altitude platforms [5]. Hence,
with the UAV in position qU(t) = (rU(t), θU(t)), and assuming a fixed UAV transmission power
PUAV, the instantaneous communication rates for the GN→UAV and UAV→BS links are
RGU(dGU(t)) , B log2
(
1 +
γGU
d2GU(t)
)
, RUB(dUB(t)) , B log2
(
1 +
γUB
d2UB(t)
)
, (2)
where γGU and γUB are the SNRs of the two links referenced at 1-meter, and dGU(t) and dUB(t)
are the GN-UAV and UAV-BS distances at time t.
C. UAV Mobility Power Model
Let PU(t) = Pc(t)+Pmob(vU(t)) be the instantaneous UAV power consumption, including the
total communication power Pc(t) and the forward flight mobility power Pmob(vU(t)), a generally
non-convex function of the UAV horizontal flying speed, vehicle drag coefficient, and total weight
(e.g., vehicle battery and added equipment) [31]. However, as the communication power (order
of 1W) is usually dwarfed by the UAV mobility power (order of 200-1kW [8]), in this paper
we neglect the communication power and approximate PU(t) ≈ Pmob(vU(t)).
We use the analytical model for rotary-wing UAVs in forward flight [8],
Pmob(V ) = P1
(
1 +
3V 2
U2tip
)
+ P2
(√
1 +
V 4
4v40
− V
2
2v20
)1/2
+ P3V
3, (3)
where P1, P2, and P3 are scaling constants, Utip is the rotor blade tip speed, and v0 is the
mean rotor induced velocity while hovering (see [8] for details). This model is validated by real
UAV deployments [31], and an example power vs. speed curve is found in [8], for reference.
Therein, hovering requires 1.37kW, whereas flying at the power-minimizing speed of 22m/s
only consumes 0.94kW. In the subsequent analysis, we let Pmin = minV ∈[0,Vmax] Pmob(V ) be
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8the minimum UAV mobility power, and Vmin be the power minimizing speed. In fact, in the
analysis to follow, we will demonstrate that a nonzero power-minimizing flying speed can be
exploited to simultaneously reduce the communication delay and the UAV power consumption,
hence improving the UAV endurance.
III. OPTIMIZATION GOAL AND SMDP FORMULATION
In this paper, we design the UAV trajectory and the scheduling decision, so as to minimize
the average delay to serve random GN requests, under an average UAV power constraint. At
any time, the system is in one of the following phases. In the waiting phase, no GN requests
are being served by the UAV. When a new GN request arrives, the system transitions to the
request scheduling phase, where the BS decides if the GN transmits its data payload directly to
the BS, or relays through the UAV. Using direct transmission, the system immediately re-enters
the waiting phase, as the UAV remains free to serve future transmission requests, while the
BS directly serves the uplink transmission, with the rate given by (1). Otherwise, the system
enters the UAV relay phase, where the GN relays its data payload through the UAV using the
two-phase DF protocol described in Sec. III-A; after this phase terminates, the system enters
the waiting phase again. We assume that the UAV can handle only one transmission request at
a time, whereas the BS has sufficient capacity to accommodate simultaneous transmissions over
orthogonal sub-channels2. Thus, new requests received during a UAV relay phase are immediately
served by direct transmission to the BS.
We define a decision interval as the time duration spanning the start of a waiting phase,
the subsequent request scheduling phase when a GN request is received, until the system re-
enters the waiting phase after scheduling a direct transmission to the BS, or following the UAV
relay phase. Consider the uth such decision interval; let ∆(w)u be the time to wait for a new
request, and ∆(s)u be the time to serve such request, either through the BS (denoted with the
scheduling decision ξu = 0) or through the UAV (ξu = 1). Then, the uth decision interval
duration is expressed as ∆u = ∆
(w)
u + ξu∆
(s)
u , since the waiting phase follows immediately
after scheduling a direct transmission to the BS. Note that we assume the request scheduling
phases are immediate, i.e., the BS coordinates a scheduling decision instantaneously. Practically,
however, this incurs a small delay, which we assume to be negligible.
2Practically, the number of orthogonal sub-channels, k, is finite, so that the BS state can be modeled as a M/G/k queue.
We assume that k is large enough so that the probability that more than k requests need to be served simultaneously, i.e., the
queue overflows, is small.
July 3, 2020 DRAFT
9We now formulate the average communication delay and UAV mobility power. Let Nu be
the number of additional requests received during the UAV relay phase of the uth decision
period, ∆(bs)u,i , i = 1, . . ., Nu be the communication delays to serve these requests directly by
the BS. Let Eu be the UAV mobility energy expended during the uth decision interval. Let Mt
be the total number of decision intervals completed up to time t. Then, we define the expected
average communication delay per GN request under a given joint scheduling, communication,
and trajectory policy µ (defined later), with the UAV starting from the geometric center qU(0) =
(0, 0),3, as the total communication delay accrued until time t, over the total number of requests
served until time t; similarly, we define the expected average UAV power as the total energy
consumption, over the total duration of the Mt decision intervals up to time t; mathematically,
D¯µ , lim
t→∞
Eµ
[∑Mt
u=1[∆
(s)
u + ξu
∑Nu
i=1 ∆
(bs)
u,i ]∑Mt
u=1(1 + ξuNu)
]
, P¯µ , lim
t→∞
Eµ
[∑Mt
u=1Eu∑Mt
u=1 ∆u
]
. (4)
Note that D¯µ in (4) captures all request scenarios, i.e., those relayed through the UAV (ξu = 1),
those transmitted directly to the BS (ξu = 0), as well as the Nu additional requests served directly
by the BS that arrive during the UAV relay phase of the uth decision interval.
To simplify these expressions, let
E¯µ , lim
t→∞
Eµ
[
1
Mt
∑Mt
u=1Eu
]
,
T¯µ , lim
t→∞
Eµ
[
1
Mt
∑Mt
u=1 ∆u
]
,
N¯µ , lim
t→∞
Eµ
[
1
Mt
∑Mt
u=1(1 + ξuNu)
]
,
W¯µ , lim
t→∞
Eµ
[
1
Mt
∑Mt
u=1[∆
(s)
u + ξu
∑Nu
i=1 ∆
(bs)
u,i ]
]
,
(5)
be the expected average UAV energy expenditure, duration, number of requests served, and
total communication delays accrued per decision interval, under a policy µ. We can then use
Little’s Law [34] to express P¯µ = E¯µ/T¯µ and D¯µ = W¯µ/N¯µ. With these definitions, we aim
to determine the optimal policy µ∗ that defines the request scheduling, communication strategy,
and UAV trajectory, that solves the power constrained average delay minimization problem4
D¯∗µ = min
µ
W¯µ
N¯µ
s.t.
E¯µ
T¯µ
≤ Pavg. (6)
3In the following, expectations Eµ[·] will be implicitly assumed to be conditioned on qU (0) = (0, 0).
4Without loss of generality, we assume Pavg ≥ Pmin, since any Pavg < Pmin is not feasible.
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Note that this problem is not trivial. In fact, link quality is maximized when the UAV flies at
maximum speed towards the transmitter (GN in the first phase of the DF protocol, see Sec. III-A)
or receiver (BS in the second phase of the DF protocol) and hovers on top, but this may violate
the average power constraint, because these speeds are not energy-efficient.
Note the inherent complexity that is required to solve D¯∗µ. As the policy varies, the delay
metric changes both the numerator and denominator terms, which cannot be solved with standard
dynamic programming algorithms. Equivalently, one can solve the optimization problem5
D¯∗µ = min
µ,n≥1
1
n
W¯µ s.t. E¯µ − PavgT¯µ ≤ 0, n− N¯µ ≤ 0, (7)
by first optimizing µ for fixed n ≥ 1, and then optimizing n ≥ 1 via exhaustive search. For a
fixed n ≥ 1, µ can be optimized by solving the Lagrangian problem
gn(ν) , min
µ
1
n
W¯µ + ν1(E¯µ − PavgT¯µ) + ν2(n− N¯µ), (8)
with dual variables ν = (ν1, ν2) ≥ 0, followed by the dual maximization ν∗ = maxν≥0 gn(ν),
which can be carried out iteratively via projected subgradient ascent [35]. For given n and
ν, (8) can be solved using dynamic programming to determine the optimal policy µ(n,ν), the
dual function gn(ν) and subgradients (E¯µ(n,ν) − PavgT¯µ(n,ν)) and (n − N¯µ(n,ν)) used to update
ν. However, this approach is complex due to the multiple layers of optimization needed: over
the policy µ given n, ν; over ν = (ν1, ν2) given n; and over n. We now propose an alternative
optimization criterion with reduced complexity.
Consider the term W¯µ in (5). If ξu = 1, then additional requests received during the UAV
relay phase are served directly by the BS, with delay L/RGB(r) for a GN in position (r, θ).
Therefore, the expected average communication delay to serve these additional requests is the
expected delay with respect to the GN radial distribution,
∆¯BS , E[∆(bs)u,i ] =
ˆ a
0
L
RGB(r)
fR(r)dr. (9)
We can then express W¯µ as
W¯µ = lim
t→∞
Eµ
[
1
Mt
Mt∑
u=1
[∆(s)u + ξuNu∆¯BS]
]
= ∆¯BS(N¯µ − 1) + W¯ (s)µ , (10)
5For fixed policy µ, the optimization over n ≥ 1 yields n = N¯µ so that (6) and (7) are equivalent.
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where the second step uses the definition of N¯µ in (5), and we have defined the expected delay
of the requests for which a scheduling decision has been made (opposed to those served directly
by the BS during the UAV relay phase) as
W¯ (s)µ , lim
t→∞
Eµ
[
1
Mt
Mt∑
u=1
∆(s)u
]
. (11)
Then, with N¯µ ≥ 1, we can express the average delay as
D¯µ =
W¯µ
N¯µ
=
1
N¯µ
W¯ (s)µ +
(
1− 1
N¯µ
)
∆¯BS. (12)
Next, we show that D¯µ can be upper and lower bounded. Let µBS be the policy such that the
UAV flies at the power-minimizing speed Vmin, and all requests are served by the BS. This policy
is feasible (it uses minimum power) and its average delay is D¯µBS = ∆¯BS , since all requests are
served directly by the BS. Therefore, under the optimal policy we must have D¯∗µ ≤ D¯µBS = ∆¯BS .
Using (12) and the fact that N¯µ ≥ 1, this implies that W¯ (s)µ∗ ≤ ∆¯BS . Let µ be any policy that
satisfies W¯ (s)µ ≤ ∆¯BS (note that any other policy is suboptimal). Under such policy, (12) along
with N¯µ ≥ 1, implies W¯ (s)µ ≤ D¯µ ≤ ∆¯BS .
Moreover, if ξu = 1, then Nu requests are received during the UAV relay phase of duration ∆
(s)
u ;
since these requests are received with an overall rate Λ , λpia2, we find that E[Nu|∆(s)u ] = ∆(s)u Λ,
so that using the bound ξu ≤ 1, we can express
N¯µ = lim
t→∞
Eµ
[
1
Mt
Mt∑
u=1
[1 + ξu∆
(s)
u Λ]
]
≤ 1 + ΛW¯ (s)µ , (13)
with strict equality if the UAV always serves requests. Under any policy µ such that W¯ (s)µ ≤ ∆¯BS ,
we can then bound
W¯ (s)µ ≤ D¯µ ≤ J¯ (s)µ , W¯ (s)µ
1 + Λ∆¯BS
1 + ΛW¯
(s)
µ
≤ ∆¯BS, (14)
where the second inequality follows from W¯ (s)µ ≤ ∆¯BS . Remarkably, the lower and upper
bounds of D¯µ, given by W¯
(s)
µ and J¯
(s)
µ , respectively, are both increasing functions of W¯
(s)
µ .
This observation motivates us to look at the alternative optimization problem
min
µ
W¯ (s)µ s.t. E¯µ − PavgT¯µ ≤ 0, (15)
which optimizes both upper and lower bounds to the optimal delay, as shown in (14). This prob-
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lem will be the focus of the following analysis. To solve it, we use the Lagrangian formulation
g(ν) = min
µ
(
W¯ (s)µ + ν(E¯µ − PavgT¯µ)
)
= min
µ
lim
t→∞
Eµ
[
1
Mt
Mt∑
u=1
(
∆(s)u + ν(Eu − Pavg∆u)
)]
(16)
where ν is the dual variable, optimized by maximizing maxν≥0 g(ν). In the next section, we
demonstrate that for a given ν ≥ 0, (16) can be cast as a semi-Markov decision process (SMDP)
and solved with dynamic programming tools. Note the advantage of the problem (16) with respect
to the problem (8). To solve (8) would require optimizing over twice as many dual variables
and an exhaustive search over the value n, whereas the dual maximization of (16) is done only
with respect to a single dual variable ν.
A. SMDP Formulation
In this section, we formulate the problem (16) as a SMDP. We first characterize the states,
actions, and policy of this SMDP, and then optimize via dynamic programming tools. In general,
the state at any time requires knowledge of the UAV position, whether or not there is an active
request for uplink transmission, and if there is, the location of the requesting GN. Let QUAV ,
R+ × [0, 2pi) define the set of UAV positions, and QGN , [0, a] × [0, 2pi) the set of possible
GN request positions, both expressed as polar coordinates. The general state space, S, can be
defined by a partition of two-subsets, namely, the waiting states Swait = QUAV × {w0} and the
communication states Scomm = QUAV ×QGN, where the point w0 , (−1,−1) denotes the case
in which there is no active transmission request.
Note that although the scheduling and UAV relay phases are defined separately in the problem
formulation, Sec. III, this is a purely logical distinction to describe the sequence of decisions to
be made. In this section, we combine these two phases into a single communication scheduling
and trajectory selection action, which comprises: 1) the scheduling decision ξ ∈ {0, 1}, which
determines if the request is served directly by the BS (ξ = 0) or relayed through the UAV
(ξ = 1); and 2) if ξ = 1, the trajectory strategy of the UAV.
Key to the definition of the SMDP is how the system is sampled in time so as to define Marko-
vian dynamics in the evolution of the sampled states. To this end, we sample the continuous time
interval to define a sequence of states {sn, n ≥ 0} ⊆ S with the Markov property, as specified
below. Along with it, we define the actions available in each state, the transition probabilities,
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as well as the duration T (s, a), UAV energy expenditure E(s, a), and communication delay cost
∆(s, a) metrics accrued in state s under action a.
If the UAV is in the waiting state state sn = (qU(t), w0) ∈ Swait at time t, i.e., it is in the
continuous-space position qU(t) and there are no active requests, then the actions available are
to move the UAV (parallel to the x-y plane) with radial and angular velocity components (vr, θc),
over an arbitrarily small duration ∆0  1/Λ. Note that the angular velocity component, θc, is
perpendicular to the UAV position vector and points counter-clockwise, and the radial velocity
is referred to the outward direction. Under a maximum speed constraint Vmax, the action space
in the waiting state (rU , θU , w0) is then defined as
Await(rU) ,
{
(vr, θc) ∈ R2
∣∣∣√v2r + r2U · θ2c ≤ Vmax}, (17)
which solely depends on the radial state rU , where
√
v2r + r
2
U · θ2c is the speed expressed with
respect to polar coordinates. In state s = (rU , θU , w0) ∈ Swait, under action a = (vr, θc) ∈
Await(rU), the cost metrics are given by
∆(s; a) = 0, E(s; a) = ∆0Pmob
(√
v2r + r
2
U · θ2c
)
, T (s; a) = ∆0. (18)
In fact, the communication delay during the waiting phase is zero, since there is no ongoing
communication; the duration of a waiting state visit is ∆0, during which the UAV uses an amount
of energy ∆0Pmob (vU) for its mobility, where vU =
√
v2r + r
2
U · θ2c is the UAV speed.
The new state is then sampled at time t+ ∆0. At this time, the new position of the UAV is
qU(t+ ∆0) ≈ (rU , θU) + (vr, θc)∆0. (19)
Note that no new request is received in the time interval [t, t + ∆0] with probability e−Λ∆0 , so
that the new state is a waiting state. Otherwise, a new request is received from a GN in position
(r, θ) according to the uniform circular pdf with the radial coordinate distribution fR(r), so that
the new state enters the scheduling and communication phase. Thus, the transition probability
from the waiting state sn = (qU(t), w0) under action an = (vr, θc) ∈ Await(rU) is expressed as
P(sn+1=(rU + vr∆0, θU + θc∆0, w0)|sn = (rU , θU , w0), an = (vr, θc)) = e−Λ∆0 , (20)
P(sn+1 ∈ (qU(t+ ∆0),F) |sn, an) =
[
A(F) · (1− e−Λ∆0)] /pia2, ∀F ⊆ QGN, (21)
where A(F) is the area of region F on the x-y plane. If a request is received in the ∆0 time
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interval, the probability of receiving it from region F within the cell is given by the area A(F)
divided by the cell area, pia2, because request locations are uniformly distributed in the cell.
Upon reaching a communication state sn = (rU , θU , r, θ) ∈ Scomm at time t, the system must
serve a GN request at position (r, θ). The BS first determines the scheduling decision ξ ∈ {0, 1}:
1) When ξ = 0, the GN transmits directly to the BS. The next state is sampled immediately
after the decision, at time t. Since this action duration is 0, no new requests are received, so
that the new state becomes the waiting state sn+1 = (rU , θU , w0) ∈ Swait with probability 1.
2) When ξ = 1, the UAV can choose any feasible trajectory starting from the current position
qU(t) = (rU , θU) which allows the GN to transmit the entire data payload of L bits to the
BS, by relaying through the UAV. This mechanism is described next.
When the UAV is chosen to relay the data payload, let qU be the trajectory selected. The
communication then follows a two-phase DF approach: in the first phase, of duration tp, the
GN transmits its payload to the UAV; in the second phase, of duration ∆− tp, the UAV relays
the data payload to the BS. Assuming a move-and-transmit strategy (see [8]), the trajectory and
durations tp and ∆− tp of the two phases must satisfy
ˆ tp
0
RGU(dGU(t+ η))dη ≥ L,
ˆ ∆
tp
RUB(dUB(t+ η))dη ≥ L, (C.1)
i.e., the entire payload is transmitted to the UAV and then to the BS, so that the total communica-
tion delay of the two-phase DF scheme is ∆. We define the action space in state (rU , θU , r, θ) ∈
Scomm, when ξ = 1, as the set of feasible trajectories following the two-phase DF communication
approach, that start in position (rU , θU), with the GN located in position (r, θ), in which the UAV
serves as a relay. This set is defined as Tr,θ(rU , θU) , ∪θˆU∈[0,2pi) ∪rˆU∈R+ Tr,θ
(
rU , θU → rˆU , θˆU
)
,
where Tr,θ
(
rU , θU → rˆU , θˆU
)
is the set of feasible UAV trajectories starting in position (rU , θU),
terminating in position (rˆU , θˆU), and serving a GN located at (r, θ) via the DF protocol, i.e.,
Tr,θ
(
rU , θU → rˆU , θˆU
)
=
{
qU : [0,∆] 7→ R+ × [0, 2pi) : C.1,
vU(η) ≤ Vmax, ∀η ∈ [0,∆], (C.2)
qU(0) = (rU , θU),qU(∆) = (rˆU , θˆU), ∃∆ ≥ 0,∃ 0 ≤ tp ≤ ∆
}
; (C.3)
in this definition, C.1 reflects the data payload constraints, C.2 the maximum speed constraint,
and C.3 the trajectory constraints. The total action space of the communication states s =
(rU , θU , r, θ) ∈ Scomm is thus defined by Acomm(rU , θU , r, θ) , {0} ∪ Atraj(rU , θU , r, θ), where
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the point {0} reflects the option ξ = 0, i.e., the GN transmits directly to the BS, and
Atraj(rU , θU , r, θ) , {(rˆU , θˆU ,qU) : (rˆU , θˆU) ∈ QGN,qU ∈ Tr,θ(rU , θU → rˆU , θˆU)} (22)
is the set of feasible trajectories that can be taken when the UAV is selected to relay (ξ = 1).
For the delay, energy, and time metrics of the communication states s = (rU , θU , r, θ) ∈ Scomm,
there are two cases. First, when ξ = 0 (direct transmission) is selected,
∆(s; 0) =
L
RGB(r)
, E(s; 0) = 0, T (s; 0) = 0, (23)
where RGB(r) is the communication rate for the direct transmission defined in (1), and the other
two terms equal 0 since the system moves immediately to the waiting state (rU , θU , w0) ∈ Swait
with probability 1, and the corresponding action duration and energy consumption are 0.
Instead, when the UAV is chosen for relaying (ξ = 1), and an action a = (rˆU , θˆU ,qU) is
taken, the metrics are
∆(s; a) = ∆, E(s; a) =
ˆ ∆
0
Pmob (vU(η)) dη, T (s; a) = ∆, (24)
where ∆ is the duration of the selected trajectory qU . In fact, the communication delay incurred
during this communication phase is ∆, which is also the duration of this communication state
visit, and the energy is the integration of the UAV mobility power over the trajectory.
Upon completing the communication phase when the UAV relays data, the UAV enters the
waiting phase again; the new state is then sampled at time t + ∆, and is given by sn+1 =
(rˆU , θˆU , w0) ∈ Swait. Thus under action qU ∈ Tr,θ(rU , θU → rˆU , θˆU), the state transitions from
sn = (rU , θU , r, θ) to sn+1 = (rˆU , θˆU , w0) with probability 1.
Next, we can define a policy µ. For waiting states (rU , θU , w0) ∈ Swait, the policy selects a
velocity (vr, θc) from the action space defined in (17), i.e., µ(rU , θU , w0) ∈ Await(rU). Likewise,
for communication states (rU , θU , r, θ) ∈ Scomm, the policy selects the scheduling decision ξ ∈
{0, 1} and, if ξ = 1, the trajectory followed in the two-phase DF protocol,
µ(rU , θU , r, θ) ∈ Acomm(rU , θU , r, θ) , {0} ∪ Atraj(rU , θU , r, θ). (25)
With a stationary policy µ defined, the Lagrangian term L(ν)µ , W¯ (s)µ + ν(E¯µ − PavgT¯µ) in
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(16) in the context of the SMDP is reformulated as
L(ν)µ = lim
K→∞
E
[
1
K
∑K−1
n=0 `ν(sn;µ(sn))
1
K
∑K−1
n=0 I(sn ∈ Scomm)
∣∣∣∣∣s0
]
, (26)
where s0 = (0, 0, w0) (the UAV begins at the cell center with no transmission requests), and the
overall Lagrangian metric in state s under action a is defined as
`ν(s; a) , ∆(s; a) + ν
(
E(s; a)− PavgT (s; a)
)
. (27)
By specializing this metric for waiting states, using (27), we obtain
`ν(rU , θU , w0; vr, θc) = ν
(
Pmob
(√
v2r + r
2
U · θ2c
)
− Pavg
)
∆0; (28)
for communication states under action ξ = 0, we use (23) to obtain `ν(rU , θU , r, θ; 0) = L/RGB(r);
for communication state action ξ = 1 with feasible trajectory qU ending in (rˆU , θˆU), we obtain
`ν(rU , θU , r, θ; rˆU , θˆU ,qU) , (1− νPavg)∆ + ν
ˆ ∆
0
Pmob (vU(η)) dη. (29)
Using Little’s Law [34], we rewrite L(ν)µ in terms of the SMDP steady-state probabilities as
L(ν)µ =
´
S Πµ(s)`ν(s;µ(s))ds´
Scomm Πµ(s)ds
, (30)
where Πµ(s) is the steady-state pdf of the system being in a state s under policy µ. However,
(30) cannot be solved via standard dynamic programming techniques, due to the dependence of
the denominator on the policy µ. Lemma 1 demonstrates that this term can be expressed as a
positive constant, independent from policy µ, and only dependent on system parameters. In doing
so, the optimization of µ only needs to focus on the minimization of
´
S Πµ(s)`ν(s;µ(s))ds, so
that the minimization of (30) can be cast as an average cost per stage problem, solvable through
standard dynamic programming approaches, after discretization of the state space.
Lemma 1. Let picomm=
´
ScommΠµ(s)ds and piwait=1− picomm be the steady-state probabilities that
the UAV is in the waiting and communication phases in the SMDP, respectively. We have that
piwait =
1
2− e−Λ∆0 , picomm =
1− e−Λ∆0
2− e−Λ∆0 . (31)
Proof. Let pww, pwc, pcw, and pcc be the probabilities of remaining in the waiting phase (ww),
moving from a waiting state to a communication state (wc), from a communication to a waiting
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state (cw), or remaining in the communication phase (cc), in one SMDP state transition. Then,
pww = e
−Λ∆0 (if no request is received, the SMDP remains in the waiting state), pwc = 1− pww,
pcw = 1, and pcc = 0 (if the SMDP is in the communication state, the next state will be a
waiting state). Therefore, the steady-state probabilities of the SMDP being in the waiting and
communication states, piwait and picomm, satisfy
piwait = pwwpiwait + pcwpicomm = e
−Λ∆0piwait + picomm,
picomm = pwcpiwait + pccpicomm = (1− e−Λ∆0)piwait,
piwait + picomm = 1,
whose solution is given in the statement of the lemma. 
With the simplification of
´
Scomm Πµ(s)ds into a positive constant, picomm, the minimization
problem of (16) can be expressed as
g(ν) =
1
picomm
min
µ
ˆ
S
Πµ(s)`ν(s;µ(s))ds, (32)
with the dual maximization maxν≥0 g(ν). Note that the transition probabilities in Lemma 1 are
policy-independent, allowing for the simplification of the denominator.
IV. STATE SPACE SIMPLIFICATION AND TWO-SCALE DECOMPOSITION OF POLICY µ
Because GN transmission requests are distributed uniformly in the circular cell, and the BS
is in the cell center, we can reduce the state dimension. Namely, the UAV radius information is
a sufficient statistic in decision making for a waiting state (rU , θU , w0), and thus we can express
waiting states as s = (rU , w0) ∈ Swait. Likewise, for the communication states (rU , θU , r, θ), only
the UAV radius, GN request radius, and the angle between them must be known to uniquely
characterize the state. Thus communication states can be redescribed as s = (rU , r, ψ) ∈ Scomm,
where ψ ∈ [0, 2pi) is the angle between the GN and the current UAV position. A consequence
of these sufficient statistics for decision making is that the steady-state probability of the SMDP
is only a function of certain action components, namely: the radial velocity vr and end radius
position rˆU for waiting and communication states, respectively. Thus, the steady-state probabil-
ities are independent of the angular velocity θc and the end angular position θˆU and specific
trajectory qU of the waiting and communication states, respectively.
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With this observation, let O(s) , vr ∈ [−Vmax, Vmax] define the radial velocity policy of
the waiting states s ∈ Swait, specifying the radial velocity component of a waiting action
a = (vr, θc) ∈ Await(rU); let U(s) , rˆU ∈ [0, a] define the next radius position policy
of the communication states s ∈ Scomm, specifying the end radius position of a scheduling
and communication action a ∈ Acomm(s). In particular, in state s = (rU , r, θ) under action
ξ = 0 (direct transmission to the BS), U(s) = rU since the system moves immediately to a
waiting position with the UAV at distance rU from the center; on the other hand, under action
a = (rˆU , θˆU ,qU(·)) (UAV selected as relay, with trajectory qU ending in rˆU , θˆU ), U(s) = rˆU .
Under this decomposition, O and U constitute the policy decisions made by the SMDP and are
the only actions to affect the steady-state distribtuion Πµ; thus O and U are defined as outer
decisions, and we let ΠO,U be the steady-state distribution of the SMDP under (O,U). Thus,
the optimization problem (32) can be restated as
g(ν) =
1
picomm
min
O,U
[ ˆ
Swait
ΠO,U(s)`
∗
ν(s;O(s))ds+
ˆ
Scomm
ΠO,U(s)`
∗
ν(s;U(s))ds
]
, (33)
where `∗ν are inner decisions, i.e., the Lagrangian metrics optimized with respect to the action
components not specified by O and U . In particular, for waiting states s = (rU , w0) and radial
velocity O(s) = vr, the inner optimization is
`∗ν(s;O(s)) = min
θc
ν
(
Pmob
(√
v2r + r
2
U · θ2c
)
− Pavg
)
∆0 s.t.
√
v2r + r
2
U · θ2c ≤ Vmax. (34)
Because ν ≥ 0, ∆0 > 0, and Pavg are constant, θ∗c is the angular velocity minimizing the UAV
power consumption for a given UAV radial velocity vr and radius rU , solvable through exhaustive
search. For communication states s = (rU , r, ψ), `∗ν(s;U(s)) is determined by optimizing over
the scheduling decision ξ ∈ {0, 1} (note that ξ = 1 if U(s) 6= rU ) and, if ξ = 1, the trajectory
qU followed by the UAV, terminating at the radial position rˆU = U(s). To formalize it, let
`∗ν(s;U(s), ξ) denote the optimized metric as a function of ξ ∈ {0, 1}. For ξ = 1,
`∗ν(s;U(s), 1) = min
∆,qU ,tp
(1− νPavg)∆ + ν
ˆ ∆
0
Pmob
(√
r
′
U(η)
2 + r2U(η) · θ′U(η)2
)
dη (35)
s.t. C.1, C.2, qU(0) = (rU , 0), ‖qU(∆)‖2 = rˆU , (36)
where C.1 reflect the data payload constraints of the two-phase DF protocol, C.2 is the maximum
UAV speed constraint, and (36) gives the UAV trajectory starting position and end radius. For
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Algorithm 1 Dynamic Programming and Projected Subgradient Ascent Algorithm
1: init: k=0; dual variable ν0≥0; step-size {ρk=ρ0/(k + 1), k≥0}.
2: Determine the minimizers, θ∗c of `
∗
νk
(s; vr), for all s ∈ Swait and radial velocities vr ∈
[−Vmax, Vmax].
3: for k = 0, 1, . . . do
4: Calculate `∗νk(s;O(s)) using νk for all s ∈ Swait and O(s) using the values θ∗c determined.
5: Calculate `∗νk(s;U(s)) for all s ∈ Scomm and next radius positions U(s) ∈ [0, a], using
the CPSO meta-heuristic to be described in Sec. V (Alg. 3).
6: Determine the optimal policy µ˜k , (O∗k, U∗k ) = VITER (νk) using the value iteration
method shown in Alg. 2.
7: if |g(νk)− g(νk−1)| < DI ; E¯µ˜k − PavgT¯µ˜k < PF ; νk|E¯µ˜k − PavgT¯µ˜k | < CS then
8: return: µ˜k = (O∗k, U∗k );
9: else
10: Update νk+1=
[
νk+ρk ·
(
E¯µ˜k−PavgT¯µ˜k
)]+, where [x]+ is the projection onto x ≥ 0;
update k ← k + 1.
11: end if
12: end for
ξ = 0 (hence U(s) = rU ), using (23) we obtain `∗ν(s;U(s), 0) = L/RGB(r), hence `
∗
ν(s; rU) is
obtained by further minimizing over the scheduling decision ξ ∈ {0, 1}, yielding
`∗ν(s;U(s)) =
minξ∈{0,1} `
∗
ν(s;U(s), ξ), U(s) = rU
`∗ν(s;U(s), 1) U(s) 6= rU .
(37)
Thus, if the outer decision selects U(s) = rU , the inner scheduling decision ξ ∈ {0, 1} is
obtained by greedily minimizing a cost metric that trades off communication delay and energy
consumption, so that, if `∗ν(s;U(s), 0) < `
∗
ν(s;U(s), 1), then the transmission is scheduled directly
to the BS. Otherwise, ξ = 1 is selected, the UAV is used as a relay, and the inner decision
trajectory of the UAV greedily minimizes the delay-energy tradeoff, subject to terminating at the
target radius of the outer decision U(s) = rˆU .
Note, the problem (35) must consider the dual variable ν and is infinite-dimensional, which
entails that some degree of approximation must be used, i.e., discretizing the path into a finite
number of straight line segments, with each line segment traversed by the UAV at a constant
speed [8]. In Sec. V, we will describe a heuristic approximation of the problem and evaluate
its performance in the numerical results of Sec. VI. We now prescribe Alg. 1, highlighting the
overall process for solving (33) and its dual maximization with projected subgradient ascent (see
[35]). The outer decision, i.e., the selection of the radial velocities (O) and next radius positions
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Algorithm 2 Value Iteration: µ˜ , (O∗, U∗) = VITER(ν)
1: init: i=0, the value function Vi(s)=0 for all states s ∈ S, and stopping criterion δ.
2: repeat
3: for each s = (rU , w0) ∈ Swait do
4: Vi+1(s)← min
vr∈[−Vmax,Vmax]
[
`∗ν(s; vr)+e
−Λ∆0 ·Vi(rU+vr·∆0, w0)
+
(
1−eΛ∆0) · ´ 2pi
0
1
2pi
´ a
0
2r′
a2
·Vi(rU+vr·∆0, r′, ψ′)dr′dψ′
]
and Oi+1(s) is the arg min.
5: end for
6: for each s = (rU , r, ψ) ∈ Scomm do
7: Vi+1(s)← min
rˆU∈[0,a]
[`∗ν(s; rˆU)+Vi(rˆU , w0)] and Ui+1(s) is the arg min.
8: end for
9: ∀s, calculate the stopping criteria metric H(s) = Vi+1(s)− Vi(s).
10: i← i+ 1.
11: until maxs∈SH(s)−mins∈SH(s) < δ.
12: return O∗(s) = Oi(s), ∀s ∈ Swait, U∗(s) = Ui(s),∀s ∈ Scomm.
(U ), uses the value iteration method of Alg. 2 (see [36]) for a given value of ν; the inner decision
is solved in the waiting states with an exhaustive search and in the communication states by the
CPSO method described in Sec. V. Note that Alg. 1 references the continuous state and action
spaces of the SMDP developed. In practice, the state and action spaces must be discretized in
order to numerically evaluate the problem, as is done in the numerical results, Sec. VI.
V. TRAJECTORY OPTIMIZATION VIA CONSTRAINED PARTICLE SWARM OPTIMIZATION
To solve the two-phase communication state trajectories when the UAV relays traffic, we must
solve `∗ν(s;U(s)). However, it involves optimizing over infinitely many variables, (rU(t), θU(t)).
To make the optimization tractable, we propose an approximation method based on simplifying
the continuous UAV trajectory into a sequence of waypoints connected by straight lines at
constant speed; these waypoints and speeds are then optimized using a constrained particle
swarm optimization (CPSO) technique. In Sec. VI, we demonstrate that CPSO attains comparable
solution accuracy with respect to SCA and up to 100× faster computational speed. The SCA
approach has been used in literature to solve non-convex problems [3]; our SCA formulation
follows [8], but requires a final end radius constraint in place of an end coordinate constraint.
A. Formulation of the Meta-Heuristic UAV Trajectory
To define the UAV meta-heuristic trajectory, we use Cartesian coordinates instead of polar
coordinates, since this allows the data payload constraints to be written in closed-form. For
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a state s = (rU , r, ψ) ∈ Scomm and a next radius position U(s) = rˆU , we define a meta-
heuristic trajectory of qU(t) by a sequence of M waypoints, {xm}Mm=0 = {(xm, ym)}Mm=0. The
UAV trajectory begins at x0 and ends at xM ; each straight trajectory segment Ψm , xm+1 −
xm is traversed by a speed vm ∈ [Vlow, Vmax]; the sequences {xm}Mm=0 and {vm}M−1m=0 are the
optimization variables; the sequence of time durations for each trajectory segment is {tm ,
‖Ψm‖2/vm}M−1m=0 . The maximum speed constraint Vmax inherited from the original problem (35);
however, a minimum speed Vlow  Vmax is introduced so that the durations tm of each trajectory
segment are well-defined. For M trajectory segments, the first M/2 and second M/2 segments
correspond to the two phases of the DF protocol. Finally, because the communication rate
equations are angular-invariant, the initial UAV location is set to x0 = (rU , 0) and the GN request
location to xG = (xG, yG) , (r cosψ, r sinψ), without affecting the optimization problem.
For each straight trajectory segment, a closed-form solution for the data payload constraints
can be obtained, as shown in Lemma 2.
Lemma 2. The total number of bits transmitted during the m-th trajectory segment, with the
UAV starting in position xm, ending in position xm+1, flying at constant speed vm, is given by
ˆ tm
0
Rm(dm(t))dt = B·(Fm(tm + τlb,m)− Fm(τlb,m)), (38)
where the communication rate during the mth trajectory segment Rm(dm(t)), the distance to
transmitter/receiver dm(t), τlb,m, and the antiderivative Fm(·) with integration constant 0, are
defined in (50), (53), and (54), respectively, found in Appx. A.
With the communication rate integral evaluated, we present the heuristic problem of `∗ν(s;U(s))
to be solved with CPSO. Denoting the trajectory waypoints as p , [x1, . . . ,xM−1]T and the
segment speeds as v , [v0, . . . , vM−1]T , we write the problem in standard form as
(P.0) min
p,v∈[Vlow,Vmax]M
(1− νPavg)
M−1∑
m=0
‖Ψm‖2
vm
+ ν
M−1∑
m=0
‖Ψm‖2
vm
Pmob(vm) (39)
s.t. hi(p,v) , L−
M
2
(i−1)+M
2
−1∑
m=M
2
(i−1)
B · (Fm(tm + τlb,m)− Fm(τlb,m)) ≤ 0, i = 1, 2 (40)
x0 = (rU , 0), xM = rˆU · xˆM−1, (41)
where xˆM−1 , xM−1‖xM−1‖2 ·I(‖xM−1‖2 6= 0) + (1, 0)·I(‖xM−1‖2 = 0) ensures that the end radius
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constraint is satisfied by projecting the waypoint xM−1 to the nearest point on the radius rˆU .
Thus, the final waypoint variable xM can be eliminated, and x0 can be fixed. In relation to the
original minimization `∗ν(s;U(s)) in (35), the problem (39) is a meta-heuristic approximation.
Precisely, (40) are the data payload constraints, v ∈ [Vlow, Vmax]M are the UAV speed constraints,
and (41) gives the initial and end position constraints.
B. Solution of (P.0) via the CPSO Method
As introduced in Sec. I, we solve (P.0) with CPSO, as it promises to provide results efficiently
and retain closed-form integrals for the data payload constraints, contrasting discretization and
approximation of the SCA constraints. The CPSO method is executed by converting the con-
strained problem (P.0) into an unconstrained one. We remove the data payload constraints by
introducing them as additive terms in the objective function to penalize constraint violations by
enforcing a particular solution: if the UAV does not receive (or transmit) its data payload at the
end of either phase, then it must hover at the current position until it receives (or transmits) the
data payload. This penalized objective function is
fˆ(p,v) , (1− νPavg)
M−1∑
m=0
‖Ψm‖2
vm
+ ν
M−1∑
m=0
‖Ψm‖2
vm
Pmob(vm) (42)
+ (1− νPavg)(tˆP,1 + tˆP,2) + ν(EˆP,1 + EˆP,2),
where the time delay penalties for hovering in the first and second phases, respectively, are
tˆP,1 , h1(p,v)/RGU(‖xM/2 − xG‖2) · I (h1(p,v) > 0) , (43)
tˆP,2 , h2(p,v)/RUB(‖xM‖2) · I(h2(p,v) > 0), (44)
and energy penalties for the UAV hovering in the two phases, respectively, are EˆP,1 , tˆP,1Pmob(0)
and EˆP,2 , tˆP,2Pmob(0).
To solve the problem with CPSO, we initialize a population (swarm) of solutions (particles), as
well as particle velocity vectors used to update each particle between iterations, using a combina-
tion of individual particle history, the swarm history, and randomness. Specifically, we initialize
N trajectory waypoint particles p1, . . . ,pN with corresponding particle velocities u1, . . . ,uN
and N UAV speed particles v1, . . . ,vN with corresponding particle velocities w1, . . . ,wN . The
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particles are updated between the k and (k + 1)th iterations by (see [24])
pk+1i = p
k
i + u
k+1
i , v
k+1
i =
[
vki +w
k+1
i
][Vlow,Vmax] , (45)
where [β][Vlow,Vmax] is the projection of β to the set [Vlow, Vmax], which guarantees speed constraints
are satisfied at each iteration; the particle velocities are updated according to
uk+1i = σ
[
uki + c1ζ
k
i (p
best,k
i − pki ) + c2ρki (pbest,kswarm − pki )
]
, (46)
wk+1i = σ
[
wki + c1ζ
k
i (v
best,k
i − vki ) + c2ρki (vbest,kswarm − vki )
]
, (47)
where c1, c2, and σ are the cognitive, social, and constriction scaling factors [37], respectively. As
[37], [38] point out, c1=c2=2.05 and σ=0.729 are common choices for a variety of problems,
and we will use these parameters in our upcoming simulations. Additionally, ζki and ρ
k
i are
independent and identically distributed uniform random variables on the interval [0, 1], promoting
a degree of random search space exploration. Finally, we define
[pbest,ki ,v
best,k
i ] = [p
j∗
i ,v
j∗
i ] where j
∗ , arg min
0≤j≤k
{fˆ(pji ,vji )}, (48)
[pbest,kswarm,v
best,k
swarm] = [p
k
i∗ ,v
k
i∗ ] where i
∗ , arg min
1≤i≤N
{fˆ(pki ,vki )}, (49)
as the currently best position of particle i and currently best position of the swarm at iteration
k, respectively [24]. Note that these best particles can be computed in an online fashion as
in Algorithm 3. Using the two vectors in (48)–(49) in the particle updates of (45), with the
randomness induced by ζki and ρ
k
i , ensures that subsequent iterations combine knowledge of
their personal and the swarm’s best solutions, while also exploring to prevent local minima
traps. Thus, the CPSO algorithm is given, as in [24], [37], by Alg. 3.
Algorithm 3 CPSO Algorithm for (P.0)
1: Randomly initialize p0i , v
0
i , u
0
i , and w
0
i for all i = 1, . . . , N . Set k = 0.
2: Initialize [pbest,0i ,v
best,0
i ]← [p0i ,v0i ] and [pbest,0swarm,vbest,0swarm]← argminp0i ,v0i {fˆ(p0i ,v0i ), ∀ i}.
3: repeat
4: Update pk+1i , v
k+1
i , u
k+1
i , and w
k+1
i according to (45)–(47), respectively, ∀i.
5: If fˆ(pk+1i ,v
k+1
i ) < fˆ(p
best,k
i ,v
best,k
i ), then [p
best,k+1
i ,v
best,k+1
i ]← [pk+1i ,vk+1i ];
otherwise, [pbest,k+1i ,v
best,k+1
i ]← [pbest,ki ,vbest,ki ].
6: Update [pbest,k+1swarm ,v
best,k+1
swarm ] according to (49).
7: k ← k + 1.
8: until |fˆ(pbest,kswarm,vbest,kswarm)− fˆ(pbest,k−1swarm ,vbest,k−1swarm )| < .
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VI. NUMERICAL RESULTS
For the simulation, we use a channel bandwidth of B=1MHz, 1-meter reference SNRs
γGB=γGU=γUB=40dB, pathloss exponent α=2 for the GN→BS link,6 UAV height HU=120m,
BS antenna height HB=60m, maximum UAV speed Vmax=55m/s, cell radius a=1000m, and total
Poisson rate Λ=0.0085 req/sec. For the power consumption model, we utilize the relationship
given in (3) and the parameters in [8]. We solve an approximation of problem (33) by discretizing
the state and action spaces and applying linearly-interpolated value iteration. Additionally, the
dual variable ν yields meaningful results in the range [0, 1/Pavg], thus by solving the problem
for 20 ν values on the interval, an approximation to the maximum value g(ν∗) emerges. We
discretize the states with N=9 equispaced radii values, a single GN in the center of the cell, K=3
equispaced angular GN positions in the next radius, 2K in the next, and so on, until the N th
radius, so that the GN distribution approximates the uniform circular distribution. We discretize
R=21 equispaced radial velocity actions, vr ∈ {−Vmax, . . ., 0, . . ., Vmax}. For the next radius
position actions, we use the same radii indexed by the set {1, 2, . . ., N}. Lastly, ∆0 is chosen to
satisfy e−Λ∆0=0.93, so that it is unlikely to receive two or more requests in ∆0 seconds.
A. Comparison of CPSO and SCA Optimization Schemes
To compare CPSO to SCA for solving the inner trajectory optimization, `∗ν(s;U(s)), we select
a state s=(800, 500, pi/4)[m,m,rad], end radius U(s)=700m, target average power Pavg=1.1kW,
and data payload 1Mbits. For the CPSO approach, we utilize MCPSO=4 line segments (2 for
each phase), generate an initial population size of NCPSO=75, and run 7 independent trials of
Algorithm 3. Whereas SCA approximates the value of the communication rate integral in each
trajectory segment [8], our CPSO formulation evaluates this integral in closed-form (see Lemma
2); thus for the SCA approach, we utilize MSCA=100 trajectory line segments, i.e., a finer
discretization, in order to compensate the discretization error. In Fig. 2a, we observe that CPSO
performs very competitively with SCA in terms of accuracy, and the CPSO trials converge up
to 100× faster in time. Thus, CPSO is preferable in terms of time efficiency, considering that
the SMDP discretization results in 981 separate problems to be solved for a fixed ν and Pavg.
6Note that γGB = γGU = γUB and α = 2 are generous, i.e., GN→BS channel conditions are as good as the GN→UAV
and UAV→BS links. In less favorable conditions, using the UAV as a relay becomes even more attractive than shown in our
numerical evaluations.
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Fig. 2: CPSO/SCA comparison (a) and optimal UAV waiting phase trajectory policy (b).
B. Optimal Policy Structure
To observe the optimal waiting phase behavior, we fix Pavg=1.1kW and vary the data payload
values. Fig. 2b demonstrates that the UAV moves toward an optimal flying radius (distance
≤ 125m from the center) during waiting phases to address two considerations: 1) to be well-
positioned in anticipation of future transmission requests; 2) to fly at the power-minimizing
speed in order to reduce UAV energy consumption. Near the cell edge, the UAV radial speed
increases for decreasing data payload, as transmission requests with smaller data packets that
relay through the UAV take less time to complete transmission than larger ones, thus the UAV
is less likely to spend time following trajectories that place it near the cell edge and can afford
the additional power consumption required to fly at high speeds when this is the case.
Fig. 3a shows which GNs transmit directly to the BS under the optimal policy µ˜ during the
communication phases. The target average power is Pavg=1.4kW, and the UAV radius is fixed
to rU=500m. Most GNs transmit directly to the BS for small data payloads, e.g., 0.1Mbits. As
the data payload grows large (1.0 and 5.0Mbits), the benefit of relaying through the UAV and
utilizing its mobility increases, so that the majority of GNs relay through the UAV.
Next, we observe the UAV trajectory in communication phases across several realizations.
In Fig. 3b, we fix the target average power Pavg=1.4kW, initial UAV radius rU=875m, GN
transmission request radius r=625m, and data payload value 1Mbits, and show the optimal
trajectories for various UAV-GN angles. In all scenarios, the UAV maintains an approximately
constant speed near Vmax=55m/s. From the initial position, the UAV does not fly directly toward
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(a) Map of GNs that transmit directly to the BS under the optimal
policy for Pavg=1.4kW.
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(b) UAV trajectories for 1Mbit data payload, r=625m, rU=875m, and
Pavg=1.4kW.
Fig. 3: Optimal UAV waiting phase trajectory (a) and communication strategy (b).
the GN of interest, as the trajectory considers both phases of two-phase DF protocol. For the
various GN positions, the target end radius of the UAV is selected to be close to the center of
the cell, i.e., rˆU ≤ 125m, to minimize the long-term delay-power tradeoff.
C. Optimal Performance
To analyze the communication delay performance, we simulate over various data payloads
and target average power constraints, Pavg, to observe a range of behavior. The expected average
delay is shown in Figs. 4a–4c. Note that the expected average delay, D¯µ˜, is not directly accessible
through the value iteration analysis, so we apply the optimal policy µ˜ in a simulation, sampling
a sequence of several thousand random transmission requests, in order to obtain it. Using the
transmission request sequence, we compare D¯µ˜ against four heuristics, explained as follows:
(1) UAV only: all actions remain the same, except GNs may not directly transmit to the BS
(2) Direct to BS: no UAV is deployed; all GNs transmit directly to the BS7.
(3) Static UAV: the UAV hovers at the optimized radius r∗U=321.61m; GN transmission requests
may directly transmit to the BS or relay through the UAV so as to minimize delay.
(4) Greedy: scheduling decisions greedily minimize the delay incurred to serve transmission re-
quests; if the UAV is chosen for relaying, it executes a trajectory to minimize the communication
delay; the UAV hovers statically after communication phases until receiving a new request.
7Note that the UAV consumes 0W in this policy, but the data points in Figs. 4a–4c are at Pavg = 1.1kW to fit in the axes.
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Fig. 4: Expected average communication delay vs. Pavg for optimal policy µ˜, various heuristics, and continuous-space simulation.
Across the range of data payloads and target average powers, the optimal policy simulation
reduces the average communication delay by up to 49% when compared to the direct to BS
heuristic. The UAV consumes 1.37kW to hover following the static UAV scheme, and when
compared to the optimal policy with Pavg=1.3kW, the UAV consumes 1.02, 1.26, and 1.28kW
for the 0.1, 1.0, 5.0Mbits data payloads, respectively, while reducing the average communication
delay by 6%, 36%, and 44%, respectively, thus showing that optimally exploiting UAV mobility
can simultaneously reduce communication delay and power consumption. Next, the optimal pol-
icy slightly reduces the communication delay (up to 3%) with respect to the UAV only heuristic,
which does not adaptively schedule transmission requests but still exploits UAV mobility. The
UAV power consumption is unconstrained in the greedy heuristic, but fails to exploit UAV
mobility for long-term goals. For example, in the 1.0Mbits case (Fig. 4b), the UAV consumes
1.58kW on average for mobility following the greedy scheme, yet the optimal strategy reduces
both communication delay and power consumption for target average powers Pavg≥1.2kW. When
Pavg=1.2kW, for instance, the optimal strategy reduces the average communication delay and
UAV mobility power by 2% and 13%, respectively.
VII. CONCLUSIONS
In this paper, we studied the adaptive trajectory and communication scheduling design of
a power-constrained UAV serving as a relay for random data traffic between GNs and a BS.
The problem was cast as a SMDP, and we showed that it exhibits a two-scale structure that
can be efficiently optimized. Overall, we showed that by optimally exploiting realistic features
of UAV mobility and adaptively scheduling transmission requests, both the expected average
communication delay and UAV mobility power consumption can be reduced when compared to
an optimal hovering deployment and a greedy delay minimization scheme.
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APPENDIX A
EVALUATION OF DATA PAYLOAD INTEGRALS FOR DISCRETIZED TRAJECTORY SEGMENTS
For an initial UAV position xm at time t = 0, flying to xm+1 at speed vm for tm seconds, the
communication rate integral is
ˆ tm
0
Rm(dm(t))dt ,
ˆ tm
0
B · log2
(
1 +
γm
H2m + (amt+ cm)
2 + (bmt+ gm)2
)
dt, (50)
where dm(t) =
√
H2m + (amt+ cm)
2 + (bmt+ gm)2 is the distance between transmitter and
receiver at time t, am = vm·(xm+1 − xm)/‖Ψm‖2, bm = vm·(ym+1 − ym)/‖Ψm‖2, andγm = γGU , Hm = HU , cm = xm − xGN , gm = ym − yGN , ∀m ∈ {0, . . . ,M/2− 1},γm = γUB, Hm = HU −HB, cm = xm, gm = ym, ∀m ∈ {M/2, . . . ,M − 1}. (51)
To evaluate (50), we first rewrite it as
ˆ tm+τlb,m
τlb,m
B · log2
(
1 +
γm
A1,m + A2,mτ 2
)
dτ = B · (Fm(tm + τlb,m)− Fm(τlb,m)), (52)
as (52) has a simple, closed-form solution [7]. With variable substitution, we get the following
equivalent parameters
A1,m = H
2
m − τ 2lb,mA2,m + c2m + g2m, A2,m = a2m + b2m, τlb,m =
amcm + bmgm
a2m + b
2
m
, (53)
where the antiderivative with integration constant 0 is
Fm(u) , u log2
(
1 +
γm
A1,m+A2,mu2
)
+
2
√
γm+A1,m tan
−1
( √
A2,mu√
γm+A1,m
)
√
A2,m ln (2)
−
2
√
A1,m tan
−1
(√
A2,mu√
A1,m
)
√
A2,m ln (2)
. (54)
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