




Author(s)末谷, 大道; 伊庭, 幸人; 合原, 一幸










JST ERATO合原複雑数理モデルプロジェクト 末谷大道 1
情報・システム研究機構統計数理研究所 伊庭幸人




















:{町(t+…-Xl (t)2 + 0.3X2( t) (1) X2(t十 1)ニ Xl(t)，(仇川=1.4 -{iXl(t)Yl(t)十 (1一川山 1め(t) (2) 
め(t+ 1)= Yl(t). 
ここでγは結合係数を表す.図 1(a)は結合が全くない場合 (γ=0)，図 1(b)は結合が十
分強い場合 (γ=0.25) ，のカオスアトラクタの(Xl'Yd平面への射影である.結合がなけ
れば個々の素子は独立に振る舞い何の関連性も見られないが(図 l(a))，十分な結合の強
さの下では 2つの素子の聞に強い非線形の関連性が見られる(図 l(b)).実際に，図 l(b)





Sy恥 hronization:GS) という [1].
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いま，非線形の関連性を持つ l組の変数のぺア ZεRP，yεRqを，あるクラス Fに属する
非線形関数f:RP→ R， 9 :Rq→ Rによって各々変換したときに，変数変換後の相関係数:




f(x) =乞αik(X，Xi)， g(y) = L sjk(y， Yj)， (4) 
i=l j=l 












ここでKx，Kyは， Gram行列と呼ばれる k(xn，Xn')やk(Yn，Yn')を第nn'成分とする NxN




[oml|α ん(… o I Iα| 11:: 1 =ρ||||.(6) 






(第一)正準相関係数 (canonicalcorrelation coefficient)，非線形関数にデータ X，yを入れた
ときの変数u=f(x)，v=g(y)を(第一)正準変数(canonicalvariates)という.
以上は重心がゼ、ロ ((l/N)2:1 f(ぬ)= (1/N)乞と1g(抗)= 0)という仮定の下での定式化
であるが，そうでない場合でも， Gram行列に対して以下の操作を行うことで同じ固有値問
題になる.
比二K一土(jj')K-土K(jj')+ム(jj')K(jj')N ， . / • N'1. 
ここでjは成分が全て 1のN次元ベクトルで、ある.
結合Henon写像(1)・(2)式に対してカーネルCCAを適用した結果について述べる.図 2





相関も見られないが(図 2(a) ， GSが起きている場合は，正準変数聞の高い線形相関とし






u = f(x) 




N = 103の時系列データに対してカーネルCCAを適用して最大固有値を求め，それを 10回繰
り返して平均したものをρFとして表示している.ここで， κは0.1に設定し， σ=0.1，0.2，0.4 
の3通りについて調べた.また，条件付き Lyapunov指数入のγ依存性の結果も同時に示す.
， 0.17までにρFの急激な上昇が見られるが，これは入の値がγの増加に対して急激に減
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図 4:(a)γの値が(b)のように変化するときの Xl，Ylの時系列.(c)γ= 0.6 (一定)の下で
生成したデータから非線形変換f(.)，g(・)を推定した場合(σ ニ 0.1，κニ 0.1)，(d) (b)のよう
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