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6.4.1 Pogled in gibanje ................................................................... 57 
6.4.2 Prijem in premik objektov ..................................................... 58 
6.5 Izvori zvoka v sceni .......................................................................... 61 
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Slika 5.4: Izračunan čas RT60 v vtičniku Resonance Audio [54]. ................... 50 
Slika 6.1: 3D prikaz scene v pogonu. ............................................................... 55 
Slika 6.2: Prilagoditev pridobljenega modela dvorane s programom Blender. 57 
Slika 6.3: Struktura igralnega objekta OVRPlayerController. ......................... 58 
Slika 6.4: Upravljanje z drsnikom in vrtljivim gumbom. ................................. 61 
Slika 6.5: Razporeditev sond v sceni. ............................................................... 62 
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V diplomskem delu je predstavljen razvoj simulacije mešanja zvoka v dvorani, 
ki je izvedena s tehnologijami navidezne resničnosti in prostorskega zvoka. Glavni 
namen simulacije je uporabniku predstaviti proces mešanja zvoka v dvorani brez 
uporabe sredstev, ki jih področje sicer zahteva. V uvodnem delu je opredeljeno 
področje dela, nato so prikazane obstoječe rešitve, ki delno rešijo problem ali 
uporabljajo obravnavane koncepte. Raziskana je domena navidezne resničnosti, kar je 
potrebno za razumevanje njene vloge in zmožnosti pri razvoju simulacije. Pregledana 
so področja akustike, ki so uporabljena pri vzpostavitvi prostorskega zvoka in mešanja 
zvoka v navidezni dvorani. Opisan je razvoj aplikacije z implementacijo osnovne 
mešalne mize in načinom interakcije na osebnem računalniku ter v okolju navidezne 
resničnosti. V zaključnih poglavjih je opredeljena izbira orodja za prostorski zvok, 
predstavljene so kvalitete in pomanjkljivosti simuliranega zvoka v sceni ter interakcije 
uporabnika. Predlagane so možne nadgradnje, hkrati pa je predstavljeno stališče glede 
uporabnosti simulacije.  
 
Ključne besede: mešanje zvoka, navidezna resničnost, prostorski zvok, mešalna 








This thesis describes the development of a simulation of audio mixing in a hall, 
which is performed with virtual reality technologies and spatial audio. The main 
purpose of the simulation is to present the process of audio mixing to a user without 
the assets which are required in this field. The field of audio mixing is defined in the 
introduction. Furthermore, the existing solutions, which partly solve the problem or 
use studied concepts, are presented. The domain of virtual reality is researched in order 
to understand its role and capabilities when developing the simulation. The fields of 
acoustics are studied to establish spatial audio and the process of audio mixing in the 
virtual hall. The application development is described along with the implementation 
of a basic mixing console, the way of interaction on a personal computer, and in the 
virtual reality environment. In the final chapters, the choice of spatial audio tools, the 
qualities and drawbacks of the simulated sound in the scene, and the user interaction 
are discussed along with potential improvements and usability of the simulation. 
 










Glasbeno industrijo od njenega izoblikovanja zaznamuje področje glasbe v živo, 
ki ima pomemben ekonomski in kreativni doprinos, hkrati pa spodbuja razvoj novih 
tehnologij. V splošnem lahko glasbo v živo definiramo kot vrsto prireditve, na kateri 
je izvajana glasba pred občinstvom; vedno pogosteje se uporablja tudi izraz živa 
glasba, izpeljan iz angl. izraza live music. Glasba v živo sloni na procesu mešanja 
zvoka (angl. audio mixing), ki zvočne vire preobrazi v zvočno sliko za poslušalce. 
Združuje tudi področja organizacije dogodkov (angl. event management), osvetlitve 
dogodkov in odra (angl. stage lighting), izvajanja glasbe (angl. music in performance) 
idr. Odvija se lahko na raznih prizoriščih, s čimer se ob postavitvi potrebnih elementov 
v prostoru spreminjajo tudi njegove akustične lastnosti; v zaprtem prostoru na primer 
opazimo odmev. Nadalje so pomembne dimenzije zaprtega prostora in akustične 
lastnosti materialov, ki še natančneje določijo obnašanje zvoka v prostoru. Diplomsko 
delo se omejuje na mešanje zvoka v dvorani [1]. 
 
Proces mešanja zvoka izvaja tonski mojster s formalno ali neformalno 
izobrazbo, odvisno od obsega in pomembnosti dogodka pa je pričakovana tudi njegova 
usposobljenost. Tonski mojster je lahko laik, ki po svojih najboljših močeh oblikuje 
zvok rock skupine v manjšem klubu ali profesionalec, ki večglavi množici predstavlja 
rock skupino s spremljevalnim orkestrom v koncertni dvorani. Oba sta na prireditvi 
nepogrešljiva, njune izkušnje pa med drugim pogojuje repertoar izvedenih dogodkov. 
V učnem okolju bi za doseganje najbolj realističnih dejavnikov bodoči tonski mojster 
potreboval glasbeno skupino, dvorano ter mešalno mizo in ostalo avdio opremo, ki pa 





1.1 Cilji diplomske naloge 
 
Poglavitni cilj diplomske naloge je izdelava izobraževalne simulacije za sistem 
navidezne resničnosti, ki bi uporabniku predstavila proces mešanja zvoka v dvorani 
brez uporabe sredstev, ki jih področje sicer zahteva. Simulacija naj bi predstavila 
prostorski zvok, pojave širjenja in odboja zvoka v prostoru z upoštevanjem akustičnih 
lastnosti materialov in inštrumentov, uporabniku pa omogočila osnovno interakcijo z 
mešalno mizo in spreminjanje postavitve inštrumentov, kar je upoštevano tudi pri 
njihovi obravnavi kot zvočnemu viru. Rešitev je izvedena s sistemom navidezne 
resničnosti kot aplikacija za napravo Oculus Quest in pripadajoč projekt za igralni 
pogon Unity. Tehnologija navidezne resničnosti omogoča izvedbo vseh zastavljenih 
ciljev, saj nudi intuitivno interakcijo s simuliranimi objekti in implementacijo orodij 
za prostorski zvok. Zvok v dvorani je simuliran z določitvijo akustičnih lastnosti 
materialov, lastnosti izvorov zvoka in z nastavitvami scene. Za interakcijo v okolju 
navidezne resničnosti so vpeljane metode upravljanja z drsniki in vrtljivimi gumbi na 
mešalni mizi. Aplikacija lahko predstavi osnovne koncepte pri mešanju zvoka v 
dvorani, projekt za pogon pa omogoča naprednejše razširitve. Preostale cilje 
diplomske naloge zajemajo raziskava tehnologij navidezne resničnosti, pregled 
obstoječih rešitev v sorodnih domenah in pregled področij akustike s poudarkom na 




2 Pregled obstoječih rešitev 
Za razumevanje obravnavanega področja sem raziskal obstoječe produkte, ki 
simulirajo proces mešanja zvoka, prostorski zvok, širjenje in odboj zvoka v prostoru 
ali upravljanje s krmilniki, tipičnimi na področju avdio inženiringa (angl. audio 
engineering). Sorodni produkti lahko delno rešijo obravnavane probleme ali pa že 
uporabljajo podobne koncepte, ki jih velja upoštevati pri razvoju simulacije za sisteme 
navidezne resničnosti. 
2.1 Simulacije mešanja zvoka 
Na Univerzi v Miamiju so v sodelovanju s podjetjem Advanced Authoring v 
prejšnjem desetletju razvili preprost simulator mešanja zvoka za izobraževanje 
študentov. Namen simulatorja je bil študente seznaniti s potjo avdio signala v mešalni 
mizi z realnimi scenariji, ki so jih prejeli ob začetku aktivnosti. Scenarij je opisal 
prizorišče, glasbeno zasedbo in potrebe po odrskih monitorjih (angl. stage monitor), 
naloga študentov pa je bila pripraviti nastavitve mešalne mize in jih za vsak scenarij 
posredovati mentorju za pridobitev povratne informacije. Simulacija je bila razvita s 
platformo Adobe Flash, scenariji pa so bili definirani z datotekami z označevalnim 
jezikom XML [2]. 
 
Kot najenostavnejše simulatorje mešanja zvoka lahko razumemo že digitalne 
avdio delovne postaje (angl. digital audio workstation, okrajšano DAW), ki so danes 
sestavni del skoraj vsakega glasbenega studia. Njihova glavna naloga je snemanje, 
urejanje in mešanje avdio signalov ter končni zapis v avdio datoteko. Med najbolj 
razširjene sodijo programi Ableton Live, Logic Pro, Pro Tools, FL Studio, Cubase in 
Studio One. V DAW elemente nadziramo z miško in tipkovnico, s čimer potek 
mešanja ni tako odziven, kar pa lahko izboljšamo s povezavo fizičnih krmilnikov. V 
primerjavi s klasičnim mešanjem zvoka v dvorani še zmeraj pogrešamo na primer 
zmožnost določanja natančne pozicije zvočnih virov v prostoru, zaznavanje vplivov 
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akustičnih lastnosti materialov in poodmevanja (angl. reverberation). Za 
izobraževalne namene lahko problem delno rešimo z vtičniki in platformami za 
simulacijo prostorskega zvoka, kot je npr. set vtičnikov VISR Production Suite [3]. 
2.2 Glasbena produkcija v navidezni resničnosti 
Navidezna resničnost omogoča, da avdio inženirji, glasbeni producenti, mešalci 
plošč (angl. disc jokey, okrajšano DJ) in ostali uporabniki z digitalnimi vmesniki 
glasbenih inštrumentov (angl. musical instrument digital interface, okrajšano MIDI) 
upravljajo z DAW ali ustvarjajo glasbo in mešajo zvok znotraj samostojne aplikacije 
v VR. Na računalniškem zaslonu ali mešalni mizi so krmilniki večinoma v eni 
dimenziji (npr. vrtljivi gumb ali drsnik) ter v dveh dimenzijah (npr. ravnina za nadzor 
zvočnih učinkov), navidezna resničnost pa lažje doda tudi tretjo dimenzijo, s čimer 
upravljanje postane bolj intuitivno [4]. 
 
Standard MIDI je med aplikacijami za glasbeno produkcijo v VR precej 
priljubljen in nudi glasbeno izvajanje ter mešanje zvoka. Na splošno standard omogoča 
sistem za medsebojno izmenjavo informacij med glasbenimi inštrumenti, krmilniki in 
računalniki. Tako je možno uporabljati fizično mešalno mizo, ki s standardom MIDI 
komunicira z računalnikom in upravlja z mešalno mizo v DAW. Naprave komunicirajo 
v obliki sporočil, ki sodijo v različne kategorije, v splošnem pa vsakemu parametru 
pripišejo neko vrednost [5]. Preprosti aplikaciji za VR, ki omogočata zgolj uporabo 
standarda MIDI sta na primer MoveMIDI in The Music Room. V kategorijo aplikacij, 
ki se za glasbeno produkcijo uporabljajo kot krmilnik ali samostojno pa na primer sodi 
aplikacija Modulia Studio, ki je podprta na naglavnih setih Oculus Rift in Oculus Quest 
ter optimizirana za program Ableton Live [6]. 
 
Mnogo naprednejša od prej omenjenih je aplikacija dearVR Spatial Connect, ki 
jo je razvilo podjetje Dear Reality z namenom upravljanja z DAW v okolju navidezne 
resničnosti. Z naglavnim setom in krmilniki nadziramo vtičnike iz serije dearVR ali 
vtičnik VST MultiPanner, ki pripada podjetju Steinberg, in ustvarjamo binauralni 
(angl. binaural), ambisonični (angl. ambisonic) miks ali miks v sistemu 7.1.4. Podprti 
sta delovni postaji Nuendo in Reaper v kombinaciji z naglavnimi seti HTC Vive, 
Oculus Rift in Oculus Quest. Moduli za mešanje zvoka v aplikaciji so prikazani na 
sliki 2.1; na levi je razvidna razporeditev izvorov zvoka v prostoru [7]. 
 
 




Sorodna je aplikacija Tranzient, ki temelji na produkciji v zanki (angl. looping) 
in sekvencerjih (angl. sequencer). Uporabnik v sceni postavlja več sekvencerjev, 
manipulira s sintetizatorji, igra na bobne, sinhronizira vizualizacije itd. Posebnost 
predstavlja socialna komponenta igre, saj lahko v sceni ustvarja več uporabnikov 
hkrati. Možno je tudi prostorsko mešanje zvoka, ki ustvari miks (angl. mix) glede na 
pozicijo posameznih zvočnih posnetkov. Na voljo je za naglavne sete Valve Index, 
HTC Vive, Oculus Rift ter Windows Mixed Reality [8]. Podjetje Alive In Tech, prav 
tako avtorji aplikacije Tranzient, je ločeno razvilo krmilnik AliveInVR za program 
Ableton Live, podprtost za različne platforme je podobna aplikaciji Tranzient. V 
programu za glasbeno produkcijo sproža zvočne posnetke in scene, izvaja inštrumente, 
upravlja s sekvencerjem ter 3D krmilniki. Prav tako dodaja socialno komponento in 
prostorsko mešanje zvoka. Posnetki so v prostoru postavljeni s principi binauralnega 
zvoka [9]. 
 
Dodaten primer predstavlja aplikacija SoundStage VR, ki je zamišljena kot 
peskovnik za glasbeno ustvarjanje v navidezni resničnost, ki se osredotoča na prikaz v 
pravem razmerju oziroma razmerju sobe (angl. room-scale). Na voljo je kot odprto-
kodna rešitev na spletnem gostiteljskem servisu GitHub v obliki projekta za pogon 
Unity, aplikacija pa je podprta na napravah HTC Vive ter Oculus Rift. Uporabniku 
ponuja različne načine interakcije z glasbenimi inštrumenti ter krmilniki za glasbeno 
produkcijo. Vključuje inštrumente, kot so klaviature, bobni, modularni sintetizator, 
vzorčevalnik (angl. sampler), sekvencer (angl. sequencer), poenostavljeno mešalno 
mizo itd. [10]. Veliko razvijalcev se odloči svoje produkte objaviti na servisu GitHub, 
kar bi lahko izvedli tudi v primeru razvite simulacija v okviru diplomske naloge, ki bo 
kot rešitev prav tako predstavljena z aplikacijo za naglavni set in projektom za pogon 
Unity. 
  









3 Navidezna resničnost 
3.1 Opredelitev 
Navidezna resničnost (angl. virtual reality, okrajšano VR) je tridimenzionalno 
računalniško generirano okolje, v katerem se lahko oseba premika in z njim upravlja s 
pomočjo raznih vhodnih in izhodnih naprav. Vhodne naprave računalniškim procesom 
posredujejo informacije od človeka; krmilniki (angl. controllers) in naglavni set (angl. 
headset) posredujejo informacijo o poziciji in rotaciji uporabnika ter krmilnikov. 
Izhodne naprave pa informacije posredujejo od računalnika do človeka; naglavni set 
(angl. headset) uporabniku prikazuje navidezno sceno, krmilniki pa mu posredujejo 
haptično povratno informacijo (tudi haptični odziv, angl. haptic feedback) [11, 12]. 
 
Naša izkušnja resničnosti je kombinacija senzoričnih informacij in njihove 
interpretacije v možganih, kar pomeni, da se lahko ob predstavitvi lažnih senzoričnih 
informacij spremeni tudi dojemanje resničnosti. Uporabniku je torej predstavljena 
različica resničnosti, ki zares ne obstaja in jo doživlja zgolj uporabnik, kar lahko 
poimenujemo kot navidezna resničnost. Uporabnik postane del navidezne resničnosti 
oziroma je potopljen v okolje, kjer lahko manipulira z objekti v okolju ali izvaja razne 
akcije. [11, 12]. 
 
Če se v spektru resničnosti pomikamo od te, v kateri živimo, proti popolni 
navidezni resničnosti, kjer so vse senzorične informacije pridobljene od računalnikov, 
na poti srečamo sorodni tehnologiji obogatene resničnosti (angl. augmented reality) in 
mešane resničnosti (angl. mixed reality). Obogatena resničnost našemu svetu doda 
digitalne informacije in ga s tem obogati. Osredotoča se na resnični svet, a z novim 
slojem vpeljuje dodatne informacije. Primer obogatene resničnosti je prikaz statistik v 
pametnih očalih za pilote, s katerimi pilot ne more neposredno upravljati. V izkušnji 
mešane resničnosti pa uporabnik upravlja tako s fizičnim svetom kot z navideznimi 
elementi. V mešani resničnost se navidezni elementi prilagajajo okolju in interakciji 
26 Navidezna resničnost 
 
uporabnika, s čimer ta tehnologija združuje resnični in navidezni svet. Navidezno, 
obogateno in mešano resničnost združujemo v razširjeno resničnost (angl. extended 
reality, tudi cross reality, x reality, okrajšano XR), zasledimo pa tudi izraz 
potopitvenih tehnologij (angl. immersive technology) [11–13]. 
3.2 Razvoj tehnologije 
Začetke tehnologije navidezne resničnosti viri definirajo na več različnih 
načinov; nekateri se osredotočajo na vizualno komponento, ki je možna že v likovni 
umetnosti, gledališču in optiki, drugi pa poudarek namenijo interaktivnosti, a obema 
pristopoma je skupna zatopljenost v navidezno okolje. Prva javno prepoznana naprava, 
ki je omogočala interaktivnost uporabnika skozi vhodne in izhodne komponente, je 
simulator Link Trainer, ki ga je leta 1929 javnosti predstavil izumitelj Edward Link. 
Velja za prvi komercialni simulator letenja, s katerim so se urili tudi piloti v drugi 
svetovni vojni. Uporabnik je uporabljal krmilnike, s katerimi je vplival tudi na nagib 
in naklon simulatorja [14, 15]. 
 
Enega izmed prvih sistemov navidezne resničnosti, imenovanega Sensorama, je 
leta 1962 patentiral izumitelj in filmski ustvarjalec Morton; izum mu je celo pripeljal 
naziv očeta navidezne resničnosti. Simulacijo lahko izkusijo največ štiri osebe hkrati 
in ustvari iluzijo resničnosti. Sliko uporabnik opazuje v zaprti kabini na zaslonu, ki s 
pomočjo stereoskopije ustvarja 3D okolje. Izum je zmožen predvajati stereofonski 
zvok, vrtljiv stol glede na dogajanje povzroča vibracije, povezane pa so tudi naprave, 
ki oddajajo vonj in veter. Celotna naprava je sestavljena s pomočjo izumov Sensorama 
Motion Picture Projector in Sensorama 3-D Motion Picture Camera [15, 16]. 
 
V letu 1961 so inženirji v podjetju Philco Corporation ustvarili naglavni zaslon 
(angl. head mounted display) z nazivom Headsight, ki je uporabljal zaslon s katodno 
cevjo in magnetno sledenje glavi. Kasneje so ga koristili za vadbo v vojski. Koncept 
naglavnega zaslona za navidezno resničnost je v 60. letih prvič predstavil profesor 
elektrotehnike na Univerzi Harvard, Ivan Sutherland; poimenoval ga je Ultimate 
Display. Kasneje je skupaj s študentom Robertom Sproullom ustvaril naglavni zaslon, 
imenovan The Sword of Damocles oz. Damoklejev meč, ki je bil povezan z 
računalnikom in je uporabniku prikazoval sistem mrež, postavljenih čez resnično 
ozadje. S premikom glave so se generirale drugačne perspektive mreže glede na okolje 
[15]. 
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Pojem navidezne resničnosti je v 80. letih skoval računalničar Jaron Lanier, ki 
je pametne naprave za to tehnologijo širši javnosti predstavil s svojim podjetjem VPL 
Research. Leta 1993 je pojem že uporabilo podjetje Sega z naglavnim setom Sega VR, 
ki je služil kot dodatek k njihovi igralni konzoli. Moderna industrija navidezne 
resničnosti, kot jo poznamo danes, pa se je postopoma začela razvijati po letu 2012, 
ko je podjetnik Palmer Luckey na platformi za množično financiranje Kickstarter 
predstavil naglavni set Oculus Rift DK1 s poudarkom na potopitvenih izkušnjah 
videoiger [15]. 
3.3 Tehnologije in oprema 
Za izkušnjo VR v splošnih primerih potrebujemo naglavni set za navidezno 
resničnost (angl. virtual reality headset), pripadajoče krmilnike in definiran igralni 
prostor. Naglavni set je odgovoren za prikazovanje slike in sledenje, izvedeno skupaj 
s senzorji, ki se z novejšimi modeli premikajo od zunanjih v igralnem prostoru do 
vgrajenih v set. Naglavnim setom pripadajo krmilniki, ki jim senzorji v prostoru 
sledijo, in vzpostavljajo interaktivnost uporabnika [17].  
3.3.1 Naglavni set 
Naglavni set je vrsta naglavnega zaslona (tudi naglavni prikazovalnik, angl. 
head-mounted display, okrajšano HMD), jedro izkušnje navidezne resničnosti s 
prikazovanjem slike, sledenjem gibanju in predvajanjem zvoka. Trenutno jih delimo v 
kategorije povezanih, samostojnih in mobilnih naglavnih setov za VR. Aplikacije pri 
povezanih setih poganjajo zunanje naprave, kot so zmogljivi namizni računalniki, ki 
so s setom povezani preko kabla; zaradi zunanjih procesorskih zmogljivosti 
omogočajo najvišjo stopnjo zatopljenosti. Mednje sodijo naglavni seti Asus Windows 
Mixed Reality Headset, Samsung HMD Odyssey in priljubljena seta Oculus Rift ter 
HTC Vive Pro [17]. 
 
Procesorsko moč pa lahko prenesemo v naglavni set, s čimer postane samostojna 
naprava za izvedbo VR. Ker za izvajanje ne potrebujejo zunanje naprave, so 
samostojni seti dostopnejši, a jih zaenkrat omejujejo vgrajeni računalniški resursi. 
Primeri teh naprav so Pico Neo, VIVE Focus in uporabljen set Oculus Quest. Najnižji 
vstopni nivo v svet VR pa nudijo mobilni seti, kjer osrednjo izkušnjo vzpostavi mobilni 
telefon, pripet na ohišje naglavnega seta. Najpreprostejši v svoji izvedbi je set Google 
Cardboard, naprednejša pa sta seta Samsung Gear VR in Google Daydream View 2 
[17].  
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3.3.2 Zatopljenost 
Zatopljenost (tudi potopitev, angl. immersion, deep dive, full dive) je pojem, ki 
v VR označuje miselno stanje uporabnika; popolna zatopljenost v VR bi pomenila, da 
uporabnik z vsemi čutili ne bi ločil med fizičnim in navideznim svetom. Smisel 
tehnologij VR je doseganje čim višje zatopljenosti z upoštevanjem simulacijske 
slabosti (angl. simulator sickness). Na zatopljenost z vidika uporabljene opreme 
vplivajo predvsem krmilniki, sledenje, zaslon in zvok. S povečanjem stopenj svobode 
pri sledenju krmilnikom je povečana tudi zatopljenost; dodaten korak pa je vpeljava 
sledenja rokam. Poleg tega je pomembna natančnost sledenja, ki jo lahko razširi 
uporaba sledenja očem. Prikazana slika se želi čim bolj približati človeškemu vidu, za 
kar so pomembni parametri, kot so vidno polje ter ločljivost, barve in dinamični razpon 
zaslona, hkrati pa je pomembna čim višja frekvenca osveževanja. Zvočno komponento 
izkušnje uporabniku lahko nudijo v naglavni set vgrajeni zvočniki ali zunanje naprave 
za reprodukcijo zvoka (najpogosteje slušalke) [11, 17]. 
3.3.3 Igralni prostor 
Obstajata dve vrsti izkušnje glede na omejitve fizičnega igralnega prostora; 
izkušnja navidezne resničnosti v merilu sobe (angl. room scale) in stacionarna izkušnja 
(angl. stationary). Izkušnja v merilu sobe igralcu omogoča, da se v fizičnem prostoru 
premika svobodno in se s tem veliko bolj potopi v navidezni svet. Stacionarno izkušnjo 
pa lahko razdelimo na sedečo in stoječo, pri čemer zaradi narave premikanja telesa 
uporabnika pri stoječi izkušnji potrebujemo več prostora. Sledenje gibanju naglavnega 
seta in krmilnikov omogoča, da igralec gibe in interakcijo z objekti v navideznem 
okolju izvaja naravno [17, 18]. 
 
Navidezna resničnost s tremi nivoji svobode (angl. three degrees of freedom) ne 
ponuja izkušnje v merilu sobe, saj je zaznavana le rotacija glave (naglavnega seta). 
Spremembe v poziciji igralca v fizičnem prostoru torej niso zaznane. Primeri naprav, 
ki uporabljajo tri nivoje svobode so Samsung Gear VR, PlayStation VR in Google 
Cardboard. Izkušnja v merilu sobe je možna zgolj s šestimi nivoji svobode, ki je 
doseženo s sledenjem rotaciji in translaciji (spremembi pozicije v prostoru) naglavnega 
seta. Šest nivojev svobode omogočajo naprave Oculus Quest, Oculus Rift in HTC 
Vive. Izkušnja v merilu sobe je pomembna za ustvarjanje realističnih scenarijev v VR 
[17, 19]. 
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3.4 Področja uporabe 
Tehnologije navidezne resničnosti so svoje mesto do danes našle že na več 
področjih znanosti ter v pomembnih industrijah, kjer vpeljujejo nove načine 
raziskovanja, učenja, razvoja in testiranja produktov ter storitev itd. Njihova raba 
razširi vpogled v obstoječe probleme in jih v nekaterih primerih rešuje z nižjimi 
časovnimi in finančnimi stroški. Na ta način je prisotna v avtomobilski industriji, kjer 
v zgodnjih fazah oblikovanja avtomobilov preveri morebitne napake pri nadaljnjem 
razvoju in jih prepreči. V medicini pa je uporabljena tako preventivno kot kurativno, 
saj bodoče zdravstveno osebje usposablja z navideznimi modeli človeškega telesa, 
uporabniki tehnologije pa so lahko tudi pacienti, ki jim lajšajo bolečine ali zdravijo 
duševne bolezni [20, 21]. 
 
Več svobode je tem tehnologijam na voljo v zabavni industriji in marketingu, 
kjer nadgrajujejo obstoječe produkte in storitve ali ustvarjajo nove. Potrošniki se lahko 
sprehodijo po navidezni trgovini ali pred spletnim nakupom preizkušajo produkte, kar 
je priljubljeno predvsem v modni industriji. Navidezni sprehod je precej značilen za 
obogatitev izkušenj v turizmu, s skeniranjem prostorov oz. s 3D modeli pa se ga 
poslužujejo tudi pri prodaji nepremičnin oz. v arhitekturi. Pomembno gonilo razvoja 
tehnologije je svet videoiger, ki v moderni dobi VR doživlja razcvet in ustvarja zahteve 
po premikanju tehnoloških omejitev. Osrednji področji, v kateri sodi tudi izdelana 
simulacija, sta izobraževanje in usposabljanje uporabnikov, ki se od osebne rabe 
pomikata proti formalnemu izobraževanju in rekrutiranju novincev v organizacijah in 




V tem poglavju so predstavljeni koncepti glasbene akustike ter obdelave in 
oblikovanja zvoka, ki so bili obravnavani in uporabljeni pri izdelavi simulacije 
mešanja zvoka v dvorani. Kot dvorano bom definiral zaprt prostor, v katerem se lahko 
pred občinstvom izvajajo prireditve z glasbenimi inštrumenti. Prireditev torej zahteva 
mešanje zvoka in njegovo reprodukcijo, ob čemer se srečuje s pojavi širjenja zvoka po 
prostoru z upoštevanjem akustičnih lastnosti materialov in izvorov zvoka. Za izvedbo 
simulacije širjenja zvoka v navideznem prostoru je potrebno razumevanje tehnik 
prostorskega zvoka, obdelava avdio signalov pa uporablja tehniko pulzno-kodne 
modulacije. 
4.1 Mešanje zvoka 
 Prireditve, ki slonijo na reprodukciji zvoka, potrebujejo usposobljenega 
inženirja, da avdio signale posnetkov in z mikrofoni zajetega zvoka v živo združi v 
celoto, ki zadovolji potrebe izvajalcev, občinstva in organizatorjev. Pomembno je 
namreč, da ustvari zvočno sliko, ki bo predstavljala glasbene izvajalce, občinstvu 
zagotovila najboljše doživetje, hkrati pa upoštevala zahteve organizatorjev. Vso delo 
zajame proces, imenovan mešanje zvoka, ki ga izvaja tonski mojster oziroma tehnik; 
natančneje bi ga lahko poimenovali tudi inženir mešanja zvoka v živo (angl. live sound 
mix engineer). Običajno se delo deli med inženirja za mešanje zvoka na odru za 
izvajalce (angl. monitor mix engineer) in mešanje zvoka za občinstvo (angl. front of 
house engineer). Inženir upravlja s parametri, kot so glasnost, premikanje navideznega 





4.1.1 Mešalna miza 
 Za nadzor nad temi parametri uporablja mešalno mizo, ki avdio signal pridobi 
preko namenskih vhodov, ga obdela analogno ali digitalno in posreduje na izhode. 
Vhodni signali so dodeljeni v ustrezne kanale, nad katerimi upravljamo z vrtljivimi 
gumbi, stikali in drsniki, ki so razporejeni v navpične trakove za logično in prostorsko 
optimizirano razporeditev. V izdelani simulaciji je možno nadzirati glasnost in 
premikanje navideznega izvora za posamezni kanal, za kar se lahko pri mešalnih mizah 
uporabijo razne tehnike [23]. 
 
Glasnost kanala se po predhodni ojačitvi signala z vmesniki in vrtljivim 
gumbom na mešalni mizi regulira z drsnikom. Ločljivost drsnika je na fizičnih 
mešalnih mizah odvisna od njegove pozicije, saj je preslikava pozicije v ojačitev 
signala izvedena z logaritemsko funkcijo. Sprememba glasnosti kanala je večja v 
spodnji legi drsnika in manjša okoli ničelne vrednosti; ločljivost je v področju okoli 
ničelne vrednosti torej večja [24]. 
 
Premikanje izvora je izvedeno z vrtljivim gumbom v traku pripadajočega 
kanala, ki izhodno vrednost določi glede na odmik od ničelne vrednosti in nam poda 
razmerje amplitud signala v levem in desnem kanalu. Osnovna tehnika premikanja 
izvora iz monofonskega v stereofonski signal je linearno premikanje (angl. linear 
panning), ki je uporabljeno tudi v izdelani simulaciji. Vsota signalov levega in desnega 
kanala je zmeraj 1, funkciji pa sta obratno sorazmerni, kot je razvidno na sliki 4.1; 
prikazana je ojačitev signala v odvisnosti od kota v radianih. Pomanjkljivost te tehnike 
je neenakomerna glasnost zvoka s spreminjanjem pozicije izvora, ki najnižjo vrednost 
doseže v sredini, kar lahko odpravimo z uporabo kompleksnejših tehnik [23, 25]. 
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Slika 4.1: Linearno premikanje izvora [25]. 
4.2 Odboj zvoka in poodmevanje 
Ko izvor prične zvok oddajati, molekule zraka zaradi vztrajnosti in prehodnega 
pojava takoj ne zanihajo s polno amplitudo – zaradi tega je zakasnjen tudi odboj na 
stenah. Amplituda zvočnega tlaka ob pričetku oddajanja raste eksponentno. Ob 
prekinitvi oddajanja molekule prav tako zaradi vztrajnosti nihajo še določen čas in se 
umirijo, ko se vsa kinetična energija zaradi trenja pretvori v toplotno; amplituda 
ponovno pada eksponentno. Ker človeško uho zvočnega tlaka ne zaznava linearno, 
temveč kot njegov logaritem, amplituda zraste zelo hitro ter počasi pojenja. Zvok zato 
slišimo še nekaj časa; pojav imenujemo poodmevanje (tudi reverberacija, angl. 
reverberation) in je pomemben, saj daje občutek prostorskega dogajanja. Čas 
poodmevanja (ali odmevni čas) lahko definiramo različno, najpogosteje pa je za to 
uporabljen standard RT60. To je čas, ki je potreben, da raven zvočnega tlaka pade za 
60 decibelov (okrajšano dB). Za dano frekvenco je čas poodmevanja odvisen od 
prostornine, površine ploskev in absorpcijskega koeficienta ploskev [26]. 
 
Raziskana orodja za prostorski zvok (Orodja za prostorski zvok) simulirani zvok 
razdelijo na direktni in indirektni ter slednjega še na zgodnje odboje (angl. early 
reflections) in poodmevanje. Direktni zvok je najmočnejši signal, ki v sceni potuje od 
izvora do poslušalca in je najpomembnejši pri lokalizaciji (angl. localization). Sledijo 
zgodnji odboji, ki poslušalcu podajo občutek oblike prostora; sem so najpogosteje 
razvrščeni prvi trije redi odbojev in jih je med sabo še možno razločiti. Višji redi 
odbojev pa sestavljajo poodmevanje in so modelirani drugače od zgodnjih odbojev za 
varčevanje s procesorsko močjo [27]. 
34 Akustika 
 
4.3 Prostorski zvok 
Prostorski zvok je z zvočili poustvarjena vrsta zvoka, ki poslušalcu poda občutek 
prostora, s čimer lahko določi točno lokacijo posameznih elementov v zvoku; 
določanje lokacije izvora zvoka imenujemo lokalizacija (angl. localization). 
Stereofonski ali krajše stereo zvok, ki ga zaenkrat uporabljamo najpogosteje, izvore 
pri tipični postavitvi zvočil postavi spredaj levo in desno, torej v eni dimenziji. Zvok 
surround poslušalca obkroži v višini ušes v dveh dimenzijah. Popolni prostorski zvok 
pa lahko izvore postavi po vseh treh oseh od poslušalca. V angleških virih ga 
zasledimo tudi pod izrazi potopitveni zvok (angl. immersive audio) in 3D zvok (angl. 
3D audio) v kombinaciji z izrazom za zvok (angl. sound) ali avdio (angl. audio). 
Čeprav zvok označuje fizikalni pojav mehanskega valovanja, avdio pa njegovo 
reprodukcijo v obliki električnega signala, se termina pogosto uporabljata izmenično. 
S tehnologijami VR je prostorski zvok dobil še večjo pozornost, saj izkušnja zahteva, 
da uporabnika prepričamo z navidezno lokacijo izvorov zvoka in se s tem približamo 
resničnosti. Proces nastanka prostorskega zvoka se začne z zajemom oziroma 
snemanjem zvoka, obdeluje se v fazi produkcije, z zvočili pa ga poslušamo v fazi 
reprodukcije [26, 28]. 
 
4.3.1 Reprodukcija 
Obstaja več različnih načinov reprodukcije prostorskega zvoka, ki uporabljajo 
bodisi zvočnike ali slušalke. Morda najbolj intuitivna je uporaba več zvočnikov z 
določeno pozicijo v prostoru, s čimer ustvarimo prostorsko zvočno sliko. Sistem 
surround (na primer sistema 5.1 in 7.1) zvočne elemente postavi na ravnino okoli 
poslušalca, kar pomeni, da se lahko nahajajo na poziciji zvočnika ali med zvočniki. 
Podjetja Auro Technologies, Dolby, Digital Theater Systems so po letu 2010 dodala 
kanal za višino (angl. height channel), kar zvočnim elementom doda tretjo dimenzijo. 
Tovrstni sistemi se tipično uporabljajo v kinematografih in so zmožni ustvariti tudi do 
128 individualnih kanalov [28]. 
 
Novejša metoda, koristna v prostorih, kjer zvočnikov ni možno postaviti na več 
lokacijah, vključuje zvočne palice (angl. soundbar) ali stereo zvočnike z izničevanjem 
križanja (angl. crosstalk cancellation). Namen tehnike izničevanja križanja je 
reprodukcija binauralnih signalov na poziciji poslušalčevih ušes z izničevanjem poti 
zvoka od različnih zvočnikov do ušes. Filter za izničevanje križanja bi se moral za 
realne rezultate posodabljati v realnem času, kar zahteva sledenje glavi poslušalca. 
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Zaradi narave tehnike lahko najboljše rezultate uživa zgolj eden poslušalec, ki pa mora 
brez sledenja glavi ostati čim bolj na mestu [28]. 
 
Poslušalcu in njegovim izhodnim napravam je prostorski zvok najlažje 
poustvariti s slušalkami, kjer večino dela opravi avdio inženir s statičnim binauralnim 
miksom (angl. binaural mix). Inženir ustvari fiksno zvočno sliko, bodisi z binauralnim 
snemanjem ali samo binauralnim mešanjem zvoka, ki poteka podobno kot klasično 
mešanje zvoka v stereo. Način poslušanja prostorskega zvoka, ki se najbolj približa 
potrebam sistemov za navidezno resničnost, je kombinacija sledenja glavi in fiksne 
pozicije zvoka glede na glavo (angl. head-locked audio). Binauralni miks, ki ga 
običajno poslušamo s slušalkami, s tem postane funkcija pozicije in rotacije glave 
poslušalca. Nekatere zvoke, kot sta na primer glasba ozadja ali naracija, se lahko 
zaklene neodvisno od pozicije in rotacije glave poslušalca, kar pomeni enostaven 
stereo miks, ostali zvoki pa so še zmeraj predstavljeni binauralno [26, 28]. 
4.3.2 Produkcija 
V fazi produkcije lahko pristopimo s klasičnim načinom, ki temelji na več 
kanalih (angl. channel-based); produkcijsko okolje je tesno povezano s kanali v 
končnem formatu zvoka. Največja pomanjkljivost tega pristopa je slaba fleksibilnost, 
saj je z miksom določena oz. predvidevana končna pozicija zvočnikov. Ta metoda je 
neustrezna za rabo v VR, ker se izhodni zvok ni zmožen prilagajati vhodnim 
informacijam v realnem času, kot sta pozicija in rotacija glave poslušalca. Uporaba 
prostorskega zvoka, določenega glede na kanale, bi zahtevala premikanje poslušalca 
ali zvočil s povratno informacijo glede na njegovo premikanje – tehnična izvedba je 
nesmiselna. Težavo reši objektni sistem zvoka (angl. object-based audio), ki ima več 
izpeljank, skupna pa jim je neodvisnim izvorom zvoka dodana informacija o poziciji. 
Ti metapodatki so posredovani sistemu za obdelovanje zvoka, ki avdio signal iz 
monofonskega pretvori v ciljni format za določeno število kanalov [28]. 
 
4.3.3 HRTF 
Kratica HRTF označuje prenosno funkcijo glave (angl. head-related transfer 
funcion), z njihovo uporabo pa se v frekvenčni domeni sklicujemo na zbirke impulznih 
odzivov (angl. head-related impulse response, okrajšano HRIR). Zbirke HRTF 
opisujejo prenosne karakteristike od izvora zvoka do človeškega bobniča, njihov 
namen pa je simuliranje prostorskega zvoka. Ustvarjene so s snemanjem odzivov na 
poziciji ušes in beleženjem podatkov o azimutu in elevaciji izvora, s primerjavo 
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izvornega in dobljenega signala pa lahko izpeljemo funkcijo HRTF. Zbirke HRTF 




V 70. letih so na Univerzi Oxford in Univerzi Surrey razvili znanstveno teorijo 
in metodo, ki so jo poimenovali ambisonika (angl. ambisonics). Zvočno polje predstavi 
v obliki krogle, v središču katere se nahaja naprava za zajem zvoka z upoštevanjem 
polarnega diagrama (angl. polar pattern). Na isti točki se pri reprodukciji nahaja 
poslušalec. Nekaj let po razvoju metode so se pojavili prvi ambisonični mikrofoni 
(angl. amibisonic microphone), danes pa je možno ambisonične elemente ustvariti že 
s programsko opremo. Naprava za zajem zvoka je torej lahko namenski mikrofon ali 
pa je ustvarjena virtualno in vhodni zvok pretvarja v ambisonični zapis z dodanimi 
informacijami o polarnem diagramu. Najpogostejši format, ki se uporablja predvsem 
v navidezni resničnosti in 360-stopinjskem videu (angl. 360-degree video) je 
Ambisonics B-Format, ki je s pomočjo preproste matrike izpeljan iz surovega formata 
Ambisonics A-Format. Namesto ambisoničnega mikrofona je možno uporabiti 
različne matrike mikrofonov (angl. microphone array) in s programsko opremo glede 
na postavitev mikrofonov ustvariti prostorsko zvočno sliko [28, 30, 31].  
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4.4 Pulzno-kodna modulacija 
Implementacija mešalne mize je v praktičnem izdelku izvedena s posegom v 
digitalni zapis zvoka in spreminjanjem njegovih posameznih vzorcev, ki so v 
računalnikih zapisani s tehniko pulzno-kodne modulacije (angl. pulse-code 
modulation, okrajšano PCM). Na splošno so ključne prednosti digitalne predstavitve 
zvoka odpornost na šum, stabilnost zapisa in možnost reproduciranja, mogoče ga je 
tudi učinkovito obdelovati z mešanjem (angl. mixing), filtriranjem (angl. filtering), 
izenačevanjem ali ekvilizacijo (angl. equalization) ter drugimi funkcijami [32]. 
 
Pretvorba iz analogne v digitalno domeno se prične z vzorčenjem zvoka v rednih 
diskretnih časovnih intervalih in kvantizacijo vzorcev v diskretno število nivojev. 
Digitalni zapis zvoka je torej sestavljen iz zaporedja vzorcev, zapisanih v binarnih 
vrednostih, ki vsebujejo informacijo o nivoju vzorca. PCM je potemtakem tehnika 
predstavitve posameznih vzorcev z neodvisno binarno kodo. Tipično je uporabljena 
frekvenca vzorčenja 44,1 kHz (hertz, okrajšano Hz) in vzorčenje s 16 biti, vrednosti 
pa se razlikujejo glede na potrebe sistemov [26, 32]. 
4.5 Akustične lastnosti materialov 
Ker objekti v prostoru različno vplivajo na odboj zvoka, lahko z njihovo 
postavitvijo dosežemo želeno zvočno sliko. Kot objekt lahko razumemo odrska tla ali 
pa množico ljudi v koncertni dvorani – vsak izmed njih ima svoje akustične lastnosti, 
ki jih narekujejo snovi, iz katerih je sestavljen. S Sabinovim obrazcem vemo, da je čas 
poodmevanja odvisen tudi od absorpcijskega koeficienta materialov v prostoru, ki je 
določen z razmerjem med vpadnim in odbitim zvočnim tokom. Če želimo torej v 
dvorani zmanjšati čas poodmevanja, moramo povečati absorpcijo površin; za 
podaljšanje časa poodmevanja pa absorpcijo površin znižati oziroma znižati 
absorpcijski koeficient. V resnični dvorani to dosežemo z uporabo poroznih, 
membranskih in resonančnih absorpcijskih sredstev, v računalniško simulirani dvorani 
pa za ta namen obstajajo knjižnice za prostorski zvok, ki nudijo dostop do lastnosti 
materialov v računalniški sceni. Pri nekaterih lahko absorpcijski koeficient definiramo 
zelo natančno s frekvenčnimi pasovi (npr. v vtičniku Oculus Spatializer) [26]. 
 
Čeprav se v resnici zvok ob ovirah in prehodih med snovmi obnaša zelo 
kompleksno, so v računalništvu ti procesi posplošeni za poenostavljenost računanja in 
uporabniške izkušnje. V resnici se na meji dveh snovi del zvočnega valovanja odbije 
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z istim kotom, kot je na snov vpadel, del valovanja pa potuje v drugi snovi, kjer se 
lomi glede na lomni zakon. Od konveksnih površin se valovanje razprši, od konkavnih 
pa se zbira v točki. Ti procesi so v knjižnicah za prostorski zvok poenostavljeni s 
parametroma razpršitve (angl. scattering) in prepustnosti (angl. transmission) [26, 33].  
 
Razpršitev bodisi v obliki ene vrednosti (npr. v vtičniku Steam Audio) ali v 
obliki frekvenčnega spektra (npr. v vtičniku Oculus Spatializer) določa grobost 
površine oz. materiala. Višja vrednost razpršitve pomeni, da je material bolj grob, s 
čimer zvok odbija v naključnih smereh, medtem ko se pri nižjih vrednostih približa 
zrcalnemu odboju. Parameter prepustnosti z različnimi frekvenčnimi pasovi določi 
jakost teh frekvenčnih pasov v izvornem zvoku ob prehodu v drugo snov. Uporablja 
se predvsem pri izračunu okluzije zvoka (ali zakrivanje zvoka, angl. sound occlusion) 
[26, 33, 34]. 
4.6 Akustične lastnosti izvorov zvoka  
V 3D sceni praktičnega izdelka diplomske naloge so postavljeni izvori zvoka za 
glasbene inštrumente; koncertni klavir, kontrabas in baterija (tudi set bobnov, 
poenostavljeno bobni) ter zvočnike. Vsak inštrument ima v fizičnem svetu svoje 
akustične lastnosti, ki vplivajo na njihovo oddajanje zvoka ter lahko v prostoru 
povzročijo tudi akustično resonanco. Membrane bobnov, strune klavirja in na primer 
trup kontrabasa se namreč odzivajo tudi na valovanje zunanjih izvorov zvoka in 
prostoru spremenijo njegove karakteristike. Pri računalniški simulaciji so vsi ti vplivi 
zanemarjeni za varčevanje s procesorsko močjo. 
 
Knjižnice za prostorski zvok omogočajo, da za natančno postavitev izvorov 
zvoka v 3D sceni določimo njihovo smerno karakteristiko (angl. directional 
characteristics). Različni viri se na isto karakteristiko sklicujejo tudi z izrazom 
usmerjenost (angl. directivity), predstavitev karakteristike pa imenujejo polarni 
diagram (angl. polar pattern) ali smerni diagram (angl. directivity pattern), ki je v 
akustiki najbolj uporabljen pri klasifikaciji in specifikaciji mikrofonov. V vtičniku 
Steam Audio je usmerjenost določena s parametroma utež dipola (angl. dipole weight) 
in red dipola (angl. dipole power), v vtičniku Resonance Audio pa z alfa vrednostjo 
usmerjenosti (angl. directivity alpha) in stopnjo usmerjenosti (angl. directivity 
sharpness). Prvi parameter pri obeh ustvari osnovno obliko smerne karakteristike med 
vrednostmi 0 in 1. Pri vrednosti 0 je karakteristika krožna ali vsesmerna (angl. 
omnidirectional), pri vrednosti 0,5 kardioidna (angl. cardioid), pri vrednosti 1 pa 
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osmična (angl. figure-8 ali bidirectional), vmesne vrednosti pa med temi 
karakteristikami interpolirajo. Drugi parameter pa natančneje določi širino vzorca po 
že nastavljeni osi (pogosto os z), ki vpliva na oddajanje zvoka po tej osi [34, 35]. 
 
Za določitev usmerjenosti uporabljenih glasbenih inštrumentov v navidezni 
sceni moramo poznati njihovo smerno karakteristiko v fizičnem svetu. Študij, ki bi 
opravile te meritve in jih tudi prikazale s 3D grafikami je malo, lahko pa si pomagamo 
z rezultati v različnih pogojih in iz njih pripravimo približek karakteristike v 3D sceni. 
Karakteristike zvočnikov so veliko preprostejše, zato je njihova določitev v sceni 
enostavnejša. Pri klavirju na oddajanje zvoka vpliva predvsem njegov pokrov, ki je 
lahko zaprt, priprt pod različnimi koti ali pa snet. V praktičnem izdelku je uporabljen 
odprt pokrov, kar mora komponenta zvočnega vira upoštevati. Na sliki 4.3 je prikazana 
smerna karakteristika srednjega registra v navpični ravnini, kjer je s polno črto označen 
odprt pokrov, s črtkano pa zaprt. Zvočni vir v 3D sceni lahko torej za očitne rezultate 




Slika 4.2: Smerna karakteristika klavirja v srednjem registru [36]. 
 
Pri postavitvi zvočnega vira za kontrabas moramo biti pozorni predvsem na nižji 
frekvenčni spekter, kjer proizvaja večino zvočne energije. Na sliki 4.4 sta prikazana 
diagrama s strani in od zgoraj, kjer je razvidno, da pri nižjih frekvencah zvok potuje v 
smeri tal, pri višjih frekvencah pa postaja vedno bolj usmerjen (pri frekvenci 500 Hz 
se na primer približa osmični karakteristiki, pri 1000 Hz pa kardioidni). Fiksno smerno 
karakteristiko v sceni moramo za poenostavljenje simulacije torej prilagoditi naravi 




Slika 4.3: Smerna karakteristika kontrabasa [37]. 
 
 
Z enim samim zvočnim virom je najtežje določiti smerno karakteristiko baterije 
oziroma bobnarskega seta, saj je sestavljena iz več različnih tolkal. V glavnem se delijo 
med bobne in činele, njihova pozicija in rotacija se lahko med seti spreminja, kar 
vpliva tudi na smerno karakteristiko celotnega inštrumenta. Posamezni bobni imajo po 
dve membrani, s čimer se kompleksnost usmerjenosti poveča [26]. Pozornost lahko 
torej namenimo zgolj ustrezni poziciji zvočnega vira bobnarskega seta v 3D sceni.
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5 Uporabljena tehnologija in orodja 
5.1 Oculus Quest 
Oculus Quest je prvi samostojni (angl. standalone) naglavni set s šestimi 
stopnjami svobode in sledenjem poziciji, ki spada v družino znamke Oculus [40]. V 
marcu leta 2014 je podjetje Facebook Technologies, LLC za 2 milijardi ameriških 
dolarjev kupilo podjetje Oculus VR, LLC, s čimer je podjetje Oculus postalo divizija 
in znamka tega hčerinskega podjetja, ki sicer pripada podjetju Facebook, Inc [38]. 
 
5.1.1 Sledenje in krmilniki 
Za razliko od predhodnega naglavnega zaslona Oculus Rift, ki je za sledenje 
poziciji potreboval zunanje senzorje, naprava Oculus Quest uporablja sistem sledenja 
Oculus Insight, ki temelji na notranjem sledenju brez zunanjih senzorjev (angl. inside-
out tracking). V ta namen so na napravo pritrjene štiri kamere, ki izrišejo in lokalno 
shranijo 3D zemljevid okolice, s čimer si lahko naprava tudi zapomni že uporabljena 
igralna okolja. Kamere z ultra širokokotnim objektivom torej služijo kot senzor, ki 
sledenje izvaja skupaj z računalniškim vidom [39, 40].  
 
Igralnemu setu pripadata krmilnika Oculus Touch za levo in desno roko, kljub 
temu pa je možno uporabiti tudi druge krmilnike, ki podpirajo tehnologijo Bluetooth 
3.0 razreda 2. Krmilnika sta lahko uporabljena kot kombinirani krmilnik, torej so 
gumbi in ostali vhodni elementi unikatni glede na krmilnik, lahko pa sta uporabljena 
individualno in so vhodni elementi skupni, neodvisno od krmilnika, ki določen 
element sproži. Vsak krmilnik ima dva klasična gumba (levi X in Y, desni A in B), do 
katerih dostopamo preko aplikacijskega programskega vmesnika (angl. application 
programming interface) OVRInput. Poimenovanje gumbov na krmilniku je razvidno 
na sliki 5.1 [41]. 
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Na hrbtni strani krmilnika se nahajata še po 2 sprožilna gumba, ki sta večinoma 
namenjena prijetju objektov. Vsak krmilnik ima svojo krmilno palico, ki nudi tudi 
pritisk ter sistemska gumba za vklop menija aplikacije ter glavnega menija naprave. 
Na vrhu krmilnikov se nahaja obroč za sledenje (angl. tracking ring) s konstelacijo 
infrardečih LED luči pod plastičnih ohišjem. Tem lučem sledijo senzorji na naglavnem 
setu in določajo pozicijo ter orientacijo krmilnikov v prostoru [42]. 
 
Naprava Quest kot prva znotraj znamke Oculus omogoča tudi sledenje rokam 
(angl. hand-tracking), s čimer roke v celoti postanejo krmilniki za upravljanje z 
aplikacijami. Sledenje rokam je možno zgolj v aplikacijah, ki to dovoljujejo, saj 
razvijalci to možnost določijo vnaprej, uporabljeni pa so isti senzorji kot za krmilnike. 
Pri uporabi rok izgubimo haptični odziv ter možnost za upravljanje z gumbi, s čimer 
je brez dodatnih tehnik naša interakcija omejena. Problem predstavlja na primer že 
gibanje naprej, saj ga s krmilniki sprožimo s klikom na gumb, z rokami pa bi bilo 
potrebno uvesti dodatne kretnje ali gibanje s skakanjem, kar lahko povzroči 
simulacijsko slabost. Glavna prednost sledenja rokam pa je intuitivnost izkušnje [43]. 
 
 
Slika 5.1: Krmilniki za naglavni set Oculus Quest [41]. 
 
5.1.2 Igralni prostor 
Oculus Quest nudi tako stacionarno igro kot tudi igro v merilu sobe, saj omogoča 
šest nivojev svobode. Za igro v merilu sobe so uradno priporočene dimenzije sobe 9,0 
x 9,0 čevljev (približno 2,7 x 2,7 metra), dimenzije okolja brez ovir pa naj znašajo vsaj 
6,5 x 6,5 čevljev (približno 2,0 x 2,0 metra). Sistem sledenja Oculus Insight si lahko 
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zapomni 5 različnih sob z dimenzijami v eksperimentalnem okolju do 4.000 čevljev 
(približno 1.220 metrov), kar obeta možnosti za razvoj aplikacij v sklopu zabave, ki 
temelji na lokaciji (angl. location-based entertainment), kot so navidezni zabaviščni 
parki in sobe pobega (angl. escape room). Za sedečo in stacionarno igro je 
priporočeno, da od igralca ni zahtevano gibanje, ki presega raztegnjene roke in 
nagibanje trupa. Igralno območje omejuje sistem varuha – Guardian System, ki ga 
uporabnik določi vnaprej [44, 45]. 
5.1.3 Lastnosti 
Slika je prikazana na dveh zaslonih OLED; za vsako oko posebej z ločljivostjo 
1600 x 1440 pikslov (angl. pixel) oziroma slikovnih pik s privzeto frekvenco 
osveževanja zaslona (angl. refresh rate) 72 hertzov (okrajšano Hz). Razdalja do leč je 
nastavljiva v določenem območju z drsnim gumbom. Napravo poganjata 8-jedrni 
mobilni procesor Qualcomm Snapdragon 835 in grafična kartica Qualcomm Adreno 
540 GPU, do katere imajo dostop aplikacija, sistem varuha in sistem TimeWarp, ki 
skrbi za izrisovanje vmesnih sličic. Operacijski sistem naprave je Android, za 
delovanje pa  je na voljo 4 GB delovnega spomina [44]. 
5.2 Unity 
Unity je pogon in ogrodje za kreacijo iger in aplikacij v 2D in 3D. Za študente 
in posameznike z omejitvijo dohodka od produkcije je brezplačen, sicer pa so na voljo 
plačljive naročnine za podjetja. Razvilo ga je podjetje Unity Technologies, ki igralni 
pogon v splošnem definira kot programsko opremo, ki razvijalcem iger nudi 
funkcionalnosti za hitro in učinkovito izdelavo iger. V pogon uvažamo multimedijske 
datoteke (3D modele, mreže (angl. mesh), slikovne datoteke, zvočne posnetke, luči, 
programske skripte itd.), ki jih vežemo na komponente igralnih modelov in iz njih 
tvorimo sceno. Igralnim objektom lahko dodamo posebne učinke, animacije, 
interaktivnost, igralno logiko, fizikalne lastnosti in drugo. Vsebino nato urejamo, 
odpravljamo programske napake in jo tako pripravimo za ciljno platformo. Podpira 
platforme, kot so iOS, Android, Windows, Mac OS, Linux, WebGL, PS4, Xbox One, 
Nintendo Switch in Google Stadia, menjava katerih je v vmesniku enostavna in 
opravljena z minimalnimi prilagoditvami. Integrirana je spletna trgovina za pridobitev 
multimedijskega gradiva Unity Asset Store, ki združuje oblikovalce in razvijalce [46, 
48]. 
 
44 Uporabljena tehnologija in orodja 
 
Pogon Unity temelji na programskem jeziku C++, ki se uporablja tudi pri razvoju 
nekaterih vtičnikov, programske skripte za igre in aplikacije pa se razvijajo s 
programskimi jeziki C#, JavaScript in redkeje z jezikom Boo. Kodo aplikacije 
poganjata ogrodji Mono in Microsoft .NET Framework, odvisno od izbrane platforme. 
Programsko kodo najlažje razvijamo z zunanjimi integriranimi razvojni okolji (angl. 
integrated development environment), kot je okolje Microsoft Visual Studio, ki sem 
ga uporabil za razvoj praktičnega izdelka. Aplikacijo lahko zaženemo znotraj pogona 
brez izvažanja ali grajenja aplikacije. Struktura aplikacije je postavljena z igralnimi 
objekti (angl. game object), njihovimi komponentami in spremenljivkami komponent 
[46, 48]. 
 
5.2.1 Uporabniški vmesnik 
Privzeto okno uporabniškega vmesnika v pogonu Unity je sestavljeno iz oken 
projekta, scene, igre, hierarhije, pregledovalca, orodne vrstice in konzole. V 
projektnem oknu (Project window) so prikazane knjižnice z multimedijskimi 
datotekami, do katerih lahko dostopamo za uporabo pri projektu. Pogled scene (Scene 
view) nam vizualno prikazuje perspektivo trenutne scene v 3D ali 2D, odvisno od 
nastavitev projekta. V tem oknu se premikamo po sceni in jo urejamo, aktivno pa je 
tudi ob zagonu aplikacije znotraj pogona. Soroden pogledu scene je pogled igre (Game 
view), ki simulira izgled končno izgrajene aplikacije v perspektivi kamer v sceni. Med 
izvajanjem aplikacije je možno projekt urejati, vendar so spremembe po izklopu 
simulacije zavržene. Okno hierarhije (Hierarchy window) tvori hierarhično 
prezentacijo vseh igralnih objektov v trenutni sceni. Prikazana je tudi odvisnost med 
objekti; akcije, ki jih vršimo nad nekaterimi objekti imajo lahko namreč vpliv na druge 
objekte. Okno pregledovalnika (Inspector window) prikaže lastnosti trenutno 
izbranega igralnega objekta. Različni igralni objekti imajo različne lastnosti, zato se 
prikaz tega okna med objekti razlikuje. Hkrati v tem oknu dostopamo do komponent 
objekta in urejamo njihove parametre. Osnovna orodja za delo v pogonu najdemo v 
orodni vrstici (Toolbar) [46, 47]. 
5.2.2 C# 
C# je moderen, objektno usmerjeni programski jezik z višjo stopnjo varnega 
pisanja (angl. type-safe). Razvilo ga je podjetje Microsoft skupaj z ogrodjem za 
razvijanje programske opreme .NET Framework. Uporabljen je za programiranje 
namiznih, mobilnih ter spletnih aplikacij ali iger in spominja na programske C, C++, 




Okolje Unity v svojem kontekstu kot 3 primarne sestavne dele programskega 
jezika C# definira spremenljivke, metode in razrede. Spremenljivke lahko neposredno 
hranijo svojo vrednost ali pa referenco na podatke, metode so odseki kode, ki izvajajo 
zaporedje ukazov, razredi pa podatkovni tipi, ki spremenljivke in metode združijo kot 
svoje člane. Pomembna je raba označevalcev private, public in protected, ki med 
razredi definirajo dostop do njihovih članov [49, 50]. 
 
5.2.3 Oculus Integration 
Pogon Unity ima vgrajeno podporo za razvoj na napravi Oculus Quest, z 
dodatkom paketa Oculus Integration pa olajšamo razvoj z namenskimi skriptami, 
prefabrificiranimi objekti (angl. prefab), vzročnimi scenami  in ostalimi viri. Pri 
razvoju aplikacije sem paket uporabil za pogled in gibanje uporabnika ter interakcijo 
z objekti v sceni, prav tako pa paketu pripada vtičnik za prostorski zvok, ki je bil 
uporabljen pri testiranju [51]. 
5.3 Blender 
Blender je brezplačno in odprtokodno orodje za 3D ustvarjanje. Podpira celotni 
grafični cevovod – modeliranje, pripravo sklepov za animacijo (angl. rigging), 
animiranje, simuliranje, kompozicioniranje (angl. compositing), sledenje gibanju, 
grafično izrisovanje (angl. rendering), video montažo in izdelovanje 3D računalniških 
iger. Podprt je na operacijskih sistemih Microsoft Windows, Linux in macOS. Izdan 
je pod licenco GNU General Public License (GPL), s čimer skupnost pripomore k 
razvoju izvorne kode, razreševanju programskih hroščev in vpeljavi novih 
funkcionalnosti. V praktičnem delu naloge sem ga uporabil za dodatno modeliranje 
pridobljenega modela dvorane in manjše popravke ostalih pridobljenih 3D modelov 
[52]. 
5.4 Orodja za prostorski zvok 
Za vpeljavo prostorskega zvoka v aplikacijo lahko nadgradimo obstoječe 
funkcionalnosti pogona Unity z vtičniki iz programskih razvojnih paketov (angl. 
software development kit, okrajšano SDK). Razvijalci te produkte običajno izdajo kot 
SDK, v razvojnih okoljih in pogonih pa se obnašajo kot vtičniki, aplikacijski 
programski vmesniki ali zgolj kot knjižnice. V aplikaciji sem uporabil vtičnik Steam 
46 Uporabljena tehnologija in orodja 
 
Audio Unity Plugin, pred končno izbiro pa sem raziskal tudi ostale produkte za ta 
namen ter preizkusil tudi vtičnika Oculus Native Spatializer Plugin in Resonance 
Audio. Osrednje funkcionalnosti vtičnikov so pretvarjanje monofonskega zvoka 
izvorov v prostorskega, simuliranje širjenja zvoka, poodmevanja in okluzije zvoka 
glede na geometrijo v sceni. Ključne funkcionalnosti pregledanih vtičnikov za pogon 
Unity, ki so potrebne za razvoj simulacije, sem predstavil v tabeli 5.1 [34]. 
 
 
Funkcionalnost/Vtičnik Oculus Spatializer Steam Audio Resonance Audio 
Odboji zvoka in 
poodmevanje 
- V realnem času - V realnem času ali 
predhodni izračun 
- Postavitev sond za 
predhodni izračun 
- V realnem času ali 
predhodni izračun 












- Grafično ali 
numerično 
- Numerično - Preslikave 
materialov pogona s 
prednastavljenimi 
vrednostmi 
Slabljenje zvoka - Med minimalno in 
maksimalno razdaljo 
- Ločeno za direktni 
in indirektni zvok 
- Absorpcija v zraku 
- Brez slabljenja 




- Omogoča - Ne omogoča - Omogoča 
 
Tabela 5.1: Funkcionalnosti vtičnikov za prostorski zvok [33–35].  
 
5.4.1 Oculus Spatializer 
Paket Oculus Audio SDK je na voljo za okolji Unity ter Unreal, razvoj za 
specifično platformo (angl. native development), prav tako pa za programsko opremo 
za razvoj interaktivnih medijev in iger Audiokinetic Wwise,  program za avdio 
produkcijo FMOD Studio ter kot vtičnik VST (angl. VST plugin) in AAX (angl. AAX 
plugin). Za pogon Unity je vtičnik poimenovan Oculus Native Spatializer Plugin (v 
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nadaljevanju Oculus Spatializer), pripadajoče komponente pa so označene s kratico 
ONSP. 
 
Izvor in poslušalec sta ponazorjena s komponentama ONSP Audio Source ter 
ONSP Audio Listener. Za razliko od nekaterih knjižnic izvoru dodaja tudi parameter 
za ojačitev s širokim razponom, ki lahko nivo izvornega signalu poveča za 24 dB, pri 
čemer je nivo 0 dB enak nivoju pogona. Slabljenje zvoka (angl. attenuation) deluje v 
območju minimalne in maksimalne razdalje, podane v metrih. Na minimalni razdalji 
zvočni vir prične slabiti, kar pa se zaključi na maksimalni razdalji. 
 
Med zgodnje odboje uvrstijo prvi, drugi in tretji red odbojev zvoka, 
poodmevanje pa vključuje vse odboje od tretjega reda dalje in je modulirano drugače 
kot zgodnji odboji. Računanje odbojev je procesorsko zahtevno, zato je poodmevanje 
izvedeno kot približek odbojev višjega reda. Izvorom zvoka lahko dodelimo skupne 
prostorske učinke preko avdio mešalnika v pogonu Unity, kar poenostavi računsko 
kompleksnost simulacije, a s tem izgubimo tudi njeno realnost. Skupne parametre 
določamo z vtičnikom za učinke (angl. plugin effect) Oculus Spatializer Reflection na 
kanalu v mešalniku. Z vtičnikom definiramo statične dimenzije pravokotnega prostora 
in skalo; v okolju Unity 1 enota predstavlja 1 meter, prav tako velja v vtičniku. Za 
vsako stranico pravokotnika določimo koeficient odboja zvoka v vrednostih od 0 do 
0,97, pri čemer je pri vrednosti 0 zvok popolnoma absorbiran, pri vrednosti 1 pa se 
odbije brez absorpcije. Maksimalna možna vrednost je 0,97, saj bi se pri višjih 
vrednostih tvorila povratna zanka, v kateri odboji brez absorpcije ne bi pojemali. 
 
Namesto vnaprej določenih dimenzij prostora lahko v novejši različici vtičnika 
na poljuben objekt v sceni vežemo komponento Oculus Spatializer Unity, ki prostor 
modelira dinamično. V statično določenem pravokotniku je generiran zvok neodvisen 
od lokacije poslušalca, dinamično določen prostor pa spreminja tudi karakteristike 
zvoka s premikanjem poslušalca. Geometrija je upoštevana glede na masko sloja (angl. 
layer mask). S komponento določimo parametre streljanja žarkov (angl. raycasting) in 
tako določimo natančnost ter kompleksnost simulacije. 
 
Širjenje zvoka je v vtičniku Oculus Spatializer v razvojni fazi beta in nudi 
simulacijo odbojev ter okluzije zvoka glede na geometrijo v sceni v realnem času. Za 
razpoznavanje geometrije objekti potrebujejo mrežo (angl. mesh), ki jo obdela 
komponenta ONSP Propagation Geometry. Komponenta lahko vključi vse podrejene 
objekte ali pa jim geometrijo dodelimo ločeno. Akustične lastnosti geometrije v sceni 
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kasneje določi komponenta ONSP Propagation Material. Na voljo je več nastavljenih 
profilov za generične materiale, kot so zidak, preproga, beton, steklo, prst, jeklo, voda 
in les. Vsakemu izmed profilov je možno nadzirati absorpcijo, prepustnost in 
razpršitev v različnih frekvenčnih pasovih. Število frekvenčnih pasov določimo sami, 
vsakemu izmed njih dodelimo mejo pasu v enoti Hz ter vrednost koeficienta v tem 




Slika 5.2: Prikaz lastnosti materiala z vtičnikom Oculus Spatializer [33]. 
 
5.4.2 Steam Audio 
Paket Steam Audio SDK je razvilo podjetje Valve Corporation, ki prav tako 
prodira na trg VR. Za pogon Unity je na voljo kot vtičnik Steam Audio Unity Plugin 
(v nadaljevanju Steam Audio), podprt pa je tudi za pogon Unreal Engine, kot API za 
programski jezik C ter vtičnik za program FMOD. Kot večina knjižnic za prostorski 
zvok prav tako temelji na funkcijah HRTF in podpira ambisonične posnetke, s 
formatom SOFA pa je možno uporabljati tudi lastne funkcije HRTF. 
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Za razliko od vtičnika Oculus Spatializer se zvok v tem vtičniku razdeli na 
direktni in indirektni zvok; v prvega sodi direktna pot zvoka od izvora do poslušalca, 
kar vključuje učinke slabljenja, okluzije, prepustnosti zvoka skozi materiale in 
binauralno procesiranje. Kot pri ostalih vtičnikih nadgradimo osnovno komponento 
Audio Source pogona Unity s komponento paketa Steam  Audio Source. Posebnost je 
bilinearna interpolacija (angl. bilinear interpolation) funkcije HRTF, ki interpolira 
vrednosti funkcije HRTF med štirimi najbližjimi smermi. Postopek dodatno obremeni 
procesor, zato lahko uporabimo enostavnejšo shemo glede na najbližjo smer do izvora 
zvoka. V primerjavi z vtičnikom Oculus Spatializer je slabljenju zvoka ločeno dodan 
parameter absorpcije zraka, ki dodatno filtrira višje frekvence izvora. 
 
Za potrebe razvite aplikacije okluzija ni potrebna, a paket nudi napredne 
nastavitve z upoštevanjem različnih vrednosti za različne frekvenčne pasove. Podobno 
kot v prej opisanemu paketu geometrijo in materiale opišemo s komponentama Steam 
Audio Geometry in Steam Audio Material, za premikajoče objekte pa z ločeno 
komponento. Za varčevanje s procesorsko močjo lahko določimo statične izvore zvoka 
ali statičnega poslušalca ter podatke s pomočjo nastavljenih sond zapišemo (slika 5.3). 
Postavitev sond v sceni določimo z dimenzijami škatle, znotraj katere glede na 
geometrijo na določeni višini in z razmakom vtičnik generira sonde ter zapiše 
informacije o širjenju zvoka [34]. 
 
Slika 5.3: Razporeditev sond z vtičnikom Steam Audio [34]. 
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5.4.3 Resonance Audio 
SDK Resonance Audio je naslednik knjižnic za zvok iz paketa Google VR 
SDK. Podprtost je podobna paketu Oculus Audio s poudarkom na mobilnih platformah 
in optimizacijo za omejene računalniške vire. Uporabljal sem ga zgolj v zgodnjih fazah 
testiranja, zato so predstavljene le osnove. Kot preostala vtičnika potrebuje lastni 
komponenti Resonance Audio Source in Resonance Audio Listener. Unikatna je 
funkcionalnost preslikave materialov s komponento Resonance Audio Material 
Mapper, ki materiale iz pogona Unity poveže z akustičnimi materiali vtičnika, kar v 
nekaterih primerih poenostavi razvoj aplikacij. Posebnost je tudi smerna karakteristika 
poslušalca, ki se nastavi za vsako kombinacijo para poslušalca in izvora. Kadar 
podatke o odbojih zvoka zapečemo v sceno, so izračunane vrednosti RT60 za različne 
frekvenčne pasove, naknadno pa lahko reguliramo še ojačitev, svetlost oziroma višji 




Slika 5.4: Izračunan čas RT60 v vtičniku Resonance Audio [54]. 
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5.5 Studio One 
Za snemanje in obdelavo zvočnih posnetkov, ki so služili za simulacijo izvorov 
zvoka v prostoru sem uporabil DAW Studio One Prime, ki je osnovna in brezplačna 
različica profesionalnih programov od podjetja PreSonus. Program že v osnovni obliki 
vključuje parametrični izenačevalnik (angl. parametric equalizer), ki sem ga 
potreboval za popravljanje frekvenčnega spektra signalov. Posamezne steze s signali 
je možno dovolj približati za natančno rezanje, kar je bilo nujno pri pripravi zank (angl. 
loop) brez preskokov, saj se v simulaciji zvočni posnetki ponavljajo neprekinjeno [55].
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6 Razvoj aplikacije 
Razvoj sem začel s testiranjem vtičnikov za prostorski zvok z raznimi scenami 
znotraj pogona Unity, nato sem pripravil osnutek scene za končno simulacijo s 
platformo projekta Windows, saj na začetku naprava Oculus Quest za razvoj v VR še 
ni bila na voljo. Za namen testiranja vtičnikov za prostorski zvok sem moral uvesti 
interakcijo uporabnika na osebnem računalniku (angl. personal computer, okrajšano 
PC), ki jo je kasneje nadomestila interakcija v VR. Projekt je bilo pred nadaljnjim 
razvojem v VR potrebno pretvoriti za platformo Android. Testiral sem vtičnike Oculus 
Spatializer, Steam Audio in Resonance Audio, v končni simulaciji pa sem uporabil 
vtičnik Steam Audio zaradi naprednega simuliranja odbojev zvoka in smerne 
karakteristike izvorov zvoka. Za spoznavanje prostorskega zvoka pri procesu 
izdelovanja scene sem pripravil več zvočnih posnetkov, v končni simulaciji pa so 
uporabljene datoteke s posnetki vzorčenega klavirja, kontrabasa in bobnov. 
6.1 Interakcija pri testiranju na osebnem računalniku 
Za interakcijo na osebnem računalniku sta bili pri testnih aplikacijah ključna 
računalniška miška in tipkovnica. S premikanjem miške je simulirana rotacija glave, 
levi klik sproži premikanje objektov (glasbenih inštrumentov in drsnikov), desni gumb 
pa spremeni vidno polje. Splošno gibanje in fizika prvoosebnega uporabnika sta 
vzpostavljena z igralnim objektom FPSController iz standardnih knjižnic pogona 
Unity in manjšimi prilagoditvami.  
 
Premikanje drsnikov je bilo izvedeno s horizontalno in vertikalno ravnino pred 
očmi uporabnika. Horizontalna ravnina je vzporedna osi x zaslona uporabnika in seka 
središče prikaza, vertikalna ravnina je nanjo pravokotna, torej vzporedna osi y ter prav 
tako poteka skozi središče. Ob sprožitvi premikanja drsnika je izbrana ena izmed 
ravnin, nova pozicija drsnika pa je določena na presečišče izbrane ravnine in vektorja 
drsnika. Vektor drsnika poteka od najvišje do najnižje možne lege drsnika. Ravnina je 
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izbrana tako, da sta izračunani projekciji vektorja drsnika na obe možni ravnini, nato 
pa je izbrana tista, na kateri je velikost projiciranega vektorja manjša. S tem sem 
dosegel, da je v večini kotov, pod katerimi uporabnik gleda na drsnik na mešalni mizi, 
omogočena najvišja ločljivost premikanja drsnika. Če bi na primer upošteval zgolj 
vertikalno ravnino, bi interakcija z drsnikom bila nemogoča, kadar je ta ravnina 
poravnana z vektorjem drsnika; to se zgodi, kadar uporabnik stoji za mešalno mizo in 
gleda na oder. Podobno bi izgubil nadzor nad drsnikom ob boku mešalne mize, če bi 
bila izbrana horizontalna ravnina. Izvedba interakcije z glasbenimi inštrumenti je bila 
enostavnejša, saj je nova pozicija inštrumenta lahko določena kar na točko, kjer žarek 
pogleda uporabnika seka ravnino odra. 
6.2 Scena 
Osrednja scena aplikacije, vidno in gibalno območje so postavljeni znotraj 
dvorane. Model koncertne dvorane je izpeljan iz kino dvorane, ki je velikokrat tudi v 
resnici priljubljeno koncertno prizorišče (npr. Kino Šiška, Kino Udarnik). Pri izbiri 
modela dvorane sem bil pozoren na primerne dimenzije, s katerimi bi bilo z uporabo 
različnih akustičnih materialov mogoče ponazoriti tako krajši kot tudi daljši čas 
poodmevanja. Za višjo zatopljenost v VR je ključna raba pravega merila, saj se 
dimenzije modela preslikajo v pogon, iz pogona pa v prikaz v VR, ki je vezan na 
resnični prostor. Edini podrejeni elementi izbranega modela dvorane, ki zahtevajo 
ustrezno merilo, so stoli v dvorani. S programom Blender sem preveril njihovo širino, 
saj sem želel omogočiti, da lahko uporabnik preizkusi prostorski zvok na različnih 
mestih. 
 
Dvorana je razdeljena na kontrolni prostor, sedišča, oder in zaodrje. Kontrolni 
prostor je namenjen upravljanju z mešalno mizo ob spremljanju zvočne slike, ki se 
zaradi arhitekture razlikuje od tiste na sediščih. Oder in zaodrje ločuje zavesa, ki jo je 
v pogonu možno vzdolžno premikati in s tem spreminjati čas poodmevanja. Ob vsaki 
spremembi arhitekture scene moramo lastnosti posodobiti tako, da jih zapečemo v 
datoteko, ki jo uporablja vtičnik Steam Audio. Na odru je privzeta postavitev glasbenih 
inštrumentov – kontrabasa, klavirja in seta bobnov, ki jo uporabnik med uporabo 
aplikacije spreminja. Inštrumenti bi lahko izvajali na robu odra (spredaj – zadaj, levo 
– desno) kot spremljevalna glasbena skupina za različne dogodke ali pa na sredini odra 
pri samostojnem koncertu. Nad odrom je pravokotni okvir, na katerega so pritrjene 
odrske luči in niz zvočnikov (angl. line array) za levi in desni izvor zvoka. Na okvir 
so pritrjene tudi 4 barvne odrske luči, ki v računalniški grafiki sodijo v kategorijo 
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reflektorjev (angl. spotlight). Na levem in desnem zidu je po 5 manjših reflektorjev, ki 
sem jih ohranil iz pridobljenega modela, dodal pa sem še reflektor nad mešalno mizo 
in ambientalno luč (angl. ambient light), ki sceno rahlo posvetli. Na sliki 6.1 je 
prikazana celotna postavitev v pogledu scene v pogonu. 
 
Za računanje odbojev zvoka sem označil geometrijo v prostoru in definiral 
materiale. Z namenom optimizacije sem označil zgolj večje površine, kot so stene, tla, 
strop dvorane ter oder in zaveso. Za zaveso in sedišča sem uporabil prednastavljen 
(angl. preset) material preproge, ki ima višje vrednosti absorpcije zvoka. Akustične 
karakteristike se sicer znatno spremenijo, ko je na sediščih še občinstvo. Za oder sem 
izbral material lesa, za stene tla in strop pa sem vrednosti prilagodil iz materiala zidaka, 
da je v sceni poodmevanje bolj opazno. 
 
 
Slika 6.1: 3D prikaz scene v pogonu. 
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6.3 3D modeliranje 
Vidni del scene 3D aplikacij večinoma sestoji iz igralnih objektov, ki jih 
predstavljajo modeli z gnezdeno strukturo mrež. Pogon Unity omogoča 3D 
modeliranje struktur iz primitivnih oblik in modeliranje terena, za večji nadzor nad 
modeli in njihovimi mrežami pa je potrebno uporabiti zunanjo programsko opremo. 
Modele za testiranje in postavitev scene aplikacije sem pridobil iz spletnih knjižnic 3D 
Warehouse [56] in Unity Asset Store [57], ki ponujajo širok nabor modelov iz različnih 
kategorij. 
 
Za urejanje 3D modelov sem uporabil program za modeliranje Blender.  
Nekaterim modelom je bilo potrebno popraviti zgolj izhodišče, ki je pomembno pri 
postavitvi objekta v pogonu ter določanju njegovih komponent (kot je izvor zvoka). 
Če želimo v pogonu ohraniti osnovne enote translacije in rotacije, model pa za prvotno 
postavitev zahteva skaliranje (angl. scaling) ali popravek rotacije, bi za to morali 
objekt gnezditi in nadaljnje akcije vršiti nad nadrejenim igralnim objektom. S 
predpripravo modela z zunanjimi programi sem se gnezdenju poskušal izogniti; 
postopek sem na primer opravil za vključitev modela kontrabasa. S programom 
Blender sem izmeril dimenzije posameznih stranic v metrih, saj sem želel določiti 
realno velikost objektov v pogonu, katerega osnovna enota je prav tako meter. 
Simulacija v VR se tako bolj približa interakciji s predmeti v fizičnem svetu. Model 
dvorane sem prilagodil iz modela manjše kinodvorane. Za postavitev odra sem 
odstranil sloje z mrežami za zaslon in področje razširil z dodatnimi stranicami, v 









Slika 6.2: Prilagoditev pridobljenega modela dvorane s programom Blender. 
6.4 Interakcija uporabnika v okolju navidezne resničnosti 
6.4.1 Pogled in gibanje 
Uporabnik v sceni upravlja preko igralnega objekta OVRPlayerController, ki 
temelji na prefabriciranem objektu (angl. prefab) iz paketa Oculus Integration. 
Uporablja levi in desni krmilnik, s katerima sproža prijem objektov ter translacijo in 
rotacijo v prostoru. Pogled v VR omogoča objekt OVRCameraRig, v katerem sem 
višino kamere nastavil relativno na tla v fizičnem prostoru, v sceni pa je privzeta 
pozicija kamere pri tleh. Na sliki 6.3 je prikazana razširjena struktura igralnega objekta 
OVRPlayerController iz okna hierarhije; podrobnejše gnezdenje je potrebno za prijem 















Slika 6.3: Struktura igralnega objekta OVRPlayerController. 
 
6.4.2 Prijem in premik objektov 
Za ponazoritev rok v sceni sem gnezdil prefabricirana objekta CustomHandLeft 
(leva roka) in CustomHandRight (desna roka). Poleg izrisa rok z mrežo sem določil 
obsega za prijem s komponento za zaznavanje trkov Capsule Collider. Objektom, ki 
jih je v sceni možno premikati, sem dodelil komponento OVR Grabbable, ki sodeluje 
skupaj s komponento OVR Grabber – ta je vezana na roke. Prijeti in premikati je 
mogoče glasbene inštrumente, drsnike in vrtljive gumbe prvih treh kanalov na mešalni 
mizi ter glavni drsnik (angl. master fader). Glasbeni inštrumenti se lahko premikajo v 
vseh dimenzijah s poljubno translacijo in rotacijo, gibanje drsnikov in vrtljivih gumbov 
pa je omejeno (slika 6.4). 
 
Translacijo in rotacijo sem omejil s prilagoditvijo metode 
MoveGrabbedObject, ki jo uporablja razred OVRGrabber iz paketa Oculus 
Integration. Posameznemu drsniku so glede na lokalni svet omejene vse rotacije, 
dovoljeno pa je zgolj premikanje v reži po osi y. Iz razreda Drsnik sta pridobljena 
vektorja njegove najvišje in najnižje lege ter vektor drsnika (od najvišje do najnižje 
lege). Ker se drsnik premika svobodno, je izračunana projekcija vektorja od najvišje 
lege maxYVec do trenutne pozicije rok pos na vektor drsnika. Projekcija na vektor 
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drsnika predstavlja novo pozicijo drsnika (Izvorna koda 6.1: Določanje nove pozicije 




Vector3 maxYVec = m_grabbedObj.GetComponent<Drsnik>().maxYVec; 
Vector3 minYVec = m_grabbedObj.GetComponent<Drsnik>().minYVec; 
 
Vector3 vektorDrsnika = m_grabbedObj.GetComponent<Drsnik>().vektorDrsnika; 
Vector3 projekcijaTrenutnePozicije = Vector3.Project(pos - maxYVec, 
vektorDrsnika.normalized); 
 
Vector3 novaPozicija = maxYVec + projekcijaTrenutnePozicije; 
 
Izvorna koda 6.1: Določanje nove pozicije drsnika glede na projekcijo vektorja roke na vektor 
drsnika. 
 
Na podoben način je v metodi MoveGrabbedObject omejeno gibanje vrtljivega 
gumba. V razredu VrtljiviGumb metoda KotVrtljiviGumbRoka omeji možen kot na 
območje od –150 do 150 stopinj. Za nično stanje vrtljivega gumba sem določil vektor 
nicnaPozicija, ki kaže od pozicije gumba v smeri nične pozicije (0 stopinj) ter vektor 
nicnaPozicijaDesno, ki je pravokoten na vektor nicnaPozicija in kaže v desno smer. 
Vektor privzetaPozicija označuje pozicijo gumba v koordinatah sveta. Z določitvijo 
teh vektorjev in projekcijo pozicije roke na ravnino gumba lahko določimo območje 
za vrednost kotMedNicnoInRoko (Izvorna koda 6.2: Določanje  
  




Vector3 odPrivzeteDoRoke = pozicijaRoke - privzetaPozicija; 
Vector3 projekcijaDoRoke = Vector3.ProjectOnPlane(odPrivzeteDoRoke, 
m_grabbedObj.transform.TransformDirection(Vector3.forward)); 
 
kotMedNicnoInRoko = Vector3.Angle(nicnaPozicija, projekcijaDoRoke); 
float kotMedNicnoDesnoInRoko = Vector3.Angle(nicnaPozicijaDesno, projekcijaDoRoke); 
 
if (kotMedNicnoDesnoInRoko >= 90) kotMedNicnoInRoko *= -1; 
 
if (kotMedNicnoInRoko > 150) kotMedNicnoInRoko = 150; 





Izvorna koda 6.2: Določanje kota rotacije vrtljivega gumba od nične pozicije. 
 
Vrednost nato uporabimo v metodi MoveGrabbedObject, kjer izvedemo 
lokalno rotacijo gumba in razredu VrtljiviGumb posredujemo informacijo o zadnji 
rotaciji (Izvorna koda 6.3: Izvedba rotacije vrtljivega gumba. 
 
float kotMedNicnoInRoko = 
m_grabbedObj.GetComponent<VrtljiviGumb>().KotVrtljiviGumbRoka(m_grabbedObj, pos); 
 
Vector3 lokalnaRotacija = new Vector3(0, 0, kotMedNicnoInRoko); 
 





Izvorna koda 6.3: Izvedba rotacije vrtljivega gumba. 




Slika 6.4: Upravljanje z drsnikom in vrtljivim gumbom. 
6.5 Izvori zvoka v sceni 
V sceni je postavljenih 5 izvorov zvoka; 3 za glasbene inštrumente in 2 za 
zvočnike. Če so na mešalni mizi aktivni vsi izhodi za inštrumente, je torej signal 
vsakega inštrumenta predvajan 3-krat: 2 signala sta predvajana iz zvočnikov, 
originalen pa je predvajan iz izvora na inštrumentu. Vsak igralni objekt, ki predstavlja 
izvor zvoka, ima gnezden model in objekt s komponentami za obdelavo zvoka. Z 
gnezdenjem se izvor zvoka in model v sceni premikata skladno s premikanjem 
nadrejenega objekta, hierarhija pa pripomore tudi za logično razdelitev scene. Objekt 
za zvok je zgrajen iz komponente pogona Unity – Audio Source in komponente za 
vtičnik – Steam Audio Source. V komponenti Audio Source sem nastavil le vrednosti 
Spatialize ter Spatial Blend, s čimer sem upravljanje z zvokom prenesel na 
komponento Steam Audio Source. Zvočne posnetke (AudioClip) komponente Audio 
Source sem nastavil in sprožil s programsko kodo pri implementaciji mešalne mize.  
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Sonde za predhodni izračun širjenja zvoka v teh točkah sem postavil na 
vrednost 1,5, ki predstavlja višino oz. število enot za odmik od  tal v sceni. Uporabnik 
lahko med izvajanjem sedi ali stoji, zato sem izbral kompromisno vrednost. Z 
zmanjševanjem razdalje med sondami se izboljšajo simulirani učinki, a poveča 
zahtevnost predhodnega izračuna in raba pomnilnika pri izvajanju aplikacije. 
Razporeditev sond je v sceni ponazorjena z rumenimi kockami (slika 6.5). Izvora 
zvoka za zvočnike sta statična, zato moramo lastnosti širjenja zvoka zanju z vtičnikom 
predhodno izračunati. Pri določitvi smerne karakteristike izvorov zvoka za 
inštrumente sem se želel čim bolj približati karakteristiki dejanskih inštrumentov, kot 






Slika 6.5: Razporeditev sond v sceni. 
 




Slika 6.6: Določitev smerne karakteristike izvora zvoka klavirja v sceni. 
6.6 Snemanje in obdelava zvočnih posnetkov 
Zvočne posnetke za izvore zvoka klavirja in kontrabasa v sceni sem posnel z 
digitalnim klavirjem Yamaha P115, set bobnov pa s sintetizatorjem Yamaha MO6. 
Izvajanje sem omejil na register, ki ga smerna karakteristika izvora zvoka v sceni 
najbolj upošteva. Na digitalnem klavirju in sintetizatorju sem popolnoma izklopil 
učinek poodmevanja, da se izhodni signal čim bolj približa dejanskemu vzorčenemu 
inštrumentu na klaviaturi. Signal sem zajel iz mono izhoda inštrumentov s programom 
Studio One preko avdio vmesnika Steinberg UR22. Rezanje posnetka za ustvarjanje 
zanke in njegovo izenačevanje sta prikazana na sliki 6.7. 
  




Slika 6.7: Obdelava zvočnega posnetka v programu Studio One. 
6.7 Implementacija mešalne mize 
Vtičnik za prostorski zvok v pogonu Unity razširi le eno komponento Audio 
Source na igralnem objektu, dodajanje več izvorov bi tudi porušilo dobre prakse 
razvoja in povečalo kompleksnost. Enemu izvoru zvoka v pogonu lahko sicer 
dodelimo več zvočnih posnetkov, a nadzor njihovih glasnosti po sprožitvi predvajanja 
več ni mogoč. Za rešitev problema sem s programskim jezikom C# z razredom 
MesalnaMiza definiral Mešalno mizo, ki izvaja osrednjo logiko mešanja zvoka. 
Kanale mešalne mize ponazarja razred Kanal in vsebuje informacijo o nazivu kanala, 
identifikacijski številki, pripadajoči komponenti za zvočni posnetek AudioClip, 
trenutni jakosti kanala in vzorcih zvočnega posnetka. Razred mešalne mize hrani 
tabelo vhodnih kanalov (z zvočnimi posnetki inštrumentov) ter tabelo z glavnima 
izhodnima kanaloma (desni in levi signal), število uporabljenih kanalov pa je s 
spremenljivko določeno vnaprej. Spodaj je prikazana deklaracija razreda Kanal, ki jo 
moramo upoštevati pri ustvarjanju objektov tega razreda z operatorjem new: 
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public class Kanal 
{ 
    public AudioClip signal; 
    public float[] vzorci; 
    public string drsnikTag; 
    public int idKanala; 
    public float nivo; 
    public float nivoL; 
    public float nivoR; 
 
    public Kanal(AudioClip signal, float[] vzorci, string drsnikTag,  
    int idKanala, float nivo, float nivoL, float nivoR) 
    { 
        this.signal = signal; 
        this.vzorci = vzorci; 
        this.drsnikTag = drsnikTag; 
        this.idKanala = idKanala; 
        this.nivo = nivo; 
        this.nivoL = nivoL; 
        this.nivoR = nivoR; 
    }    
} 
 
Izvorna koda 6.4: Razred Kanal. 
6.7.1 Vzpostavitev 
Začetna vzpostavitev mešalne mize je izvedena z naslednjimi metodami: 
 
1. void Start() 
2. void UstvariSignale() 
3. void UstvariVzorce() 
4. void PredvajajSignale() 
 
Metoda Start je inicializacijska metoda pogona Unity, ki je izvedena samo ob 
začetku simulacije. V tej metodi sem določil število aktivnih (ali uporabljenih) kanalov 
in deklariral tabeli master (izhodni levi in desni signal) in kanali (vhodni signali 
glasbenih inštrumentov), ki bosta hranili objekte tipa Kanal. Inicializirani (angl. 
initialized) sta tabeli z oznakami drsnikov in nazivi signalov ter izvori zvoka 
AudioSource. S klici metod UstvariSignale, UstvariVzorce in PredvajajSignale so 
signali obdelani in predvajani v komponentah Audio Source objektov za zvočnike. 
 
Metoda UstvariSignale je izvedena samo ob zagonu aplikacije in ustvari 5 
različnih zvočnih posnetkov AudioClip in kanalov tipa Kanal. Signali za prve 3 drsnike 
so hranjeni v tabeli kanali, signala za levi in desni izhod mešalne mize (za leve in desne 
zvočnike) pa sta hranjena v tabeli master. Najprej so za ponazoritev naloženi prazni 
posnetki za levi in desni glavni signal (masterLSignal in masterRSignal), izluščeni 
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vzorci teh signalov ter nastavljeni na vrednost 0. Po glavnih kanalih so v zanki 
ustvarjeni še prvi 3 kanali z dejanskimi zvočnimi posnetki iz resursov v pogonu. 
Parameter idKanala se za drsnike začne z 0, za levi in desni glavni (master) kanal pa 
sta dodeljeni vrednosti 1000 in 1001, kar med drugim omogoča razširitev aplikacije. 
Prikazan je izsek iz metode UstvariSignale (Izvorna koda 6.5: Metoda UstvariSignal. 
 
master[0] = new Kanal(masterLSignal, vzorciTrenutniL, "masterL", 1000, 1.0f); 
master[1] = new Kanal(masterRSignal, vzorciTrenutniR, "masterR", 1001, 1.0f); 
 
for (int i = 0; i < stKanalov; i++) 
{ 
    string signalNaziv = signaliNazivi[i]; 
    AudioClip signalTrenutni = (AudioClip)Resources.Load(signalNaziv); 
 
    float[] vzorciTrenutniKanal = new float[masterLSignal.samples]; 
    signalTrenutni.GetData(vzorciTrenutniKanal, 0); 
 
    Kanal kanal = new Kanal(signalTrenutni, vzorciTrenutniKanal,  
         drsnikiTags[i], i, 1.0f); 
 
    kanali[i] = kanal; 
} 
 
Izvorna koda 6.5: Metoda UstvariSignal. 
 
6.7.2 Posodobitve 
Ob vsakem zaznanem premiku drsnika ali vrtljivega gumba je potrebno 
vrednosti posodobiti. V primeru drsnika se v razredu MesalnaMiza izvedeta naslednji 
metodi: 
 
1. public void PremikDrsnika(string drsnikTag, float glasnost)  
2. void UstvariVzorce() 
 
Metoda PremikDrsnika je poklicana iz razreda Drsnik, kjer je v primeru 
spremembe pozicije določena sprememba nivoja (glasnosti) gleda na velikost vektorja 
drsnika. Ločljivost drsnika je za poenostavitev linearna, preslikavo vrednosti vzorcev 
v ustrezen nivo (glasnost) pa izvaja pogon. Metoda UstvariVzorce izvede osrednji del 
mešanja zvoka, saj se v zanki sprehodi po kanalih in njihove vzorce sešteje v signala 
za levi in desni glavni kanal. Trenutne vrednosti zapiše v dvodimenzionalno tabelo 
vzorciTrenutni, ki ob koncu mešanja prepiše prejšnje vzorce levega in desnega 
glavnega signala. Vrednost posameznega vzorca je določena z upoštevanjem osnovnih 
zakonitosti zapisa signala s tehniko PCM. Vzorcu je spremenjena vrednost glede na 
nivo, ki ga določata drsnik in vrtljivi gumb. Metoda UstvariVzorce je sledeča: 




Izvorna koda 6.6: Metoda UstvariVzorce. 
 
Klicanje metode PredvajajSignale ni potrebno, saj se vrednosti vzorcev 
glavnega signala (master) prepišejo v zadnjih vrsticah. Nivo levega in desnega signala 
določi razred VrtljiviGumb z zakonom linearnega premikanja. Vrednost 
kotMedNicnoInRoko predstavlja prej izračunan kot med začetnim vektorjem vrtljivega 
gumba in projekcijo roke na njegovo ravnino. Del izračuna je prikazan v izvorni kodi 
Izvorna koda 6.7. 
 
    float kot = kotMedNicnoInRoko + 150; 
    nivoR = kot / 300; 
    nivoL = 1 - nivoR; 
 




    int stVzorcev = master[0].vzorci.Length; 
 
    float[][] vzorciTrenutni = new float[2][]; 
 
    vzorciTrenutni[0] = new float[stVzorcev]; 
    vzorciTrenutni[1] = new float[stVzorcev]; 
 
    for (int i = 0; i < stKanalov; i++) 
    { 
        for (int j = 0; j < kanali[i].vzorci.Length; j++) 
        { 
            vzorciTrenutni[0][j] += kanali[i].vzorci[j] * kanali[i].nivo *  
kanali[i].nivoL;    
            vzorciTrenutni[1][j] += kanali[i].vzorci[j] * kanali[i].nivo * 
kanali[i].nivoR; 
 
        } 
    } 
    master[0].vzorci = vzorciTrenutni[0]; 
    master[1].vzorci = vzorciTrenutni[1]; 
 
    master[0].signal.SetData(master[0].vzorci, 0); 





7.1 Izbira orodja za prostorski zvok 
Pri pregledu SDK za prostorski zvok sem ugotovil, da je njihovo osnovno 
delovanje v pogonu Unity podobno. Najprej razširijo privzeti komponenti pogona 
Audio Listener in Audio Source in s slednjo določijo obnašanje zvočnega vira v odnosu 
do prostora. Za zaznavanje odbojev potrebujejo informacijo o geometriji, ki jo 
pridobijo s svojimi komponentami na igralnih objektiv, za določanje akustičnih 
lastnosti materialov pa je dodana ločena komponenta. Okluzija zvoka, ki jo omogočajo 
vsi preverjeni vtičniki, za simulacijo ni bila potrebna. 
 
Računanje odbojev v realnem času je računsko zahtevno, čemur se izognemo s 
predhodnim izračunom in zapisom podatkov o odbojih v datoteke, ki so uporabljene 
med izvajanjem aplikacije. Vtičnika Steam Audio in Oculus Spatializer sta zmožna 
tudi naprednejšega računanja odbojev v realnem času, ki je potrebno pri izdelani 
simulaciji. Uporabnik se namreč po prostoru premika svobodno, spremeni pa se lahko 
tudi pozicija glasbenih inštrumentov – poslušalec in izvor postaneta neznanka, kar 
zahteva računanje v realnem času. Iz tega vidika je vtičnik Resonance Audio za razvoj 
simulacije, ki zahteva čim bolj realne odboje zvoke, neprimeren. Hkrati njegovo 
povezovanje akustičnih materialov z materiali pogona Unity oteži delo v primerih, ko 
želimo istemu materialu dodeliti različne akustične lastnosti. Strop in stene dvorane bi 
lahko bile na primer vizualno predstavljene iz istega materiala, a bi želeli, da se zvočno 
obnašajo na drugačen način. Ta način dela bi morda pospešil razvoj drugačnih 
mobilnih aplikacij. 
 
Cilj izdelka je bil med drugim upoštevati smerne karakteristike glasbenih 
inštrumentov. Če zvočnike v dvorani uporabljamo pri nižji jakosti ali se pri višji jakosti 
gibamo v bližini inštrumentov, lahko slišimo, v katero smer so inštrumenti obrnjeni. 
Smerno karakteristiko omogočata vtičnika Resonance Audio in Steam Audio. Sicer bi 
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lahko za vtičnik Oculus Spatializer v ta namen izpeljali poenostavljene funkcije, a 
prejšnja vtičnika omogočata zelo natančno manipulacijo z vrednostmi in grafični 
prikaz karakteristike v sceni. Zaradi težnje po uporabi napredne simulacije odbojev 
nižjega in višjega reda ter smernih karakteristik sem kot primerno orodje za tovrstno 
simulacijo določil vtičnik Steam Audio. 
7.2 Zvok v simulaciji 
Ključni problem, ki sem ga pričakoval pred testiranjem, so predstavljali neželeni 
artefakti v zvoku zaradi sočasnega predvajanja podobnih signalov in morebitnih 
zamikov faze signalov. Ker imajo pripravljene zvočne datoteke popolnoma enako 
število vzorcev, pri predvajanju v zanki ne prihaja do zamikov, ki bi lahko povzročili 
spremembo v frekvenčnem spektru. Prav tako je med izvori zvoka v inštrumentih in 
zvočnikih dovoljšna razdalja, da signala ob navideznem širjenju zvoka postaneta 
dovolj različna. Zaradi geometrije dvorane sem mešalno mizo postavil nad sedišča v 
svoj kontrolni prostor, kjer pa se pojavijo zgodnji odboji, kar uporabniku kot tonskemu 
tehniku ustvari drugačno zvočno sliko kot občinstvu. Odboje bi lahko umetno zadušil 
s spremembo materiala ali spremenil lokacijo mešalne mize tako, da bi umaknil 
srednjo vrsto sedišč. 
 
Mešalna miza signale sešteva brez uporabe kompresorjev (angl. compressor) ali 
omejevalnikov (angl. limiter) zvoka, kar pri najvišjih nivojih vseh treh kanalov 
povzroči popačenje zvoka, ki ga uporabnik lahko obvladuje tako, da zniža nivo enega 
izmed kanalov. Miza za premikanje izvorov uporablja linearno tehniko, kar povzroči 
znižanje glasnosti, ko so izvori postavljeni v sredino; problem bi rešila že uporaba 
zakona konstantne moči (angl. constant power law). Ker sem moral biti pozoren na 
uporabo procesorske moči mobilne naprave, sem za ostale funkcionalnosti žrtvoval 
preskoke v zvočni sliki ob premikanju. Uporabo funkcij HRTF sem namreč 
poenostavil tako, da sem zanje onemogočil interpolacijo vrednosti. Večji preskoki 
zvočne slike pa nastanejo ob diskretni rotacija uporabnika s krmilniki, a je kljub temu 
ohranitev rotacije v intervalih pomembna za zmanjševanje simulacijske slabosti. 
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7.3 Interakcija uporabnika 
Uporabnik v sceni z objekti upravlja z uporabo krmilnikov. Uporabljena naprava 
Oculus Quest že omogoča sledenje rokam, kar pa za sprožanje ukazov zahteva 
vključitev posebnih rutin. Gibanje po prostoru brez krmilnikov, na katerih se nahajajo 
krmilne palice za rotacijo in premikanje, je samo s sledenjem rokam težje vzpostaviti. 
Za to že obstajajo razne rešitve, kot je teleportacija, a sem simulacijo omejil na uporabo 
krmilnikov, ki so bili pri razvoju stabilnejši. Prijem objektov je sprožen ob pritisku 
gumba za kazalca na krmilniku in tako z rokami uporabnik tvori obliko uščipa. Ta 
oblika interakcije se je izkazala za vsestransko, saj je možno natančno izbrati drsnik, 
vrtljivi gumb in premakniti inštrument. Na področju mešanja zvoka bi bila sicer 
pravilnejša raba iztegnjenega kazalca za premikanje drsnikov in naprednejšega gibanja 
palca, kazalca ter zapestja za upravljanje vrtljivih gumbov. 
 
Mešalno mizo sem vzpostavil tako, da je možno več kanalov nadzirati hkrati. 
Čeprav pri hkratni obdelavi več signalov ne privede do zapletov pa bi bila z vidikov 
uporabniške izkušnje boljša uporaba sledenja rokam kot krmilnikov. Obroča na ohišju 
obeh krmilnikov se namreč pri nekaterih kotih dotikata in onemogočata popolno 
svobodo. Zatopljenost v simulaciji najbolj znižuje nizko število sličic na sekundo. 
Preizkusil sem delovanje raznih dejavnikov, ki bi lahko na to vplivali in ugotovil, da 
težavo predstavljata osvetlitev mešalne mize in odra. Luči na stenah h kompleksnosti 
ne prispevajo, saj osvetljujejo preprosto geometrijo, računanje osvetlitve na mešalni 
mizi pa ob bližnjem pogledu povzroči upad števila sličic na sekundo. Vzrok težave 
sem potrdil tako, da sem podatke o osvetlitvi s pogonom predhodno izračunal; hitrost 
izrisovanja scene se je znatno povečala. Zapečena osvetlitev bi potrebovala še veliko 





7.4 Uporabnost rešitve in možne nadgradnje 
Trenutno lahko aplikacija navadnemu uporabniku predstavi mešalno mizo in 
osnovni nalogi pri mešanju zvoka, uravnavanje glasnosti ter premikanje navideznega 
izvora, opazuje pa lahko tudi pojave širjenja zvoka. S tem se lahko osebe, ki iz 
kakršnega koli razloga nimajo dostopa do fizične avdio opreme, seznanijo z delom 
tonskega tehnika. Morda bi aplikacija pripomogla tudi pri osebah, ki si s pravo 
mešalno mizo iz raznih razlogov ne bi upale upravljati. Za navadnega uporabnika bi 
aplikacija potrebovala predhodno razlago, saj elementi v prostoru sami ne namigujejo 
na interaktivnost. Tovrstno simulacijo bi lahko ponudili raznim izobraževalnim 
ustanovam, kjer bi na primer v predavalnici s povezavo naglavnega seta z zunanjim 
projektorjem prikazali osnove mešanja zvoka v dvorani. Za izboljšano simulacijo 
mešanja zvoka bi bila potrebna implementacija naprednejših zakonov premikanja 
izvora, določitev logaritemske ločljivosti drsnika in vpeljava izenačevalnika, 
kompresorja in omejevalnika. Scena aplikacije bi morala biti prilagojena do te mere, 
da bi lahko izkoristili najvišje možne parametre knjižnic za prostorski zvok za ciljno 
napravo. Z izboljšanjem procesorske moči naglavnih setov bo raba prostorskega zvoka 
za mobilne naprave svobodnejša, kot je to možno že na osebnih računalnikih. 
 
Programsko kodo aplikacije sem razvijal na način, ki bi v čim višji meri 
omogočal razširitve aplikacije. Že vpeljano interakcijo z vrtljivimi gumbi in drsniki bi 
bilo moč uporabiti za izvedbo krmilnika MIDI. Logika mešanja zvoka bi tako bila 
prenesena na zunanje naprave, aplikacija pa bi simulirala dvorano in mešalno mizo. 
Interakcija z inštrumenti na odru bi se lahko v primeru krmilnika MIDI uporabila tudi 
za mešanje zvoka na zunanjih napravah, kot to počnejo že obstoječe rešitve. Za 
vpeljavo takega krmilnika bi bilo potrebno podatke izračunati glede na pozicijo 
uporabnika in pozicije inštrumentov. Ker so upoštevane tudi smerne karakteristike 
glasbenih inštrumentov, bi lahko sceno preselili iz dvorane tudi v manjši prostor, kjer 




V sklopu diplomske naloge sem razvil simulacijo mešanja zvoka v dvorani,  
katere glavni cilj je bil uporabniku omogočiti izvedbo tega procesa brez resursov, ki 
jih to področje sicer zahteva. Predstavljen proces izvajajo tonski tehniki pri glasbi v 
živo, ki je del obsežne glasbene industrije. Za izvedbo sem izbral sistem navidezne 
resničnosti in orodja za prostorski zvok. Raziskal sem tehnologije navidezne 
resničnosti  in področja akustike, ki so potrebna za  razumevanje delovanja 
prostorskega zvoka in za izvedbo rešitve. Pregledal sem obstoječe rešitve na področju 
simuliranja mešanja zvoka in glasbene produkcije v navidezni resničnosti ter s tem 
spoznal obstoječe omejitve in možnosti. 
 
S testiranjem v igralnem pogonu sem preveril lastnosti orodij za prostorski zvok 
in izbral ustrezno orodje. Implementiral sem mešalno mizo, ki izvaja uravnavanje 
glasnosti in premikanja za posamezne kanale. Interakcija z mešalno mizo je izvedena 
z drsniki in vrtljivimi gumbi, za kar sem razvil potrebne metode. Opazil sem, da razvoj 
za samostojni naglavni set trenutno zahteva veliko prilagoditev za varčevanje s 
procesorsko močjo. Prav tako sem ugotovil, da sistemi navidezne resničnosti 
potrebujejo posebne prilagoditve interakcije za čim boljšo uporabniško izkušnjo. 
Simulacija je navadnemu uporabniku že zmožna prikazati osnove mešanja zvoka v 
dvorani, da bi prešla v roke tonskih mojstrov pa tudi dovoljuje razne izboljšave. 
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