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In this paper, we establish a number of suficiency criteria under generalized 
p - (q, B)-invexity conditions for general continuous-time programming problems 
with nonlinear operator equality and inequality constraints. As an application of 
these results, we establish some existence criteria for solutions of a class of varia- 
tional-type inequalities. T’ 1990 Academc Press. Inc 
I. INTRODUCTION 
The primary purpose of this paper is to establish some sufficient 
optimality conditions under generalized convexity hypotheses for the 
following continuous-time programming problem: 
minimize 4~) = jar Ilx)(O dr 
subject to g(x)(z) < 0 for all t E [O, r], 
h(x)(r) = 0 for all t E [0, T], 
(P) 
XE wyo, T] = Fql[O, T], 
where W[O, T] is the Hilbert space of all absolutely continuous 
n-dimensional vector functions t -+ x(t) E R” (n-dimensional Euclidean 
space) defined on the compact interval [0, r] c R with Lebesgue square- 
integrable derivative i(t)=d.u(t)/dr(St Ili(t)l12 dt=sg C:=, (ii(t))* dt < cc), 
and with inner product (. I .) defined by 
(x I Y) = <x(O), ~(0) > + !-UT (4th 3(t) > & 
with (a, h) =xy=, a$, for a. by R”; and f, g (with components g,, 
g,, . . . . g,), and h (with components h,, h,, . . . . h,) are nonlinear operators 
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from W”[O, T] into C[O, T], Cp[O, T], and Cq[O, T], respectively, with 
C’[O, T] denoting the space of all continuous r-dimensional vector func- 
tions defined on [0, T]. 
An important special case of (P) is the problem with Volterra-type 
integral inequality and equality constraints 
s 
r 
minimize W(t), t) dt 
0 
subject o G(x(t), t) Q a(t) + 1: H(x(s), t, s) ds, tE co, n 
PI 
W(t), t) = b(t) + j; Q(x(s), t, s) 4 tE co, Tl, 
XE W”[0, T-J, 
where K is a real-valued function defined on R” x [0, r], G,, ai, and H, 
(the ith components of G, a, and H), i = 1, 2, . . . . p, are real-valued func- 
tions defined on R” x [0, r], [0, T], and R” x [0, T] x [0, T], respec- 
tively, and similarly Pi, b,, and Q, (the jth components of P, b, and Q), 
j= 1, 2, . ..) q, are real-valued functions defined on R” x [0, r], [0, r], and 
R” x [0, T] x [0, r], respectively. 
The sufficiency results presented here are intended to complement he 
necessary optimality criteria established for (P) in [33]. This is also one of 
the main reasons for the choice of the spaces W”[O, r] and C’[O, T] in 
(P). As becomes clear from our subsequent presentation, it is possible to 
use other more general function spaces instead of W”[O, T] and C’[O, r]. 
Our results apparently generalize a large number of sufficient optimality 
results previously obtained for finite-dimensional nonlinear programming 
problems under various convexity assumptions. Moreover, the sufficiency 
results of this paper are also applicable, under appropriate hypotheses, to 
the following optimal control problem: 
s 
T 
minimize 4x(t), u(t), t) dt 
0 
subject o Pi(x(t), u(t), t) 
= c,(t) + j-’ Y;(x(s), u(s), t, s) 4 
0 
Aji(x(t)9 u(t)3 t, 
<d,(t) + j-' pjLi(x(s), u(s), t, .T) 4 
0 
x E x, ME u. 
tE [0, T], i= 1,2, . . . . Z, 
tE [O, T], j= 1, 2, . ..) J, 
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Most of the sufficient optimality conditions that are available in the 
literature of continuous-time programming are restricted to convex 
problems [ 1, 7, 8, 11, 25527, 311. Sufficiency conditions for continuous- 
time programs involving quasiconvex and pseudoconvex functions are 
considered in [9, 16, 28, 321. 
In this paper, we formulate a number of sufficiency criteria for (P) in 
terms of some fairly new notions of generalized convexity. We also briefly 
discuss the relevance of these results to a class of variational-type 
inequalities. 
In the remainder of this section, we recall a few definitions and concepts 
pertaining to certain types of generalized convex functions which are used 
frequently throughout the sequel. For definitions and properties of other 
kinds of generalized convex functions which are used later in this paper, 
but are not explicitly recalled in the present section, the reader may consult 
c191. 
Let V be a nonempty open convex subset of a real Banach space X and 
let WC V. 
A Frtchet differentiable function t: V + R is said to be p - (q, 8)Gzue.x 
(strictly p - (q, C?) - inoex) at y E V ((on V)) with respect to W if there exist 
p E R and operators q, 8: V x V + X such that for each x E W, 
<(xl- 5(Y) 2 ( ’ 1 N(Y) rib, Y) + P IIK? YN2 ((for all y E V)), 
where Dt(y) denotes the Frechet derivative of r at y, and /I /( is the norm 
on X. 
A Frechet differentiable function 5: V -+ R is said to be p - (Q 0)-quasi- 
hex (strictly p - (q, 0)-quasiinuex) at y E V ((on V)) with respect to W if 
there exist p E R and operators q, 8: Vx V + X such that for each x E W, 
ax) c 8~) + Do UI(X, Y) G ( < I-P ileb, Y)II~ ((for all y E V)). 
A Frtchet differentiable function 5: V + R is said to be p - (q, Q-pseudo- 
inuex (strictly p - (q, 8)-pseudoinuex) at ye V ((on V)) with respect to W if 
there exist p E R and operators I], 0: V x V + X such that each x E W (with 
XZYL 
~YI ~lb Y) 2 -P iiw, ~412~ m) 2 (> I a~) ((for all yE V)). 
The function r is said to be strongly (q, 8)-inuex ((Q t3)-quasiinuex, (q, Q)- 
pseudoinuex), q-inuex (q-quasiinuex, r]-pseudoinuex), or weakly (v, B)-inuex 
((q, 8)-quasiinuex, (r], 8)-pseudoinuex) according as p > 0, p = 0, or p < 0. 
From the above definitions it is clear that (with ~(x, y) =x- y and 
p = 0) every Frechet differentiable quasiconvex function is q-quasiinvex, 
every pseudoconvex function is q-pseudoinvex, every q-invex function is 
both r]-quasiinvex and q-pseudoinvex, but the converses of these statements 
are not necessarily true [ 171. 
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The notion of q-invexity was originally introduced by Hanson [lo] who 
showed that for a nonlinear programming problem whose objective and 
constraint functions are q-invex (all with respect to the same I?), the 
Karush-Kuhn-Tucker necessary optimality conditions are also sufficient. 
The term inoex (for invariant convex) was coined by Craven [3,4] to 
signify the fact that the invexity property of a function is invariant under 
certain types of coordinate transformations. Evidently, convex functions in 
general do not possess this property. 
Various properties, extensions, and applications of q-invex functions are 
discussed in [3-6, 12, 13, 17, 201, among others. 
If in the above definitions we let ~(x, y) = 0(x, y) =x - y, then we obtain 
the definitions of p-convex, p-quasiconvex, and p-pseudoconvex functions. It 
is well known [18, 23, 241 that strongly convex functions have certain 
desirable properties which are important for construction and convergence 
analysis of algorithms in nonlinear programming. Recently, p-convex func- 
tions were studied in [29] and utilized for generalizing some sufficiency 
results, and p-convexity and generalized p-convexity assumptions were 
used in [14, 151 for establishing second-order duality theorems for non- 
linear and fractional programming problems. 
2. SUFFICIENCY CRITERIA 
In this section, we present and discuss a fairly large number of suflicient 
optimality principles for (P) under various generalized p - (r], B)-invexity 
conditions. We begin with a situation in which p - (q, 8)-invexity assump- 
tions are imposed on the individual operators. Subsequently, we formulate 
more general sufficiency criteria in which p - (q, 0)-quasiinvexity and 
p - (q, 8)-pseudoinvexity requirements are placed on certain combinations 
of the objective and constraint operators. 
Let @ denote the feasible set of (P) (assumed to be nonempty); that is, 
let 
@= (xe W’[O, T]: g(x)(t)<O, h(x)(t)=Oforall TV [O, r]), 
and for an x E @, define 
A,(x)= {tE [O, T]: g,(x)(t)=O}, i = 1, 2, . . . . p. 
Further, let 
and 
B(u,)= {tE [O, z-1: u,(t)>O} 
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THEOREM 2.1. Let x* E @ and assume that f, g, and h are continuously 
Frechet differentiable at x*, and that there exist u* E WT [0, T] and 
v* E Wq[O, T] such that 
U 
T Df(x*) + i u:(t) Dg;(x*) + f u:(t) Dh,(x*) n(x, x*)(t) dt 
0 r=, ,=I 1 
30 for all xE @, (2.1) 
T 
(J[ 
or Df(x*)+ f: u,*(t)Dg,(x*)+ i uT(t)Dh,(x*) z(t) 
0 i= I j= 1 1 
=o for all z E Wn[O, T] 
> 
, (2.2) 
u*(t) g,(x*)(t)=O forall tE [0, T], i= 1, 2, . . . . p, (2.3) 
where n is an operator from W’[O, T] x W”[O, T] into W”[O, T]. Further, 
assume that f is fi - (n, 0)-invex, that for each i = 1, 2, . . . . p, gi is pi - (q, O)- 
invex, that for each j= 1, 2, . . . . q, u,*(t)h, is t5, - (n, fI)-inuex, all at x* with 
respect to @ and all with respect to the same (n, 0), and that 
p +Cf= 1 u:(t)p,+C,Y= l /?, 20 for all t E [0, T]. Then x* is an optimal 
solution of (P). 
Proof Let x be an arbitrary feasible solution of (P). Then 
2 I oT cDf(x*) n( x, x*)(t)+b Ilk x*)ll’l dt 
(by fi - (q, O)-invexity off) 
T 
2 
1-I [ 
- 
0 
,c, u,*(t) &;(x*) + i u,*(t) Dhj(x* )] q(x, x* j(t) 
j=l 
+P II&x, x*)II* dt 
I 
(by (2.1)) 
T 
> 
1-I 
- <u*(t), g(x)(t)) + <u*(t), gb*)(t)> - (v*(r), h(x)(t)) 
0 
+ (u*(t), h(x*)(t)) + p + f u:(t)p, + i 3. II0( 
[ !=I 
i=, ,] x,x*)ll*}dt 
(by 0; - (Q B)-invexity of g;, i = 1, 2, . . . . p, pj - (7, 8)-invexity 
of v:(t)h,,j= 1, 2, . . . . q, and nonnegativity of u*) 
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20 (since x, x* E @, u*(t) > 0 for all t E [0, T], (2.3) holds, and the 
expression inside the brackets is nonnegative for all t E [0, T]), 
and so 4(x) > 4(x*). Since x was arbitrary, we conclude that x* is an 
optimal solution of (P). 1 
From the statement and proof of Theorem 2.1 it is clear that we can use 
(2.2) instead of (2.1) without having to make any significant changes in the 
above proof. In fact, the only trivial change would be to replace the second 
inequality in the proof with an equality. However, it should be stressed that 
these two conditions are, in general, substantially different from each other 
and, depending on the nature of the problem under consideration, one of 
them may be preferable to the other. This difference can be seen more 
clearly if we determine the explicit form of (2.2) in terms of the data of (P). 
For this we need to assume that the functions K( ., t), H( ., t, s), P( ., t), and 
Q( ., t, S) are continuously differentiable at x*(t) E R” for all S, t E [0, r], 
and that the functions t -VK(x*(t), t) (gradient of K with respect to its 
first argument evaluated at x*(t)), t + VG;(x*(t), t), s -+ VH,(x*(s), t, s), 
t-+VH,(x*(s), t,s), i=l, 2 ,..., p, t-VP,(x*(t), t), s+VQ,(x*(s), t,s), 
and t -+ VQi(x*(s), t, s), j= 1, 2, . . . . q, are continuous on [0, 7’1. Now 
making use of these assumptions in conjunction with Fubini’s theorem, 
one can verify as in [33] that for (P) (2.2) is equivalent 
system of equations: 
to the following 
VK(x*(t), t) + i u:(t) VG,(x*(t), t) 
r=l 
7- P 
4 c 
u*(s) VH,(x*(t), S, t) ds 
, i=l 
+ i u;“(t)VPj(x*(t), t) 
j= 1 
T ‘4 
- 
i c 
u~(s)VQ,(x*(t), S, t) ds 
I j=l 
=o for all t E [0, T]. 
Clearly, the integral inequality (2.1) is not in general expressible in this 
form even for the simple special case when r](x, x*) =x -x*. 
We next formulate and discuss several general Karush-Kuhn-Tucker- 
and Carathtodory-John-type sufficiency principles for (P). The main 
features contributing to their generality are p - (q, 8)-invexity assumptions 
and a certain scheme for separating the constraints of (P) into disjoint sub- 
sets. This scheme was originally utilized in [22] for constructing general 
duality models in nonlinear programming. 
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Let {I,, I,, . . . . ZM} and {J,, J,, . . . . JM} be partitions of {l, 2, . . . . p} and 
{ 1, 2, .“, q}, respectively; thus 1, = { 1, 2, .“, P}, m = 0, 1, . . . . M, 
I,. nZ,,,>, =@ for all m’, m”E (0, 1, . . . . M} with m’#m”, and U,“=, Z,, = 
{ 1, 2, . . . . p}; and similarly, J, c { 1, 2, . . . . q}, m = 0, 1, . . . . M, .I,, n J,n,z = @ 
for all m’, m”E (0, 1, . . . . M) with m’#m”, and U,“=,J, = { 1, 2, . . . . q}. 
Furthermore, if M, is the number of partitioning subsets of { 1, 2, . . . . p} 
and M, is the number of partitioning subsets of { 1, 2, . . . . q}, then 
M=max{M,, M,} and I,=@ or J,,=@ for m>min{M,, M2}. 
For given u E W”+ [0, T] and u E Wy[O, T], let the function /1,( ., U, 0): 
W”[O, T] -+ R be defined by 
A,(& u, u) = I7 [fis)(i) + 1 u,(t) g;(x)(t) + c o,(t) h,(x)(t) & 
0 i t IO / t Jo 1 
and let Z,( ., U, u): Wfl[O, T] --+ C[O, T] be defined by 
rm(x~ K u)(t)= 1 ui(t) gi(x)(t) + C u~(t)h,(x)(t), m = 0, 1, . . . . M. 
iElm iGJm 
THEOREM 2.2. Let x* E CD and assume that j; g, and h are continuously 
Frechet differentiable at x*, and that there exist U*E WT[O, T] and 
U*E W4[0, T] such that (2.1) and (2.3) (or (2.2) and (2.3)) are satisfied. 
Further, assume that A,( ., u*, u*) is t?T- (n, f9)-pseudoinuex; that for each 
rnE { 1, 2, . . . . M}, T,,,( ., u*, u*) is /i, - (7, t3)-quasiinuex, all at x* with 
respect to @ and all with respect to the same (n, 0); and that 
t? + C,“=, p, > 0. Then x* is an optimal solution of (P). 
Proof Let x be an arbitrary feasible solution of (P). Then in view of 
(2.3) and nonnegativity of U* it follows that for each m E (1, 2, . . . . M}, 
T,(x, u*, u*)(t) 6 0 = z-,(x*, u*, u*)(t) for all tE [0, T], 
which implies, by virtue of our p, - (q, 8)-quasiinvexity assumption, that 
Dr,(x*, u*, u*) q(x, x*)(t) 
d 3, IIw, -~*)II* for all ?E [0, T], m = 1, 2, . . . . M. 
Integrating these inequalities, summing, and then comparing with (2.1), we 
conclude that 
7 M 
DA,(x*, u*, u*) v](x, *) > i 1 Pm Iiw, x*)11* dt0 m=l 
a- 
s 
o7 fi IlK% x*)11* dt= -bT lle(x, x*)11*, 
where the second inequality follows from the requirement that 
fi + I,“= 1 Pm 2 0. Because of our t?T- (Q 8)-pseudoinvexity hypothesis, 
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the above inequality implies that AO(x, u*, u*) > A&x*, u*, u*). Now using 
feasibility of x and x*, nonnegativity of u*, and (2.3), we find that this 
inequality reduces to 4(x) 2 4(x*); hence x* is optimal for (P). 1 
THEOREM 2.3. Let x* E @ and assume that f, g, h, u*, and v* are as in 
Theorem 2.2. Further, assume that A,( ., u*, u*) is p - (n, 6)-pseudoinvex; 
that for each m E { 1, 2, . . . . M}, the function x 4 jf r,Jx, u*, u*)(t) dt is 
p, - (n, O)-quasiinvex, all at x* with respect to @ and all with respect to 
the same (n, 0); and that p + C,“=, fi,,, > 0. Then x* is an optimal solution 
of (PI. 
Proof. Let x be an arbitrary feasible solution of (P). Then from (2.3) 
and nonnegativity of u* it follows that for each m E { 1,2, . . . . M}, 
s,’ T,(x, u*, v*)(t) dt GO = j-0r r,Jx*, u*, u*)(t) dt, 
which implies, in view of our Pm - (q, B)-quasiinvexity assumption, that 
I 
T 
DT,(x*, u*, o*) q(x, x*)(t) dtd -Pm II@, x*N12, m = 1 , 2, . . . . M. 
0 
The rest of the proof is similar to that of Theorem 2.2. a 
THEOREM 2.4. Let x* E @ and assume that f, g, h, u*, and v* are as 
in Theorem 2.2. Further, assume that A,( ., u*, v*) is t?T-pseudoinvex; that 
for each rnE N, c { 1, 2, . . . . M}, r,( ., u*, u*) is p,-- (n, 8)-quasiinvex, that 
for each m E N2= { 1,2, . . . . M}\N, (completement of N, relative to 
{ 1, 2, . . . . M}), the function x + fl r,Jx, u*, u*)(t) dt is pm - (n, B)-quasi- 
invex, all at x* with respect to @ and all with respect to the same (n, 9); 
and that bT+C,.N,L,T+C,.~,D,~ >O. Then x* is an optimal solution 
of(P). 
Proof Similar to the proofs of Theorems 2.2 and 2.3. 1 
The above theorems have a number of important special cases which can 
readily be specified by appropriate choices of the partitioning sets Z, 
and J,,,, m=O, l,..., M. We next briefly examine some special cases of 
Theorem 2.2. 
COROLLARY 2.1. Let x* E @ and assume that f g, h, u*, and v* are as 
in Theorem 2.2. If the function A( ., u*, u*): W”[O, T] -+ R defined by 
A(x> u*, ~*,=j-~ [f(x)(t)+ <u*(t), g@)(t))+ <u*(t), h(xf(t)>l& 
0 
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is n-pseudoinvex at x* with respect to @, then x* is an optimal solution 
of(P). 
Proof In Theorem 2.2, let b = 0, I0 = { 1, 2, . . . . p}, and .Z, = 
{ 1, 2, ...3 41. I 
COROLLARY 2.2. Let x* E @ and assume that f g, h, u*, and v* are as 
in Theorem 2.2. Further, assume that I$ is pT- (n, e)-pseudoinvex; that the 
operator x -+~~= I u*(t) g,(x) + C,Y=, v,*(t) h,(x) is p, - (n, B)-quasiinuex, 
both at x* with respect to @ and both with respect to the same (n, 0); and 
that p + p, 3 0. Then x* is an optimal solution of (P). 
Proof: In Theorem 2.2, let I, = { 1, 2, . . . . p}, and J, = (1, 2, . . . . q}. 1 
COROLLARY 2.3. Let x* E @ and assume that f g, h, u*, and v* are as 
in Theorem 2.2. Further, assume that the function x + sc [f(x)(t) + (u*(t), 
g(x)(t))] dt is pT- (n, 8)-pseudoinvex; that for each m E { 1, 2, . . . . M}, the 
operator x + CIEJm u,*(t) h,(x) is p,,, - (n, 8)-quasiinvex, all at x* with 
respect to @ and all with respect to the same (n, 13); and that 
p + C,“=, p,,, 3 0. Then x* is an optimal solution of (P). 
Proof In Theorem 2.2, let I, = { 1, 2, . . . . p} and .Z, = 0. 1 
COROLLARY 2.4. Let x* E @ and assume as in Corollary 2.3, except 
that instead of x + xjtJm v,*(t) h,(x) being p, - (9, B)-quasiinvex for each 
m E { 1, 2, . . . . M}, now x + C,,Y=, u:(t) h,(x) is p1 -(n, t3)-quasiinuex and 
that p + p, > 0. Then x* is an optimal solution of (P). 
Proof In Theorem 2.2, let I,, = { 1, 2, . . . . p} and J1 = { 1, 2, . . . . q}. 1 
COROLLARY 2.5. Let x* E @ and assume as in Corollary 2.3, except that 
instead of x + C. ,cJm v,?(t) h,(x) being pm - (n, B)-quasiinvex for each m E 
{ 1, 2, . . . . Ml, now for each Jo { 1, 2, . . . . q >, X-P v,*(t) h,(x) is pj - (q, t3)- 
quasiinvex and that p + c,Y=, pi > 0. Then x* is an optimal solution of (P). 
Proof: In Theorem2.2, let Z,={1,2 ,..., pj and Jm={m}, m= 
1, 2, ...? 4. I 
COROLLARY 2.6. Let x* E @ and assume that f, g, h, u*, and v* are as 
in Theorem 2.2. Further, assume that the function x + jt [f(x)(t) + (v*(t), 
h(x)(t))] dt is pT- (n, 6)-pseudoinuex; that for each m E (1, 2, . . . . M), the 
operator x + CiG,, u?(t) g,(x) is p, - (n, 8)-quasiinvex, all at x* with 
respect to @ and all with respect to the same (n, 0); and that 
p + C,“= 1 p, > 0. Then x* is an optimal solution of(P). 
Proof In Theorem 2.2, let I, = 0 and .Z, = { 1, 2, . . . . q}. 1 
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COROLLARY 2.7. Let x* E @ and assume as in Corollary 2.6, except that 
instead of x -+ Cit,,, u,?(t) g,(x) being p, - (n, 8)-quasiinuex for each 
rnE {1,2, . . . . M}, now the operator x+x:=, u,*(t) g,(x) is p1 -(n, 0)- 
quasiinuex and p + p, > 0. Then x* is an optimal solution of (P). 
Proof: In Theorem 2.2, let I, = { 1, 2, . . . . p} and .I, = { 1, 2, . . . . q}. u 
COROLLARY 2.8. Let x* E @ and assume as in Corollary 2.6, except that 
instead of x + Cit,, u*(t) g,(x) being p, - (n, 8)-quasiinuex for each m E 
(1, 2, ...? w, now for each i E { 1,2, . . . . p}, the operator x + u,?(t) g,(x) is 
pi - (n, 0)-quasiinuex and p + Cp=, fi, b 0. Then x* is an optimal solution 
of(P). 
Proof In Theorem 2.2, let I, = {m}, m = 1, 2, . . . . p, and J, = 
{ 1, 2, '.., q}. I 
Since the operator x -+ u:(t) g,(x) is u,*(t) pi - (r~, 8)-quasiinvex 
whenever gi is pi- (Q 8)-quasiinvex and u,+(t)>0 for all tE [0, T], the 
proof of the next corollary is similar to that of Theorem 2.2. 
COROLLARY 2.9. Let x* E @ and assume as in Corollary 2.6, except that 
instead of x + Citt, u*(t) g,(x) being p,,, - (n, 8)-quusiinoex for each me 
{ 1, 2, . . . . m}, now for each ie { 1, 2, . . . . p>, gj is pi- (n, 0)-quasiinuex and 
that p + ET= 1 uT(t)pi 2 0 for all t E [0, T]. Then x* is an optimal solution 
of(P). 
Comparing Corollaries 2.7 and 2.9, we observe that they represent wo 
extreme cases with respect to the p - (q, 8)-quasiinvexity assumptions in 
the sense that in one case every individual inequality constraint operator is 
required to be p - (q, fJ)-quasiinvex, whereas in the other case all of them 
are aggregated into one p-(q, 8)-quasiinvex operator. It is possible to 
modify Theorem 2.2 to handle situations which are intermediate between 
these two extreme cases, that is, situations in which some of the inequality 
constraint operators can be combined into one p - (q, 0)-quasiinvex 
operator while the rest are individually p - (q, 8)-quasiinvex. Two situa- 
tions of this type are described next. 
COROLLARY 2.10. Let x* E @ and assume as in Corollary 2.6, except that 
instead of x -+ xi.,, u:(t) g,(x) being p, - (q, f3)-quasiinoex for each m E 
{ 1, 2, . . . . M), now for each i E N, c { 1, 2, . . . . p}, gi is pi - (q, 0)-quasiinuex, 
the operator x -+ CleN2 u*(t) g,(x), where N, = { 1,2, . . . . p}\N,, is 
p - (n, 0)-quasiinuex, and p + p + xi, NI u:(t)p, > 0 for all t E [IO, T]. Then 
x* is an optimal solution of (P). 
Proof. Similar to the proof of Theorem 2.2. 1 
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COROLLARY 2.11. Let x* E @ and assume that f, g, h, u*, and U* are us 
in Theorem 2.2, let {I,,, I,, I,} he a partition of { 1, 2, . . . . p}, and assume that 
the function x -+ jl [f(x)(t) + xi6 ,0 u:(t) g,(x)(t)+ (u*(t), h(x)(t)>1 dt is 
pT- (n, 8)-pseudoinvex; that for each iE I,, g; is pi - (n, 8)-quasiinvex; that 
the operator x -+ CiG ,? u:(t) g;(x) is p- (n, t3)-quasiinuex, all at x* with 
respect to d, and all with respect to the same (n, 6); and that 
li+~+ci~lz u:(t)p, 20 for all tE [0, T]. Then x* is an optimal solution 
of(P). 
Proof Similar to the proof of Theorem 2.2. 1 
COROLLARY 2.12. Let x* E CD and assume that ,f g, h, u*, and v* 
are as in Theorem 2.2. Further, assume that the function x -+ 
JOT [f(x)(t) + <u*(t)? g(x)(t)) +X ,tJo o:(x)(t)] dt is pT- (n, l3)-pseudo- 
invex; that for each m E (1, 2, . . . . M}, the operator x -+ zjtJ,, u,*(t) h,(x) is 
p, - (n, d)-quasiinvex, all at x* with respect to @ and all with respest to the 
same (n, 9); and that p + Cz=, p, b 0. Then x* is an optimal solution 
of(P). 
Proqf In Theorem 2.2, let 1, = { 1, 2, . . . . p}. 1 
In a similar manner, one can specify other corollaries of Theorem 2.2 as 
well as various corollaries of Theorems 2.3 and 2.4. 
In the next two theorems only quasiconvexity and p-convexity condi- 
tions are postulated. 
THEOREM 2.5. Let x* E @ and assume that ft g, and h are continuously 
FrCchet dtfferentiahle at x*, and that there exist u* E WT [O, T] and 
o* E Wq[O, T] such that (2.1) and (2.3) (or (2.2) and (2.3)), with n(x, x*) = 
x -x*, are satisfied. Further, assume that A,( ., u*, v*) is quasiconvex; that 
for each me { 1, 2, . . . . M}, r,,,( ., u*, v*) is p,-quasiconvex, all at x* with 
respect to @; and that C,“= 0 p, 3 0. If there exists an .x? E W”[O, T] such 
that 
on(Jx*, u*, II*)@ -x*) > 0, 
then x* is an optimal solution of(P). 
Proof Let x be an arbitrary feasible solution of (P). Then proceeding 
as in the proof of Theorem 2.2, we obtain 
D&(x*, u*, u*)(x - x*) 3 0. 
Let x, = (1 - c()x + a$ tl E (0, 1). Then we have that 
D&(x*, u*, u*)(x, -x*) = (1 -LX) D&(x*, u*, u*)(x - x*) 
+ cwDn,(x*, u*, u*)(x, -x*), 
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and so using the last two inequalities, we see that DA,(x*, u*, v*) 
(x, - x*) > 0, which implies, because of our quasiconvexity assumption, 
that &(x,, u*, v*) > L&,(X*, u*, v*). Now taking the limit as a+ 0, we 
obtain A,(x, u*, v*) > &(x*, u*, o*), which reduces to &x)24(x*) 
because x, x* E @, u*(t) 2 0 for all t E [0, T], and (2.3) holds; hence x* is 
optimal for (P). m 
THEOREM 2.6. Let x* E @ and assume as in Theorem 2.5, except that 
instead of T,,,( ., u*, v*) being p,-quasiconvex for each m E (1, 2, . . . . M}, we 
now assume that the function x -+ jt l-,(x, u*, v*)(t) dt is p,,,-quasiconvex 
for each m E { 1, 2, . . . . M}, and that C,“=, p, >, 0. Then x* is an optimal 
solution of (P). 
Proof Similar to the proof of Theorem 2.5. 1 
The next four theorems may be viewed as continuous-time generaliza- 
tions of a Caretheodary-John-type sufficiency theorem given in [30]. 
THEOREM 2.7. Let x* E @ and assume that f, g, and h are continuously 
Frechet differentiable at x*, and that there exist u,+J E R, E [0, co), u* E 
WT [0, T], and v* E W4[0, T], (u,*, u*, u*) # 0, such that 
u: Df(x*) + i u,+(t) Dg,(x*) + i v:(t) Dhi(x*) n(x, x*)(t) dt 
,=I /=I I 
20 forall xE@, (2.4) 
uJ’ Df(x*) + i u*(t) Dg,(x*) + i v?(t) Dh,;(x*) z(t) dt 
,=l ,=I I 
=0 forall ZE W”[O, T] , 
> 
(2.5) 
u?(t) g;@*)(t) = 0 forall tE [0, T], i=1,2 ,..., p, (2.6) 
where n is an operatorfrom Wn[O, T] x W”[O, T] into W” [0, T]. Further, 
assume that 4 is p - (r], Q)-pseudoinvex; that for each m E NC (0, 1, . . . . M}, 
r,,,( ‘, u*, v*) is strictly pm - (n, 8)-pseudoinvex; that for each 
m E (0, 1, . . . . M}\N, r,( ., u*, v*) is p,,, - (n, 0)-quasiinvex, all at x* with 
respect to @ and all with respect to the same (n, 0); that u$, UT, ie Ii, vf, 
.iE J,, m E N, are not all zero; and that uzp + T C,“=, pm 3 0. Then x* is an 
optimal solution of (P). 
Proof Suppose to the contrary that X* is not optimal for (P) so that 
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there is a feasible solution X #x* such that d(X) < C&X*). This inequality 
implies, in view of our b - (q, 8)-pseudoinvexity assumption, that 
Dqqx*) F/(X, x*) < -fi lle(x, x*)11’. (2.7) 
From (2.6), feasibility of X and x*, and nonnegativity of U* it follows that 
for each m E N, 
T,,(X, u*, u*)(t) d 0 = z-,(x*, u*, u*)(r) for all t E [O, T] 
which implies, by virtue of our strict p, - (q, B)-pseudoinvexity hypothesis, 
that 
Dl-,(x*, u*, u*) d-f, -y*)(l) 
d -p, 116(X, x*)11’ for all f~ [0, T], rnE N, (2.8) 
with strict inequality holding if uf, i E I,, II,?, j E J,, m E N, are not all zero. 
Similarly, it follows that for each m E { 0, 1, . . . . M}\N, 
T,(X, u*, u*)(t) < 0 = r,(x*, u*, u*)(t) for all te [0, T], 
which implies, because of our pm - (q, 8)-quasiinvexity assumption, that 
DT,(x*, u*, u*) q(s, x*)(t) 
d -pm II&.$ x*)11* for all t E [0, 7’1, rnE (0, 1, . . . . M}\N. 
(2.9) 
Now in view of the hypothesis that u,*, UT, i E I,,, , UT, j E J,, m E N, are not 
all zero and (2.7)-(2.9) it follows that 
j[ 
’ u: Qf(x*) + i u,+(t) Dg,(x*) + i u:(t) Dh,(x*) r/(X, x*)(r) dt 
0 I=1 ,=I 1 
<- ( u,*fi+T g p, > II N-f, x* )II *. m = 0 
Since by hypothesis u$b + T xy= D p, b 0, the above inequality contradicts 
(2.4); hence x* must be an optimal solution of (P). 1 
The proofs of the next three theorems are similar to that of Theorem 2.7. 
THEOREM 2.8. Let x* E @ and assume as in Theorem 2.7, except that 
instead of the operator r,,,( ., u*, v*) being strictly p,,, - (q, d)-pseudoinvex 
for each meNc {0, 1, . . . . M), we now assume that the function x -+ 
f,’ l-,(x, u*, u*)( 1) dt is p,,, - (q, 6)-pseudoinvex for each m E N and that 
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uo*i+C,.~Pm+ TC memPm>O, where iV= (0, 1, . . . . M}\N. Then x* is 
an optimal solution of (P). 
THEOREM 2.9. Let x* E @ and assume as in Theorem 2.1, except that 
instead of the operator r,( ., u*, v*) being Pm - (n, O)-quasiinvex for each 
rnEmr (0, 1, . . . . m}\N, we now assume that the function x + 
JOT TAX, u*, v*)(t) dt is P, - (9, @l-q uasiinvex for each me ii7 and that 
uo*b+ TCm.~Pm+Crn.m - pm >/ 0. Then x* is an optimal solution of(P). 
THEOREM 2.10. Let x* E @ and assume thatf, g, h, u,*, u*, and v* are as 
in Theorem 2.7. Further, assume that 4 is t? - (n, 8)-pseudoinvex; that ,for 
each m E Nc (0, 1, . . . . M}, the function x -+ ii f,,,(x, u*, v*)(t) dt is strictly 
p,,, - (n, 8)-pseudoinvex; that for each m E (0, 1, . . . . M}\N, the function x -+ 
J,‘r,,,(x, u*, v*)(t) dt is p, - (n, %)-quasiinvex, all at x* with respect to @ 
and all with respect to the same (n, 9); that u,*, UT, ie I,,,, vf, jE J,,,, m E N, 
are not all zero; and that u$ fi + C,“= 0 p,,, > 0. Then x* is an optimal solution 
of(P). 
Just as in the case of Theorem 2.2, one can easily specify and discuss 
various corollaries of Theorems 2.5-2.8 by appropriate choices of the parti- 
tioning sets I, and J,, m = 0, 1, . . . . M. We do not explicitly state these 
corollaries. 
In the remainder of this section, we establish a continuous-time analogue 
of an important second-order sufficiency result which has found various 
applications in nonlinear programming [ 2 11. 
THEOREM 2.11 (Second-Order Sufkiency Conditions). Let x* E @ and 
assume that f, g, and h are twice continuously Frechet differentiable at x*, 
and that there exist u* E W: [0, T] and v* E Wq[O, T] such that (2.2) and 
(2.3) are satisfied. Let A be the Lagrangian function dejined in Corollary 2.1. 
If there exists a constant C > 0 such that 
D2A(x*, u*, v*)(z, z) > c ~~z~~2 (2.10) 
for all ZE W”[O, T]\(O) with 
D&(x*) z(t) Q 0 forall tEAi( i=1,2 ,..., p, (2.11) 
Dg,(x*) z(t) = 0 for all t E A,(x*) n B(u:), i= 1,2, . . . . p. (2.12) 
and 
Dh,(x*)z(t)=O forafl tE [0, T], j= 1, 2, . . . . q, (2.13) 
then x* is a strict local minimizing point qf (P). 
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Proof: Suppose, on the contrary, that x* is not a strict local minimizing 
point of (P). Then there exists a sequence { xk ) c @, xk # x*, converging to 
X* such that for each k, &xk) 6 4(x*). If we express xk as xk = x* + rkSk 
with SUE W”[O, T], jlskll = 1 and rk>O for each k, then clearly rk -+O as 
k + co. Since in a Hilbert space every bounded sequence contains a weakly 
convergent subsequence, it follows that {.rk} has such a subsequence. 
Choosing a subsequence and relabeling if necessary, we may assume that 
(ski itself converges weakly to an element s* E W”[O, T]. Since for each k, 
xk E @ and #(x*) 3 d(xk), we have by Taylor’s theorem 
cl 2 g,(xk)(t) - gi(x*)(f) 
= r,Dg,(x* + akrksk) Sk(t) forall tEA,(X*), i= 1,2, . . . . p, 
O=h,(x”)(t)--,(x*)(t) 
= rkDhf(x* + bkrksk) Sk(t) for all t E [0, T], j= 1, 2, . . . . q, 
O~~,:.~(x*)(r)dr-~oTf(s*)(t)dt 
=?I 
T 
Dj-(x* + ykrksk) Sk(t) dt, 
0 
where !xk, flk, Yk E (0, 1) for all k. Dividing the above expressions by rk and 
taking limits as k -+ cc, we obtain 
Dg,(x*) s*(t) 60 for all BEAM, i= 1, 2, . . . . p, (2.14) 
Dh,(x*) s*(t) = 0 for all r~ [0, T], j= 1, 2, . . . . q, (2.15) 
s 
T 
Df(x*) s*(t) dt < 0. (2.16) 
0 
Next we want to show that 
Dgj(x*) s*(t) = 0 for all tEA,(x*)nB(u*), i= 1,2, . . . . p. (2.17) 
Suppose, on the contrary, that for an index m E { 1, 2, . . . . p}, 
Dg,(x*) ~*(f, 1-c 0 for some t, E ,4,(x*) n B(uz). 
Then because of the continuity of the function t -+ Dg,(x*)s*(t) on 
[0, T], there exists a subset Tc [0, T] (containing r,) such that 
Dg,Jx*) s*(t) < 0 for all t E r. 
409:153/2-4 
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Therefore, from (2.2) with z = s* we have 
/oTDj-(x*,s*(t) dt= -s, u;(t) Dg,(x*) x*(t) dt > 0, 
in contradiction to (2.16). Hence (2.17) must hold. Now by Taylor’s 
theorem we can write 
A(x* + rksk, u*, u*)- A(x*, u*, u*) 
= r,DA(x*, u*, u*)sk 
r : + j- D*A(x* + hkrksk, U*, U*)(sk, Sk), 
where 6, E (0, 1) for all k. Since for each k, x* + rksk E @, 4(x* + rksk) < 
4(x*), and. (2.2) and (2.3) are satisfied at (x*, u*, u*), the above expression 
implies that 
D*A(x* + bkrksk, u*, u*)(sk, sk) < 0. 
Since D*A(x*, u*, u*) is a continuous bilinear form on W”[O, T] x 
W”[O, T], the function s + D*A(x*, u*, v*)(s, s) is weakly lower semi- 
continuous. Therefore, it follows that 
D*A(x*, u*, u*)(s*, s*) < l$niif D*A(x* + bkrksk, u*, u*)(sk, sk) < 0, 
which contradicts (2.10). Hence we conclude that x* is a strict local mini- 
mizing point of (P). i 
In view of (2.14~(2.17) it is clear from the above proof that the assertion 
of Theorem 2.11 remains valid if (2.11)( 2.13) are replaced by the following 
conditions: 
5 
r 
Df(x*) z(t) dt < 0, 
0 
(2.18) 
Dgi(X*)z(t)QO for all tEAi( i= 1, 2, . . . . p, (2.19) 
Dh,(x*) z(t) = 0 for all t E [0, T], j= 1, 2, . . . . q. (2.20) 
These conditions are slightly better than (2.1 l)-(2.13) in that knowledge of 
U* is not required for their verification. 
We formalize this observation in the following theorem. 
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THEOREM 2.12 (Second-Order Sufficiency Conditions). Let x* E @ and 
assume that the hypotheses of Theorem 2.11 are satisfied with (2.11 k(2.13) 
replaced by (2.18t(2.20). Then x* is a strict local minimizing point of (P). 
In contrast to the finite-dimensional case, (2.10) cannot be relaxed to 
D*A(x*, u*, u*)(z, z) > 0. This can easily be demonstrated for the special 
case when (P) is unconstrained: minimize b(x) = f,‘f(x)( t) dt, 
XE W”[O, T]. If we let n = 1, f(x)(t)= tx*(t)-x3(t), and x*(t) =0 for all 
t E [0, T], then we find that DqQx*)z =0 for all ZE W[O, T], and 
D*qS(x*)(z, z) = Jr 2tz*(t) dt > 0 for all z E W[O, T]\(O), and hence the 
suppositions of Theorem 2.11 are fulfilled. However, x* is not an optimal 
solution of this problem, because if we choose i(t) = t + 1, then we see that 
#(a)= -f,‘a’(t)dt<O=&x*). 
3. A CLASS OF VARIATIONAL-TYPE INEQUALITIES 
As an application of the results established for (P), we now discuss some 
necessary conditions and sufficient conditions for the existence of solutions 
to the following problem: 
Find x* E @ such that 
s 
T 
(W*)(t), x(t) -x*(t)) dt 20 for all x E @, (VP) 
0 
where @ is the feasible set of (P) and F is a nonlinear operator from 
W”[O, r] into C”[O, T]. 
Although, strictly speaking, (VP) does not completely conform to the 
format of a standard variational inequality, nevertheless, it can be related 
to (P) in the same way that a variational inequality is related to a non- 
linear programming problem, and, consequently, all the suffciency results 
which are available for (P) can be restated as solvability conditions for 
(VP). Indeed, this can be accomplished by means of the following auxiliary 
optimization problem: 
minimize 5 = (F(x*)(t), x(t)--x*(t)) dt 0 
(ApI 
subject o x E @, 
where x* is a fixed element of @. 
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Clearly, if x* is a solution of (VP), then it is an optimal solution of (AP). 
Conversely, if x* E @ is an optimal solution of (AP), then 
0 = joT <w*)(t) ,x*(t)-x*(t)) dt 
< 
s 
T (F(x*)(t), x(t)-x*(t)) dt 
0 
for all x E @, and hence x* is a solution of (VP). For later reference, we 
state this equivalence result as a lemma. 
LEMMA 3.1. An x* E @ is optimal for (AP) if and only if it solves (VP). 
Now utilizing this lemma in conjunction with the necessary optimality 
conditions of [33] and the suffkiency conditions of the preceding section, 
we obtain various solvability results for (VP). We begin with some 
necessary conditions which require no differentiability assumptions. 
THEOREM 3.1. Let x* be a solution of (VP), let the function $: 
Wn[O, T] x WT [0, T] x Wq[O, T] + R defined by 
4% u, fJ) = s oT C(m*)(t), .X(t) - x*(t)> 
+ (4th g(x)(t)> + (v(t)> h(x)(t))1 & 
be lower semicontinuous and strictly quasiconvex with respect to its first 
argument on W”[O, T] and assume that either one of the following condi- 
tions is satisfied: 
(i) $ has the low-value property at (x*, u*, II*) for some 
u* E W$ [0, T] and u* E Wg[O, T] such that (u*(t), g(x*)(t)) =0 for all 
tE [O, T]; that is, there exist a closed halt B(x*; E) (centered at x* with 
radius E > 0) and a weakly compact convex set D c WC [0, T] x W*[O, T] 
such that 
max +(x, U, 0) 20 for all x E B(x*; E), 
(U,U)EQ 
(ii) There exists a closed ball B((u*, u*); S)C WPIO, T] x Ws[O, T] 
for some u* E Wr’+ [0, T] and v* E W4[0, T] with (u*(t), g(x*)(t)) =0 for 
all tE [0, T], such that $(x*, u*, v*)> Ii/(x*, u, v) for all (u, v) on the 
boundary of B((u*, v*); 6) n ( W$ [0, T] x W4[0, T]). 
Then there exist u” E WT [0, T] and v” E Wq[O, T] such that 
VARIATIONAL TYPE INEQUALITIES 349 
for all XE W” [O, T], all ME WT [0, T], and all v E Wy[O, T], and 
up(t) gi(X*)(t)=O for all TV [-0, T], i= 1, 2, . . . . p. 
Proof Since by Lemma 3.1, x* is an optimal solution of (AP), the 
assertions of the theorem follow from Theorems 4.1 and 4.2 of [33]. i 
THEOREM 3.2. Let x* be a solution of (VP), let II/( ., u, v) be strictly 
quasiconvex on W”[O, T] for every fixed u E W: [0, T] and v E Wq[O, T], 
and assume that either (i) or (ii) qf Theorem 3.1 is satisfied. Further, assume 
that the functions g;, i = 1, 2, . . . . p, and hi, j= 1, 2, . . . . q, are continuously 
Frdchet differentiable at x*. Then there exist MOE WC [0, T] and 
V’E Wq[O, T] such that 
(F(x*)(t), z(t)> + i u:(t) &Ax*) z(t) 
r=l 
+ i v;(t)Dhj(x*) z(t) dt 
j= 1 1 
=o for all ZE W”[O, T], 
u:(t) g,(x*)(t)=O for all tE [0, T], i= 1, 2, . . . . p. 
Proof: This follows from Lemma 3.1 of this section and Theorem 4.4 of 
c331. I 
We next turn to a discussion of sufficient conditions for (VP). We first 
present a saddle point criterion which is valid without any convexity or 
differentiability assumptions. 
THEOREM 3.3. Let x* E W”[O, T] and assume that there exist 
u* E WT [0, T] and v* E Wq[O, T] such that 
w*, u, v) < +(x*3 u*, v*) Q $(x, u*, v*) 
for all XE W”[O, T], all UE WC [0, T], and all VE Wq[O, T]. Then x* is a 
solution of (VP). 
Proof: The assertion follows from Theorem 4.3 of [33] and Lem- 
ma 3.1. 1 
In a similar manner, we next apply Theorems 2.1-2.10 and some of their 
corollaries to (AP) and thus obtain several general solvability criteria for 
(VP) via Lemma 3.1. 
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THEOREM 3.4. Let x* E Q, and assume that g and h are continuously 
Frechet differentiable at x*, and that there exist u* E W$[O, T] and 
V*E Wq[O, T] such that 
<F(x*)(th y(t)-x*(t) > 
u?(t) Qi(X*)+ i ur(t)Dhj(x*) ?(I', X J(t) dt 
j= I 1 *I 
20 forall yE@, (3.1) 
u,*(t) g,(x*)(t) =0 for all tE [0, T], i= 1,2, . . . . p. (3.2) 
Further, assume .that for each ic { 1, 2, . . . . p}, g, is pi- (n, 8)-invex; that for 
each Jo { 1, 2, . . . . q}, v,*(t)h, is fij-((rl, t3)-inuex, all at x* with respect to @ 
and all with respect o the same (n, 0); and that C$‘=, u,+(t)@, + CT=, pi 2 0 
for all t E [0, T]. Then x* is a solution of (VP). 
Proof By Theorem 2.1, x* is an optimal solution of (AP); hence by 
Lemma 3.1, x* is a solution of (VP). [ 
THEOREM 3.5. Let x* E @ and assume that g and h are continuously 
Frechet differentiable at x*, and that there exist u* E W: [0, T] and 
V*E Wq[O, T] such that (3.1) and (3.2) are satisfied. Further, assume that 
for each m E (1, 2, . . . . M}, f,( ., u*, v*) (x -+ 1: r,,Jx, u*, v*)(t) dt) is 
pm - (n, tI)-quasiinvex, all at x* with respect o @ and all with respect o the 
same (n, 0); and that C,“=, p,,,ZO. Then x* is a solution of (VP). 
Proof The assertion follows from Theorem 2.2 (Theorem 2.3) with 
Z,=J,,=@, and Lemma3.1. 1 
THEOREM 3.6. Let x* E @ and assume that g and h are continuously 
Frtkhet differentiable at x*, and that there exist u* E WC [O, T] and 
v* E Wq[O, T] such that 
<F@*)(t), y(t) - x*(t)> 
+ .f, u?(t) &i(x*)+ i v,*(t) Dhj(X*) 
[. 
[Y(t)-x*(t)1 dt 
j= 1 1 
20 for all y E @, 
u?(t) gi(x*)(t) = 0 for all tE [0, T], i= 1, 2, . . . . p. 
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Further, assume that the function x -+ LO(x, u*, v*), where 
Lo(x, u*, V.,=Q[<F(x*)(t)~ X(t)-X*(t)> + C u:(t) g,(X)(t) 
iE lo 
+ 1 v.:(t) h,(x)(t) 4 
ie-43 1 
is pT-pseudoconvex (p-pseudoconvex); that for each m E { 1,2, . . . . M}, 
T’,( ., u*, v*)(x + sc l-,(x, u*, u*)(t) dt) is pm-quasiconvex, all at x* with 
respect to @; and that p + C,“=, p,,, 2 0. Then x* is a solution of (VP). 
Proof The assertion follows from Theorem 2.2 (Theorem 2.3), with 
r](x, x*) = 6(x, x*) =x-x*, and Lemma 3.1. i 
THEOREM 3.7. Let x* E @ and assume that g, h, u*, and v* are as in 
Theorem 3.6. Further, assume that L,( ., u*, v*) is p-pseudoconvex; that for 
each m E { 1, 2, . . . . M}, the function x -+ Jlrm(x, u*, v*)(t) dt is p,- 
quasiconvex, all at x* with respect to @; and that /!J + C,“=, pm > 0. Then x* 
is a solution of (VP). 
Proof The assertion follows from Theorem 2.3, with q(x, x*) = 
0(x, x*) =x-x*, and Lemma 3.1. 1 
THEOREM 3.8. Let x* E @ and assume that g, h, u*, and v* are as in 
Theorem 3.6. Further, assume that L,( ., u*, v*) is pT-pseudoconvex; that 
for each m E N, c (1,2, . . . . M}, r,,,( ., u*, v*) is p,-quasiconvex; that for 
each m E N, = { 1, 2, . . . . M}\N,, the function x -+ lr Z-Jx, u*, v*)(t) dt is 
p,-quasiconvex, all at x* with respect to @; and that pT+ T C,,,, N, p, + 
c mtN1 p,,, 2 0. Then x* is a solution of (VP). 
Proof The assertion follows from Theorem 2.4, with g(x, x*) = 
0(x, x*)=x-x*, and Lemma 3.1. 1 
We next state several corollaries of Theorem 3.6; corollaries of 
Theorems 3.7 and 3.8 can be specified similarly. 
COROLLARY 3.1. Let x* E @ and assume that g, h, u*, and v* are as in 
Theorem 3.6. Moreover, assume that any one of the following collections of 
conditions holds: 
(1) The function x + Ji[(F(x*)(t), x(t) - x*(t)) + (u*(t), 
g(x)(t)) + (v*(t), h(x)(t))] dt is pseudoconvex at x* with respect to @; 
(2) Theoperatorx + z$‘= 1 u:(t) g,(x)+ J$=, v,*(t) h,(x)isp,-quasi- 
convex at x* with respect to @, and p, > 0; 
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(3) The function x -+ L,(x, u*) = ll[ (F(x*)(t), x(t) - x*(t)) + 
(u*(t), g(x)(t))] dt is pT-pseudoconuex, for each m E { 1, 2, . . . . M}, the 
operator x -+ C. ,EJm v,+(t) hi(x) is p,-quasiconvex, all at x* with respect to 
@, andp+C,M=, p,BO; 
(4) The function L,(., u*), defined in (3), is pT-pseudoconvex, the 
operator x -+ C,Y= 1 v:(t) h,(x) is p,-quasiconvex, both at x* with respect to 
@, andp+p,>O; 
(5) The function L,( ., u*), defined in (3), is pT-pseudoconvex, for 
each j E { 1, 2, . . . . q}, the operator x + u,*(t) h,(x) is pi-quasiconvex, all at x* 
with respect to @, and p + c,“= 1 p, 2 0; 
(6) The function x -+ L,(x, v*) = jz [ (F(x*)(t), x(t) - x*(t)) + 
(v*(t), h(x)(t))] dt is pT-pseudoconvex, for each rn~ { 1,2, . . . . M}, the 
operator x -+ CiG ,m u*(t) g,(x) is p,-quasiconvex, all at x* with respect 
to CD, and p+C,“=, p,30; 
(7) The function L,( ., v*), defined in (6), is pT-pseudoconvex, the 
operator x -+ Cp=, u,+(t) g,(x) is p,-quasiconvex, both at x* with respect to 
@, and p+p, 20; 
(8) The function L2( ., v*), defined in (6), is pT-pseudoconvex, for 
each iE { 1, 2, . . . . p}, the operator x + uj+( t) g,(x) is pi-quasiconvex, all at x* 
with respect to @, and p + Cf=, p, > 0; 
(9) The function L,( ., v*), defined in (6), is pT-pseudoconvex, for 
each iE { 1,2, . . . . p}, gj is pi-quasiconvex, all at x* with respect to @, and 
p +xp= 1 u*(t)pi 20 for all tE [0, T]; 
(10) The function L,( ., v*), defined in (6) is pT-pseudoconvex, 
f each iE N, c { 1,2, . . . . p}, g, is 
x”Lxi,, u*(t) g-(x) where N = { 1, 2 
pi-quasiconvex, the operator 
> P)\N,, is +quasiconvex, all at 
x* with rkpect to’~,hnd~+p2+C~..y,‘;:~(t)~iLOfor all tE[O, T]; 
(11) The function x+Jl[(F(x*)(t), x(t)-x*(t))+C;,,,u:(t) 
gi(x)(t)+ (u*(t), h(x)(t))] dt is pT-pseudoconvex, for each iEI,, g, is 
pi-quasiconvex, the operator x + xiE t2 ul(t)g,(x) is t%quasiconvex, all at 
x* with respect to @, and p+P+C,.,,u*(t)pi>O for all tE [0, T]; here 
(I,, I,, Z,j is a partition of (1,2, . . . . pl; 
(12) The function x-j: [(F(x*)(t), x(t)-x*(t))+ (u*(t), g(x)(t)) 
+ cjEJO v:(t) h,(x)(t)] dt is pT-pseudoconvex, for each m E { 1, 2, . . . . M}, 
the operator x -+ xjEJm , u*(t) hi(x) is pm-quasiconvex, all at x* with respect 
to @, andp+CE=, P,,,aO; 
then x* is a solution of (VP). 
Proof. The assertions follow from Corollaries 2.1-2.12, with q(x, x*) = 
0(x, x*) = x - x*, and Lemma 3.1. 1 
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THEOREM 3.9. Let x* E @ and assume that g, h, u*, and v* are as in 
Theorem 3.6. Further, assume that L,( ., u*, v*) is quasiconvex; that for each 
m E { 1, 2, . . . . M}, f,( ., u*, v*)(x -+ s: T,(x, u*, v*)(t) dt) is p,-quasi- 
convex, all at x* with respect to @; and that C,“=,, pm > 0. If there exists an 
.?E Wn[O, T] such that DL,(x*, u*, ~*)(a--- x*) > 0, then x* is a solution 
of (VP). 
Proof The assertion follows from Theorem 2.5 (Theorem 2.6) and 
Lemma 3.1. 1 
THEOREM 3.10. Let x* E @ and assume that g and h are continuously 
Frdchet differentiable at x*, and that there exist uz E R,, u* E Wr’+ [0, T] 
and v* E Wq[O, T] such that 
u,*<F(x*)(t), y(t) - x*(t)> 
i u?(t) Dgi(x*)+ i 
i= 1 ,=I 
v,*(t) Dh,(x*l] v(y, I’)(t)} dt 
30 for all y E @, 
u*(t) gi(x*)(t)=O for all tE [0, T], i= 1,2, . . . . p, 
where n is an operatorfrom W”[O, T] x W”[O, T] into W” [0, T]. Further, 
assume that for each rnE NC {O, 1, . . . . Mj, r,,,( ., u*, v*) is strictly 
p,,, - (n, 0)-pseudoinvex, that for each m E (0, 1, . . . . M}\N, f,( ., u*, v*) is 
p,,, - (n, %)-quasiinvex, all at x* with respect to @ and all with respect to the 
same (n, 0), that u,*, uy, iE I,,,, v,*, j E J,, m E N, are not all zero, and that 
C,“=, p,,, > 0. Then x* is a solution of (VP). 
Proof The assertion follows from Theorem 2.7 and Lemma 3.1. 1 
The next three theorems follow respectively from Theorems 2.8, 2.9, and 
2.10, and Lemma 3.1. 
THEOREM 3.11. Let x* E @ and assume as in Theorem 3.10, except that 
instead of the operator I-,,,( ., u*, v*) being strictly p,,, - (n, 8)-pseudoinvex 
for each m EN, we now assume that the function x -+ jl r,,,(x, u*, v*)(t) dt 
1 
strictly p, - (n, 0)-pseudoinvex for each m E N and that 
rn~NPrn+~~rn~,VP m 20, where m= (0, 1, . . . . M}\N. Then x* is a solu- 
tion of (VP). 
THEOREM 3.12. Let x* E@ and assume as in Theorem 3.10, except 
that instead of the operator r,,,( ., u*, v*) being p,,, - (n, B)-quasiinvex for 
each rneR= (0, 1, . . . . M}\N, u’e now assume that the ,function 
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x + sl r,Jx, u*, u*)(t) dt is p, - (Q 8)-quasiinvex for each m E N and that 
TC ?TlENi%?+CF??ElVP m 2 0. Then x* is a solution of (VP). 
THEOREM 3.13. Let x* E @ and assume that g, h, u,*, u*, and v* are as 
in Theorem 3.10. Further, assume that for each m E N c { 0, 1, . . . . m], the 
function x -+ jc rm(x, u*, v*)(t) dt is strictly p,,, - (q, 8)-pseudoinuex; that 
for each me (0, l,..., M)\N, the function ~+~~r~(x,u*,v*)(t)dt is 
jj,,, - (Q Qquasiinvex, all at x* with respect to @ and all with respect to the 
same (q, 0), that u,*, u:, ie I,,,, VT, J,,,, m E N, are not all zero; and that 
C,“=, p,,, 2 0. Then x* is a solution of (VP). 
Evidently, Theorems 3.4-3.13 contain a great variety of special cases 
which can easily be identified by appropriate choices of I,,,, J,, m = 0, 
1 9 . . . . M, F, g,, i= 1, 2, . . . . p, h,, j= 1, 2, . . . . q, and by considering various 
special forms of the generalized p - (q, 0)-invexity assumptions used in 
these theorems. 
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