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We study the effects of δ-function periodic kicks on the Floquet energy-momentum dispersion in
graphene. We find that a rich variety of dispersions can appear depending on the parameters of the
kicking: at certain points in the Brillouin zone, the dispersion can become linear but anisotropic,
linear in one direction and quadratic in the perpendicular direction, gapped with a quadratic dis-
persion, or completely flat (called dynamical localization). We show all these results analytically
and demonstrate them numerically through the dynamics of wave packets propagating in graphene.
We propose experimental methods for producing these effects.
PACS numbers: 05.70.Ln, 72.15.Rn
I. INTRODUCTION
Quantum systems driven periodically in time have
been extensively studied in recent years from many points
of view, such as the generation of defects1,2, coher-
ent destruction of tunneling3,4 and dynamical freezing5,
dynamical saturation6 and localization7–9, dynamical
fidelity10, edge singularity in the probability distribution
of work11 and thermalization12 (see Ref. 13 for a review).
These studies have become more important following the
proposals of Floquet (irradiated) graphene14–16, Floquet
topological insulators and the generation of topologically
protected edge states17–39; some of these aspects have
been experimentally studied40–42. We note that topo-
logically ordered systems have also been studied using
other driving schemes, for instance, sudden quenching;
see Refs. 43–45.
Dynamical localization is a particularly interesting
phenomenon; here the electrons become completely lo-
calized in space due to periodic driving of some param-
eter in the Hamiltonian. Examples of systems showing
dynamical localization include driven two-level systems3,
classical and quantum kicked rotors46,47, the Kapitza
pendulum48, and bosons in an optical lattice49.
There has been a tremendous amount of research on
graphene in the last several years, both theoretical and
experimental50–54. Graphene is a two-dimensional hexag-
onal lattice of carbon atoms in which the pi electrons hop
between nearest neighbors. The spectrum is gapless at
two points (called ~K and ~K ′) in the Brillouin zone, and
the energy-momentum dispersion around those points
has the Dirac form E~k = ~vF |~k|, where vF ' 106m/s
is the Fermi velocity. The Dirac nature of the electrons
gives rise to many interesting properties of this material.
The ability to manipulate the dispersion of electrons in
graphene can therefore be expected to give rise to some
novel applications.
In this work, we will study the effects of periodic driv-
ing on an electron moving on the graphene lattice. We
will use Floquet theory to look at the stroboscopic prop-
erties (i.e., measured at the end of each time period of
the driving) of the system. In particular we will be in-
terested in the form of the quasi-energy dispersion and
the dynamics of wave packets when various parameters in
the Hamiltonian are given periodic δ-function kicks. (We
note here that the effects of periodic kicking on charge
transport and optical conductivity of a graphene nanorib-
bon have been studied in Ref. 55. Further, a proposal for
using periodic pulses to simulate the effects of curvature
in graphene has been made in Ref. 56). As we will see,
the advantage of periodic δ-function kicks (in contrast
to sinusoidal driving) is that the problem can be stud-
ied analytically to a large extent9,57. We will show that
for certain specific values of the driving parameters, the
quasi-energy is completely independent of the momen-
tum; this leads to zero group velocity and therefore to dy-
namical localization of wave packets. We also find other
interesting phenomena. For example, the dispersion can
become gapless along a particular line in the momentum
space which results in a movement of wave packets along
one particular direction in real space. We can also make
the dispersion linear in one direction and quadratic in
the perpendicular direction (called a semi-Dirac disper-
sion), or gapped and quadratic in both directions around
certain points in the Brillouin zone.
The plan of our paper is as follows. In Sec. II, we re-
call the Hamiltonian and energy dispersion of graphene.
In Sec. III, we describe the ideas of periodic δ-function
kicking of the Hamiltonian and the quasi-energy disper-
sion for the most general form of kicking. Sec. IV de-
scribes how the dynamics of a Gaussian wave packet can
be studied numerically. In Sec. V, we examine separately
the effects of periodic kicking of three different parame-
ters in the Hamiltonian. We show that a rich variety of
quasi-energy dispersions can be obtained depending on
the kicking parameters. The effects of these dispersions
on the wave packet dynamics will be shown in some par-
ticularly interesting cases. In Sec. VI, we present a gen-
eral way of understanding the phenomenon of dynamical
localization. We end in Sec. VII with a summary of our
main results, possible experimental realizations of peri-
odic kicking of the different parameters, and some direc-
tions for future work.
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2FIG. 1: The graphene lattice has a two-site unit cell; the sites
are labeled A and B and are separated by a distance a.
II. HAMILTONIAN OF GRAPHENE
We begin with a brief description of the band structure
of graphene. The Hamiltonian is given by a tight-binding
model with nearest-neighbor hopping on a hexagonal lat-
tice51
H = − γ
∑
~i,~j
∑
s=↑,↓
(c†~i,s c~j,s + H.c.), (1)
where the sum over ~i, ~j goes over the nearest neigh-
bors (see Fig. 1), the hopping amplitude γ ' 2.8 eV ,
the nearest neighbor spacing is a ' 0.14 nm, and s de-
notes the spin component in, say, the z direction. (We
will henceforth set ~ = 1). Each unit cell of the hexago-
nal lattice consists of two sites; we denote the two sites,
belonging to sublattices A and B, by a~n and b~n respec-
tively. We introduce the Pauli matrices ~σ with σz = ±1
denoting sites on the A and B sublattices respectively.
The midpoint of a unit cell labeled as ~n is located at
~n = (3a/2) (n1, (2n2 + n1)/
√
3), where n1, n2 take
integer values. The spanning vectors of the lattice are
~M1 = (3a/2)(1, 1/
√
3) and ~M2 = (3a/2)(1,−1/
√
3).
The reciprocal lattice vectors can be chosen to be ~G1 =
(2pi/3a)(1/2,
√
3/2) and ~G2 = (2pi/3a)(1/2,−
√
3/2).
In momentum space, the Hamiltonian in Eq. (1) takes
the form
H~k = −γ
(
0 1 + ei
~k· ~M1 + ei~k· ~M2
1 + e−i~k· ~M1 + e−i~k· ~M2 0
)
= −γ (g~k σx − h~k σy), (2)
where
g~k = 1 + cos(
~k · ~M1) + cos(~k · ~M2),
h~k = sin(
~k · ~M1) + sin(~k · ~M2). (3)
As is well-known, the energy dispersion is given by ±E~k
where
E~k = γ
√
g2~k
+ h2~k
(4)
= γ[3 + 2 cos(
√
3kya) + 4 cos(
√
3kya
2
) cos(
3kxa
2
)]1/2.
The two bands touch each other at two inequiva-
lent points; these are located at the wave vectors
±(0, 4pi/(3√3a)) and are called ~K and ~K ′. Around
these points, the effective low-energy continuum theory
of graphene electrons takes the form of a two-dimensional
Dirac Hamiltonian with
HD =
∑
~k
ψ†~k[vF (σ
xkx + τ
zσyky)]ψ~k, (5)
where vF = 3γa/2 is the Fermi velocity, τ
z = ±1
at ~K ( ~K ′) respectively (these are called valleys), and
ψ~k ≡ ψστs~k denote eight-component electron annihilation
operators with the components corresponding to sub-
lattice (σ), valley (τ), and spin (s) degrees of freedom.
Equation (5) is the Dirac Hamiltonian and the dispersion
is given by ±E~k = ±vF |~k|, with a four-fold degeneracy
due to the valley and spin degrees of freedom. We will
ignore the spin degree of freedom in this paper.
If we add a staggered potential of the form fσz, so that
sites on the A and B sublattices have on-site energies f
and −f respectively, the Dirac Hamiltonian gets a mass
f leading to the dispersion ±E~k = ±
√
v2F
~k2 + f2; this
has a gap of 2|f | at ~k = 0.
In the next section we study what happens when vari-
ous parameters in the Hamiltonian are given δ−function
kicks with a time period T .
III. FLOQUET HAMILTONIAN FOR PERIODIC
KICKING
We now apply δ-function kicks to the system, described
by the following term in the Hamiltonian
Hkick =
∑
~n
(αxσ
x + αyσ
y + αzσ
z)
∞∑
m=−∞
δ(t−mT ).
(6)
We assume that the periodic kicks are the same for all
unit cells ~n; hence they add the term
H~k,kick = (αxσ
x+αyσ
y+αzσ
z)
∞∑
m=−∞
δ(t−mT ) (7)
to the momentum space Hamiltonian in Eq. (2).
The Floquet (stroboscopic) operator UXY Z which
evolves the system through one time period T is given
by
UXY Z = U~k,kickU~k = e
−i~α·~σ e−iH~kT ≡ e−iHXYZT (8)
3in momentum space. This also defines for us the effec-
tive stroboscopic Hamiltonian HXY Z . The eigenvalues of
HXY Z can be found by using the following identity for
Pauli spin matrices,
eia(nˆ.~σ)eib(mˆ.~σ) = eic(kˆ.~σ), (9)
where {a, b, c} are scalars and {nˆ, mˆ, kˆ} are unit vectors.
Here c and kˆ can be found in terms of a, b, nˆ and mˆ using
the following relations:
cos c = cos a cos b− nˆ · mˆ sin a sin b,
kˆ =
1
sin c
(nˆ sin a cos b+ mˆ sin b cos a
− nˆ× mˆ sin a sin b). (10)
Hence the eigenvalues of HXY Z are equal to ±ε, where
the quasi-energy ε is given by
ε =
1
T
arccos [cosα cos(E~kT )
+
γ(αxg~k − αyh~k)
αE~k
sinα sin(E~kT )],(11)
with α =
√
α2x + α
2
y + α
2
z. In the special case of only
αz 6= 0, i.e., the kicking is applied to only the on-site ener-
gies of the graphene sublattice, the quasi-energy takes the
particularly simple form ε = 1T arccos[cosαz cos(E~kT )].
We will discuss this in more detail below.
IV. WAVE PACKET DYNAMICS
To corroborate our results from the analytical results
presented in the later sections, we numerically study the
time evolution of a wave packet on the graphene lattice.
We visualize the packet only at times which are integer
multiples of T , consistent with our understanding of the
effective dispersion given by ε.
Consider a wave packet Ψ in two spatial dimensions,
with an initial momentum ~ko = (kox, koy) and a width σ.
Namely,
Ψ(~r, t = 0) =
1√
2piσ2
exp(− r
2
4σ2
) exp(i~ko · ~r), (12)
which is normalized such that
∫
d~r|Ψ|2 = 1. The Fourier
transform of Ψ is given by,
Ψ(~k, t = 0) =
√
8piσ2 exp[−σ2{(kx−kox)2+(ky−koy)2}].
(13)
such that 1(2pi)2
∫
dkxdky|Ψ(~k)|2 = 1.
Since the system has translational symmetry even in
the presence of kicking, we can study the time evolution
of each k mode separately. Thus a wave packet centered
at ~ko can be evolved via UXY Z and then Fourier trans-
formed to the real space lattice. At each ~k mode we have
a two-component vector associated with the occupancy
of the graphene bands. Note that in the absence of any
kicking, the upper and lower bands (positive and nega-
tive energies) have opposite velocities. Hence the wave
packet movement will depend on the band which is ini-
tially occupied. In this work we always consider wave
packets built out of the lower band (negative energy).
It may be useful to say a few words about our nu-
merical procedure. We impose periodic boundary con-
ditions in both real and momentum space. In mo-
mentum space, the Brillouin zone is a rhombus whose
corners are at (pi/a)(−1/3,−1/√3), (pi/a)(−1, 1/√3),
(pi/a)(1/3, 1/
√
3), and (pi/a)(1,−1/√3). If the num-
ber of unit cells is N2 (the number of sites is 2N2),
the real space lies in a rhombus whose center lies
at (0, 0) and corners are at (3aN/2)(−1/2,−√3/2),
(3aN/2)(1/2,−1/(2√3)), (3aN/2)(−1/2, 1/(2√3)), and
(3aN/2)(1/2,
√
3/2). In Figs. 3 and 5, we have taken
a = 1 and N = 40.
V. DISPERSION FOR UNIDIRECTIONAL
KICKING
We now look at the effects of kicking in each of the
three directions in the subsections below. We will show
that kicks along σx, σy and σz can have quite different
effects.
A. X-kicking: αx 6= 0, αy = αz = 0
We first consider the case when the kicking is applied
only in the σx direction. In this case, we find that the
quasi-energy spectrum given in Eq. (11) is gapless (i.e.,
ε = 0), when h~k = 0, E~k = γ|g~k|, and E~kT = α = |αx|.
This leads to the equations
2 cos(
3kxa
2
) cos(
√
3kya
2
) =
αx
γT
− 1,
2 sin(
3kxa
2
) cos(
√
3kya
2
) = 0. (14)
This gives the following gapless points
cos(
√
3kgya
2
) =
1
2
(
αx
γT
− 1),
sin(
3kgxa
2
) = 0. (15)
Clearly this can only be satisfied if −γT ≤ αx ≤ 3γT .
We can also see that only kgy can be modulated using αx.
The low-energy dispersion about these gapless points can
be found by expanding ε as follows,
cos(εT ) = cosαx cos(E~kT )
+ (1−
h2~k
2g2~k
) sinαx sin(E~kT ), (16)
4which implies that
ε2 =
1
T 2
[
(αx − E~kT )2 +
γ2T 2h2~k
α2x
sin2 αx
]
. (17)
The effective velocities about the gapless points are given
by
vx =
3a
2T
√
(αx − γT )2 sin2 αx
α2x
,
vy =
3a
2T
√
3γ2T 2 + 2γTαx − α2x
3
. (18)
FIG. 2: Quasi-energy dispersion ε (in units of 1/T ) when
αx = γT = 1 and αy = αz = 0. There is a dispersionless line
along the kx direction when kya = ±pi/
√
3. A wave packet
localized on this gapless line moves only in the y direction
(see Fig. 3).
Interestingly, at the special value of αx = γT , we ob-
tain a dispersion which is gapless along kx and disperses
only along ky at ky = k
g
y . This dispersionless line is
shown in Fig. 2, where we have chosen γT = 1. There-
fore a wave packet which is centered at koy = k
g
y will
move only in the y direction in real space in the presence
of such a kicking. This is demonstrated in Fig. 3.
Another interesting case occurs as αx is increased fur-
ther. At αx = 3γT , we find that the two Dirac points
merge at (kgx, k
g
y) = (0, 0) and we get a semi-Dirac dis-
persion there with vx = (a/T ) sin(3γT ) and vy = 0. The
dispersion is linear in kx and quadratic in ky, given by
ε = (3k2ya
2γ)/4 for kx = 0.
We would like to mention here that the merging of
Dirac points in graphene resulting in a topological merg-
ing transition from a gapless to a gapped system has
been studied extensively in recent years58–61. Further,
the same phenomenon has been studied inside the gap-
less phase of the Kitaev model on the hexagonal lattice
in Ref. 62.
B. Y-kicking: αy 6= 0, αx = αz = 0
Next we consider the case when the kicking is applied
only in the σy direction, i.e., αy 6= 0 and αx = αz = 0.
Substituting the above values in Eq. (11), the gapless
points are determined by g~k = 0, E~k = γ|h~k|, and E~kT =|αy|. We then get
2 cos(
3kxa
2
) cos(
√
3kya
2
) = −1,
2 sin(
3kxa
2
) cos(
√
3kya
2
) = − αy
γT
. (19)
These can be solved to obtain gapless points at (kgx, k
g
y),
where
cos(
√
3kgya
2
) = − 1
2
√
1 +
α2y
γ2T 2
,
sin(
3kgxa
2
) =
αy√
γ2T 2 + α2y
. (20)
We see that a gapless point exists only if |αy| ≤
√
3γT .
In contrast to the earlier case with only αx 6= 0, both kgx
and kgy can be modulated here using αy.
Next we obtain the effective dispersion about these
gapless points. Similar to the previous section, the low-
energy expansion leads to
cos(εT ) = cosαy cos(E~kT )
+ (1−
g2~k
2h2~k
) sinαy sin(E~kT ). (21)
Since the arguments of the both cosine terms are small,
we expand both of them to obtain
ε2 =
1
T 2
[
(αy − E~kT )2 +
γ2T 2g2~k
α2y
sin2 αy
]
. (22)
We see that the gapless points are Dirac-like and have
anisotropic velocities given by
vx =
3a
2T
√
γ2T 2 + sin2 αy, (23)
vy =
a
T
√
3
(
3γ2T 2 − α2y
) (
γ2T 2 sin2 αy + α4y
)
4α2y
(
α2y + γ
2T 2
) . (24)
Interestingly, at |αy| =
√
3γT , where the velocity vy van-
ishes, we find a semi-Dirac dispersion which is linear in
kx but quadratic in the ky direction; the low-energy dis-
persion in the ky direction is given by
ε(kgx, ky) =
k2ya
2
T
√
3
64
[
9γ2T 2 + sin2(
√
3γT )
]
. (25)
This is shown in Fig. 4, where we have chosen γT = 1.
5FIG. 3: Time evolution of a wave packet initially centered at ~r = (0, 0), at t = T, 4T, 16T, 32T, 64T for no kicking (upper
panel) and for αx = γT = 1 and αy = αz = 0 (lower panel), with koxa = 1, koya =
pi√
3
and σ = 10
2
√
2
a. The upper panel
shows that in the absence of kicking the wave packet spreads out in both x and y directions. In the lower panel we see that
the wave packet only moves in the y direction. This occurs because the wave packet is located at the dispersionless line in the
kx direction (see Fig. 2).
FIG. 4: Quasi-energy dispersion ε (in units of 1/T ) when
αy =
√
3γT =
√
3 and αx = αz = 0. While the dispersion is
linear in the kx direction, it is quadratic in the ky direction
near the gapless points (see text). This realizes a semi-Dirac
dispersion.
C. Z-kicking: αz 6= 0, αx = αy = 0
Finally we consider a kicking which is applied in only
the σz direction; this corresponds to applying a staggered
potential on the A and B sublattices. The dispersion in
this case is given by
ε =
1
T
arccos[cosαz cos(E~kT )]. (26)
At the Dirac points, E~k = 0, we see that ε = α
z/T ; hence
this kicking opens up a gap in the dispersion. Interest-
ingly, at αz = pi/2, we find that ε = pi/(2T ), independent
of the value of ~k. Thus the dispersion becomes absolutely
flat and therefore leads to dynamical localization. This
is clearly shown in Fig. 5 where a wave packet gets lo-
calized in real space. Note that this is happening even
though the system has no disorder and has translational
symmetry.
At all other values of αz 6= npi (where n is an integer),
the original Dirac points at ~K and ~K ′ have a gap pro-
portional to αz/T and a low-energy dispersion which is
quadratic in k. The effective dispersion is given by
ε =
αz
T
+
1
2
cotαz E
2
~k
T. (27)
VI. DYNAMICAL LOCALIZATION
In this section we will present a general understanding
of dynamical localization due to periodic kicking. Sup-
pose that there is a time-independent Hamiltonian H
whose eigenstates and eigenvalues come in pairs, namely,
ψj and ψ
′
j with energies Ej and −Ej . Let us assume
that there is a unitary operator P which produces this
6FIG. 5: Time evolution of a wave packet initially centered at ~r = (0, 0), at t = T, 4T, 16T, 32T, 64T for no kicking (upper
panel) and for αz = pi/2 (lower panel), with koxa = 1 and koya = 0 and σ =
10
2
√
2
a. The upper panel shows that the wave
packet evolves with a net velocity in the x direction. The lower panel clearly demonstrates that the wave packet is localized.
Notice that this happens in the absence of any disorder, so that translational symmetry is preserved. This is called dynamical
localization.
transformation, namely, PHP−1 = −H, Pψj = ψ′j and
Pψ′j = ψj ; hence P
2 = I. Then we can show as fol-
lows that a periodic kick with P will produce dynamical
localization after two time periods. We begin with an
eigenstate ψj and evolve it with the Hamiltonian H for a
time T ; hence it picks up a phase e−iEjT . Then we kick it
with P which converts it to the state ψ′j . Upon evolving
this with H for a time T , it picks up the phase eiEjT ; the
two phases cancel each other exactly. Then another kick
with P brings it back to the state ψj . Thus any eigen-
state ψj will remain unchanged after a time 2T . Since
any state can be written as a superposition of eigenstates
of H, we see that any state will remain the same after a
time 2T ; this implies dynamical localization.
For any bipartite lattice with hopping only between
sites belonging to different sublattices (graphene is a spe-
cial case of this), we can see that an operator P which
changes the phase of an eigenstate on only one sublattice
by −1 produces another eigenstate with the opposite en-
ergy. A kick with a staggered potential of strength pi/2 is
precisely equivalent to such an operator P (up to an over-
all phase of i). This explains why we observe dynamical
localization when αz = pi/2 and αx = αy = 0. In fact,
dynamical localization will occur even if we consider a
finite piece of graphene with an arbitrary size and shape.
VII. CONCLUDING REMARKS
We have shown that applying δ-function kicks in dif-
ferent directions in the sublattice space in graphene can
lead to interesting physics including dispersionless lines
in momentum space, semi-Dirac dispersion and even a
completely flat dispersion. We have shown that these
lead to rich possibilities for the time evolution of wave
packets, such as motion along only one direction or a
complete dynamical localization. Given the widespread
interest in graphene, the ability to tune its dispersion
and obtain a range of dynamical behaviors should lead
to applications in a variety of settings.
We note that a dynamical localization-to-
delocalization transition has been observed in a
quantum kicked rotor. Such a system is realized by
placing cold atoms in a pulsed, far-detuned, standing
wave, and the transition is detected by measuring the
number of zero velocity atoms under the influence of a
quasi-periodic driving63.
We would like to mention possible experimental real-
izations of periodic driving of a graphene system.
(i) If a metallic sheet carrying a uniform current in the
x direction is placed parallel to the graphene (but dis-
placed from it by some distance in the z direction), this
produces a constant magnetic field in the y direction.
The corresponding vector potential can be chosen to be
in the x direction with a magnitude which is linear in the
z coordinate. Hence it will be a constant vector in the
graphene plane. This vector potential can be introduced
7as a Peierls phase in the nearest neighbor hoppings. If we
now vary the current periodically in time, we will have a
periodically varying hopping phase which cannot be re-
moved by a global gauge transformation. This provides a
possible experimental route to achieve the temporal driv-
ing in the σx and σy directions that we have studied in
this paper.
(ii) A kicking proportional to σz can be experimentally
set up as follows. h-BN (a form of boron nitride with
a hexagonal lattice structure) and graphene have lattice
spacings which are nearly equal; hence one of them can be
placed on the other. The boron and nitrogen atoms exert
different van der Waals forces on the two graphene carbon
atoms in an unit cell, thus creating an effective sublattice
potential64. A periodic application of the pressure on
these two layers (from the top and the bottom) should
modulate the distance between the layers and thus lead
to a periodic modulation of the sublattice potential.
Finally, we point out some possible directions for fu-
ture studies. One can study what kinds of edge states
can be generated in graphene by periodic kicking of dif-
ferent kinds. In the absence of kicking, it is known that
graphene has states on a zigzag edge but not on an arm-
chair edge65,66. It would be interesting to know if pe-
riodic driving can change this situation, as is known to
happen in the Kitaev model on the hexagonal lattice39.
It would also be very interesting to analyze the effects
of interactions in periodically kicked graphene. One of
the central results of this paper is that at αz = pi/2
the quasi-energy spectrum becomes completely disper-
sionless. Under these conditions any interaction energy
scale in the problem will be dominant due to quench-
ing of the “effective” kinetic energy. It can therefore be
intriguing to understand the stroboscopic evolution of a
many-particle state in such a system. The presence of
a highly anisotropic Dirac dispersion and dispersionless
lines in the spectrum may also produce exotic many-body
phases in the presence of interactions.
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