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Abstract 
A set of orthogonal polynomials with eight independent "q's" is defined which generalizes the Laguerre polynomials. 
The moments of the measure for these polynomials are the generating functions for permutations according to eight 
different statistics. Specializing these statistics gives many other well-known sets of combinatorial objects and relevant 
statistics. The specializations are studied, with applications to classical orthogonal polynomials and equidistribution 
theorems for statistics. 
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1. Introduction 
In this paper we study a set of orthogonal polynomials which generalize the Laguerre poly- 
nomials. There are many possible ways to do this, for example, by considering any of the 
polynomials above the Laguerre on the "Askey tableau" [3], or the q-Laguerre polynomials [24]. 
Here we take a family of polynomials which have "eight independent q's", and thus infinitely many 
possible "q-analogs." We refer to these polynomials as "octabasic Laguerre" polynomials. 
The advantage of the eight q's is that they can be specialized in many different ways, to obtain 
other sets of polynomials, for example, Charlier, Chebyshev, and Hermite. Combinatorially, 
the specialization to Charlier polynomials is equivalent to embedding set partitions inside 
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permutations, and the specialization to Chebyshev polynomials is equivalent o embedding 
noncrossing set partitions inside permutations. Our model for the octabasic Laguerre polynomials 
provides simultaneously these embeddings, as well as embeddings of other combinatorial objects 
(e.g., involutions) inside permutations. 
Our setting also allows for a uniform study of statistics on permutations, set partitions, 
noncrossing partitions, involutions, and other families of combinatorial objects. 
The octabasic Laguerre polynomials are given by the three-term recurrence relation 
p,+l(x) = (x - b,)p,(x) -2 ,p , - l (x ) ,  po(x) = 1, p-l(X) = 0, 
where 
b, = a[n + 1]r,s + bin],, , ,  2, = ab[n]p,q[n]v,w, (1.1) 
and 
1 - qn  r n _ s n 
[n]q - 1~'  [n]r,s r - s --  r n -1  +rn-2s - t -  ... d -S  n -1  
It is clear that by rescaling x in (1.1), we could take b = 1. 
The eight q's are r, s, t, u, p, q, v, and w. 
If we replace each occurrence of [n]c,d in (1.1) by n, and put a = b = 1, then we recover the 
recurrence relation for the Laguerre polynomials L ° (x). So the octabasic Laguerre polynomials are 
multi-q versions of L°(x). It is possible to define octabasic versions of L~(x), see (11.4). 
2. Moments 
For the Laguerre polynomials, there are explicit formulas for the polynomials, measure, and 
moments. The octabasic Laguerre polynomials are too general to have such explicit facts known. 
In this section we use the Viennot theory [29, 30] to give a combinatorial version of the moments in 
Theorems 2.1 and 2.2. 
The nth moment  for L °(x) is #, = n!. So one would expect the moments of the octabasic 
Laguerre polynomials to be generating functions for permutations counted according to certain 
statistics. This is indeed the case, and the precise statement appears in Theorems 2.1 and 2.2. 
Specializations of Theorem 2.1, which reduce the moments to n!q, are given in [28]. 
For the definition of the statistics, it is convenient to represent a permutation o. as a word 
o-(1) o-(2).., o.(n) consisting of increasing runs, separated by the descents of the permutation. For 
example, the permutation a = 261357141189 has 4 runs separated by 3 descents. The runs of length 
2 or more will be called proper runs and those of length 1 will be called singleton runs. We write 
run(o.) for the total number of runs in a. 
The elements o. (i) of o. fall into four classes: the elements which begin proper runs (openers), the 
elements which close proper runs (closers), the elements which form singleton runs (singletons), and 
the elements which continue runs (continuators). We shall abbreviate these classes of elements 
"op", "clos", "sing", and "cont" respectively. In the example, op(o.) = {2, 3, 1}, clos(~) = {6, 7, 9}, 
sing(o.) = {4}, and cont(a) = {5, 8}. 
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Definition 2.1. For a ~ S,, the statistics lsg(a) and rsg(tr) are defined by 
lsg(a) = ~ lsg(i), rsg(o-) = ~ rsg(i), 
i=1 i=1 
where lsg(i) = the number of runs of o- strictly to the left of i which contain elements maller and 
greater than i, and rsg (i) = the number of runs of o- strictly to the right of i which contain elements 
smaller and greater than i. 
We also define lsg and rsg on the openers of o-: 
lsg(op)(o') = ~ lsg(i), rsg(op)(o-) = Z rsg(i). 
i~op(a) i~op(a) 
Each of the statistics on the remaining three classes of elements have analogous definitions. 
For example, if a = 261357141189, then lsg(7)=0,  rsg(7)= 1, lsg(op)(o-)=0 + 1 +0= 1, 
rsg(op)(a) = 1 + 1 + 0 = 2, lsg(clos)(a) = 0, rsg(clos)(a) = 2 + 1 + 0 = 3, etc. 
Theorem 2.1 (Simion and Stanton [28, Theorem 1]). The nth moment I~, for the octabasic Laguerre 
polynomials is 
]An ---~ E r lsg (sing) (a) srsg (sing) (a) t lsg (eont) (a) ursg (cont) (a) plsg (op)(a) qrsg (op) (a) 
tr  ~i Sn  
X V lsg (dos) (a) wrSg (clos) (o') arun (a) b n - run (a) 
The proof of Theorem 2.1 which appears in [28] uses a bijection from weighted Motzkin paths to 
permutations. Biane [5] gave another bijection for the same Motzkin paths. It leads to another 
eight variable generating function for the moments, which we give in Theorem 2.2. This time we 
consider the cycle decomposit ion of a. Elements i lie in four disjoint sets: peaks (a- 1 (i) < i > a(i)), 
valleys (a- x (i) > i < a(i) ), double descents (o- 1 (i) > i > o(i)), and double ascents (a- 1 (i) < i < ~(i) ). 
We consider a fixed point (i -- o-(i)) as a degenerate double descent. We use the abbreviations "pe", 
"va", "dd' ,  and "da" for these four sets. For example, if o-= (172)(3)(4986)(5)(1011), then 
pe -- {7, 9, 11 }, va -- { 1, 4, 10}, dd -- {2, 3, 5, 6, 8}, da -- 0. Strictly speaking, the peaks, valleys, etc., 
considered here are cyclic peaks, valleys, etc. (they are defined in terms of the cycle decomposition). 
Their definition differs from that of the same terms occurring elsewhere in the literature, where they 
might be called linear peaks, valleys, etc. (defined in terms of the 2-line representation f a permuta- 
tion; e.g., ~r(i - 1) < a(i) > o(i + 1) for linear peaks). 
We need another pair of statistics, replacing lsg and rsg. Given i let 
and 
ll(i, a) = [{j : j  < i , j  < a(i), o' - l ( j )  > /}[, 
12(i, o')= ]{j: j ~< i, j > o'(i), a - l ( j )  > i} 1. 
For a set S __ [n] and a permutation p, we define ll (S, p):= 2i~s ll (i, p) and 12(S, p) := 2i~s 12(i, p). 
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Theorem 2.2. 
¢T ~ Sn 
R. Simion, D. Stanton/Journal of Computational and Applied Mathematics 68 (1996) 297 329 
The nth moment I~, for the octabasic Laguerre polynomials is 
r I 1 (dd (a), or) S 12 (dd (a), a) t l 1 (da (o'), ~ 1 ) u l 2 (da (a), ~r- 1 ) p l l  (pe (a), ~) q 12 (pe (a), a)  
X /) 11 (pe (g), ~ - 1 ) W12 (pe (tr), tr 1 ) ape  (a) + dd  (a) b pe (or) + da (a) 
3. Set partitions 
We are interested in specializations of the parameters p,q, r, s, t, u, v, w in the octabasic Laguerre 
polynomials. Of particular interest are those specializations which will reduce the moments to 
generating functions for various types of (unordered) set partitions. 
Before discussing such specializations, we devote this section to the elucidation of the relation, 
useful for our purposes, between permutations and set partitions. We begin with some definitions 
and convenient notation. 
As usual, a partition of the set In]:= {1, 2 , . . . ,  n} is a collection of nonempty pairwise disjoint 
sets, called blocks, whose union is [n]. Neither the order of the elements inside a block, nor the 
ordering among blocks is relevant in a partition, and, as is done generally, we will assume that the 
blocks B1, B2, ..., Bk of a partition are indexed in increasing order of their min imum elements. 
Using this standard indexing of the blocks, a set partition of In] can also be represented by its 
restricted growth function [31, 23], "RG function", which for our purposes is the word 
w = wlw2 ... w, in which wi is the index of the block containing the element i. For example, the set 
partition 1 6 8/2 3 5/4/7 has RG function 1 2 2 3 2 1 4 1. The terminology reflects the property of RG 
functions (due to the standard indexing of the blocks) that wi ~ 1 + max {w/ j  < i} for all i. 
In contrast with a set partition, a set composition of In] is an ordered collection of nonempty 
pairwise disjoint sets whose union is In]. There are, of course, k! set compositions having the same 
underlying partition into k blocks. We extend the idea of a RG function to that of block indexing 
function, "BI function", defined for set compositions. Thus, the set composit ion 4/1 6 8/7/2 3 5 has 
BI function 2 4 4 1 4 2 3 2. 
Obviously, if S (n, k) denotes the Stirling number of the second kind, we have: the total number of 
partitions of In] is Zk S(n, k), the nth Bell number, and the total number of set compositions of [n] is 
~k k! S (n, k). Clearly, the number of set compositions of [n] is larger than the number of permuta- 
tions of In]. We will define an equivalence relation on set compositions which has n! equivalence 
classes, and then a bijection between a set of class representatives and permutations. This bijection 
will permit us to translate the statistics lsg and rsg defined on permutations, into the language of set 
compositions. Consequently, specializations of Theorem 2.1 will be expressible in terms of set 
compositions with suitable side conditions and, in turn, many of these specializations will give rise 
to results about various types of set partitions. 
On the set SC In] of compositions of In] we consider the relation ~ defined by rc ,-~ p if rc = p or 
if p can be obtained from rc through interchanges of adjacent blocks which are "separated". By 
separated blocks we mean that all elements of one block are larger than all elements of the other. 
For example, 1 6 7/2 3 5/4/8 ~ 1 6 7/2 3 5/8/4 ~ 1 6 7/8/2 3 5/4 ~ 8/1 6 7/2 3 5/4. It is easy to verify 
that ~ is an equivalence relation. 
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Lemma 3.1. Each equivalence class of the relation ,,~ contains exactly one canonical set composition, 
that is, a set composition with the property that each block's maximum element is larger than the 
minimum of the next block (if the latter exists). 
Proof. Let n = B1, B2, . . . ,  Bk be a set composition of [n]. Suppose that max{aeBi}  > 
min{beB~+l} for every 1 <<,i<j. I f j=k ,  then n itself is canonical. On the other hand, if 
max {a e Bj} < min {b e Bj+ 1}, then Bj. and Bj+ 1 are separated. Let I be the minimum index such 
that for every l ~< t <~j we have Bj+I separated from Bt and max{a ~ Bj+I} > min{a E Bt}. Then 
n ,-~ re':= BI, B2, . . . ,  BI-1, Bj+I, B~, Bl+l, . . . ,  Bj, Bj+2, ... ,  Bk. Furthermore, in n' the maximum 
of the ith block is larger than the minimum of the (i + 1)st block for 1 ~< i < j  + 1. This follows from 
the assumptions on j  and l, together with the observation that if two blocks are not separated, then 
the maximum of each is larger than the minimum of the other. Now replace rc with ~', recompute 
j (which will now be larger than its previous value), and repeat until - -  after at most k iterations 
- -  a canonical set composition c is reached such that rc ~ re' ~ . . . .  c. Thus, every set composition 
is ~ equivalent to some canonical composition. 
It remains to show that no two canonical set compositions are in the same ~ class. Let c be 
canonical and define a partial order on the blocks of c, namely the transitive closure of B < C if 
B precedes C in c and they are nonseparated blocks. Denote this poset as P(c). Suppose now that 
c ~ c', where c' is canonical as well. Then c and c' must have the same underlying partition and 
P(c) = P(c'). Moreover, c and c' correspond to linear extensions of this partial order, having the 
property that the maximum of each block is larger than the minimum of the following block. We 
claim that the poset admits only one such extension, hence, c = c'. 
Specifically, this (unique) extension B1, B2, ..., Bk has the property that for each i, B~ is the 
minimal element of P(c; i):= P(c) - {B1, Bz , . . . ,  B~_ 1} which has the largest minimum element. 
For suppose that B and C are two minimal elements of P(c; i). This implies that they are separated 
blocks and, say, all elements of B are smaller than all elements of C. Suppose that Bi = B and 
B i = C for some j > i. We may and shall assume that none of B~+ 1, B~+ 2,... ,  B j_ ~ is a minimal 
element in P(c; i). Since we are constructing a linear extension, B~+ ~,..., B j_ ~ must be incompar- 
able to Bj = C, that is, they must be separated from C as blocks. However, since in our linear 
extension the maximum of a block must be larger than the minimum of the next block, there is 
a smallest l, i + 1 ~< l ~< j - 1, such that the maximum of Bt is larger than the minimum of Bj = C. 
But B~ and C must be separated, so Bt must lie entirely to the right of C, and - -  by the choice of 
B~ - -  we must have Bz- 1 entirely to the left of C. This means that the maximum of B~_ 1 fails to be 
larger than the minimum of Bt, contradicting the condition ecessary for the linear extension to be 
a canonical set composition. [] 
In view of Lemma 3.1, the canonical set compositions are distinct representatives of the 
equivalence classes of ,-~, and we will refer to them as canonical representatives. 
Observe that if re = B1, B2, . . . ,  Bk is a partition of In], then the pairs (J~, li), i = 1, 2, . . . ,  k, where 
f~ := rain {a e Bi} and li := max {a s Bi}, determine the number of ~ classes for the set compositions 
having rc as their underlying set partition. In fact, if we define a directed graph having v~ -- (f~, l~) as 
vertices, with an edge from vi to v~ if and only if li > fj, then each hamiltonian path in this graph 
gives the ordering of the blocks for a different canonical representative, and conversely. While this 
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description of canonical representatives is not computationally useful for large n, it can prove 
helpful in certain arguments. 
Proposition 3.2. There is a bijection between the equivalence classes SC [ni l  ..~ and permutations 
in S.. 
Proof. Given a canonical representative of a ,~ class, c = B1, B2, . . . ,  Bk, write the elements in each 
block in an increasing sequence, and let o- ~ S, be the permutation o- = o-(1) a(2) ... o-(n) obtained by 
concatenating these sequences in the same order as the order of the blocks. By Lemma 3.1, each 
block constitutes a run in a and, conversely, if we form a block out of the elements in each run of 
a permutation then the resulting set composition is a canonical representative of a class in 
SC[n]/~. [] 
We can clearly use Proposition 3.2 and Theorem 2.1 to interpret the moments of our octabasic 
polynomials as generating functions for statistics on the BI functions of canonical representatives 
of set compositions. The notions of opener, closer, singleton, and continuation elements defined for 
permutations apply also to the BI functions. They correspond, respectively, to the first occurrence 
of a repeated letter, the last occurrence of a repeated letter, a letter which occurs only once, and 
a repeated letter which is neither the first nor the last of its kind. For example, in the BI function 
w = 2 3 3 4 3 2 2 1 of the set composition 8/1 6 7/2 3 5/4, w2 = 3 is an opener, w3 = 3 is a continuator, 
and w5 = 3 is a closer. These three 3's correspond to the permutation run 2 3 5. 
The statistics lsg and rsg on permutations become lrs (left right smaller) and lrg (left right greater) 
on the BI function for canonical representatives of set compositions. More precisely, if w is a BI 
function for a set composition of [n], then 
and 
ks(i):= I{I < Wi: 3j < i < k s.t. wj = Wk = I}l, 
lrg(i):= 1{I > wi: 3j < i < k s.t. wj = Wk = I}1, 
lrs(w):= ~ lrs(i), lrg(w):= ~ lrg(i). 
i=1  i=1 
A run which contributes to lsg(i) for some element i of a permutation a becomes, via our bijection, 
a block of smaller index than that containing i and which has elements both to the left and to the 
right of i, thus contributing to lrs(i) on the BI function. Similarly, rsg(i) = lrg(i). So, if a ~ S, 
corresponds to the BI function w of a canonical representative, then 
lsg (~r) = lrs (w), rsg (~r) = lrg (w). 
Analogous equalities hold for the statistics on openers, closers, singletons, and continuators. 
The remainder of this section consists of preliminaries to our discussion of specializations of the 
octabasic Laguerre polynomials obtained from setting subsets of the q's equal to zero. The results 
of the following propositions provide conditions, in terms of our statistics, which lead from 
canonical set compositions to set partitions. 
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Proposition 3.3. Let c = B1, B2,  . . . ,  Bk be a canonical set composition of In] and let w = wl w2 . . .  Wn 
be its BI  function. 
(1) For w, lrg(clos) = lrg(sing) = 0 if and only if the reverse of w, w rev := w,w,_  1... wl ,  as an RG 
function. 
(2) For w, lrs(op) = lrs(sing) = 0 if and only if the complement of w, we:= (n + 1 - wl)(n + 
1 - w2).. .  (n + 1 - w,), is an RG function. 
Proof. To prove (1), we begin by showing that i f / is  the largest element of the mth block of c, m > 1, 
then there is some j > i such that wj = m - 1. Since c is canonical, the maximum of B,,_ 1 is larger 
than the min imum of B,,. But if lrg(clos) = lrg(sing) = 0, then the max imum of Bin-1 cannot lie 
between the min imum and maximum of B,,, so it must be larger than the max imum of Bin. Thus, 
there is wj = m - 1 for somej  > i, that is, w r°v is an RG function. Conversely, suppose w r°v is an RG 
function. Then in w, the last (rightmost) occurrence of each m e [k] must be of the form wi. --- m 
with 1 <<.ik<ik-1 < "'" <ia <~n. Hence, in w, we have l rg ( i , , )=0 for all m, i.e., 
lrg(clos) = lrg(sing) = 0 for w. 
The proof  of (2) is similar. We need to show that if i is the smallest element of Bin, m < k, then 
there is some j < i such that wj = m + 1. Again, since c is canonical, the max imum of B m is larger 
than the min imum of B,,+ 1- But lrs(op) = lrs(sing) = 0, so the minimum of Bin+ 1 must in fact be 
smaller than i. So there is wj = m + 1 w i th j  < i. Conversely, if w c is an RG function, then the first 
(leftmost) occurrence of each m e [k] must be of the form wi. = m with 1 <~ ik < ik- 1 < " ' "  < il <<. n. 
Consequently,  in w, lrs(i,,) = 0 for every m, so lrs(op) = lrs(sing) = 0 for w. []  
One of the specializations considered in the next section gives rise to noncrossing partit ions (see 
[26] for references). A partit ion of [n] is noncrossin9 if for every four elements 1 ~< a < b < c < 
d ~< n the following condit ion is satisfied: if a, c are in the same block and b, d are in the same block, 
then all four elements are in the same block. It is well known that the number  of noncrossing 
partit ions of In] is the nth Catalan number, C, = (1/(n + 1)) (2,). An RG function w represents 
a noncrossing partit ion if and only if whenever wl = wj for some 1 ~< i < j ~< n, we have wr >~ wi for 
all i < r < j. This is easy to verify using the observat ion that a crossing between two blocks Ba and 
Bb is equivalent o the presence of a subword abab or baba in the RG function. 
Proposit ion 3.4. Let w be the BI function of an arbitrary set composition. I f lrg(w) = 0 or lrs(w) = 0, 
then the underlying partition is noncrossing. 
Proof. If the underlying partit ion has two crossing blocks, then any set composit ion of it will 
contain ijij as a subword in its BI function w, for some i ~ j. We will therefore have lrs (w) > 0 and 
lrg(w) > 0 independently of whether i < j or i > j. []  
Proposition 3.5. Each noncrossing partition has precisely two canonical compositions whose BI  
functions w s and w ° satisfy lrs(w s) = 0 and lrg(w °) -- 0. 
Proof. If two blocks of a noncrossing partit ion are not separated, then all elements of one lie 
"nested" between two successive lements of the other. If we seek a canonical set composit ion c for 
which lrs is null, then its associated poset P(c) (as introduced in the proof  of Lemma 3.1) is 
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completely determined by the fact that each block must be smaller in P (c) than all blocks in which 
it is nested. Then w s is the BI function of the set composition resulting from the unique linear 
extension of P(c) which gives a canonical set composition. The canonical set composition with BI 
function w ° follows from the dual of the poset above, since this time we wish to give each block 
a larger index than that of every block in which it is nested. [] 
The next proposition will make it easy to understand several of the zero specializations of the 
octabasic Laguerre polynomials. 
Proposition 3.6. Let w be the BI function of a canonical set composition. Then lrs(clos)= 
lrg(clos) = 0 / f  and only if every two nonsingleton blocks are separated. Also, lrs(op) = lrg(op) = 0 if 
and only if every two nonsingleton blocks are separated. 
Proof. Suppose that l r s ( j )>  0 for some element j ~ op(w)ucont(w), and, say j e Bb. Then there 
exists a block B a and 1 ~< i < j < l ~< n such that w~ = wt = a, and a < b. We may assume that i and 
l are the minimum and maximum of Ba. Now, the closer which is the maximum of the block 
Bb cannot be larger than l, otherwise lrg(l) > 0 contradicting lrg(clos) = 0, nor can it be smaller 
than l because then it would lie between j and l, hence between i and l, and would cause 
lrs(clos) > 0. Similarly, we reach a contradiction if we suppose that l rg ( j )>  0 for j e op(w) 
wcont(w). Thus, lrs(j) > 0 or lrg(j) > 0 impliesj e sing(w). From this, it follows easily that every 
two nonsingleton blocks must be separated. The converse is trivial. The second statement has an 
entirely similar proof which we omit. [] 
An additional class of set partitions which will arise from our zero specializations i  that of 
nonoverlapping set partitions. A partition is nonoverlapping ("NOP") if for every two blocks B and 
B' which are not separated, if rain {a ~ B} < min {a ~ B'}, then max {a ~ B} > max {a ~ B'}. The 
term "nonoverlapping set partition" is adopted from Flajolet [13] where asymptotic results are 
established. It turns out that NOP's can be characterized via our statistics. 
Proposition 3.7. I f  the BI function w of a set composition satisfies lrs(op) = lrs(clos) = 0, then the 
underlying partition is nonoverlapping. Each nonoverlapping partition has exactly one indexing of its 
blocks which gives a canonical set composition. 
Proof. If two blocks, Bi and Bj, i< j, of a canonical set composition are not separated, then 
min{a ~ Bj} < min {a e Bi} < max{a ~ Bi} < max{a e Bj} is the only relation on their minima 
and maxima allowed by the condition lrs(op) = lrs(clos) = 0. Hence, the underlying partition is 
indeed nonoverlapping. 
As in the proof of Proposition 3.5, a NOP has a unique indexing of its blocks which produces 
a canonical set composition, namely, the blocks must be indexed in decreasing order of their 
minimum elements. [] 
Another class of set partitions which will arise from our zero specializations is that of partitions 
in which every pair of nonseparated blocks, Ba and Bb, satisfies one of the following two conditions: 
(i) if minBa < minBb ~< max Bb < max Ba, then Ba, Bb do not cross and I nbl ~< 2; or (ii) if 
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minB, < min B b < maxBa < maxBb, then i ~ Bb, i < maxBa imply i = min Bb, and i ~ B,, 
i > min Bb imply i = max B,. We call such a set partition minimally nonseparated. 
Proposition 3.8. I f  the BI function w of a set composition satisfies lrs(sing)= l rs(op)= 0 and 
Irs(cont) = lrg(cont) = 0, then the underlying partition is minimally nonseparated. Each minimally 
nonseparated partition has exactly one indexing of its blocks which gives a canonical set composition 
with lrs (sing) -- lrs (op) -- 0. 
Proof. The condition l rs(op)= lrs(sing)= 0 implies, by Proposition 3.3(2), that w c, the com- 
plement of w, is an RG function. Since lrs(cont) = lrg(cont) = 0, w c satisfies the conditions defining 
the RG function for a minimally nonseparated partition. 
If we seek a canonical set composition with a given minimally nonseparated underlying partition 
and whose BI function has lrs (op) = lrs(sing) = 0, then the only allowable indexing of the blocks is 
in decreasing order of the block minima. [] 
A similar characterization can be given for "not under" set partition ("NU"). These are set 
partitions whose RG function contains no subword of the form abba with a < b. 
Proposition 3.9. / f  the BI function w of a set composition satisfies lrs(sing)= l rs(op)= 0 and 
lrg(cont) = lrg(clos) = 0, then the underlying partition is NU. Each NU partition has exactly one 
indexing of its blocks which gives a canonical set composition with lrs(sing) -- lrs(op) = 0. 
Proof. As in the preceding proof, lrs(sing) = lrs(op) = 0 implies that w c is an RG function. If, in 
addition, lrg(cont) = lrg(clos) = 0 for w, then lrs(cont) = lrs(clos) -- 0 for w ¢, so w ~ contains no 
subword abba with a < b. [] 
4. Moments of the zero specializations 
We are particularly interested in the specializations ofthe octabasic Laguerre polynomials which 
arise from putting a subset of the q's equal to 0. A priori there are 28 = 256 such specializations. It is 
clear, however, from the recurrence relation (1.1), that the polynomials are symmetric under each 
interchange ofbases belonging to the same pair (for example, the interchange of r and s), and under 
the interchange of the pairs {p, q} and {v, w}. These interchanges generate a group G of order 32 
which acts on the boolean algebra of 8 elements. There are 54 orbits of this action. Each orbit is 
described by a four-tuple of integers, whose entries are 0, 1, or 2. These indicate, for each of the four 
pairs of bases, whether neither, one, or both bases are set equal to zero. For example, 1020 denotes 
the orbit where the subset of null bases has 1 element from {r, s}, none from {t, u}, 2 from {p, q}, 
and none from {v, w}. So r = p = q = 0 belongs to the orbit 1020. 
In this section combinatorial interpretations of the moments of the specializations are given. 
One way to understand the 54 orbits is to put the nonzero q's equal to 1, put a -- b = 1, and 
identify combinatorially the resulting moments. For example, if none of the q's are put equal to 0, 
then the moments are 1, 1, 2, 6, 24, 120, 720, ... ,just the number of permutations of In]. 
306 R. Simion, D. Stanton/Journal of Computational nd Applied Mathematics 68 (1996) 297-329 
The 54 orbits fall into two categories. There are 27 orbits which give 2, = 0 for n > 1, so they do 
not correspond to orthogonal polynomials with positive measures. Nonetheless, the "moments" 
have combinatorial interpretations which we give here. In the quotient of the boolean algebra by 
the group G, these 27 orbits fall into three intervals: [0020, 0222], [1020, 1222], and [2020, 2222]. 
Each of these intervals contains 9 orbits. The remaining 27 orbits correspond to true orthogonal 
polynomials. 
The 9 orbits in the interval [0020, 0222] specialize the moments to 1, 1, 2, 6, 20, 68,232, 792 .... 
F rom Proposit ion 3.6 applied to 0020, we see that/~, is the number of ~ classes of set compositions 
of In] whose nonsingleton blocks are separated. For the canonical representatives of such 
compositions, the statistics lrs and lrg are null on continuing elements and on closers. Hence, all 
orbits in the interval [0020, 0222] give indeed the same sequence of moments. This sequence 
appears in [25]. The explicit formula for #, is 
#. = a" + ~ 
~=lk=o ,. 3 -1  
The generating function for/t ,  is 
1 - z -  a(r + s)z 
#,z" = (4.2) 
,=o 1 - z -- az -- a(r + s)z + a2(r + s)z 2" 
Based on Proposit ion 3.6, a routine counting argument verifies that (4.1) follows from Theorem 2.1, 
and the Lagrange inversion formula proves (4.2) from (4.1). By partial fractions, with tl, t2 being the 
roots of the denominator in (4.2), we obtain 
1 [ - t l  n -1  - -  t2  n -1  t l  n - -  q 
- L - ( l+a( r+s) )  I 
#" a2(r + s) t2 t l  t2 -  t l  _]" 
p -= 1,4 mod8 
Riordan [25] gave the explicit formula 
~,(r = s = a = 1) = 
p= --tl 
p ~0,3mod8 
It is easy to prove (4.3) from (4.2). 
The second interval of 9 orbits is [1020, 1222], with moments 1, 1, 2, 5, 13, 34, 89 .... : the 
Fibonacci numbers of even index. Indeed, the moments for the orbit 1020 count (by Propositions 
3.3(2) and 3.6) the set part it ions whose nonsingleton blocks are separated. With this interpretation, 
it is easy to establish that the moments atisfy the recurrence p,  = 3#,_ 1 - #, -2 ,  #0 =/q  = 1, 
which implies that for n > 0, #, = Fz, .  The explicit formula for the/~, can be found by putting r = 0 
in (4.1). As in the preceding case, all 9 orbits in the interval [1020, 1222] lead to the same moments. 
The third interval of 9 orbits is [2020, 2222], with moments 1, 1, 2, 4, 8, 16, 32, ... The combina- 
torial objects associated with the moments in this case are set partitions whose blocks are intervals 
(alternatively, compositions of the integer n). This interpretation follows from Proposit ion 3.6 
which implies that every two nonsingleton blocks must be separated, together with the observation 
that lrs (sing) = lrg (sing) = 0 forces all singletons to be separated from other blocks as well. As in 
the previous two cases, all orbits in the interval [2020, 2222] yield the same moments, and the nth 
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moment has the expression 
~, = a(1 +a)  "-1. 
We now turn to the remaining 27 orbits, all of which correspond to true orthogonal polynomials 
(2, > 0). Directly from Theorem 2.1, the orbit 0000 corresponds to permutations. 
One of the orbits (r = p = 0), corresponds, by Proposition 3.3, to set partitions. 
(1) 1010: 1, 1, 2, 5, 15, 52,. . . ,  set partitions. 
There are 11 orbits above 1010 in the quotient of the boolean algebra, whose moments we 
discuss next. Four of these orbits give moments which count specialized types of set partitions: 
(2) 1011: 1, 1, 2, 5, 14, 43, 143, 509 .... , nonoverlapping set partitions (by Proposition 3.7). 
(3) 1111: 1, 1, 2, 5, 14, 42, 132, 429, ..., noncrossing set partitions (by Propositions 3.4 and 3.5). 
(4) 1210: 1, 1, 2, 5, 15, 48, 163, 571 .... , minimally nonseparated set partitions (by Proposition 
3.8). 
(5) 1211: 1, 1, 2, 5, 14, 41,123, 374 .... , noncrossing partitioning such that if block B is nested 
inside block A, then ]B] ~< 2. (This is an easily obtained strengthening of the conditions from the 
case 1111 or 1210.) 
Each of these orbits has a counterpart designated by a four-tuple whose first entry is 2 instead of 
1. Thus, we get 5 further orbits which lie above 1010 and whose moments count set partitions 
- -  unrestricted set partitions and set partitions of the four other types listed above - -  with the 
supplementary condition that singleton blocks are separated from all other blocks. 
(6) 2010: 1, 1, 2, 4, 10, 28, 90, 326,... ,  set partitions with singletons eparated from all blocks. 
(7) 2011: 1, 1, 2, 4, 9, 22, 58, 164, ..., nonoverlapping set partitions with the singletons eparated 
from all blocks. 
(8) 2111: 1, 1, 2, 4, 9, 21, 51,127, ..., noncrossing set partitions with singletons eparated from 
all blocks. 
(9) 2210: 1, 1, 2, 4, 10, 24, 66, 172, ..., minimally nonseparated set partitions with singletons ep- 
arated from all blocks. 
(10) 2211: 1, 1, 2, 4, 9, 20, 46, 105, ..., noncrossing set partitions such that if block B is nested 
inside block A, then [B[ = 2. 
The moments of the orbits 2111, 2210, and 2211 lend themselves to yet another combinatorial 
interpretation, in terms of (partial) matchings. This will be described below, following the dis- 
cussion of the orbit 2110. 
(11) 2110: 1, 1, 2, 4, 10, 26, 76, 232 .... 
If we consider = s = t - p = 0 in Theorem 2.1, we see that the nth moment enumerates set 
partitions of In] with the property that if two blocks Ba and Bb are not separated and 
min Bb < min Ba, then all the elements in the set (min Ba, min {max Ba, max Bb }) ~ (Ba w Bb) must 
belong to Ba (this is to ensure that lrs (cont) = 0). Therefore, there is a bijection between the set 
partitions of this type and (partial) matchings of the set In]. Specifically, a (partial) matching of In] 
is a partition of [n] into blocks of cardinality at most 2. Each matching corresponds bijectively with 
a set partition counted by the moments when r = s = t = p = 0, by first indexing the pairs of the 
matching in decreasing order of their minima, and then adjoining each nonseparated singleton 
block to the block of least index from which the singleton is not separated. For example, the 
matching 1/28/3/4/513/6/7/911/10/12/14/1516 of [ ] corresponds to the set partition 
1/2 3 4 8/5 6 7 12 13/9 10 11/14/15 16. 
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The singletons of a partial matching are singletons in the sense of set partitions as well. Of two 
points in [n] which are matched, the smaller is an opener and the larger is a closer. Two 
nonseparated nonsingleton blocks are two pairs of the matching which either cross, or else one is 
nested under the other. Let C (m) be the number of crossings and U (m) be the number of nestings (as 
describe above) in a matching m. It is then easy to see that for a matching, lrg(op) = C(m) + U(m) 
and lrg(clos) = U(m). The statistics C(m) and U(m) appear again in (5.4). 
In view of the interpretation i  terms of matchings for the moments of 2110, we can obtain simple 
alternative interpretations for the moments of three of the orbits discussed earlier: 
(8') 2111: 1, 1, 2, 4, 9, 21, 51, 127, ..., noncrossing (partial) matchings. 
(9') 2210: 1, 1, 2, 4, 10, 24, 66, 172,..., (partial) matchings uch that every singleton is separated 
from all but at most one pair of the matching. 
(10') 2211: 1, 1,2,4,9,20,46, 105, ..., noncrossing (partial) matchings in which every 
singleton is separated from all but at most one pair of the matching. The remaining orbit 
above 1010 is 
(12) 1110: 1, 1, 2, 5, 15, 50, 181,697,...,  set partitions in which if A and B are blocks satisfying 
min{a~ A} < min{be B}, then An[min{b~ B}, max{be B}] ___ {max{a~ A}}. 
The remaining 15 orbits will be given as permutations with restrictions. We use Theorem 2.1. 
Alternative descriptions can be given from Theorem 2.2. By means of the canonical composition 
corresponding to a permutation, we can refer to runs as being "separated," "nonseparated," 
"minimally nonseparated," etc., if they form blocks with these properties. 
(13) 1000: 1, 1, 2, 5, 17, 70, 349, 2017, ..., permutations in which any singleton run must be 
a left-to-right minimum. 
(14) 0100: 1, 1, 2, 6, 24, 116, 652, 4156,...,  permutations with lsg(cont) = 0, i.e., if run A precedes 
run B, then [min {a e A}, max {a ~ A} ] r iB  _ {rain {b ~ B}, max {b ~ B} }. 
(15) 0010: 1, 1, 2, 6, 22, 94, 460, 2537,...,  permutations in which each opener is a left-to-right 
minimum. 
(16) 2000: 1, 1, 2, 4, 12, 40, 180, 924, ..., permutations in which every singleton run must be 
a left-to-right minimum and a right-to-left maximum. 
(17) 1100: 1, 1, 2, 5, 17, 66, 305, 1545, ..., permutations in which each singleton run is a left-to- 
right minimum and if run A precedes run B, then [-min {a ~ A}, max {a ~ A}]nB ___ {min {b ~ B}, 
max {b e B} }. 
(18) 0200: 1, 1, 2, 6, 24, 112, 592, 3468,..., permutations in which every two non-separated runs 
are minimally nonseparated. 
(19) 0110: 1, 1, 2, 6, 22, 92, 426, 2146, ..., the specialization u = p -- 0 yields permutations in 
which the openers are left-to-right minima and where, if A, B are nonseparated runs with 
min {a ~ A} > min {b ~ B}, then Bn  [min {a ~ A}, max {a ~ A} ] ___ {min {b ~ B}, max {b ~ B} }. 
(20) 0011: 1, 1, 2, 6, 21, 81,343, 1591, ..., the specialization p -- w -- 0 gives permutations in 
which the openers are left-to-right minima and the closers are right-to-left maxima. 
(21) 0111: 1, 1, 2, 6, 21, 80, 326, 1408, ..., combining cases (14) and (20), we obtain permutations 
in which the openers are left-to-right minima, the closers are right-to-left maxima, and every two 
nonseparated runs A, B with min{a e A} > min{b ~ B} satisfy Bn[min{a  ~ A}, max{a e A}] ___ 
{min {b e B}, max {b ~ B} }. 
(22) 0210: 1, 1, 2, 6, 22, 90, 396, 1846, ..., permutations in which the openers are left-to-right 
minima and nonseparated runs are minimally nonseparated. 
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(23) 1200: 1, 1, 2, 5, 17, 62, 269, 1205,..., strengthening of the condition in (18): permutations in 
which the singleton runs are left-to-right minima and every two nonseparated runs are minimally 
nonseparated. 
(24) 2100: 1, 1, 2, 4, 12, 36, 152, 624 ..... combining the conditions in (14) and (16), permutations 
in which the singleton runs are left-to-right minima and right-to-left maxima, and in which if run 
A precedes run B then [-min {a ~ A}, max {a ~ A}]c~B c_ {min {b ~ B}, max {b ~ B} }. 
(25) 2200: 1, 1, 2, 4, 12, 32, 132, 416, ..., permutations in which the singleton runs are left-to- 
right minima and right-to-left maxima, and where every two nonseparated runs are minimally 
nonseparated. 
(26) 0211: 1, 1, 2, 6, 21, 79, 311, 1266 .... ,combining the conditions in (18) and (20), we have 
permutations in which the openers are left-to-right minima, the closers are right-to-left maxima, 
and nonseparated runs are minimally nonseparated. 
5. Exp l i c i t  fo rmulas  for the moments  
In Section 4 we gave the combinatorial interpretations for the moments of the 54 zero 
specializations of the octabasic Laguerre polynomials. We also gave an explicit formula for the 
moments in 27 of these cases. In general, Theorems 2.1 and 2.2 are the best that can be said for the 
moments. However, some specializations do give classical sequences and their q-analogs. In this 
section we give these examples. 
First we note that the generating function of/~, is always given by the continued fraction [8, 12], 
oo 1 
Z mr"= (5.1) ~lt 2 
.=o  1 --  bot  - 22 t 2 
1 -b i t  .. 
Each of the 54 cases has such an expansion. For example, orbit (1), 1010, gives a continued fraction 
for the generating function of a 6-q version of the Bell numbers. 
There are 6 cases, after all of the remaining parameters are set equal to 1, for which/~, is clearly 
a well-known sequence (see [13] for the Bessel numbers): 
(1) (orbit (0)) n!, 
(2) (orbit (1)) Bell numbers B,, 
(3) (orbit (2)) Bessel numbers B*, 
(4) (orbit (3)) Catalan numbers C,, 
(5) (orbit (8)) Motzkin numbers m,, 
(6) (orbit (11)) involution umbers 1,. 
They correspond, respectively, to permutations, et partitions, nonoverlapping set partitions, 
noncrossing set partitions, noncrossing (partial) matchings, and (partial) matchings. We now give 
the specializations for a single q-analog of each of these cases. 
Three specializations giving n!q are given in [28]. 
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The q-Bell numbers arise from the q-Stirling numbers of the second kind [23, 31]. This is the 
specialization r = p = 0, s = q, b = 1, {t, u} = {v, w} = {1, q}, giving the q-Charlier polynomials 
(see [-9]). 
There are many choices for q-Catalan numbers (see [ 15, 6, 27]). A wel l -known one is given by the 
recurrence 
n-1  
C.(q) = • Ck(q)Cn_ l _ : , (q )q  k, Co(q) = Cl (q )  = 1. (5.2) 
k=O 
We have #. = C. (q) i f r=t=p=v=0,  a=l ,  b=q,s=u=q2,  w=qa.  The polynomials are 
a family of q-Chebyshev. 
The number  of (partial) matchings on [n] is 
"/2 (n ) (2k -1) (2k -3) . . .1 .  I ,=•  2k 
k=O 
If r = s = t = p = 0, u = v = a = b = 1, w = q, then we have 
"/2 (n ) [2k -1]q[2k -3]q . . . [1 ]q .  (5.3) 
# ,=2 2k 
k=O 
It is also easy to see that 
fin = Z qC(m)+ ZU(m), (5.4) 
meM(n) 
where M(n) is the collection of matchings of [n] and C(m), U(m) were defined in the discussion of 
orbit (11) in Section 4. The polynomials are discrete q-Hermite. 
The Motzk in numbers are given by 
M, = ~ 2k Ck. 
k=O 
If r = s = t = p = v = 0, u = w = a = b = 1, then we have 
m= Z 2k Ck(q). (5.5) 
k=O 
The polynomials are q-Chebyshev. 
6. The quadrabasic Laguerre polynomials 
The monic Laguerre polynomials have the explicit formula 
L ° (x) = ~ ( - (6.1) 
k=O 
and the coefficient of x k has a simple combinator ia l  interpretation (see [14], (6.6) and (6.7) below). 
In the octabasic Laguerre polynomials, the coefficient of x k is a polynomial  in a and the "8 q's," 
whose own coefficients do not necessarily have constant sign (such is the case, for example, with the 
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coefficient of x in p3(x)). This means that any combinatorial interpretation of the octabasic 
polynomials will be complex. 
In this section we specialize the octabasic Laguerre polynomials to a "quadrabasic" set, for 
which the coefficient of x k is a polynomial in a and "4 q's" whose coefficients have constant sign. We 
obtain in Theorem6.2 a weighted version of the combinatorial interpretation for Laguerre 
polynomials. We remark that the Viennot theory does not give this result. Our choice of 
specialization will be determined from the "even-odd" polynomials associated with the Laguerre 
polynomials. We begin with a brief review of general facts about "even-odd" polynomials. 
Suppose that p,(x) is a set of orthogonal polynomials whose three-term recurrence has coeffi- 
cients b', = 0 and 2', > 0 for all n. This implies that p2,(x) = e,(x 2) and pzn+l(X) = XOn(X2), for 
some polynomials e,(x) and o,(x). It turns out that both {e,}, and {o,}, are sequences of 
orthogonal polynomials (see [8]). The coefficients of their three-term recurrence relations are 
! 4t 
b, (e) = ~'2n + 1 -[- A2n,  
2, (e) = 2~,_12~,, (6.2) 
and 
b,(o) = 2~,+2 + 2~,+1, 
2,(0) = 2~,+ 121,. (6.3) 
Moreover, the moments for the polynomials p,, e,, and o, satisfy 
re(e) = m.(p) ,  
#, (o) - / l ,  +1 (e) (6.4) 
/l, (e) " 
Now let us consider 2~,+ 1 = n + 1 and 2~, = n. Then (6.2) and (1.1) imply that the specialization 
of the octabasic Laguerre polynomials obtained by setting all 8 q's, a, and b equal to 1, satisfies 
P2n(X)  = £0  (X2) .  (6.5a) 
It is not hard to see that the "odd" polynomials for this specialization are 
p2,+l(X) = x£,l(x 2) = (k + 1)v - " 
k=0 
From (6.1) and (6.5b) it is easy to see that L°(x) and L,l(x) have simple combinatorial 
interpretations: 
L ° (x) = Y, x" -IA[(_ 1)lAI, (6.6) 
A ~- [n] , f :a --* In] 
and 
(x) = y x . - - I ( _  1)lAf, 
A ~-- [n],f:A ---* In + 1] 
where, in both cases, the function f is an injection. 
(6.7) 
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We give in Theorem 6.2 quadrabasic versions of (6.6) and (6.7). To do this, we specialize the 
octabasic Laguerre polynomials (1.1) so that (6.2) occurs. The most natural choice is {t, u} = {p, q} 
and {r, s} = {v, w}, so that 
2~.+x = a[n + 1]r,s, 2~. = [n]t,u. (6.8) 
Now it is easy to see that the same specialization, {t, u} = {p, q} and {r,s} = {v, w}, also gives 
(6.3) for the odd polynomials if
/~in+2 = a[n + 1],.s, 2~,+1 = [n]t.u. (6.9) 
Thus, we concentrate on these "quadrabasic" Laguerre polynomials which come from 
{t, u} = {p, q} and {r, s} = {v, w}. 
For Theorem 6.2 we need statistics on the pairs (A , f )  which involve a and the four remaining q's: 
r, s, t, u. The rather technical definition of these statistics is in terms of the cycles and paths in the 
functional digraph of f 
The functional digraph of an injection f :  A ~ [n] consists of disjoint paths and cycles. Each path 
P is of the form ao(P) ~ al(P) ~ "" ~al (P) ,  where f (aj(P))  = aj+l(P) for 0 ~<j < l, with 
f -  1 (ao (P)) empty, and al(P)~ [hi -A .  For simplicity in notation, we will write aj for aj(P). We 
also put last(P) = at and if i = ak ~ P we write ind (i, P) = k for the index of i on the path P. 
The following quantities computed on points and paths of the digraph will be helpful in 
describing the combinatorial interpretation of our quadrabasic Laguerre polynomials. For any 
path P in the digraph and two integers i < j, we put 
ne(i,j) = ]{a ~ P: i < a <j}[.  
For p e P and two integers i < j, we put 
me(p; i,j) = [{a e P: i < a < j ,  ind(p, P) < ind(a, P)}[, 
that is, the number of points on the path "to the right" of p, whose values are strictly between i and 
j. And finally, for i ~ A, we denote by F (i) the "first forward iterate" of f which is smaller than i, 
f fP( i )  where p = min{m/> 1, fro( i )< i} if such m exists, 
F(i) 
if {m >~ 1, f "  (i) < i} is empty. 
For example, suppose that the path P -- 2 ~ 7 ~ 1 ~ 5 ~ 3 is a connected component of the 
functional digraph of f Then np(1, 4) = [{2, 3}l = 2, rap(7; 1, 4) = 1(3) l = 1, and F(2) -- F(7) -- 1, 
F(1) = 1, and F(5) = 3. 
Definition 6.1. Let A __ [n] and let f be an injection f :  A ~ [n]. We define the weight w (A , f )  of 
(A , f )  by w(A, f )  = I]i~,l w(i), where 
tau fl 
ar ~ s ~ 
w(k)= ar~ s ~ 
1 
if k~ P and k < last(P) for some path P of f, 
if k~ P and k > last(P) for some path P of f, 
if k lies on a cycle of f 
if kq~A, 
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where the exponents c~, fl, 7, 6 are defined below, using the notation established previously, and with 
Q ranging over paths in the functional digraph of f :  
= k - 1 - rap(k; O, k) - ~ no-(0, k), 
last (O-) > last (P) 
fl = last(P) -- k - my(k; k, last(P)) - no,(k, last(P)), 
7 = F (k )  - 1 - -  y" no.(O, F (k ) ) ,  
last (Q) > k 
6 = k - F(k) - ~ no-(F(k), k). 
last (Q) > k 
last (Q) > last (P) 
Theorem 6.2. The quadrabasic Laguerre polynomials 
{r, s} = {v, w} in (1.1) have the following interpretation: 
E x" -LA I ( - -1 )w(A , f ) ,  
A c [n],f:A ~ In] 
where f is injective and w(A , f )  is the monomial in r, s, t, u, a in Definition 6.1. 
obtained by setting {t, u} = {p, q} and 
Corollary 6.3. For all k, the coefficient of X k in the quadrabasic Laguerre polynomials obtained by 
setting {t, u} = {p, q} and {r,s} = {v, w} in (1.1), is a polynomial (in a, r,s, t, u) all of  whose 
coefficients have the same sign. 
Proof of Theorem 6.2. Assuming (6.8) we have 
P2.+ 1 (x) = xp2,(x) - [n]t,uP2.- 1 (x), (6.10a) 
P2. (x) = xp2, - x (x) -- a [n]r,s P2, - 2 (x). (6.10b) 
If we set p2.(x) = Y~k E.,kx2k( - 1) "-k, and P2.+ 1 (x) = Yk O,,k xEk+ 1 (_  1).-k, then (6.10) is equiva- 
lent to 
O,,k = E,.k + [n]t, ,O,-1,k, (6.11a) 
En,k = On-  l , k -  1 "Jr- a[n]r, s En- l,k . (6.11b) 
It is clear that (6.11) proves Corollary 6.3, as well as a version of Corollary 6.3 for the quadrabasic 
version of/21 (x). What remains is to use (6.11) to produce the statistics in Definition 6.1. In order to 
show that 
E.,k = Z w(A , f )  
A_  [n ] , lA l=n-k  
T:A --* In] 
and 
On,  k w(A, f )  
A_~ [n] , lA [=n- -k  
f :A --* [n + 1] 
for all n, k, we will define recursively a weight #(A, f )  on the ordered pairs (A , f )  in (6.6) and (6.7), 
such that ~ satisfies (6.11), and then prove that # agrees with the weight w of Definition 6.1. 
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For (6.11a), let A _ In], IAI = n - k, and let f :A  --. In + 1] be an injection. If n + l¢ Im( f ) ,  
just delete n + 1 and let A' = A and f ' :  A' ~ [-n], with f '  given by the function f when viewed as 
f :A - - . In ] .  This gives a pair (A',f ') contributing to the term E,,k in (6.11a). We set 
#(A' , f ' )  = #(A, f ) .  If n + 1 e Im(f ) ,  then n + 1 must be the last point of a path P of f, since 
A ___ In]. Define the pairing i.--~i' between ie  In + 1] - {f - l (n  + 1)} and i 'e  In] via 
i' = ~i if i < f - l (n  + 1), 
i - -1  if i> f - l (n+l ) .  
Now let A' = {i': i eA  - f - l (n  + 1)}, and f ' :A '  ~ In] defined by f'(i ') = If(i)]'. Then the pair 
(A',f ') corresponds to O,-1,k in (6.11a). We set 
~(A, f )  = tf-l("+l)-lu"-Y-~("+l)~(A',f'), 
with the monomial  t I - ' ( "+l) - lu  " - I  ,(,+1) from In]t,,, so ~(A, f )  corresponds to the term 
[n]t,,O.-1,k in (6.11a). 
Similarly, for (6.11b) consider A c_ [hi, I A[ = n - k, and an injection f :  A --. I-n]. If nCA, then let 
A' be identical to A, but viewed as a subset of [n - 1], and f ' :A '  --. In] pointwise qual to f We set 
~(A' , f ' )  = v?(A,f), and the pairs (A',f ')  arising from this case correspond to the O,_ 1,k- 1 term in 
(6.11b). If n e A, we let A' = A - {n}, and obtain an injection f ' :A '  --. In - 1] as follows: delete 
n from the functional digraph of f and connect f - l (n )  (if it exists) to f(n). The pair (A',f ') 
corresponds to E,_ 1,k in (6.11b). We set 
~(A, f )  = ar f (")- i s , -  f (,) ~(A, , f , )  
and thus we get the term a [n]r,s E,_ 1,k. 
Thus, each ~-weighted pair (A,f) contributing to the left-hand side of (6.11) corresponds to 
a ~-weighted pair (A',f ') contributing to the right-hand side. We will regard this correspondence as 
a "reduction" of (A,f)  obtained by "processing" the largest element. Effectively, with the exception 
of the first case under (6.11b), in order to construct (A',f ') we reduce the digraph for (A,f)  by one 
point. The reduction consists of removing the largest element currently in the digraph, or its 
preimage. The latter type of reduction occurs only in the second case of (6.11a), and entails the 
"compression" of the remaining values to an initial interval of the positive integers. The compres- 
sion preserves the order relation among values, and the value of an element decreases by one unit 
for each reduction in which a smaller element is deleted. 
We claim that ~(A, f )  obtained upon applying the above reduction rules as long as the domain 
of the injection is nonempty, agrees with w(A, f )  of Definition 6.1. To verify this, first observe the 
following property of the reduction process. If at some stage the maximum element is last(P) for 
some path in the digraph of the function, then its preimage is eliminated and the values of the 
elements are compressed. The maximum value is reduced by one unit, but at the next reduction it 
will be again the maximum element and still last in its path. Therefore, once the last point of a path 
has the maximum value of all points in the digraph, the path will be completely eliminated from the 
digraph through a sequence of consecutive reductions. Second, if the maximum is not last on a path 
of the digraph, then it is simply deleted. 
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Now let us consider a point in A. If its original value is k, let k* be its value at the time when it is 
deleted. If k belonged to a path P of the original digraph and k < last(P), then 
k*=k-  ~ ]{a~Q:a<k} l - [{b~P:b<k,  ind(k ,P)<ind(b,P)}[ .  
last (Q) > last(P) 
The difference k -  k* is the number of previous reductions when values smaller than k were 
deleted, thereby causing compressions which diminished the original abel k. At this same stage, the 
label of the last element on the path containing k* is not necessarily last(P) but last(P)*, 
last(P)* = last(P) - ~ I{a ~ Q: a < last(P)}l 
last (Q) > last (P) 
- I{bs P: b < last(P), ind(k,P) < ind(b, P)}l, 
and at this stage last(P)* is the image of k*. By the second case of (6.11a) above, the ratio 
~(A,f) /v~(A' , f ' )  for this reduction is equal to tk*-XU lasttP)*-k*. After minor simplifications, we 
recognize this expression as w(k) = t~u ~ from Definition 6.1. 
A simpler situation is the first type of reduction described above for (6.11a). In this case, the 
element deleted from the digraph derives from an original point k which was not in the domain of 
the injection. Hence, the value 1 of the ratio ~(A, f ) /~(A ' , f ' )  for such reductions agrees with w(k) 
in Definition 6.1. The first type of reduction under (6.11b) does not contribute to the ~-weight and 
no point is removed from the digraph. 
Finally, suppose that in the original digraph the point k belongs to a path P and k > last(P), or 
k is on a cycle. Then when this point is deleted from the digraph, its current value k* is the largest 
value present in the current digraph and is equal to 
k*=k-  ~ I{a~O:a<k} l .  
last (Q) > k 
Note also that at this state, the image of k* is F(k)*. That is, the current value of the original "first 
forward iterate" of k. Indeed, the previous reductions have eliminated all values derived from 
elements larger than k. We have 
F(k)* = F(k) - ~, [{ae Q: a < F(k)}l. 
last (Q) > k 
Thus, the ratio #(A, f ) /~(A ' , f ' )  for such a reduction is ar F(k)*- 1Sk*-F(k)*. Again, we recognize this 
as w(k) = ar~ s ~ from Definition 6.1. 
Hence, #(A, f )  = Ilk w(k) = w(A, f )  and the proof is completed. [] 
7. More even-odd polynomials 
The first result of this section is an alternative interpretation of the orbit (19) from Section 4. 
There, the moments of the specializations falling in the orbit 0110 were interpreted in terms of 
permutations with side conditions. Here, the moments for the orbit 0110 will arise in the context of 
the quadrabasic and even-odd polynomials discussed in Section 6, by setting t = p = 0, r = v, 
s = w, u = q, b = 1. This specialization gives the following coefficients for the three-term 
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recurrence: 
bo=a, b ,=a[n+ l]r ,s+u "-1 i fn>0,  2,=a[n]r, su "-1. (7.1) 
These are precisely the coefficients for the even polynomials (see (6.2)) for 2[, = u "-1, 
2;, + 1 = a [n + 1],,~, and so #, (e) is the nth moment for the orbit 0110 of Section 4. The coefficients 
of the three-term recurrence for the corresponding odd polynomials are 
b,(o) = u" + a[n + 1]r,~, 2,(o) = a[n + 1],,~u "-1. (7.2) 
If we rescale the odd polynomials to 6,(x):= a"o,(x/a), the coefficients 
U n U n - 1 
b,(6) = [n + 1]~,~ + - - ,  2n(6) = [n + 1] , ,~-  
a a 
are reminiscent of r, s, u versions of the coefficients for Charlier polynomials and suggest that the 
nth moment, #,(5), is related to the enumeration of certain partitions. More precisely, these 
coefficients would give the correct weights on the steps of the associated Motzkin paths (see 
[29, 28]) if the level k steps were shifted to level k + 1. We can accomplish this by adding an initial 
NE step and a final SE step. The resulting Motzkin paths counted by #, (6) have length n + 2 and 
do not touch the x-axis except at their initial and final points. That is, these paths correspond to 
partitions of the set [n + 2] such that no interval [i] is a union of blocks, for any i < n + 2. We call 
such partitions connected set partitions, abbreviated ConnSP. From these observations and (6.4) we 
obtain 
#.(e) =/~l(e)/~,- 1(o) = a . a"-1#,_1(5), 
the reciprocal polynomial (in terms of a) of (l/a) ConnSP(n + 1), enumerating connected set 
partitions of [n + 1]. With a = r = s = u = 1, the moments from Section 4, orbit 0110 arise as the 
sequence #,(e) = IConnSP(n + 1)J for n >1 1: 1, 2, 6, 22, 92, 426, ... We have: 
Theorem 7.1. Let b. and ~, be given by (7.1). The moments are given by 
~n = E r lrs (cont) (tO + lrs (clos) (~) s l rg  (cont) (~) + lrg (clos) (~) 
~eConnSP (n + 1) 
X U lrs (sing) (n) + lrs (op) (~) - blocks (n) + 1 a n + 1 - blocks (n) 
We remark that Theorem 7.1 admits the following alternative formulation: 
Theorem 7.1'. Let b, and 2, be given by (7.1). The moments are given by 
~n - -  E r rs (cont) (;x) + rs (clos) (n) S lsg (cont) (r 0 + lrg (clos) (n) 
rce ConnSP (n + 1) 
X W rs (sing) (;x) + lr (clos) (n) - blocks (:x) + 1 a n + 1 - blocks (r 0 
The notation rs ("right smaller") is an abbreviation of lrs permitted by the standard indexing of 
the blocks in a partition (the blocks are indexed in increasing order of their minima), while 
lr = lrs + lrg. The latter arises from a modification of the weights on the Motzkin paths: assign 
weight 1 to the NE steps, and a monomial from 2k(O) to level k SE steps, and it turns out that 
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lrs (op) = lr (clos). Other versions can be formulated for further modifications of how the combined 
weight 2k(O) is distributed between NE steps ending at level k and SE steps beginning at level k. 
Next we consider the general quadrabasic polynomials of Section 6. Assuming (6.4), we see that 
/t,(o) is an (r, s, t, u, a)-version-of (n + 1)!. The remainder of this section is devoted to obtaining 
a combinatorial description of these moments in terms of suitable permutation statistics (Theorem 
7.2). To begin with, from (6.3) we have 
b,(o) = a[n + 1]~,~ + In + 1]t,,, 
2,(o) = a[n + 1]r,s[n]t,,. 
(7.3) 
As in the proof of Theorem 2.1 (see [-28]),/t,(o) enumerates weighted Motzkin paths of length 
n which, in turn, correspond to permutations in S,+ 1 counted according to certain combinatorial 
statistics. We will obtain the correspondence in two stages: first we describe a bijection q~ from the 
paths to a subset of S,+2, and then a bijection 0 from this subset to S,+1. 
Let P be a path counted by #,(o). The permutation (p(P) e S,+z will have 1 and n + 2 in the same 
run. The elements 2, 3, . . . ,  n + 1 are inserted one at a time, in a position determined by the 
corresponding step of P and its weight. The steps of P originating at level k have the following 
weights: 
• NE steps (leading to openers of runs): a monomial  from a [k + 2]r,s, 
• E steps (leading to singleton runs): a monomial  from a[k + 1]r,s, 
• E steps (leading to continuators): a monomial  from [k + 1It.u, 
• SE steps (leading to closers): a monomial  from [k]t,,. 
(These are the same weights for Motzkin paths as in the proof of Theorem 2.1 [28] (with r = p, 
s = q, t = v, u = w), except hat the NE steps (the openers) at height k have weight a [k + 2]r,s, and 
the horizontal steps for continuators at height k have weight [-k + 1]t,u.) 
Starting with a two-element run 1, n + 2, we traverse P and if the ith step has weight a'rPs ~ or 
t~u ~, we insert i + 1 in the current (partial) permutation i the leftmost position which ensures the 
following: for openers and continuators the lsg (resp., rsg) value must be/~, 6 (resp., 7, e); singletons 
and closers do not "see" the run containing 1, that is, their lsg (resp., rsg) value without counting the 
run contai.,':ing 1, must be/~, 6 (resp., 7, e)- The permutations which arise as (p (P) satisfy: (i) 1 and 
n + 2 in the same run, and (ii) in the subword to the right of the run containing 1, no singleton run is 
a left-to-right minimum. 
Next, we construct a bijection 0 from this subset of S,+2 to all permutations of length n + 1. 
Suppose the permutation a of length n + 2 contains the consecutive runs 1 .... , c, n + 21 d~, ..., 
din. (Note that m > 1, otherwise dx contradicts condition (ii) for o-.) If c > dl, let ~(o-) be the 
permutation obtained by replacing the two runs above with the two consecutive runs 
1,. . . ,  c ld~,... ,  din. Note the ~(o-) still satisfies condition (ii). If c < dx, let ~(o-) be the permutation 
obtained by replacing the two runs above with the run 1, ..., c, d2 . . . .  , din, and moving dl to the 
right as a singleton run, in the unique position where it is a left-to-right minimum for the subword 
to the right of the run containing 1. So dl immediately precedes the first run after 1,. . . ,  c, d2,... ,dm 
whose opener is less than d~. This time, ~ (o-) does not satisfy condition (ii). The inverse map 0 - 1 is 
easy to describe. If condition (ii) holds, just add n + 2 to the run with 1. Otherwise find the 
rightmost singleton which violates (ii), call it dl, and let c be the largest element smaller than 
dx occurring in the same run as 1; then insert n + 2 followed by dl immediately after c. 
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It remains to describe the statistics on permutations to which q9 o ~ maps lsg and rsg. We denote 
these by lsg* and rsg*. If a permutation satisfies condition (ii), then define its lsg* (rsg*) to be 
lsg (rsg), but always include the run with 1 for openers and continuators, and exclude this run for 
singletons and closers. So for the permutation 278115[ 36[4, lsg* (4) = 2, rsg* (7) = 1. If a permuta- 
tion does not satisfy (ii), let dl be the rightmost singleton run violating (ii). Let z > dl be the 
maximum of the run containing 1. This time define lsg* (rsg*) as above, with the extra modifica- 
tions: add 1 for each element in [dl, z) for the run with 1. Elements in the run with 1 and in [d~, z) 
count as left. For example, in the permutation 2481157169[3, d~ =3,  z=7,  lsg*(3)=2,  
rsg* (4) = 3, lsg* (5) = 2, lsg* (6) = 3. 
In view of (6.3) we have the next theorem. 
Theorem 7.2. Let #, be given by Theorem 2.1 with r = p, s = q, t = v, u = w, b = 1. Then 
/An ~ E r lsg* (sing) + lsg* (op) (o') S rsg* (sing) + rsg* (op) (a) 
a~Sn 
X t lsg* (cont) + lsg* (clos) (a) U rsg* (cont) + rsg* (clos) (~r) a run (a), 
for the modified statistics lsg* and lrg*. 
8. Equidistributed statistics 
Theorems 2.1 and 2.2 give an interpretation for the moments of the octabasic Laguerre 
polynomials, in terms of permutation statistics. So we can use facts about the octabasic Laguerre 
polynomials to give combinatorial theorems about these statistics. 
One easy fact is the invariance of the moment  under the group G of order 32 in Section 4. 
Theorem 8.1. The generating functions in Theorems 2.1 and 2.2 are invariant under the group G of 
order 32 described at the start of  Section 4. 
We can also find analogous theorems for sets other than permutations, for example, set 
partitions. If we take the r = p = 0 specialization (the orbit (1), 1010, in Section 4), we find 
b, = as" + [n]t,,, 
2, = aq"-  1 In] . . . .  
Clearly the symmetry group here is a group of order four. We use Proposit ion 3.3(2) to find the 
appropriate statistics for an RG function w. 
Theorem 8.2. The generating function for RG functions on In], 
Z Slrs (sing) (w) t lrg (cont) (w) U lrs (cont) (w) q lrs (op) (w) V lrg (dos) (w) W lrs (clos) (w) a # blocks, 
w~SP(n) 
is symmetric under t*-*u and v+--~w. 
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For noncrossing set partitions (r = t = p = v = 0, orbit 1111), we have 
b, = as" + u"- l, n >>- l, bo = a, 
• ~. = aq n- 1 wn-  1. 
Again Proposition 3.3(2) allows us to take complements. 
Theorem 8.3. The generatin9 function for RG functions of  noncrossing set partitions of  [n], 
Slrs (sing) (w) ulrs (eont) (w) qlrs (op) (w) wlrs (clos) (w) a #blocks, 
w e NCSP (n) 
is invariant under q~---~ w. 
We can use another element of the orbit of 1111 to obtain another equidistribution theorem. If 
we put r = u = p = w = 0, we find the class of set partitions NU (see Proposition 3.9). These are 
enumerated by the Catalan numbers, just as noncrossing partitions are. 
Theorem 8.4. The 5-tuples 
(lrs (sing), lrs (const), lrs (op), lrs (clos), blocks) 
and 
(lrs (sing), lrg (cont), lrs (op), lrg(clos), blocks) 
are equidistributed on the class of  noncrossin 9 set partitions and on the class "NU" of not-under set 
partitions. 
Bijective proofs of Theorems 8.1-8.4 are implicit in the bijection for Theorem 2.1 appearing in 
[28]. 
There are similar results, which we do not state here, for orbits whose moments can be 
interpreted in terms of matchings. Also, Theorems 2.1, 2.2 and 7.2 clearly give equidistribution 
results. Moreover, Theorem 2.2 provides for alternative versions of Theorems 8.1-8.4. 
9. Classical orthogonal polynomials and zero specializations 
We now turn to the classical orthogonal polynomials which arise from our zero specializations. 
In Section 4 we gave the combinatorial interpretations for the moments in 54 cases. Several of the 
cases are related to classical orthogonal polynomials, and we identify them here. We do this 
assuming the nonzero q's have been put to 1, so that each case will represent a multi-q version of the 
listed polynomials. We will also discuss some "principal specializations" which lead to known 
q-analogs of the classical polynomials. 
The 27 cases in Section 4 which have 2, = 0 for n > 1 have simple explicit formulas, and are not 
classical orthogonal polynomials. For completeness we state them. If we put p = q = 0 (the 0020 
case), then clearly 
P,+ 1 (x) = (x -- b, )p,(x)  
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for n > 1. From this we see that 
/1 
p.(x) = (x 2 -- x(a(r + s) + a + 1) + aZ(r + s)) l-[ (x - a[i + 1]r,s - [-i],,.), 
i=3  
n>~2, 
p x(x) = x - a. 
Each of the other 26 cases is a specialization of the above. 
This leaves 27 cases, which are listed below. In each case we have included the specialization, that 
is, which of our 8 bases are set equal to zero, the others being set equal to 1. In each case, we identify 
the orthogonal polynomials, give the coefficients of the three-term recurrence relation and state the 
explicit formula for the (monic) polynomials. The Appendix gives the explicit notation for each of 
the polynomials. 
We have used some facts about corecursive polynomials 1-7] to give the explicit formulas. We 
need the following fact: if the coefficient b0 is perturbed in the recurrence relation (1.1), then the 
resulting polynomials are perturbed by a polynomial with a related recurrence relation. This occurs 
in several of the classical cases below. The related recurrence relation in these cases is for the 
associated orthogonal polynomials. 
(0000) Specialization: O, i.e., none of the 8 q's is set equal to zero. For a = 1 we obtain Laguerre 
polynomials. For general a we obtain special Meixner polynomials: 
b.=n+a(n+l ) ,  2.=an 2, 
) ,90, 
p.(x) = (-a)"m. , a, 1 . 
a 
(1010) Specialization: r = p = O. We have the Charlier polynomials: 
bn = n-t- a, An = an, 
(9.1) 
(1011) Specialization: r = p = v = 0. The polynomials are dual Lommel polynomials [8, (6.11), 
p. 189]: 
bn = n + a, 2 .  = a ,  
p,(x) = (-- 1)"K,(a -- x, a). 
(9.2) 
(1111) Specialization: r = t = p = v = O. We obtain Chebyshev polynomials: 
bo=a,  b ,=a+ 1, n>0,  
p.(x) = u .  ( X -- a - -1 )  a"/2 
/~n ~ a ,  
x - a - 1 ) 1)/2 
+Un-1 2~//- ~ a (n- 
(9.3) 
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(1210) Specialization: r = t = u = v = 0. We obta in  a sum of assoc ia ted  Hermi te  po lynomia ls  
[4, (4.18)]: 
b l=a+l ,  b.=a,n¢ l ,  2.=an, 
(xa ) p,(x) = H, (a/2) "/2 --H,-1 -~,  1 (a/2) ~"-1)/2 (9.4) 2all,_ 3 (~/~,x  - a 3-/~ (a/2) ("- 3)/2 
(1211) Specialization: r = t = u = p = v = 0. We obta in  sums of Chebyshev  po lynomia ls :  
b l=a+l ,  b,=a,n¢ l ,  2,=a,  
(9.5) 
p.(x)= U. x -a  a./2_(x_a)U._2(.2___x/~x/~ a(._2)/2" 
(2010) Specialization: r = s = p = O. We obta in  a sum of Char l ier  and assoc iated Char l ier  poly-  
nomia ls  (see [20, (1.14) and (4.2)]): 
bo=a, b.=n, n>O, 2.=an, (9.6) 
p,(x) = C~(x + a) - aC~_l(x + a, 1). 
(2011) Specialization: r = s = p = v = 0. The  po lynomia ls  are sums of dual  Lommel  po lynomia ls  
[8, (6.11), p. 189]: 
bo=a, b,=n, n>O, 2,=a,  (9.7) 
p,(x) = ( -  1 ) "K , ( -x ,  a) + a(-  1)"K,_I (1 -x ,  a). 
(2111) Specialization: r = s = t = p = v = 0. We obta in  Chebyshev  po lynomia ls :  
bo=a,  b ,= l ,  n>0,  2 ,=a,  
(9.8) 
p,(x)=U, x -1  a " /2 - (a -1 )U ._ l (~-~ a ~"- 
(2210) Specialization: r = s = t = u = p = 0. We obta in  a sum of  assoc iated Hermi te  po lynomia ls :  
bo=a, bx=l ,  b ,=0,  n>l ,  2,=an, 
p,(x) = H,(x/x/~a)(a/2)"/2 - (1 + a) H,-1 (x/x//~, 1)(a/2) ("- 1)/2 (9.9) 
+ all,_ 2 (X/N//~, 2)(a/Z) ~" - 2)/2 - -  2aH,_ 3 (X/~/~, 3)(a/2) ("- 3) /2 .  
(2211) Specialization: r = s = t = u = p = v = 0. We obta in  Chebyshev  po lynomia ls :  
bo=a, b l= l ,  b ,=0,  n>l ,  2 ,=a,  
(9.10) 
pn(X) = On (2+a)an/2 -  On_l (2_~.~/~a)a(n+l)/2 ..]_ (a_ x)On_ ( x ~a(n_2)/2 
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(2110) Specialization: r = s = t = p = 0. The polynomials are a sum of Hermite polynomials 
and associated Hermite polynomials [-4, (4.18)]: 
bo=a,  b,=l ,n>0,  2,=an,  
p.(x) = H , (X  -~--l ~(a/2) "12 +(1-a)H , -1  x -1  
\ ~/2a / 
1 ) (a/2) (" - 1)t2 
(9.11) 
(1110) Specialization: r = t = v = 0. The polynomials are a sum of Hermite polynomials and 
associated Hermite polynomials [-4, (4.18)]: 
bo = a, b, = a + l, n > O, 2 ,=an,  
,.,/, ..(x a 1) (xa ) .Ea (a/2).12 + 1-1._1 -.~a ,1 (a/2)"- "tz. 
(1000) Specialization: r = 0. The polynomials are special Meixner polynomials [8, p. 176]: 
b, = n + a, 2 ,=an 2, ( )  913, 
( - c ) "  (1 + c)(x - a) + c 
- -  , c ,  1 p. (x) - (1 + c)" m. 1 - c ' 
where a = c/(1 + c) 2. 
(0100) Specialization: t = 0. The polynomials are a sum of Meixner polynomials [8, p. 176] and 
Pollaczek polynomials: 
bo=a,  b ,=a(n+ l )+ l, n>0,  2,=an 2, 
p.(x) = ( -1 -c ) "m,  ( xc - 2c -1  ) 
1-c  2 , c ,  1 (9.14) 
Dll2 (x - -a~ 2 -1  ) + --n-1 ~ ~ ,  q~, 1 (4a - a2)tn-1)/2 ( -1 )  n- l ,  
where a = (1 + c)2/c, cot(q)) = x/a~(4 - a). 
(0010) Specialization: p = 0. The polynomials are Charlier polynomials: 
b ,=a(n+l )+n,  2 ,=an,  
p.(x) = (1 +a)"C:1(1+')2( (1 +a)x_a2)_~_+a) 7 . (9.15) 
(2000) Specialization: r = s = 0. The polynomials are a sum of Meixner polynomials [8, p. 176] 
and Pollaczek polynomials: 
bo=a,  b ,=n,  n>0,  
p.(x) = m, 
where a = c/(1 + c) 2, cot(q~) 
~-n = an2~ 
,c, 1 - -1 . _1 \ . -~ ,¢ ,1  (4a-1)(.-'/2, 
= - 1 /x /~ - 1. 
(9.16) 
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(1100) Specialization: r = t = 0. The polynomials are a sum of Meixner polynomials [-8, p. 176] 
and Pollaczek polynomials 
bo = a, b, = a + 1, n > O, 2, = an 2, 
ol/2 x -a -1  (9.17) 
2~-a  
(0200) Specialization: t = u = 0. The polynomials are a sum of Meixner polynomials [-8, p. 176] 
and Pollaczek polynomials: 
b l=2a+l ,  b,=a(n+l ) ,n#l ,  2,=an 2, 
(9.18) 
p. (x )=(_ l _c ) .m. (CX- -C -1  ) ( x--a~2 ) l -c :  'c'l +(a-x)P.X/22\~,q5,2 (4a-a:) ( " - : ) / : ,  
where a = (1 + c)2/c, cot(q~) = -a /~/~ - a 2. 
(0110) Specialization: t = v = 0. The polynomials are a sum of Charlier polynomials and asso- 
ciated Charlier polynomials: 
bo=a, b .=a(n+ l)+ l, n>O, 2,=an,  
( x )  ( x )  (9.19) pn(X) n 1/a an- l r ,  X/a =a C n -1  + ~n-1  - -1 ,1  . 
(0011) Specialization: v = p = 0. The polynomials are dual Lommel polynomials: 
bn=a(n+ l)+n, 2n=a, 
P"(X)=(-1--a)"K"(a-xl+a'( l+a)a) 2 . (9.20) 
(0111) Specialization: t = v = p = 0. The polynomials are sums of dual Lommel polynomials: 
bo=a, b ,=a(n+ l)+ l, n>O, 2,=a,  
Pn(X) ( - -a ) "K" ( l+a- -x ! )   ' + ( K , _~( l+2a-x  ! ) a  , . (9.21) 
(0210) Specialization: t = u = v = 0. The polynomials are a sum of Charlier polynomials and 
associated Charlier polynomials: 
b l=2a+l ,  b,=a(n+l) ,  n#l ,  2,=an, 
pn(X) anc~/a( X - -a+l )  ( ) (9.22) = +a"-2(a-x)  C1,/_a2 x -a+l  2 a a 
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(1200) Specialization: r = t = u = 0. The polynomials are a sum of Meixner polynomials [8, p. 
176] and Pollaczek polynomials: 
bl = a + l, b, = a, n ¢ l, 2 ,=an 2, 
p, (x) = ( - a) "/2 m, (x  
(2100) Specialization: r 
[8, p. 176] and Pollaczek 
bo = a, b. = 1, n ~ O, 2. = an 2, 
P. (X)=(- -a)" /2m.(X- - l - -x / -~- -a  - -1 ,1 )+( I - -a )  D1/2 x - l  , - - . - l ( \~-~,Tz /2 ,1 ) (2x / rd ) "  -1. (9.24) 
2x / - -a  
(2200) Specialization: r = s = t = u = 0. The polynomials are a sum of Meixner polynomials [8, 
2x f_  a -1 ,1  +(a-x )  ~/2,2 (2x//-a) "-2. 
= s = t = 0. The polynomials are a sum of Meixner polynomials 
polynomials: 
'~n = an2, 
1,1)--a(2w/-d)n-t° i /2 (2~ r~/2,1 
p. 176] and Pollaczek polynomials: 
bo=a,  b l= l ,  b ,=0,  n>l ,  
(xz~- -a  
pn(X) = (--a) "/2 m. \ 2 ~  ' 
(~___~ ) (9.25) 
--(x -- a)(2x/~) "-201/z x 7t/2, 2 * n -2  , • 
(0211) Specialization: t = u = v = p - -0 .  The polynomials are sums of dual Lommel  poly- 
nomials: 
b l  = 2a + 1, b. = a(n + 1), n ¢ 1, 2. = a, 
= , + (a - x ) ( -a)" -ZK,_2 , . a a a 
10. q-analogs of classical orthogonal polynomials 
In Section 9 we gave several classical orthogonal  polynomials which were specializations of the 
octabasic Laguerre polynomials. So each of these polynomials has its own multi-q version, by 
"despecializing" the q's which were set to 1. However, it is possible to specialize these remaining q's 
to obtain known q-analogs of classical orthogonal  polynomials. In this section we give the 
specializations, and state the explicit formulas for the polynomials. 
(0000), q-Laguerre [28, (3.6)] (r = t = b = q-2, s = u = a = q - l ,  p = fl = 1, v = q-4, w = q-3 ,  
b. = q-2n[n]q q- q - l -2n[n  q- f l ]q ,  "~'n = q l -4n[n]q[  n q- fl -- 1]q) :  
p. (x )  n . _ - = q j2 n2 xJ l~ 
j=o J q i=o (q - - l )  
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(1011), dual q-Lommel 1-19, (1.25), (2.10)] (r = p = v = O, s = 1, {t,u} = {1, q 
b. = a + [ril l~q, ,~n = aq x-"): 
p.(x) = q-"("- l ) /2(--1)n 2 (--a)J q J: 
i=o J q 
(1010), q-Charlier [9] (r = p = O, s = q, 
)~n = aq . -1  [nlq): 
1-[ (qEklq - -qk(x -- a)). 
k=j 
{t,u} = {v,w} = {1, q}, 
- t}  -1  
, w = q  , 
b. = aq" + [nlq, 
p.(x) ~ n (-- 1)"a"-Jq (" ~-j) j -a  = F[  ( [k ]q  - x ) .  
j=o  J q k=0 
(2110), discrete q-Hermite [16, p. 1931 ( r=s=t=p=0,  a=u=v=l ,  w=q,  b ,= l ,  
2. = q"- 1 [n]q): 
p,(x) = 2 n (x -- 1)"-z J ( - -1) Jq  j( j -1) I ]  [2k -  11o- 
j=o  2 j  q k=l  
(1111), q-Chebyshev ( r=t=p=v=O,  s=u=w=q,  bo=a,  b .=aq"+q" - l ,  n>O,  
,~, = aq2n-2) :  
pn(x)  = ~" q J ( j -1 ) /2xn- J ( - -1 )  j - -  1 -- k n - j  + k ak" 
i=o k=O 1 j q k q 
(2111), q-Chebyshev (several choices) (r = s = t = p = v = O, u = 1 = w, bo = a, b. = 1, n > O, 
2. = aqn-1): 
; l  [ 1 ) p. (x )= ~ n j (x_  l) ._z~ +( l _a )q J  n - - j -1  (x_ l ) . _g j _  1 qj( i_x)(_a)~. i=o q J q 
(r = s = t = p = v = O, w = 1/q, bo = a, b. = u" - l ,  n > O, 2. = a, see [21] for related results): 
] p.(x) = (--1)kuk(k-3)/2a {"-k)/2 ~ T . -k -as  
k=O s=O S u S u 
s 11 + E ( -1 )  kuk(k-a)/Ea("-k-t)/2 Z T . -k - l -2s  • 
k=O s=O S u S u 
11. Remarks 
Other specializations also are of combinator ia l  interest. For  example, we can obtain up-down 
permutations, that is, the class UD(N)  _ SN of permutat ions a such that a (1) < o-(2) > o-(3) < .... 
If we take b, = 0 and 2. = n 2, then the weighted Motzk in paths enumerated by the moment/~2,  
have no horizontal steps, hence the corresponding permutat ions consist exclusively of runs of 
length 2. Thus, the moments  #2, = IUD(2n)I are the secant numbers [18, p. 169]. 
Returning briefly to the orbit 2100 (case (24), Section 4), if we take the specialization 
r = s = t = 0 and the other bases equal to 1, we get the three-term recurrence coefficients b, = 1, 
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)],. -= n 2. Comparing the Motzkin paths for this case with those for the previous pecialization (this 
time, singleton runs are permitted and must be separated from the other, length 2, runs), the 
moments now are #, = Zj >~ 0(2"~) I UD (2j)I. In turn, this implies that the moments of the orbit 2100 
of Section 4 have exponential generating function Z,>,o#,z"/n! =eZ~,>~o[UD(2n)lz"/n! = 
eZsec(z). 
The tangent numbers, IUD(2n + 1)1, are the moments (up to sign) if b, = -1 ,  2. = -n2;  this is 
the choice a =-1  in (1.1). A set of q-tangent numbers is given in [2]. We have a natural 
(r, s)-tangent number if 
Let 
b, = - [n  + 1],,~ + [n]~,~, n 2 2, = - [  3,.~. (11.1) 
T2n+a(r, s) = (-1)"/22.+1. 
The following theorem is a companion to those in [1, 2]. 
(11.2) 
Theorem 11.1. We have 
T2,+l(r, s) = ~ r'sg'(w)s rsg'(w), 
weUD1.2,+2 ( n+ 2) 
where UD ~' 2, + 2 (2n + 2) is the set of up-down permutations of [2n + 2] in which 1 and 2n + 2 are in 
the same run, and the statistics lsg' and rsg' are defined by modifying lsg and rsg: closers do not count 
the run (1, 2n + 2). Moreover (r + s)" divides T2,+a(r, s). 
Proof. If we put 2~,+1 = - [n  + 1],,s, 2~, = [n],,s, then the tangent numbers arise from the 
moments of the odd polynomials. These have a three-term recurrence whose coefficients are 
a special case of (7.3), namely, 
b,(o) = 0, 2,(0) = - [n] , ,~[n + 1],,~. (11.3) 
According to (6.2) and (6.4), #2, + 1 (e) = -#2,  (o). As in the argument preceding Theorem 7.2, the 
Motzkin paths enumerated here by the moment  ~2, (o) correspond to permutations in Sz, + z via the 
bijection q~. In this case, the Motzkin paths P have no horizontal steps (since b. (o) = 0), so the 
permutations produced as q~(P) consist exclusively of 2-element runs. In fact, the image of (p in this 
case is UDl'2"+Z(2n + 2). The description of the statistics lsg' and rsg' follows directly from the 
discussion in Section 7 of the effect of q~ on lsg and rsg. 
Finally, the Motzkin paths of length 2n considered here permit a pairing of every NE step with 
a SE step between the same two levels. In each such pair, the weight of one of the two steps is 
a monomial  from [2k],,~ for some k >/1. In turn, [2k]r,~ is divisible by r + s. Therefore, the sum of 
the weights of all P which have the same underlying (unweighted) path of length 2n is divisible by 
(r + s)". [] 
There is an easy bijection from the permutations in UD (2n + 2) which contain the run 1, 2n + 2 
to UD(2n + 1). This is a modification of the bijection ~ of Section 7. Since all permutations in
UDI ' /"+2(2n + 2) satisfy the condition (ii) (indeed, vacuously), we delete 2n + 2. But now we 
must eliminate the two consecutive ascents resulting if 2n + 2 was not the last position. To this 
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end, we reverse the word to the right of 1. For example, 36118125147~UD1'8(8) maps to 
3611714512 ~UD(7). A version of Theorem 11.1 could be given for UD(2n + 1). 
An (r, s)-analogue of the secant numbers, E2. = IUD(2n)I, arises as E2,(r, s) = #2, if b, = 0, 
n 2 2, = [ ]r,~, and we have (see [-1]) 
E2, (r, s) = 1 mod (r + s) 2. 
Indeed, the Motzkin paths enumerated by the moments are without horizontal steps and all steps 
between levels k and k - 1 have weights from [k]r,~. Thus, the unique path which does not exceed 
level 1 has weight 1, while every other path has at least two steps between levels 1 and 2, and its 
2 2 total contribution to the moment is divisible by [ ],,s. 
Alternative descriptions of the moments for the orbit (3), 1111, of Section 4 can be given in terms 
of permutations. Choosing the specialization r = p = t = v = 0, it is easy to see from Theorem 2.1 
that the moments enumerate the 132-avoiding permutations, i.e., permutations o- such that there is 
no triple i < j < k with a(i) < a(k) < o-(j). Also, for the choice s = q = u = w = 0, the moments 
count the 213-avoiding permutations, i.e., permutations o- such that there is no triple i < j < k with 
a(j)  < a(i) < a(k). The orbit 1111 has size 16 here, so there are 14 other subsets of permutations 
which are enumerated by the Catalan numbers. Analogous tatements can be made for the other 
orbits. 
We could define an octabasic version of the Laguerre polynomials L~(x), by putting 
b, = (c~ + r" - I s  + ... + s") + [n],,u, 2, = [n]p,q(~ + 1)n-2w + "'" + wn-1) .  (11.4) 
Appendix 
We list the explicit formulas for each of the classical polynomials in Section 7. We use the 
notation (a)k for the rising factorial. We also give the recurrence relation coefficients for the monic 
forms. 
Charlier, b, = n + a, 2, = an [8, p. 170], 
Meixner, b, = ((1 + c)n + cfl)/(1 - c), 2, = cn(n + fl - 1)/(1 - c) 2 [8, p. 176, (3.5)] 
- -X  - - f l  
m"(x 'c ' f l )=n ' ( - -1 ) "k~O(  n -k  ) (k ) (1 )  k" 
Chebyshev ,  bn = 0, ,~. = 1 [8, p. 143], 
V.(x)= 2 n m (__l)m(2x)n_2m" 
m=0 
Hermite, b. = 0, 2. = n/2 [8, p. 146], 
,/2 ( _ 1)~(2x).-2k 
H,(x) = n! ~. k!(n - 2k)! 
k=O 
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Associated Hermite, b. = 0, 2. = (n + c)/2 I-4, (4.18)], 
./2 ( _  2)k (C)k (n -- k) W /-/.(x,c)= 
k=0 
Associated Charlier, b. = n + a + c, 2. = a(n + c) [20], 
Ca(x, C) = (--1)"(C + 1). ~ (X + 1)k (--X).-k-p ca p 
O<.k+p<~n k! (n -k -p ) ! (c  +k)p+x" 
Dual  Lommel  polynomials,  b. = -n ,  2. = fl [22], 
K. (x ,  = 2 n - k ix + 
k=O k 
Meixner-Pol laczek [8, p. 186, (5.13)], (c = O, ~ = cot(4~)), b. = -~(n  + ~), 2. = n(n + 2/~ - 1) 
(1 + c~2)/4, 
PU.(x, c~) (~-~V)" e i"o ~ (n)( I~ + iX)k 
= - -  k=O \ k J - (~  (e-  2iff _ _  1)k. 
Associated Meixner -Po l laczek (Pol laczek) [8, p. 186, (5.13)], b, =-a(n  +# +c) ,  2, = 
(n + c)(n + 2# + c -- 1)(1 + ~2)/4, 
P.~ (x, q~, c) - 
(c + 1). ~ c 1 
(2 sin(C))" ~ Pk -"(--X, C~) P~-~(x, ?p). 
k=O 
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