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The bi-annual International Cosmic Ray Conferences have become the most central meet-
ings for discussing new results and recent progress in the field of cosmic ray research. The 
contributions to these conferences cover a wide range of subjects extending from the physics 
of the sun and heliosphere, over gamma-ray observations to direct and indirect cosmic ray 
measurements and their interpretation. Many new results are announced at these meetings 
for the first time. 
 
 The present volume is a compilation of the contributions of Institutes of the KIT to the 31st 
International Cosmic Ray Conference (ICRC), held in Łódź, Poland from July 7 to 15, 2009. 
KIT, the Karlsruhe Institute of Technology, is the merger of Forschungszentrum Karlsruhe 
and University Karlsruhe. The collection of contributions provides an up-to-date review of the 
current activities and research projects related to cosmic rays that are pursued in Karlsruhe. 
The articles also demonstrate the enormous progress that has been made during the last 
years, in particular in the field of ultra-high energy cosmic rays. Most of these contributions 
are the result of close and fruitful collaboration of many different groups worldwide, first of all 
within international collaborations such as the Pierre Auger, KASCADE-Grande and LOPES 
Collaborations, but also within smaller groups. 
 
 The articles compiled in this report are sorted according to the main research foci of the 
Karlsruhe groups. These include the physics of the knee in the cosmic ray spectrum, the 
transition between galactic and extra-galactic cosmic rays, and extragalactic cosmic rays of 
the highest energies. 
 
 Cosmic rays in the energy range from just below the knee in the cosmic ray spectrum 
(1014.5 eV) to the energy of the conjectured transition between galactic and extra-galactic 
cosmic rays are studied with the KASCADE-Grande detector at the site of Forschungszen-
trum Karlsruhe. KASCADE-Grande is a multi-detector air shower array, which combines the 
electron and muon detectors of the KASCADE (KArlsruhe Shower Core and Array Detector) 
array with a 0.5 km2 array of scintillators. At this conference the collaboration presented the 
all-particle cosmic ray energy spectrum in the range of 1016-1018 eV. The quality of the ex-
perimental set-up is expressed in the fact that the spectrum could be reconstructed consis-
tently by four different methods, allowing a high confidence on the presented results. The 
results were of such importance that they could be presented in an invited highlight talk at 
the conference. 
 
  An alternative method of air shower detection is the measurement of radio signals pro-
duced by the particles showers in the atmosphere. The physics potential of this detection 
technique is investigated with the LOPES (LOFAR PrototypE Station) array of dipole anten-
nas at the site of the KASCADE-Grande installation. The full amplitude and time calibration 
of the antennas allow measuring the field strength per single antenna and therefore the lat-
eral distribution for individual events, as well as the polarization of the emitted signal could be 
studied. The investigation of the influence of thunderstorms on the measured field strength, 
progress in developing self-triggering and optimized antenna systems for future large-scale 
applications were also presented as well as simulation studies on the intrinsic capability of 
this new detection technique.   
 
 The event-by-event study of cosmic rays at the highest energies is the aim of the Pierre 
Auger Project. The Pierre Auger Observatory is the largest cosmic ray detector with one 
installation in the northern and southern hemisphere to ensure full sky coverage. The south-
ern detector in the Province of Mendoza, Argentina is now completed. It consists as baseline 
set-up of 24 fluorescence telescopes and a surface detector array of 1600 water Cherenkov 
tanks, covering an area of 3000 km2. Several enhancements (HEAT, AMIGA, AERA) to 
measure in more detail showers of lower energy, i.e. the transition between galactic and ex-
i 
 
tra-galactic cosmic rays, are under construction.  In particular HEAT, the ‘high elevation Au-
ger telescopes’, will be able to measure the energy spectrum and composition down to 1017.25 
eV, and will have a good overlap with KASCADE-Grande. A site near Lamar in Colorado, 
USA has been selected for the northern observatory and preparatory R&D work has begun.  
 
The analysis of data taken with the southern observatory has since the last conference led to 
first results on the elemental composition, where an unexpected high contribution of heavy 
nuclei has been found. A significant discrepancy between the characteristics of simulated 
and measured air showers at ultra-high energy has been found. Together with the updates 
presented on the energy spectrum and on anisotropy studies, still the physics of the highest 
energy cosmic rays remains an unsolved puzzle. Due to the indirect character of cosmic ray 
measurements with air showers, all analyses discussed above depend on the detailed simu-
lation of cosmic ray interactions and extensive air showers. Recent progress in this field is 
summarized in the contributions related to the CORSIKA (Cosmic Ray Simulations for KAS-
CADE and Auger) and CONEX simulation packages, the measurement of the characteristics 
of hadronic interactions, and air shower simulation studies.  
  
In addition, contributions to the conference in Poland include measurements with the CERN 
fix target experiment NA61/SHINE in order to improve the reliability of air-shower simulations 
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Die zweijährlich stattfindende internationale Konferenz zur kosmischen Strahlung (ICRC) ist 
die in diesem Forschungsbereich weltweit wichtigste Tagung um Resultate und neueste 
Entwicklungen vorzustellen und zu diskutieren. Beiträge zu diesen Konferenzen umfassen 
einen weiten wissenschaftlichen Bereich mit experimentellen Ergebnissen aus der Sonnen- 
und Heliosphären-Physik, über die Quellenbeobachtung mit hochenergetischen Gamma-
Strahlen bis zu direkter und indirekter Messung kosmischer Teilchen, sowie die Interpretation 
all dieser Beobachtungen. Viele neue Resultate werden bei dieser Konferenzreihe erstmalig 
der Öffentlichkeit vorgestellt.    
 
 Die in diesem Band zusammengestellten Beiträge sind von den herausgebenden Institu-
ten des KIT, dem Karlsruher Institut für Technologie, dem Zusammenschluss von For-
schungszentrum und Universität Karlsruhe, in enger und fruchtbarer Zusammenarbeit mit 
weiteren nationalen und internationalen Universitäten und Instituten entstanden und auf der 
diesjährigen ICRC in Łódź, Polen vom 7. bis 15. Juli 2009 vorgestellt worden. Die Zusam-
menarbeit betrifft insbesondere Studien und Datenanalysen innerhalb der großen internatio-
nalen Kollaborationen wie der Pierre-Auger-, der KASCADE-Grande-, und der LOPES-
Kollaboration, aber auch Arbeiten innerhalb kleinerer Gruppen.  
 
 Die Beiträge in diesem Band sind geordnet gemäß den Forschungsschwerpunkten der 
Karlsruher Gruppen. Dies betrifft die kosmische Strahlung im Energiebereich des so genann-
ten Knies, dem Bereich des Übergangs von galaktischer zu extragalaktischer kosmischer 
Strahlung und der Messung extragalaktischer Teilchen höchster Energien. Die Sammlung 
stellt damit einen Überblick über alle die kosmische Strahlung betreffenden, aktuellen Karls-
ruher Aktivitäten und Projekte dar. Die Beiträge belegen auch den enormen Fortschritt in 
diesem Forschungsgebiet der letzten Jahre, insbesondere bei der Messung und Analyse der 
hochenergetischen kosmischen Strahlung.  
 
 Luftschauer von kosmischen Teilchen mit einer Energie gerade unterhalb des Knies im 
Spektrum  (1014.5 eV) bis in etwa zu einem Energiebereich, bei dem der Übergang von galak-
tischem zu extragalaktischem Teilchenursprung vermutet wird,  werden mit dem KASCADE-
Grande Experiment gemessen, das sich auf dem Gelände des Forschungszentrums Karls-
ruhe befindet. KASCADE-Grande ist ein Multi-Detektor Aufbau, der die Detektoren des ur-
sprünglichen KASCADE Experimentes mit einem neuen Detektorfeld verbindet, das aus 37 
Stationen besteht, verteilt auf einer Fläche von 0.5 km2. Bei der diesjährigen ICRC konnte 
die Kollaboration das Spektrum im Energiebereich von 1016-1018 eV präsentieren. Die Quali-
tät der experimentellen Messungen drückt sich dadurch aus, dass das Spektrum mit konsi-
stentem Ergebnis mittels vier verschiedener Methoden rekonstruiert werden konnte, was ein 
hohes Vertrauen in die Resultate erlaubt. Die erzielten Ergebnisse waren von solcher Bedeu-
tung, dass sie in einer eingeladenen Highlight-Rede bei der Konferenz diskutiert wurden.   
 
 Als alternative Messmethode hochenergetischer Teilchen wird die Messung der Radio-
emission während der Luftschauerentwicklung in der Atmosphäre betrachtet. Das physikali-
sche Potential dieser neuen Messtechnik wird mit Hilfe der LOPES (LOFAR PrototypE Stati-
on) Dipolantennen untersucht. LOPES ist aufgebaut innerhalb des KASCADE-Grande Expe-




und Zeitkalibrierung der Antennen erlaubt die Bestimmung der Feldstärke pro Antenne und 
damit die Rekonstruktion der Lateralverteilung  des Radiosignals, sowie die Bestimmung der 
Polarisation des emittierten Signals Basis einzelner Luftschauer-Ereignisse. Die Untersu-
chung des Einflusses von Gewittern auf die gemessene Feldstärke, Fortschritte in der Ent-
wicklung eines Radio-Selbsttriggers sowie neuartige, für zukünftige groß-skalige Anwendun-
gen optimierte Antennensysteme wurden auf der Tagung ebenso vorgestellt, wie auch Simu-
lationsstudien zum intrinsischen Potential dieser neuen Detektionstechnik. 
 
 Das Studium der höchstenergetischsten kosmischen Teilchen ist das Ziel des Pierre Au-
ger Projektes. Das Pierre Auger Observatorium ist der weltweit größte Detektor für kosmi-
sche Strahlung mit je einer Installation auf der Nord- und der Südhalbkugel der Erde. Der 
südliche Observatorium in der Provinz Mendoza in Argentinien ist inzwischen fertig gestellt. 
Es besteht aus 24 Fluoreszenz-Teleskopen und einem Feld von 1600 Wasser-Tscherenkow 
Detektoren mit einer Flächenabdeckung von 3000 km2. Im Aufbau befinden sich einige Er-
weiterungen des Süd-Experimentes (HEAT, AMIGA, AERA), die es ermöglichen werden, 
niederige Energien zu messen, d.h. den Übergang von galaktischer zu extragalaktischer 
kosmischer Strahlung genauer zu untersuchen. Insbesondere wird HEAT (High Elevation 
Auger Telescopes) in der Lage sein, das Spektrum und die Elementzusammensetzung bis 
hinunter zu einer Energie  von 1017eV zu messen und hat damit auch einen guten Überlapp 
mit KASCADE-Grande. Ein Gebiet bei der Kleinstadt Lamar in Colorado, USA wurde als A-
real für das Nord-Observatorium ausgesucht, und vorbereitende Entwicklungsarbeiten vor 
Ort begonnen, welche auf der Konferenz präsentiert wurden.  
 
Die Analyse der mit dem südlichen Observatorium aufgenommenen Daten konzentrierte sich 
seit der letzten Konferenz auf die Rekonstruktion der Elementzusammensetzung, wobei ein 
unerwartet hoher Beitrag von schweren Kernen gefunden wurde. Zusammen mit den aktuali-
sierten Ergebnissen des Energiespektrums und der Analyse von Anisotropien ergeben sich 
unerwartete neue Fragestellungen, insbesondere auch weil  eine signifikante Diskrepanz in 
der Charakteristik von simulierten zu gemessenen Luftschauern bei den allerhöchsten Ener-
gien herrscht. Auf der Konferenz wurde dieses Rätsel ausführlich diskutiert. Da die Interpre-
tation aller Messungen hochenergetischer kosmischer Teilchen nur indirekt über den Nach-
weis von Luftschauer durchgeführt werden können, basiert sie auf detaillierten Simulationen 
der Luftschauerentwicklung und hier insbesondere der hadronischen Wechselwirkungen.  
Fortschritte auf diesem Gebiet wurden präsentiert in Beiträgen im Zusammenhang mit der 
Weiterentwicklung und Verbesserung der CORSIKA (Cosmic Ray Simulations for KASCADE 
and Auger) und CONEX Simulations-Programme, einer besseren Beschreibung hadroni-
scher Wechselwirkungen auch durch Beteiligung an Beschleunigerexperimenten, und allge-
meinen Studien zur Luftschauerentwicklung. 
 
Weiter Beiträge zur Konferenz in Polen umfassten Messungen mit dem CERN-Fix-Target-
Experiment NA61/SHINE zur Verbesserung der Luftschauersimulationen, sowie  die Beo-
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Abstract. KASCADE-Grande is an extensive air
shower experiment at Forschungszentrum Karlsruhe,
Germany. The present contribution attempts to pro-
vide a synopsis of the actual results of the recon-
struction of the all-particle energy spectrum in the
range of 1016 eV to 1018 eV based on four different
methods with partly different sources of systematic
uncertainties. Since the calibration of the observables
in terms of the primary energy depends on Monte-
Carlo simulations, we compare the results of the
various methods applied to the same sample of
measured data.
Keywords: High-energy cosmic rays, energy spec-
trum, KASCADE-Grande
I. KASCADE-GRANDE
Main parts of the experiment are the Grande array
spread over an area of 700× 700 m2, the original KAS-
CADE array covering 200×200 m2 with unshielded and
shielded detectors, and additional muon tracking devices.
This multi-detector system allows us to investigate the
energy spectrum, composition, and anisotropies of cos-
mic rays in the energy range up to 1 EeV. The estimation
of energy and mass of the primary particles is based on
the combined investigation of the charged particle, the
electron, and the muon components measured by the
detector arrays of Grande and KASCADE.
The multi-detector experiment KASCADE [1] (lo-
cated at 49.1◦n, 8.4◦e, 110 m a.s.l.) was extended to
KASCADE-Grande in 2003 by installing a large array
of 37 stations consisting of 10 m2 scintillation detec-
tors each (fig. 1). KASCADE-Grande [2] provides an
area of 0.5 km2 and operates jointly with the exist-
ing KASCADE detectors. The joint measurements with
the KASCADE muon tracking devices are ensured by
an additional cluster (Piccolo) close to the center of
KASCADE-Grande for fast trigger purposes. While the
Grande detectors are sensitive to charged particles, the
KASCADE array detectors measure the electromagnetic
component and the muonic component separately. The
muon detectors enable to reconstruct the total number
of muons on an event-by-event basis also for Grande
triggered events.
II. RECONSTRUCTION
Basic shower observables like the core position, angle-
of-incidence, and total number of charged particles are
provided by the measurements of the Grande stations. A
core position resolution of ≈ 5 m, a direction resolution
of ≈ 0.7◦, and a resolution of the total particle number in
the showers of ≈ 15% is reached [3]. The total number
of muons (Nµ resolution ≈ 25%) is calculated using
the core position determined by the Grande array and
the muon densities measured by the KASCADE muon
array detectors [4]. Full efficiency for triggering and re-
construction of air-showers is reached at primary energy
of ≈ 2 · 1016 eV, slightly varying on the cuts needed
for the reconstruction of the different observables.
1
















trigger-cluster #17 (of 18)
MTD CD
Fig. 1: Layout of the KASCADE-Grande experiment:
The original KASCADE, the distribution of the 37
stations of the Grande array, and the small Piccolo
cluster for fast trigger purposes are shown. The outer 12
clusters of the KASCADE array consist of µ- and e/γ-
detectors, the inner 4 clusters of e/γ-detectors, only.
Applying different methods to the same data sample
has advantages in various aspects: One would expect
the same result for the energy spectrum by all methods
when the measurements are accurate enough, when the
reconstructions work without failures, and when the
Monte-Carlo simulations describe correctly the shower
development. But, the fact that the various observables
have substantial differences in their composition sen-
sitivity hampers a straightforward analysis. However,
investigating results of different methods can be used
to
• cross-check the measurements by different sub-
detectors;
• cross-check the reconstruction procedures;
• cross-check the influence of systematic uncertain-
ties;
• test the sensitivity of the observables to the elemen-
tal composition;
• test the validity of hadronic interaction models
underlying the simulations.
III. ANALYSIS
The estimation of the all-particle energy spectrum is
presently based on four different methods using different
observables of KASCADE-Grande:
• Nch-method: The reconstructed charge particle
shower size per individual event is corrected for
attenuation by the constant intensity cut method
and calibrated by Monte-Carlo simulations under
the assumption of a dependence E0 ∝ Nαchch and a
particular primary composition [5].
• Nµ-method: The reconstructed muon shower size
per individual event is corrected for attenuation
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Fig. 2: Reconstructed all-particle energy spectrum by
four different methods applied to KASCADE-Grande
data. Given are also the energy resolution for the meth-
ods.
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: 11%,14% (for primary iron, proton) 
Fig. 3: Same as figure 2, but the flux multiplied by E3
0
.
Values for the uncertainty in the flux determination are
given for the different methods.
and calibrated by Monte-Carlo simulations under
the assumption of a dependence E0 ∝ N
αµ
µ and a
particular primary composition [6].
• Nch−Nµ-method: This method combines the infor-
mation provided by the two observables. By help of
Monte-Carlo simulations a formula is obtained to
calculate the primary energy per individual shower
on basis of Nch and Nµ. The formula takes into
account the mass sensitivity in order to minimize
the composition dependence. The attenuation is
corrected for by deriving the formula for different
zenith angle intervals independently and combining
the energy spectrum afterwards [7].
• S(500)-method: The reconstructed particle density
at the specific distance to the shower axis of 500 m
per individual event is corrected for attenuation and
calibrated by Monte-Carlo simulations under the
assumption of a dependence E0 ∝ S(500)αS(500) .
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The distance of 500 m is chosen to have a minimum
influence of the primary particle type, therefore
a smaller dependence on primary composition is
expected [8].
In figures 2 and 3 the resulting spectra are compiled. Due
to the different procedures, the results for the first two
methods are shown under proton and iron assumption,
respectively, only, whereas for the other two methods
the resulting all-particle energy spectrum is displayed.
Figure 3 shows the same results but with the flux
multiplied by a factor of E3.0.
A. Systematic uncertainties and attenuation
The application of the different methods allows us
to compare and cross-check the influence of various
sources of systematic uncertainties. The Nch-method
uses the basic measurements of the Grande array only,
resulting in a high accuracy of Nch with better than 15%
over the whole range of shower size, without any energy
dependent bias. But, using only one observable, there is a
large dependence on the primary elemental composition,
reflected by the distance between the spectra obtained
for proton and iron assumption at the calibration. The
Nµ-method on the other hand is based on the muon
shower size, which can be estimated less accurate (25%
with a little bias dependent on the distance of the
shower core to the muon detectors which is corrected
for), but with a much less composition dependence. The
Nch-Nµ-method, due to the combination of the recon-
struction uncertainty of two variables shows basically
a larger uncertainty in the reconstruction, but this is
compensated by taking into account the correlation of
these observables at individual events. Furthermore, by
this procedure the composition dependence is strikingly
decreased. The S(500) value by construction yields a
larger uncertainty of the variable reconstruction, but has
also a minor composition dependence.
For all methods, the energy resolution is estimated
using full Monte-Carlo simulations and comparing the
reconstructed with the simulated primary energy (for
instance figure 2 gives the numbers for an energy of
E0 = 10
17 eV). Values of systematic uncertainties in the
flux determination for the different methods are shown
in fig. 3 (again for E0 = 1017 eV). These uncertainties
are to a large amount due to the reconstruction of the ob-
servables, but there are additional sources of systematics
which belong to all methods: e.g., concerning the Monte-
Carlo statistics, the assumed Monte-Carlo spectral slope,
or the fits of the calibration procedures. The different
attenuation (and its handling to correct for) of the various
observables (Λ(Nch) ≈ 495 ± 20 g/cm2; Λ(Nµ) ≈
1100 ± 100 g/cm2; Λ(S(500)) ≈ 347 ± 22 g/cm2 at
E0 = 10
17 eV) however, lead again to slightly different
contribution to the total systematic uncertainty. The total
uncertainties (energy resolution and systematics) for the
various methods are discussed in refs. [5], [6], [7],
[8] and can be displayed as a band surrounding the
reconstructed energy spectrum (e.g., see fig. 4).
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primary mass dependence as calibration is performed with all primaries)
Fig. 4: Reconstructed all-particle energy spectrum with
the Nch-method and the calibration function obtained by
assuming mixed composition, but based on two different
hadronic interaction models.
B. Discussion
Taking into account the systematic uncertainties, there
is a fair agreement between the all-particle energy spec-
tra of the different applications (fig. 3).
Of particular interest is the fact that by using Nch,
the iron assumption predicts a higher flux than the
proton assumption, whereas using Nµ the opposite is
the case. That means that the ’true’ spectrum has to
be a solution in between the range spanned by both
methods. If one has only the possibility of applying
one method, than there is a large variance in possible
solutions (everything in the range spanned by proton
and iron line, not even parallel to these lines). However,
more detailed investigations have shown, that a structure
in the spectrum or a sudden change in composition
would be retained in the resulting spectrum, even if the
calibration is performed with an individual primary, only.
Interestingly, over the whole energy range there is only
little room for a solution satisfying both ranges, spanned
by Nch and Nµ, and this solution has to be of relative
heavy composition - in the framework of the QGSJet-
II hadronic interaction model. The narrower range for a
solution provided by the Nµ-method compared to Nch
confirms the finding of KASCADE that at sea-level the
number of mostly low-energy muons Nµ is a very good
and composition insensitive energy estimator.
The results of the composition independent Nch-
Nµ-, and S(500)-methods lie inside the area spanned
by the composition dependent methods, which is a
very promising result. The S(500)-method results in
a slightly higher flux than the Nch-Nµ-method, but
the two spectra are consistent taking into account the
systematic uncertainties.
All the discussed results show a smooth all-particle
energy spectrum without any hint to a distinct structure
over the whole energy range from 10 PeV to 1 EeV.
Another conclusion is that, taking into account the
systematic uncertainties for all methods, the underlying
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for each spectrum shown at 1017 eV, for an 
energy uncertainty of 20%
Fig. 5: Compilation of the all-particle energy spectrum obtained by four different methods applied to KASCADE-
Grande data and in comparison to results of other experiments.
hadronic interaction model (QGSJet-II/FLUKA) is in-
trinsically consistent, i.e. the correlation between the dif-
ferent observables, respectively the particle components
can describe the global features of our measurements.
C. Hadronic interaction models
By now, for all the considerations the models QGSJet-
II and FLUKA [9], [10], [11] are used, only. Other
interaction models would probably change the inter-
pretation of the data. We investigated the influence
of the hadronic interaction model exemplarily by per-
forming the Nch-method based on simulations with the
hadronic interaction model EPOS vers.1.61 [12]. As
the Monte-Carlo statistics is limited in case of EPOS,
both spectra were obtained by generating the calibra-
tion curve with an equally mixed composition of five
primaries (H,He,C,Si,Fe). Figure 4 compares the all-
particle energy spectrum obtained with the KASCADE-
Grande data set for both cases. The interpretation of the
KASCADE-Grande data with EPOS leads to a signif-
icantly higher flux compared to the QGSJet-II result.
Though we know, that version 1.61 of the EPOS model
is not consistent with air shower data (in particular, it
cannot describe the correlation of hadronic observables
with the muon and electron content of the EAS [13])
this example shows that by applying and comparing
various reconstruction methods on the same data set will
be useful for a better understanding of the interaction
processes in the air shower development.
IV. CONCLUSION
Applying various different reconstruction methods to
the KASCADE-Grande data the obtained all-particle
energy spectra are compared for cross-checks of recon-
struction, for studies of systematic uncertainties and for
testing the validity of the underlying hadronic interaction
model. The resulting energy spectra are consistent to
each other and in the overlapping energy range in a
very good agreement to the spectrum obtained by the
KASCADE and EAS-TOP experiments (fig. 5).
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Abstract. The KASCADE-Grande (KArlsruhe
Shower Core and Array DEtector and Grande
array), located on site of the Forschungszentrum
Karlsruhe in Germany, is designed for observations
of cosmic ray air showers in the energy range
of 1016 to 1018 eV. The measurement of the all-
particle energy spectrum of cosmic rays is based on
the size spectra of the charged particle component,
measured for different zenith angle ranges and on
the ”Constant Intensity Cut” method to correct for
attenuation effects. The all-particle energy spectrum,
calibrated by Monte-Carlo simulations, is presented
and systematic uncertainties discussed.
Keywords: cosmic rays; KASCADE-Grande; con-
stant intensity cut method.
I. INTRODUCTION
The energy spectrum and composition of primary
cosmic rays around 1017 eV are very important since
they might be related to the existence of extragalactic
cosmic ray sources, which might have a significantly
different elemental composition from the one observed
at lower energies [1]. The aim of KASCADE-Grande
is the examination of the iron-knee in the cosmic ray
energy spectrum, i.e. the end of the bulk of cosmic
rays of galactic origin. It is expected at around 1017
eV following previous KASCADE observations [2].
KASCADE-Grande will allow investigations in detail
about the elemental composition giving the possibility
to distinguish between astrophysical models for the
transition region from galactic to extragalactic origin of
cosmic rays. The KASCADE-Grande array covering an
area of 700×700 m2 is optimized to measure extensive
air showers up to primary energies of 1 EeV [3]. It
comprises 37 scintillation detector stations located on a
hexagonal grid with an average spacing of 137 m for
the measurements of the charged shower component.
Each of the detector stations is equipped with plastic
scintillator sheets covering a total area of 10 m2. The
stations contain 16 scintillator sheets read-out by photo-
multipliers providing a dynamic range up to about 10000
charged particles per station for the reconstruction of
particle densities and timing measurements. The timing
accuracy of Grande stations allows an excellent angular
resolution [4]. Grande is electronically subdivided in
18 hexagonal trigger clusters formed by six external
and one central stations. A trigger signal is build when
all stations in a hexagon are fired, and its total rate
is about 0.5 Hz. Full efficiency for the shower size is
reached at the number of charged particles of around
106, which approximately corresponds to a primary
energy of 1016 eV, so that a large overlap for cross-
checks with measurements of the original KASCADE
experiment is attained. The limit at high energies is due
to the restricted area of the Grande array.
5
2 D. KANG FOR KASCADE-GRANDE - ENERGY SPECTRUM BASED ON SHOWER SIZE














number of charged particles [log(N
 Mean
 RMS
Fig. 1: Reconstruction accuracy of the number of
charged particles obtained by Monte-Carlo simulations.
The closed and open circles represent the values of mean
and Root Mean Square, respectively.
II. RECONSTRUCTION ACCURACY
The primary energy of cosmic rays is reconstructed
by the observed electron and muon numbers at ground.
While the Grande detectors are sensitive to all charged
particles, the KASCADE detectors measure separately
the electromagnetic and muonic components due to
the shielding above the muon counters. Therefore, the
shower core position, the arrival direction, and the
total number of charged particles in the shower are
reconstructed from Grande array data, whereas the total
number of muons is extracted from the data of the
KASCADE muon detectors. Performing CORSIKA air
shower simulations [5] including the detector response
of the Grande array, the parameters were optimized for
the lateral density distribution of KASCADE-Grande
[4], and well reconstructed with sufficient accuracies
for the further physics analysis. Figure 1 shows the
accuracy of the reconstructed number of charged parti-
cles obtained by Monte-Carlo simulations. The accuracy
could be confirmed by combining information of KAS-
CADE with Grande reconstruction on a subsample of
commonly measured events (Ref. [4]). In order to avoid
misreconstruction effects of shower core positions on
the border of the Grande array, a fiducial area of about
0.2 km2 centered in the middle of the Grande array is
chosen. The statistical uncertainty of the shower size is
of the order of 20% for the total number of charged
particles. Above a threshold of 106 charged particles,
the reconstruction accuracies of the core position and
the arrival direction are better than 8 m and 0.5◦,
respectively, for zenith angles below 40◦.
III. DATA ANALYSIS
KASCADE-Grande has started combined data acqui-
sition with all detector components since the end of
2003. The data presented here were taken from Decem-
ber 2003 to March 2009. It corresponds to the effective
measuring time of 987 days, where all components
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Fig. 2: Integral shower size spectra of the number of
charged particles for different zenith angle ranges.
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Fig. 3: The number of charged particles resulting from
the constant intensity cuts as a function of the zenith
angle. The unit of each flux (symbol) is m−2s−1sr−1.
of KASCADE and KASCADE-Grande were operating
without failures in data acquisition. In this analysis,
all showers with zenith angles smaller than 40◦ have
been analyzed. After some quality cuts approximately
10 million events are available for the physics analysis.
As the first step to determine the all-particle energy
spectrum, the constant intensity cut method was intro-
duced. This method assumes that cosmic rays arrive
isotropically from all directions, i.e. the primary energy
of a cosmic ray particle corresponds to a certain intensity
regardless of its arrival direction. In KASCADE-Grande,
an isotropic distribution is assumed in the considered
energy range up to 1018 eV, so that it allows us to apply
the constant intensity method to the integral shower
size spectra for different zenith angular bins (Fig. 2).
Above a certain shower size, the intensity should be
constant due to the assumption of the uniform intensity
distribution when binned in cos2θ. For a given intensity,
the number of charged particles is calculated for each
zenith angle range. The intensity cut is mostly located
in between two neighboring points of the distributions,
and thus the exact values of the corresponding shower
size are estimated by interpolation between these two
6
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Fig. 4: The true primary energy as a function of the num-
ber of charged particles for proton and iron components.
The lines show the applied fits to the points.
points. From the values of Nch we obtain the attenu-
ation curves (Fig. 3). It represents how the number of
charged particles for a given intensity attenuates through
the atmosphere with increasing zenith angle, i.e. with
increasing atmospheric depth. Each curve is individually
fitted by a second-degree polynomial function, where
the reference angle θref of 20◦ is chosen by the mean
value from a Gaussian fit to the measured zenith angle
distribution. Due to a negligible variation of the fit
parameters only one value is used to correct the number
of charged particles event by event for the attenuation
in the atmosphere. The zenith angle dependence of the
number of charged particles was therefore eliminated by
using informations from the measurements only.
In order to determine the energy conversion relation
between the number of charged particles Nch and the
primary energy Ep, Monte-Carlo simulations were used.
Extensive air showers were simulated using the program
CORSIKA with QGSjetII [6] and FLUKA as hadronic
interaction models, including full simulations of the
detector response. The simulated data sets contain air
shower events for five different primary mass groups:
proton, helium, carbon, silicon and iron. For the sim-
ulation, events for the zenith angle ranges of 17◦ ≤ θ
< 24◦, i.e. around the reference angle, are selected to
reduce systematic effects. The relation of the primary
energy as a function of the number of charged particles
is shown in Fig. 4. Assuming a linear dependence logEp
= a + b·logNch, the correlation between the primary
energy and the number of charged particles is obtained,
where the fit is applied in the range of full trigger
and reconstruction efficiencies. The fit yields a = 1.28
± 0.08 and b = 0.92 ± 0.01 with a reduced χ2 of
1.42 for proton, and a = 1.74 ± 0.07 and b = 0.90
± 0.01 with a reduced χ2 of 0.98 for iron. The same
procedure is also performed for helium, carbon and
silicon to examine the dependence of the calibration
on the assumed primary particle type, where the fit
parameters are also in between above values. Using these

































Fig. 5: All-particle energy spectrum reconstructed from
KASCADE-Grande shower size for five different pri-
mary particle type assumptions together with its statis-
tical uncertainties.
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Fig. 6: The reconstructed energy spectrum for proton and
iron, together with statistical error bars (vertical lines)
and uncertainties (energy resolution and systematics)
(bands). The numbers indicate the events per bin for
the points.
correlations the all-particle energy spectrum is obtained.
The reconstructed energy spectra for the assumption of
five different primary particle types are shown in Fig. 5.
IV. SYSTEMATIC UNCERTAINTY
The energy resolution is estimated from the difference
between simulated energy and derived energy, where the
derived energy is obtained by applying the measured
attenuation correction to the Monte-Carlo simulation.
The energy resolutions for proton and iron are about
31% and 15% over the whole energy ranges, where the
uncertainties of the reconstructed number of charged
particles give the largest contribution. In addition, the
systematic uncertainties on the reconstructed energy
spectrum are investigated considering various possible
contributions. Firstly, the fit of the attenuation curve
was performed in order to correct the zenith angle
dependence of the number of charged particles. Each fit
parameter has an associated error and it effects on the
7
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Fig. 7: All-particle energy spectrum in comparison with results of other experiments. The lines represent the
KASCADE-Grande spectrum for the calibration assuming five different primary mass groups.
determination of the energy spectrum. The fit parameters
are correlated with each other, so that the propagation
of errors is used to calculate the systematic uncertainty
induced by the attenuation fit. This uncertainty is esti-
mated to be less than 2% for both proton and iron in
the full energy range. Secondly, for the correlation of
Nch with Ep a power law fit was applied. As the same
procedure above, the estimated systematic uncertainties
due to the fit of the energy calibration contribute with
1% for proton and 3% for iron to the total uncertainty.
The shower fluctuations are another source of systematic
uncertainties, which is basically caused by the nature of
the development of extensive air showers. The influence
of these fluctuations on the reconstructed primary energy
spectrum is estimated by using simulation data. For
the calibration a spectral index of γ = -3 is used in
the simulations. By varying this spectral index, i.e.
varying the effect of fluctuations on the reconstructed
spectrum, the systematic uncertainty is estimated. The
systematic deviation due to the shower fluctuation is
evaluated by this procedure to be about 15% and 4%
for proton and iron, respectively. Uncertainties due to a
possible misdescription of the attenuation in the Monte-
Carlo simulation are estimated by using two different
reference zenith angles, together with the corresponding
correlation of Nch and Ep. The systematic uncertainties
of 14% for proton and 11% for iron on the energy
estimation are obtained for varying the reference angle
from 10◦ to 30◦ for the calibration. All these individual
systematic contributions were considered to be uncorre-
lated, and combined thus in quadrature to obtain the total
systematic uncertainty (Fig. 6), where the composition
dependence was not taken into account. The systematic
uncertainty (i.e. sum in quadrature of all terms discussed
above except the energy resolution) in the energy scale is
of the order of about 20% for proton and 12% for iron at
the primary energy of 1017 eV. The uncertainties on the
flux for proton and iron are 32% and 21%, respectively,
at energies of 1017 eV. Further checks are currently being
performed to reduce the systematic uncertainties on the
energy estimation.
V. CONCLUSION
The air shower experiment KASCADE-Grande mea-
sures cosmic rays in the energy range of 1016-1018 eV.
The multi detector setup of KASCADE-Grande allows
us to reconstruct charged particles, electron and muon
numbers of the showers separately with high accuracies.
In the present contribution the reconstructed all-particle
energy spectrum by means of the shower size measure-
ments of the charged particle component by Grande
array is presented by using the hadronic interaction
model QGSjetII. The resulting spectrum is shown in Fig.
7 in comparison with results of other experiments. The
obtained intensity values have been shown to depend
on the nature of the primary particle as expected for
an observable dominated by the electromagnetic compo-
nents. Such values, inside the systematic uncertainties,
are consistent with other KASCADE-Grande analysis
based on different observables and methodologies. Their
combination is a basic tool to provide an unbiased
measurement of the primary energy spectrum and first
indications on average primary composition [7].
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§National Institute of Physics and Nuclear Engineering, 7690 Bucharest, Romania
¶Fachbereich Physik, Universitä Siegen, 57068 Siegen, Germany
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Abstract. A detailed analysis based on the Constant
Intensity Cut method was applied to the KASCADE-
Grande muon data in order to reconstruct an all-
particle energy spectrum of primary cosmic rays in
the interval 2.5 × 1016 − 1018 eV. To interpret the
experimental data, Monte Carlo simulations carried
out for five different primary nuclei (H, He, C, Si
and Fe) using the high-energy hadronic interaction
model QGSJET II were employed. For each case,
the derived all-particle energy spectrum is presented.
First estimations of the main systematic uncertainties
are also shown.
Keywords: Ground arrays, cosmic ray energy spec-
trum, muons
I. I NTRODUCTION
One of the main goals of the cosmic ray research is
the measurement of the primary energy spectrum, which
encloses important keys about the origin, acceleration
and propagation of cosmic rays. This task can be done
directly or indirectly, depending on the energy of the
primary particle. At high energies, above1015 eV, where
direct detection is not feasible, the energy spectrum must
be determined indirectly from the measured properties of
the extensive air showers (EAS) that cosmic rays induce
in the Earth’s atmosphere. Depending on the experi-
mental apparatus and the detection technique, different
sets of EAS observables are available to estimate the
energy of the primary cosmic ray [1]. In ground arrays
the total number of charged particles in the shower and
the corresponding density at observation level are more
commonly employed [1], [2]. However, the muon con-
tent is also at disposal for this enterprise [3]. One reason
in favor of this observable is that, in an air shower,
muons undergo less atmospheric interactions than the
charged component (dominated by electromagnetic par-
ticles for vertical EAS) and present in consequence less
fluctuations. Another reason is that, according to MC
simulations, the muon shower size (Nµ) grows with the
energy of the primary particle following a simple power
law. Although these advantages, the muon number as
an energy estimator is expected to be limited by the
hadronic-interaction model, the experimental error and
the uncertainty in the primary composition, among other
things. In this work, the KASCADE-Grande muon data
is used as a tool to derive the energy spectrum for cosmic
rays in the range from2.5×1016 to 1018 under different
composition scenarios. The method is explained and the
main systematic uncertainties behind the calculations are
presented.
II. D ESCRIPTION OF THE DETECTOR AND THE DATA
The KASCADE-Grande experiment was conceived
as a ground-based air shower detector devoted to the
search of theiron kneein the cosmic ray spectrum [4].
KASCADE-Grande, with an effective area of0.5 km2,
9


















o < 16.71θ ≤ o0.00
o < 23.99θ ≤ o16.71
o < 29.86θ ≤ o23.99
o < 35.09θ ≤ o29.86
o < 40.00θ ≤ o35.09
MC data (Iron)
Fig. 1: KASCADE-Grande triggering and reconstruction effi-
ciency shown as a function of the muon number for different
zenith angle intervals. The efficiency was estimated from MC
simulations assuming a pure iron composition.
is composed by several types of particle detectors dedi-
cated to study different components of the EAS. Impor-
tant for this analysis is the200× 200 m2 muon detector
array integrated by192 × 3.2 m2 shielded scintillator
detectors, which are sensitive to muons with energy
threshold above230 MeV for vertical incidence [4], [5],
[6]. The muon array was implemented to measure the
lateral distribution of muons in the shower front and to
extract the muon shower size. The latter is performed,
event by event, from a fit to the observed lateral muon
densities [6].
The present analysis was based on a muon data
set collected with the KASCADE-Grande array during
the period December 2003 - February 2009 for zenith
angles,θ, below40◦. In order to reduce the influence of
systematic uncertainties in this data, a fiducial area of
370×520 m2 located at the center of KASCADE-Grande
was employed. Moreover various experimental cuts were
imposed. As a result the effective time of observation of
the selected data was approximately 754.2 days. For the
conditions above described, full efficiency is achieved
for log10(Nµ) > 5.1−5.4, according to MC simulations.
Here the lower threshold corresponds to the case of light
primaries and/or vertical air showers (see, for example,
Fig. 1).
The systematic uncertainties of the instrument and the
reconstruction procedures were also investigated with
MC simulations. The EAS events were generated with
an isotropic distribution with spectral indexγ = −2 and
were simulated with CORSIKA [7] and the hadronic
MC generators FLUKA [8] and QGSJETII [9]. MC data
sets were produced for five different representative mass
groups: H, He, C, Si and Fe. In each case the simulated
data was weighted with a proper function to describe
a steeper energy spectrum withγ = −3, which was
chosen as reference for the purpose of this study.
III. T HE PATH TO THE SPECTRUM
For the current analysis the experimental muon data
was divided in five zenith angle intervals (∆θ), each of
them with the same value of acceptance. In addition,Nµ
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Fig. 2: Average values of the muon correction functions





















-910 KG data (Iron)
o < 16.71θ ≤ o0.00
o < 23.99θ ≤ o16.71
o < 29.86θ ≤ o23.99
o < 35.09θ ≤ o29.86
o < 40.00θ ≤ o35.09
Fig. 3: Integral muon spectra obtained from the KASCADE-
Grande data using the muon correction function for iron nuclei.
The vertical error bars represent statistical uncertainties. In this
figure, a CIC cut is represented by the horizontal line. The
intersection of the CIC cut with a given integral flux defines
a correspondingNµ value, here indicated by the vertical line.
function, which was parameterized in terms of the zenith
and azimuth angles, the core position and the muon
size according to MC results. The precise magnitude of
the corrections change with the primary mass, but on
average they are under 25 % and tend to decrease with
Nµ in the region of full efficiency (see Fig. 2). Along the
paper muon correction functions were already applied to
the data according to the primary composition assumed.
In order to reconstruct the all-particle energy spec-
trum, in a first step the CIC method was applied to
the corrected muon data [2], [3], [10]. The objective
was to extract a muon attenuation curve to correct the
muon shower size at different atmospheric depths and
convert it into an equivalentNµ for a given zenith
angle of reference to combine in this way muon data
measured at different atmospheric depths. To start with,
the integral muon spectra,J(> Nµ), were calculated for
all ∆θ bins. As an example, in Fig. 3 the integral fluxes
derived with aNµ correction function for iron nuclei
were plotted. Unless otherwise indicated an iron primary
composition will be assumed from now on to illustrate
the procedure. Once the integral spectra were calculated,
cuts at a fixed frequency rate or integral intensity were
10
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Fig. 4: Muon attenuation curves as extracted from several
constant intensity cuts applied to the integralNµ spectra of
figure 3. From the bottom to the top, the CIC cuts decrease in
steps of∆ log10[J/(m
−2s−1sr−1)] ≈ 0.24.
applied covering only the region of maximum efficiency
and statistics. Then from the intersection of each cut and
the integral fluxes (see Fig. 3) a muon attenuation curve
was built plotting the intersected muon numbers as a
function of sec θ, as displayed in Fig. 4. This can be
in principle done since, according to the CIC method
(where isotropy of cosmic rays is assumed) all EAS
muon sizes connected through a specific cut belong to
showers of identical energy. A technical point should
be mentioned before continuing, that linear interpolation
between two adjacent points was used in order to find the
crossing between a given cut and a certain spectrum. The
uncertainty introduced by the interpolation procedure
in the extracted value ofNµ was properly taken into
account along with the statistical errors of the integral
spectra.
With the attenuation curves finally at disposal, one
can calculate the equivalent muon number of an EAS
for a zenith angle of reference,θref . This angle was
chosen to be the mean of the measured zenith angle
distribution, which was found around23.1◦. Event by
event, the equivalent EAS muon size for the selected
atmospheric depth was estimated through the formula:
Nµ(θref ) = Nµ(θ) exp [P (θref ) − P (θ)] , (1)
whereP (θ) is a fit, with a second degree polynomial in
sec θ, to the attenuation curves (see Fig. 4). In the above
equationP (θ) is the closest curve to a givenNµ(θ) data
point. In Fig. 5 the equivalent muon spectrum forθref
as calculated with the CIC method is presented.
In a final step, to derive the energy spectrum from the
above data a conversion relation from muon content into
primary energy was invoked. The calibration formula
was obtained from MC simulations by fitting the mean
distribution of true energy versusNµ for data with zenith
angles aroundθref . The fit was done with a power law
relation, E[GeV] = α · Nβµ , for the Nµ interval of full
efficiency and high statistics (see Fig. 6). To test the
reconstruction method the same analysis was applied to
the MC data. Differences between the magnitude of the
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Fig. 5: The KASCADE-Grande muon spectrum obtained with
the CIC method forθref = 23.1◦. The muon correction
function for iron nuclei was employed.
p0        0.01725± 1.665 

























o < 26.50θ ≤ oMC(Fe):20.50
 0.01±= 1.6 5 α
 0.± = 1.062 β
Fig. 6: Mean distribution of true energy vs muon number
for iron nuclei andθ = 20.5◦ − 26.5◦ calculated with MC
simulations. The fit with formula E[GeV] = α · Nβµ is shown.
E ≈ 1017 eV, they are smaller than 30%. Deviations are
due to fluctuations in the reconstructed energy, which
are bigger for light primary masses. They vary in the
range of18− 29 % at 1017 eV. That defines our energy
resolution at this energy scale.
IV. RESULTS AND CONCLUSIONS
The all-particle energy spectrum reconstructed from
the KASCADE-Grande muon data is displayed in Fig. 7
for different primary composition assumptions. Mea-
surements of the original KASCADE experiment [5]
are also shown for comparison. It can be seen that the
KASCADE data points are found inside the region that
covers the KASCADE-Grande results, showing agree-
ment between both experiments. Total uncertainties are
also presented in the same figure. They take into account
he following sources: 1) the influence of the energy
resolution distribution, 2) uncertainties in theNµ cor-
rection functions and 3) the energy conversion relation,
both arising from the fits to MC data, 4) uncertainties
in the estimation of the equivalent muon number, 5) a
small shift observed in the estimated energy, which is
introduced by the analysis, 6) uncertainties in the pri-
mary spectral index (γ = −3± 0.5) and 7) the effect of
s lecting another reference angleθref , using for example
10 and 30◦. Each of these contributions introduces a
11


























































Fig. 7: The all-particle energy spectrum derived from the KASCADE-Grande muon data assuming different primary
compositions. The bands for the total uncertainties (energy resolution plus systematic errors) are displayed (except
for Carbon). Vertical error bars represent statistical uncertainties.
TABLE I: Percentual contributions to the total uncertainty (energy resolution and systematics) of the energy spectrum around
1017 eV. Sources are enumerated as described in the text. At the same energy scale, the average energy systematic uncertainty
and energy resolution are also shown. The muon attenuation length is presented in the last column.
Composition Φ ± tot. ± stat. (1) (2) (3) (4) (5) (6) (7) ∆E/E [%] Λµ
10−18[m−2 s−1 sr−1 GeV−1] [%] [%] [%] [%] [%] [%] [%] ±syst. ± res. [g/cm2]
H 2.75+1.09












± 29 1136 ± 115
He 2.52+0.53











± 26 1111 ± 112
C 2.29+0.23













± 19 1137 ± 121
Si 1.88+0.20











± 20 1056 ± 146
Fe 1.58+0.36














± 18 1123 ± 182
modification in the estimated energy of the events, which
is propagated to the flux. The differences between the
reference spectrum and the modified ones were inter-
preted as the corresponding uncertainties. They were
added in quadrature to get the total error. In cases (2), (3)
and (4) usual error propagation formulas were employed
to find the energy uncertainty of the events. (1) and (5)
were estimated from MC simulations. In the case of (1),
the energy of an event was assigned in a probabilistic
way using the energy resolution distributions per energy
bin obtained with MC simulations. In (6) MC relations
employed in the whole analysis were recalculated with
simulations characterized by the new spectral indexes.
Finally, for (7) both the equivalentNµ and the energy
calibration formula were estimated for the new values
of θref . The resulting uncertainties (energy resolution
(1) and systematics (2)-(7)) for the energy and the
spectrum around1017 eV are presented in table I. In
general, for the intervallog
10
[E/GeV] = 7.4− 8.3 from
all the estimated contributions to the total uncertainty
of the flux the biggest one is related to composition
(. 50%). The second most important contribution (.
35%) comes from (1). The uncertainties associated to
(6) and (7) together occupy the third place (.31%),
but sometimes they can be as important as (1). For
light primaries (5) can become the next influent source
(. 12%). The rest contributions, (2)-(4), are always the
smaller ones (added they are. 12%). Both the energy
and flux total uncertainties change with the value ofE.
They tend to increase near the energy threshold and in
the high-energy region, where statistics decreases. These
fi st estimations are very encouraging. They show that
muons can be used in KASCADE-Grande as a tool
to reconstruct the primary all-particle energy spectrum.
More work is to come in order to improve the recon-
struction method. Plans are also underway to investigate
the muon attenuation length,Λµ. Some values extracted
from the Nµ attenuation curves are shown in Table I
for E ≈ 1017 eV. A good agreement is seen among the
experimental attenuation lengths under the assumption
of different primary masses at this energy.
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Abstract. The KASCADE-Grande experiment, lo-
cated at Forschungszentrum Karlsruhe (Germany) is
a multi-component extensive air-shower experiment
devoted to the study of cosmic rays and their interac-
tions at primary energies 1014 - 1018 eV. One of the
main goals of the experiment is the measurement of
the all particle energy spectrum in the1016 - 1018 eV
region. For this analysis the Grande detector samples
the charged component of the air shower while the
KASCADE array provides a measurement of the
muon component. An independent fit of the lateral
distributions of charged particle and muon densities
allows to extract the charged particle and muon sizes
of the shower. The size of the charged particles,
combined with the ratio between charged particle
and muon sizes, which is used to take into account
shower-to-shower fluctuations, is used to assign the
energy on an event-by-event basis, in the framework
of the CORSIKA-QGSjetII model. The method itself,
and the energy spectrum derived with this technique
are presented.
Keywords: Energy spectrum, KASCADE-Grande,
1016 - 1018 eV
I. I NTRODUCTION
The KASCADE-Grande experiment [1] is a multi-
component air-shower experiment with the aim of mea-
suring the all particle energy spectrum in the1016
- 1018 eV region by sampling the charged particle
and muon densities. A fit to the lateral distribution
of the charged particle densities allows to reconstruct
the shower parameters (core position, angular direction)
and the size of the charged component (see [2] for
details). An independent fit of the lateral distribution
of the muon densities (see [3],[4]), gives the size of
the muon component of the shower. The performance
of the KASCADE-Grande array, and, therefore, its high
accuracy up to energies1017 -1018 eV, essential to derive
an accurate energy spectrum, is summarized in [2].
The conversion between the observed quantities (charged
particle and muon sizes) of the Extensive Air Shower
(EAS) to the energy of the primary particle requires
the assumption of a specific hadronic interaction model,
whose suitability has to be verified beforehand. In
this work, the energy estimations are based on the
CORSIKA-QGSjetII model [5], [6], motivated by the
fact that such model reproduces fairly well the dis-
tributions of the ratio of the muon and electron sizes
measured by KASCADE-Grande as a function of both
the electron size and the atmospheric depth [7].
The method described in this paper uses the combined
information of the charged particle and muon sizes on
an event-by-event basis, with the aim of reducing the
systematics on the primary composition in the energy
ssignment, systematics which are the main sources of
uncertainty on methods based on a single component
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information ([4], [8]).
The analysis presented here is based on∼981 days of
data collected on the central area of KASCADE-Grande
array (∼0.2 km2) at zenith anglesθ < 40◦ corresponding
to a total acceptanceA = 2.50 · 109 cm2· sr (exposure
E = 2.12 · 1017 cm2· s·sr).
II. T ECHNIQUE
The technique has been defined on simulated data
assuming a power law with indexγ=-3 for the energy
spectrum and then applied to the experimental ones.
Proton and iron nuclei have been selected as primaries,
to represent the two extreme cases. The simulation
includes the full air shower development in atmosphere,
the response of the detector and its electronics, as
well as their uncertainties. Therefore, the reconstructed
parameters from simulated showers are obtained exactly
in the same way as for real data. Data have been
subdivided in 5 angular bins of same acceptance (θ <
16.7, 16.7≤ θ < 24.0, 24.0≤ θ < 29.9, 29.9≤ θ <
35.1, 35.1≤ θ < 40.0) and the analysis is conducted
independently in each angular bin. The difference in
the results obtained among the angular bins will be
considered as one of the sources in the final systematic
uncertainty on the energy spectrum. In this way, possible
differences in the air shower attenuation in atmosphere
(i.e. the zenith angle) between real and simulated data,
will be included directly into the systematic uncertainties
of the measurement, without applying any correction.
The energy assignment is defined asE = f(Nch, k)
(see eq. 1), whereNch is the size of the charged particle
component and the parameterk is defined through the
ratio of the sizes of theNch and muon (Nµ) components:
k = g(Nch, Nµ) (see eq. 2). The main aim of thek
variable is to take into account the average differences
in theNch/Nµ ratio among different primaries with same
Nch, and the shower to shower fluctuations for events
of the same primary mass:
log10(E[GeV ]) = [ap + (aFe − ap) · k] · log10(Nch) +






log10(Nch/Nµ)p,Fe = cp,Fe · log10(Nch) + dp,Fe. (3)
The coefficientsa, b, c, d are obtained through the fits
to the scatter plots (Nch, Nch/Nµ) and (Nch, E) in the
region 6 < log10(Nch) < 8, which means above the
∼100% trigger efficiency, and up to the energy for
which the simulated statistics is sufficiently high. Thek
parameter is, by definition of eq. 2, a number centered
around 0 for a typical proton shower and 1 for a typical
iron shower. As an example, figs. 1 and 2 show such
scatter plots for the iron component in the 1st angular





















Fig. 1: Scatter plot ofNch/Nµ vs Nch for primary iron
nuclei. The small dots indicate single events, while full
ones refer to the average values in eachNch interval
(∆Nch = 0.1). The error bar of the full dots indicates
the RMS of the distribution of the small dots in each
Nch interval. The linear fit is performed on the full dots
and their uncertainties in the region6 < log10(Nch) < 8
(thick line). Such fit is used to obtain the parametersc

















Fig. 2: Scatter plot ofE vs Nch for iron primary nuclei.
See fig. 1 for detailed explanation of the meaning of dots
and error bars. The fit is used to obtain the parameters
a andb of expression 1.
bins as well as for proton primaries.
In order to check the capability of this technique
of correctly reproducing the original energy spectrum,
the expressions 1 and 2 have been applied to: a) the
simulated energy spectra they have been derived from
(H and Fe); b) to other three mass groups (He, C, Si)
simulated using the same criteria; c) to the mixture of the
five mass groups with 20% abundance each. Fig. 3 shows
a comparison between the reconstructed and true energy
spectra obtained for the 1st angular bin in case of iron
primary nuclei. Similar plots are obtained for the other
mass groups and for all angular bins. Fig. 4 summarizes
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Fig. 3: True (thick line), and reconstructed (thin line)
energyspectrum in the 1st angular bin for iron primary























Fig. 4: Ratio between the reconstructed and true spectra
(as shown in fig. 3) for protons, iron and all mixed
primaries (all angular bins together).
the results on the ratio between reconstructed and true
spectra for protons, iron and all mixed primaries. The
original energy spectra are fairly well reproduced. The
systematic uncertainties are discussed in section III.
III. T HE RECONSTRUCTED ENERGY SPECTRUM AND
ITS UNCERTAINTIES
Expressions 1 and 2 have been applied to the experi-
mental data obtaining the intensities shown in fig. 5. A
detailed analysis of the systematic uncertainties on the
intensities has been conducted taking into account the
following effects:
a) Systematic uncertainty from the comparison of the
intensity in different angular bins.
b) Systematic uncertainty on theE(Nch) relation.
c) Systematic uncertainty related to the capability of
reproducing an,a priori assumed, single primary
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Fig. 5: The experimental energy spectrum (differen-
tial intensity multiplied by E2.5) as a function of
log10(E/GeV) for vertical (bins 1+2), more inclined (bins
4+5) and all events (only statistical uncertainties).
spectrum with slopeγ = -3 (i.e. difference between
true and reconstructed spectra of fig. 3).
d) Systematic uncertainty on the muon lateral distri-
bution function (l.d.f.).
Possible systematic uncertainties on the reconstructed
Nch and Nµ values compared to the true ones, are
already taken into account by the technique itself as the
same reconstruction procedure is applied to simulated
and real data.
Concerning a), in fig. 5 data points of the1st and 2nd
angular bins have been summed together, and the same
for data of the4th and5th bins. The semi-difference of
the intensity in each energy interval (subtracted from
the statistical uncertainty) between vertical and more
inclined angular bins provides an estimation of the
uncertainty on the relative energy calibration among the
angular bins, together with the systematic uncertainty
related to possible differences in the air shower atten-
uation in the atmosphere between real and simulated
data. At E∼ 1017 (∼ 3 · 1016) eV (at higher energies
the results are dominated by the statistical uncertainty)
the systematic uncertainty is∼5% (∼15%). This result
confirms the fact that the technique is self-consistent in
the entire angular range used in this analysis and that the
QGSjetII model reproduces quite consistently the shower
development at least up to zenith anglesθ < 40 degrees.
The uncertainty on the intensity provides only an indica-
tion on the relative uncertainty among expressions 1 and
2 for different angular bins, but doesn’t take into account
a common systematic effect of allE = f(Nch, k).
For this reason,E = f(Nch, k) in simulated data
have been artificially modified, at a level in which the
systematic effect is clearly visible between the true and
reconstructed simulated energy spectra as in fig. 3 and
an upper limit has been set and used as systematic effect
on theE(Nch) conversion relation: at E∼ 1017 eV such
uncertainty is< 10%.
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µKASCADE-Grande (QGSJET II) Nch-N
Fig. 6: All primaries energy spectrum (intensity multi-
plied by E2.5) obtained with KASCADE-Grande data
applying theNch - Nµ technique. A comparison with
other experimental results is also presented.
A further systematic uncertainty comes from the ca-
pability of reproducing the original energy spectrum
assuming a single mass composition as shown in fig. 4.
In general the ratio between the reconstructed and true
fluxes obtained in each energy bin are compatible,
inside the statistical uncertainty, with unity. Only at the
threshold a systematic effect of∼12% is visible. The
typical relative differences in flux at energies E<1017
eV are<5%.
Regarding d), the energy spectrum has been obtained
for different ranges of distance of the shower core from
the muon detector. The relative difference in intensity
as a function of energy is used to compute a systematic
uncertainty due to the assumed l.d.f., and it amounts to
∼3% at E∼ 1017, slightly increasing with energy.
Finally, it is interesting to look at the relative uncertainty
in the energy assignment on an event-by-event basis.
Simulated data using the mixture of all primaries have
been divided in bins of true energy (Etrue) and the distri-
butions of the relative differences between reconstructed
(Erec) and true energies have been created. As shown in
fig. 7 the RMS of such distributions (energy resolution)
is ∼26% at the energy threshold and decreases with
energy, due to the lower fluctuations of the shower
development, becoming< 20% at the highest energies.
The small offset in the mean values of the distributions
at low energies is necessary to take into account the
effect of shower fluctuations on a steep spectrum. Such
offset does not appear in fig. 4, which indicates that the
correct energy spectrum is well reproduced. Results for
pure H and Fe primaries are also indicated by lines.
The statistical uncertainty on the intensity is<10% up
to E∼3 · 1017 eV. The total uncertainty (statistical and
systematic squared together) on the intensity is<20%
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Fig. 7: Resolution in the energy assignment for a mixture
of primariesof the 5 simulated mass groups (relative
abundance of each group 20%), for H and Fe. The full
dots show the offset of the reconstructed energyErec in
bins of true energyEtrue. The open dots show the RMS
of such distributions (see text for details).
IV. RESULTS
The all particle energy spectrum of KASCADE-
Grande in the1016 - 1018 eV energy region using the
Nch - Nµ technique is shown in fig. 6. The uncertainty
in each intensity point is obtained as squared sum
of all systematic and statistical uncertainties. At the
threshold, the spectrum overlaps well with KASCADE
and EAS-TOP spectra. Moreover, it is in agreement
with the energy spectra of KASCADE-Grande obtained
using other techniques ([4], [8], [9]) which have
partially different systematic uncertainties (see [10]).
The mean of the averagek obtained in different bins of
Nch in the range 6< log10(Nch) < 8 is < k > = 0.64,
with bin to bin fluctuations ofσ
k
∼ 0.06, therefore,
perfectly compatible with the limits set by eq. 2 using
QGSjetII simulations.
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Abstract. Previous EAS investigations have shown
that the charged particle density becomes indepen-
dent of the primary mass at large but fixed distances
from the shower core and that it can be used as
an estimator for the primary energy. The particular
radial distance from the shower axis where this effect
takes place is dependent on the detector layout. For
the KASCADE-Grande experiment it was shown to
be around 500 m. A notation S(500) is used for
the charged particle density at this specific distance.
Extensive simulation studies have shown thatS(500)
is mapping the primary energy. We present results on
the reconstruction of the primary energy spectrum of
cosmic rays from the experimentally recordedS(500)
observable using the KASCADE-Grande array. The
constant intensity cut (CIC) method is applied to
evaluate the attenuation of the S(500) observable
with the zenith angle. A correction is subsequently
applied to correct all recorded S(500) values for at-
tenuation. The all eventS(500) spectrum is obtained.
A calibration of S(500) values with the primary
energy has been worked out by simulations and
has been used for conversion thus providing the
possibility to obtain the primary energy spectrum
(in the energy range accessible to the KASCADE-
Grande array, 1016-1018 eV). An evaluation of sys-
tematic uncertainties induced by different factors is
also given.
Keywords: KASCADE-Grande, EAS, primary en-
ergy spectrum
I. I NTRODUCTION
Hillas has shown that the EAS particle density dis-
tributions at a certain distance from the shower core
(dependent on the EAS detection array) becomes in-
dependent of the primary mass and can be used as a
primary energy estimator [1]. Following this feature,
a method can be derived to reconstruct the primary
energy spectrum from the particular value of the charged
particle density, observed at such specific radial ranges.
The technique has been used by different detector arrays
in order to reconstruct the primary energy spectrum of
the cosmic radiation [2]. In the case of the KASCADE-
Grande array (at Forschungszentrum Karlsruhe, Ger-
many, 110 m a.s.l.) [3], detailed simulations [4] have
shown that the particular distance for which this effect
takes place is about 500 m (see fig. 1). Therefore an
observable of interest in the case of KASCADE-Grande
is the charged particle density at 500 m distance from
the shower core, noted asS(500) in the following. The
study has been performed for both simulated (fig. 1)
and experimental (fig. 2) events, using identical re-
construction procedures [5]. The reconstruction begins
with recording the energy deposits of particles in the
KASCADE-Grande detector stations and the associated
temporal information (arrival times of particles). The
17
2 G. TOMA FOR KASCADE-GRANDE - PRIMARY ENERGY RECONSTRUCTION FROM THE S(500)
Fig. 1: Simulations show that, for the case of the
KASCADE-Grande experimental layout, the particle
density becomes independent of the primary mass
around 500 m distance from shower core; this plot shows
averaged simulated lateral distributions for different pri-
mary types with equal energy.
arrival direction of the shower is reconstructed from the
particle arrival times. Using appropriateLateralEnergy
CorrectionFunctions (LECF), the energy deposits are
converted into particle densities. The LECF functions
are dependent on the shower zenith angle [6] and take
into account the fact that an inclined particle will deposit
more energy in detectors due to its longer cross path. For
every event, the obtained lateral density distribution is
approximated by a Linsley [7]LateralDensityFunction
(LDF ) in order to evaluate the particle density at the
radial range of interest, 500 m. To ensure good recon-
struction quality, the approximation is performed over
a limited range of the lateral extension, namely only in
the 40 m− 1000 m radial range.
R[m]















example of a Linsley Fit
Fig. 2: Averaged lateral density distributions of experi-
mentally recorded EAS samples for twoS(500) ranges.
II. EFFICIENCY AND QUALITY CUTS
For the experimental EAS sample, the total time of
acquisition was≈902 days. Showers were detected on a
500 x 600 m2 area up to 30◦ zenith angle. The 30◦ zenith
angle limit was imposed due to certain systematic effects
affecting the reconstruction of small showers above this
threshold. In order to ensure good reconstruction quality,
several quality cuts were imposed on the data. The same
cuts were used for both simulated and experimental
events. Only those events are accepted for which the re-
constructed shower core is positioned inside the detector
array and not too close to the border. A good quality of
the fit to the Linsley distribution is a further important
criterion. Fig. 3 shows the total reconstruction efficiency
for different zenith angle intervals (the full efficiency is
reached at around log10(E0/GeV)=7.5).
Fig. 3: Reconstruction efficiency for different zenith
angle ranges and for the entire shower sample (events
triggering more than 24 stations).
III. T HE CONSTANT INTENSITY CUT METHOD
Before converting the recordedS(500) values into
the corresponding primary energy values (via a relation
derived from simulation studies), one has to take into ac-
count the atmospheric attenuation affecting the charged
particle densities observed on ground. For more inclined
showers, the particles have to cross a longer path through
the atmosphere before reaching the detector level. In
such a case, events generated by identical primaries
reach the detector level at different stages of EAS
development, dependent on their angles of incidence. In
order to bring all recorded EAS events to the same level
of consistency, one has to eliminate the influence of the
zenith angle on the recordedS(500) observables. This is
achieved by applying theConstantIntensityCut (CIC )
method. TheS(500) attenuation is visible ifS(500)
spectra are plotted for different EAS incident angles.
For this, the recorded events are separated into several
18
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sub-samples characterized by their angle of incidence.
The angular intervals are chosen in a way that they
open equal solid angles: 0◦ - 13.2◦, 13.2◦ - 18.8◦, 18.8◦
- 23.1◦, 23.1◦ - 26.7◦ and 26.7◦ - 30.0◦. In fig. 4
the attenuation is visible, asS(500) spectra are shifted
towards lower values for increasing zenith angles. The
CIC method assumes that a given intensity value in the
energy spectrum corresponds to a given primary energy
of particles and, since theS(500) is mapping the primary
energy spectrum, it is expected that this property of
the intensity is true also in the case ofS(500) spectra.
Therefore a constant intensity cut on integralS(500)
spectra is performed, effectively cutting them at a given
primary energy. The intersection of the cut line with
each spectrum will give the attenuatedS(500) value at
the corresponding angle of incidence for a given primary
energy. A linear interpolation is used between the two
neighboring points in the integral spectrum in order to
convert the value of the intensity into particle density
for each angular bin. The observed attenuation can be
corrected by parameterizing the attenuation curve and
correcting all events by bringing theirS(500) value to
their corresponding value at a given reference angle of
incidence (see fig. 5; the parameterization with the low-
estχ2 was chosen, namely the one corresponding to in-
tensity 3000). For the present study this angle is consid-
ered to be 21◦, since the zenith angular distribution for
the recorded EAS sample peaks at this value. The CIC
method implies several mathematical transformations of
data before obtaining the values corrected for attenuation
of the S(500) observable: interpolations and analytical
parameterizations (as mentioned in the above description
of the CIC method). These operations introduce some
systematic uncertainties on the final result of the CIC
method. The CIC-induced systematic uncertainty of the
correctedS(500) value is evaluated by propagating the
errors of fit parameters. The resulting CIC-induced error
of theS(500) observable will be taken into account later
when evaluating the total systematic uncertainty of the
reconstructed primary energy.
IV. CONVERSION TO ENERGY
After correcting the recordedS(500) values for atten-
uation, we can proceed to convert each of them to the
corresponding primary energy value. A calibration of
the primary energyE0 with S(500) was derived from
simulations (see fig. 6). The Monte-Carlo CORSIKA
EAS simulation tool was used to simulate air showers
(with QGSJET II model embedded for high energy in-
teractions). In fig. 6, two slightly different dependencies
are shown for two primaries, a light primary (proton) and
a heavy primary (Fe). The two dependencies are almost
identical, a feature that is expected due to the mass
insensitivity of theS(500) observable. This calibration is
used to convert allS(500) values into the corresponding
primary energies. The spectrum of primary energy is
thus reconstructed. Fig. 7 shows the reconstructed en-
















































Fig. 4: IntegralS(500) spectra; the horizontal line is
a constant intensity cut at an arbitrarily chosen in-
tensity; attenuation length ofS(500) was evaluated at
347.38±21.65 g·cm−2
)θsec(


























Fig. 5: Attenuation of theS(500) observable with the
angle of incidence; the different curves show different
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Fig. 6: E0 - S(500) calibration curve for two different
primaries; the box-errors are the errors on the spread;
the errors on the mean are represented with bars.
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Fig. 7: Reconstructed experimental energy spectrum by KASCADE-Grande fromS(500)/CIC, multiplied byE2.5
compared with results of other experiments; the continuous lines above and below the spectrum are the error
envelopes and show combined statistical and systematic uncertainties.
other experiments. The spectrum is plotted starting from
the maximum efficiency threshold (see fig. 3). For the
systematic contribution to the total error, several sources
of systematic uncertainties have been identified and their
contributions were evaluated. Thus, the spectral index of
the simulated shower sample was equal to -2 and was
acting as a source of systematic uncertainty. In a similar
fashion, theS(500)-E0 calibration and the CIC method
itself were also introducing systematic uncertainties.
In all, these three sources were contributing with an
uncertainty of≈1% from the total flux value. Other
sources that were considered were the Monte-Carlo
statistical uncertainty of the simulated shower sample
and the choosing of a certain reference angle at which to
perform theS(500) attenuation correction (contributing
with ≈7% and≈30% relative uncertainty). The relative
contribution of all identified sources over the full effi-
ciency range was fairly constant for any given source
and in total amounts for about 37% of the recorded flux
value. The energy resolution has also been evaluated
from simulations by calculating the difference between
the true and the reconstructed primary energy (applying
CIC to the simulated data). The energy resolution was
found to be 22% forE0=1017 eV (for all primaries) and
is fairly constant over the entire full efficiency range.
V. CONCLUSIONS
The primary energy spectrum has been reconstructed
from the particle densities recorded in the stations of
the KASCADE-Grande array. In the particular case
of KASCADE-Grande, the charged particle density at
500 m distance from the shower core was shown to be
primary mass insensitive. The CIC method was applied
on the recordedS(500) spectrum in order to correct
each shower for attenuation effects. Using a simulation-
derived calibration betweenS(500) andE0 (based on
the QGSJET II model for high energy interactions),
the attenuation correctedS(500) spectrum has been
converted into primary energy spectrum. TheS(500)
derived KASCADE-Grande spectrum is composition
independent and comes in good agreement with the spec-
trum of lower energies previously reconstructed by the
KASCADE array. Future investigations will concentrate
also on improving the quality of the reconstruction along
with gaining a better understanding of the uncertainties
induced by the reconstruction technique.
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Abstract. The KASCADE-Grande experiment con-
sists of the basic KASCADE complex and of an
extended array, Grande, made of 37x10 m2 scin-
tillation detectors spread over an area of 700 x
700 m2. Grande enables triggers and reconstruction
of primary cosmic rays in the energy range of
1016 to 1018 eV through the detection of the all-
charged particle component of the related Exten-
sive Air Showers. The experimental set-up allows,
for a subsample of the registered showers, detailed
comparisons of the data with measurements of the
original KASCADE array (252 unshielded detectors,
with 490 m2 sensitive area and 192 shielded muon
detectors with 622 m2 sensitive area spread over
200 x 200 m2) on an event by event basis. We
discuss the Grande reconstruction procedures and
accuracies. The lateral charged particle distributions
are measured over a wide range of core distances,




The extensive air shower experiments KASCADE and
EAS-TOP have shown that the change of the slope in
the energy spectrum (“the knee”) for different elemental
groups occurs at different energies [1], [2]. For the
lightest nuclei the knee has been measured at 3· 1015 eV.
These results support the general view which attributes
the change of the spectral index to processes of magnetic
confinement, occurring either at acceleration regions, or
as diffusive leakage from the Galaxy (or both). Such
processes predict that the maximum energy for a specific
primary nucleus depends on its atomic number Z.
The Grande array increases the collecting area of KAS-
CADE in order to extend the measured energy range.
The aim of KASCADE-Grande [3] is to perform energy,
composition and anisotropy studies up to 1018 eV, i.e.
in the region where the transition from galactic to
extragalactic cosmic rays is supposed to happen.
II. EXPERIMENTAL SETUP
The KASCADE-Grande experiment is located at
Forschungszentrum Karlsruhe, Germany (49.1o N, 8.4o
E) at 110 m a.s.l., corresponding to an average atmo-
spheric depth of 1023 g/cm2. It consists of an extension
of the KASCADE [4] experiment with Grande, an array
of plastic scintillators obtained reassembling the EAS-
TOP [5] electromagnetic detector, which expands the
collecting area, and Piccolo a smaller array providing
a fast trigger common to all components.
The KASCADE-Grande detectors and their main char-
acteristics are listed in table I and their layout is shown
in fig. 1.
The KASCADE array is composed of 252 detector
stations on a square grid with 13 m spacing.
It is composed of:
• e/γ-detectors which mainly consists of 2/4 liquid
scintillator units (1 m diameter, 5 cm thick);
21
2 F. DI PIERRO FOR THE KASCADE-GRANDE COLL. - PERFORMANCE OF KASCADE-GRANDE
Detector Particle Area m2 Thr eshold
Grande array (plastic scintillators) charged 370 3 MeV
Piccolo array (plastic scintillators) charged 80 3 MeV
KASCADE array (liquid scint.) e/γ 490 5 MeV
KASCADE array (shielded pl. scint.) µ 622 230 MeV
Muon tracking det. (streamer tubes) µ 3×128 800 MeV
Multi wire proportional chambers µ 2×129 2.4 GeV
Limited streamer tubes µ 250 2.4 GeV
Calorimeter h 9×304 50 GeV
















trigger-cluster #17 (of 18)
MTD CD
Fig. 1: Layout of the KASCADE-Grande experiment.
• µ-detectors which mainly consists of 4 plastic scin-
tillators (90 x 90 x 3 cm3), placed below the
e/γ-detectors and a shielding (10 cm of lead and 4
cm of iron, which entails a threshold of 230 MeV
for vertical muons).
The Grande array consists of 37 stations with an
average spacing of 137 m over a 700 x 700 m2 area.
Every detector station consists of 10 m2 of plastic
scintillator organized in 16 units (80 x 80 x 4 cm3). Each
unit is equipped with a high gain (HG) photomultiplier
(pmt) and the 4 central units are additionally equipped
with a low gain (LG) photomultiplier to increase the
dynamic range. The signals from the pmts are added
up through passive mixers, one for the HG and one
for the LG pmts. The output signals are preamplified
and shaped by Shaping Amplifiers into 3 analog signals,
digitized by 3 Peak-ADCs, covering the dynamic ranges
0.3÷ 8, 2÷ 80, 20÷ 800 particles/m2 respectively. The
overlapping ranges between the scales are used for cross-
calibration. Each detector is continuously monitored
and calibrated by means of single muon spectra. The
systematic uncertainty on the measured particle density
by each detector is less than 15% and the statistical
uncertainties are dominated by poissonian fluctuations.
The array is divided in 18 trigger clusters of 7 modules
each (6 modules in an hexagon and a central one). The
trigger rate is 0.5 Hz and becomes fully efficient for all
primaries at E0 = 1016 eV.
III. RECONSTRUCTION OF EXTENSIVE AIR SHOWERS
Core position, arrival direction and total number of
charged particles are reconstructed in an iterative fit
procedure of the energy deposit and timing measure-
ments by the Grande array detectors. The energy de-
posit is converted to charged particle density through a
function of the core distance, derived from shower and
detector simulations, taking into account energy deposit
of charged particles and gamma conversion [6]. The
fitting functions have been derived from full shower and
detector simulations. The shower front is fitted with:




with a time spread:




where r is the distance from shower axis in meter.










andthe normalization factor is:
C(s) =
Γ(3.4−s)
2π · 302 · Γ(s−1.6+2) · Γ(1.6+3.4−2s−2)
The total number of muons is obtained by means of a
fit of the muon densities measured by the KASCADE
array with a Lagutin function (core position is fixed):




















Reconstruction procedure and accuracy of the muonic
component are described in [7].
A single event reconstruction, with the particle den-
sities measured by Grande and by the KASCADE array
muon detectors and the corresponding lateral distribution
fits, is shown in figure 2.
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Fig. 2: Lateral distributions of a single event: muon
densities measured by KASCADE array muon detector
and muon ldf (black triangles represent the average
densities in rings of 20 m, while the fit is performed on
individual detector measurements); all-charged particles
measured by Grande detectors and all-charged ldf. The
parameters of the shown event are:
xcore = -307 m, ycore = -86 m, lg Nch = 7.9, lg Nµ = 6.7,
Θ = 16.5o, Φ = 245.5o.
IV. RECONSTRUCTION ACCURACIES
For a subsample of the events collected by the Grande
array it is possible to compare on an event by event basis
the two independent reconstructions of KASCADE and
Grande. This provides the unique opportunity of evalu-
ating the reconstruction accuracies of the Grande array
by a direct comparison with an independent experiment
instead of the usual procedure involving simulations.
Since the KASCADE array is much more dense (sensi-
tive area over fiducial area = 0.06) than Grande (sensitive
area over fiducial area = 0.002), the contribution to the
differences in the reconstructed observables from KAS-
CADE is negligible and its reconstruction can be taken
as reference. The subsample is obtained accordingly to
the following selection criteria: maximum energy deposit
in the central station of the hexagon overlapping with
KASCADE, core position within a circle of 90 m radius
from KASCADE center, zenith angle less than 40o. The
scatter plot with the shower sizes reconstructed by both
arrays is shown in fig. 3. By means of such a comparison
the Grande reconstruction accuracies are found to be:
• shower size (fig. 4): systematic≤ 5%, statistical≤
15%;
• arrival direction (figs. 5, 6):σΨ ≈ 0.7o;
• core position (fig. 7):σcore ≈ 5 m.
V. M EAN LATERAL DISTRIBUTION OF CHARGED
PARTICLES
In fig. 8 the experimental mean lateral distributions
for vertical showers (0o ÷ 18o) and for different shower




















Fig. 3: Scatter plot of the shower sizes (charged parti-
cles) reconstructed by KASCADE (x-axis) and Grande
(y-axis).
Fig. 4: Mean value and Root Mean Square of the
distribution of the shower size differences over shower
size reconstructed by KASCADE (NKAch ) as function of
NKAch .
The lines represent the lateral distribution functions with
mean Nch and s-parameter values of the correspond-
ing Nch bin. The lateral distributions measured by the
Grande array extend up to more than 700 m and the used
lateral distribution function represents the data well over
the whole range.
In fig. 9 the lateral distributions are shown in a region
closer to the core and with the core position recon-
structed independently by KASCADE, showing that the
good description of measured particle densities by the
functions is not just a consequence of the fit procedure.
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Fig. 5: Angle (Ψ) between the arrival directions recon-
structed by KASCADE and Grande, in a bin of NKAch
(6.2 < lg NKAch < 6.3).
Fig. 6: Grande array arrival direction accuracy from
Rayleigh distribution of angular differences (Ψ).
VI. CONCLUSIONS
The reconstruction procedures and the achieved ac-
curacies of the Grande array have been studied experi-
mentally and shown. The result is that Grande provides a
large acceptance (2.5·109 cm2·sr for E0 > 1016eV, zenith
angle< 40o) and it is accurate enough (Nch uncertainty:
systematic< 5%, statistical< 15%) for the aims of
present analysis [8]. The used lateral distribution func-
tion describes experimental lateral distributions over the
whole 700 m range. Finally the mean lateral distributions
of charged particle have been shown.
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independently by KASCADE.
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H. Ulrich∗, W. Walkowiak¶, A. Weindl∗, J. Wochele∗, M. Wommer∗, J. Zabierowski††
∗Institut für Kernphysik, Forschungszentrum Karlsruhe, 76021 Karlsruhe, Germany
†Institut für Experimentelle Kernphysik, Universität Karlsruhe, 76021 Karlsruhe, Germany
‡Dipartimento di Fisica Generale dell’Università, 10125 Torino, Italy
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Abstract. The KASCADE-Grande experiment con-
sists of a large array of scintillators for the detection
of charged particles from extensive air showers in
the primary energy range 1016 eV – 1018 eV. In
combination with the detectors of the KASCADE
array it provides the means to investigate the compo-
sition in the expected transition region of galactic to
extragalactic cosmic rays and the possible existence
of a second knee in the total energy spectrum at
E ∼ 1017 eV caused by heavy primaries.
For the goals described it is indispensable to re-
construct the shower sizes with highest accuracy.
The reconstruction of the muonic component as well
as the muon lateral distribution will be discussed
and the precision and systematic uncertainties in the
reconstruction of the muon number will be studied
based on Monte Carlo simulations.
Keywords: muonic component, lateral distribution,
KASCADE-Grande
I. INTRODUCTION AND EXPERIMENTAL SETUP
The combined KASCADE and KASCADE-
Grande Experiment [1], located on the site of the
Forschungszentrum Karlsruhe (110 m a.s.l.), consists
of various detector components [2] for measuring the
particles of extensive air showers in the primary energy
range from 1016 eV – 1018 eV. The measurement at
the upper part of that energy range is possible due to
a large scintillator array, the Grande array, covering
a collecting area of approximately 0.5 km2. The 37
Grande stations located on a hexagonal grid with an
average mutual distance of 137 m measure the total
number of charged particles in an air shower.
With the colocated KASCADE array the muon
component of the extensive air shower can be measured
separately from the electronic one. Using an appropriate
lateral distribution function, one can derive the total
muon number of air showers from the muon signals
measured locally with the KASCADE array. This
method can be applied even in cases where the core
is located in the KASCADE-Grande array, but not in
the KASCADE array itself (Fig. 1, left). Subtracting
the estimated number of muons from the total number
of charged particles measured with KASCADE-Grande
yields the total number of shower electrons [3]. The
scintillators of the KASCADE detector array cover
an area of 200 × 200 m2 and are housed in 252
stations on a grid with 13 m spacing. While the inner
stations of the KASCADE array are only equipped
with liquid scintillators measuring primarily electrons
and gammas, the outer stations are also containing
plastic scintillators underneath a shielding1 of 10 cm
1corresponding to 20 radiation lengths, muon threshold: 230 MeV.
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Fig. 1: Left: An air shower with the core located in the Grande array. Although the KASCADE detector field is far
away from the core, non-zero muon densities can be measured there. Right: Detector station of the KASCADE-array
equipped with electron/gamma and separate muon detectors.
lead and 4 cm iron, which allows the measurement of
muons separately from electrons and gammas (Fig. 1,
right). These muon detectors consist of four plastic
scintillators per station. The scintillators are of 3 cm
thickness and their surface area is 90 × 90 cm2. The
light is coupled out by wavelength shifters and read
out by 1.5 inch photomultipliers. The energy resolution
has been determined to about 10% at 8 MeV, the mean
energy deposit of a MIP2.
II. RECONSTRUCTION OF THE MUON NUMBER
As described in the previous chapter the local muon
densities can be measured even in cases where the
shower core is located in the KASCADE-Grande array,
but not in the KASCADE array itself. For these purposes
the energy deposits in the muon detectors must be
converted to particle numbers by means of a conversion
function, the so-called LECF3. The LECF is derived
from simulated air showers based on CORSIKA [4]
and a detailed GEANT [5] detector simulation. It has
been determined based on two primaries (H and Fe)
and three different simulated energies, 3 × 1016 eV,
1×1017 eV and 3×1017 eV. The average energy deposit
in the KASCADE muon detectors per shower muon at




7.461 + e(1.762−0.017·r) + 0.0003 · r) MeV
(1)
For small radii up to approximately 160 m the energy
deposit per muon decreases in order to correct the
high energetic electromagnetic punch through close to
the shower core. At larger radii the deposited energy
2Minimum Ionizing Particle.
3Lateral Energy Correction Function.
per muon reaches a constant value of approximately
7.6 MeV (Fig. 2).
For most analyses it is convenient not only to know
the local muon densities given by the LECF but also the
total number of muons in the shower disk. Assuming the
locally detected muons fluctuate according to a poisson
distribution, one can derive the total muon number N recµ








f(ri) ·Ai · cos(θ)
)
, (2)
where ni is the number of particles measured at a core
distance ri (in meter) in one of the k muon detectors
within an area Ai (in square meters), θ is the zenith angle
(in degree) of the air shower, and f is an appropriate
distance from core / m

























Fig. 2: Average energy deposit per muon in a
KASCADE muon detector as a function of the distance
of this detector from the shower core (muon LECF
according to Eq. 1).
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lateral distribution function.
In case of the KASCADE-Grande Experiment the lateral
distribution of muon densities ρµ is fitted with a function
based on the one proposed by Lagutin and Raikin [6]
for the electron component:


















The parameters p1 = −0.69, p2 = −2.39, p3 = −1.0
and r0 = 320 m are based on CORSIKA simulations
using the interaction model QGSJet 01. Both proton
and iron primaries were simulated at energies of
1016 eV and 1017 eV and then the average of the fit
results is taken. Since the muon densities are very low,
except for the highest energy showers, stable fits on the
shower-by-shower basis are only obtained if the lateral
distribution function is kept constant and only the muon
number Nµ is taken as a fit parameter.
Substituting the lateral distribution function f from
Eq. 3 into Eq. 2 yields a formula for calculating the
total muon number of the KASCADE-Grande event.
III. RECONSTRUCTION ACCURACY
The muon number is reconstructed based on the local
muon densities measured only on the small area of the
KASCADE detector field. The measured densities are
typically very small and subject to large fluctuations. The
reconstruction of the total number of muons is strongly
affected by these uncertainties.
The to some extent directly measured muon density
distribution and the lateral distribution function f (Eq. 3)
with the muon number Nµ set to the reconstructed mean
muon number N recµ (Eq. 2) in each muon size bin are
shown in Fig. 3. The measured densities are in general
well described by the lateral distribution function. This
means a good conformity between directly measured
sizes and reconstructed ones. Only in case of relatively
small and large core distances one can see deviations
due to the fixed shape of the lateral distribution function
which does not account for the primary energy or the
zenith angle of the air shower.
The reconstruction quality has been tested based
on CORSIKA simulations using the interaction model
QGSJet II. Different primaries (H, He, C, Si and Fe)
in equal abundances, with an E−3 power law spectrum,
zenith angles up to 40◦ and cores scattered over the
Grande array were considered in the simulations. The
full detector response was also simulated (GEANT [5]
detector simulation) and the usual reconstruction tech-
niques were applied to the resulting data. The mean
deviation of the reconstructed muon number N recµ from
the true muon number N truµ as a function of the true
muon number itself or the distance of the shower core
to the centre of the KASCADE array are shown in
Fig. 4. In the latter case, only events with muon numbers
above log10 N truµ ≥ 5.0 are taken into account, that
distance from core / m

































Fig. 3: Measured muon density distribution (dots) for
zenith angles 0◦–40◦ and different intervals of the recon-
structed muon number. The lateral distribution function
of Eq. 3 (curves) with the muon number Nµ set to
the measured mean muon number N recµ in each interval
describes the data quite well.
means only muon numbers above full reconstruction ef-
ficiency4. In case of muon numbers above a threshold of
log10 N truµ ≈ 5.6, which corresponds to an energy of ap-
proximately 5×1016 eV, the systematic deviation of the
reconstructed total muon number is smaller than 5% and
to some extent constant in this range (Fig. 4a). Above
the mentioned threshold, the statistical error (represented
by the error bars, RMS) decreases from around 20% to
7% with increasing muon number. Showers below 100%
efficiency are characterized by a rather large statistical
uncertainty up to 40%. In Fig. 4b the dependence of the
reconstructed accuracies on the distance of the core to
the centre of the KASCADE array is shown. An increase
of the statistical uncertainty with increasing distances
from approximately 15% at 100 m to 30% at 700 m
distance is observed. The under- or overestimation of the
local muon densities by the lateral distribution function
(discussed above, Fig. 3) in cases of small and large
core distances results in an under- or overestimation of
the total muon number in these distance ranges. The
deviation of the reconstructed muon number from the
true one starts from ∼ −7% for small distances, gets
zero for ∼ 240 m distance and increases to ∼ +12% for
larger core distances. Taking into account the fact that
quite small particle densities are measured across a small
detection area far away from the shower core, one can
draw the conclusion, that the reconstruction of the total
muon number works surprisingly well. Furthermore the
features of the accuracies are well understood and open
the possibility to correct the reconstructed muon number
to the true one using appropriate correction functions
and to perform analyses based on these corrected muon
numbers (see [7]).
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Fig. 4: Reconstruction quality tested based on Monte Carlo simulations. In case a) the deviation of the reconstructed
to the true muon number is shown as a function of the true muon number, in case b) as a function of the distance
of the shower core to the centre of the KASCADE array. In both cases the error bars represent the statistical
uncertainty (RMS) in a single measurement.
IV. CONCLUSION
The reconstruction of the total muon number in the
shower disk has been presented using the KASCADE
scintillator array as a part of the KASCADE-Grande
experiment. The procedure of converting the energy
deposits to particle numbers was explained as well as the
calculation of the total muon number using a maximum
likelihood method. The reconstruction accuracies have
been discussed and reveal a good reconstruction quality,
despite the fact that the total muon number is recon-
structed based on just a small fraction of radial detector
coverage. Deviations between reconstructed and true
shower sizes are well understood such that it is possible
to derive correction functions allowing to correct the
reconstructed muon number to the true one. Hence,
KASCADE-Grande analyses taking into account the
total muon number can be performed.
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Abstract. The goal of the KASCADE-Grande ex-
periment is the study of the cosmic ray energy
spectrum and chemical composition in the range
1016 - 1018 eV detecting the charged particles of
the respective Extensive Air Showers. The observ-
ables here taken into account for discussion are the
measured electron size (Ne) and muon size (Nµ).
It is crucial to verify: the sensitivity to different
chemical components, the data reproducibility with
the hadronic interaction model in use as a function
of the electron size and the athmospheric depth,
the consistency with the results obtained by other
experiments sensitive to composition in overlapping
energy regions. The analysis is presented using KAS-
CADE as reference experiment and using QGSjetII
as hadronic interaction model.
Keywords: KASCADE-Grande, sensitivity, interac-
tion model.
I. INTRODUCTION
The KASCADE-Grande experiment is located at
Forschungszentrum Karlsruhe (Germany). It consists of
an array of 37 scintillator modules 10 m2 each (the
Grande array) spread over an area of 700 x 700 m2,
working jointly with the co-located and formerly present
KASCADE experiment [1], made of 252 scintillation
detectors, 490 m2 sensitive area spread over 200 x 200
m2. The extension from KASCADE to KASCADE-
Grande is meant to increase the experimental acceptance
of a factor ∼10, the achieved accuracies showing there is
no significant loss in resolution for the present analysis
(see [2]). For each recorded EAS the charged particle
size Nch is measured through Grande, the reconstruction
procedure being fine tuned over the whole experimental
area (see [2]), and the muon size Nµ is obtained from
KASCADE, the reconstruction and accuracy of the
muonic component being described in [3]. The electron
size is obtained subtracting the muon from the charged
particle density. As to validate the experimental results
and verify the applicability of the interaction model in
use for data interpretation1 it is first of all important
to achieve an accurate event reconstruction, the next
step is to test the sensitivity of the extended apparatus
to observables, to verify the data reproducibility with
the hadronic interaction model in use and to test the
consistency of this reproducibility with the former KAS-
CADE data. For this aims, in the following analysis, the
total number of electrons Ne and the total number of
muons Nµ of each recorded event are considered and
the distribution of Nµ/Ne is studied in different intervals
of Ne2 and zenith angle (athmospheric depth).
1Both for energy measurements and composition studies.
2Corresponding to different energy intervals (see IV).
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TABLE I: The results for the chi square minimization on the selected experimental data using just one chemical
component.
chemical element protons (p) Helium (He) Carbon (CNO) Silicium (Si) Iron (Fe)
χ2/ν 6798.09 404.59 26.44 17.20 10.44
II. THE FEATURES OF THE ANALYSIS
KASCADE-Grande data are chosen, at first, in an
electron size range providing full reconstruction effi-
ciency (see [5]) and high statistics: 6.49 ≤ Log(Ne)
< 6.74 in 0◦ ≤ θ < 23.99◦ (see figure 1). The same
event selection is made on the simulated QGSjetII [4]
data sets at disposal for each cosmic ray primary3. The
experimental distribution of the observable Nµ/Ne is
taken into account and fitted with a linear combination






where Fsim(i) is the total theoretical fraction of simu-
lated events falling in the channel i of the distribution
considered as a histogram, fsim,j(i) is the fraction for
the single chemical component j, Σj is the sum over
the different components and αj is the fit parameter
representing the relative abundance of the component
j. The fit parameters fulfill the conditions
0. < αj < 1., ∀j (2)
and ∑
j
αj = 1. (3)
The fit is performed through the minimization of the







where Fexp(i) is the fraction of experimental events
falling in the histogram channel i and σ(i) is the error
on the theoretical expression (1).
Fig. 1: The KASCADE-Grande data as they appear in
the observables Ne and Nµ. The considered selection
lies between the lines.
3p,He, C, Si, Fe. (simulated with an energy spectrum γ = 3)
A. The fit with a single chemical component
A chi square minimization is performed at first with
the use of a single chemical component. This shows to
give not a good description of the data, as it can be seen
in table I, summarizing the results for the chi square
minimization with single elements (see also figure 2 as
example).
Fig. 2: The distributions (normalized to 1) of the
KASCADE-Grande data in 6.49 ≤ Log(Ne) < 6.74
(0◦ ≤ θ < 23.99◦) and of QGSjetII Silicium in the
same selection range.
B. The fit with two chemical components
The experimental selection is then fitted with a combi-
nation of a light and a heavy chemical component that, at
a qualitative glance, seem necessary to describe well the
tails of the experimental histogram. Indeed, performing
a minimization with two components steps up the fit, as
it can be seen in table II and figures 3 and 4. It can be
observed that Iron seems necessary to describe well the
right tail of the experimental distribution, while Helium
seems not to fit well on the left tail. Moreover, the shapes
of the fits suggest the requirement of a third element in
the middle.
TABLE II: The results for the chi square minimization
on the selected experimental data using two chemical
components.
chemical elements p + Fe He + Fe
αp 0.41 ± 0.02 –
αHe – 0.49 ± 0.02
αFe 0.59 ± 0.02 0.51 ± 0.02
χ2/ν 3.51 1.48
C. The fit with three chemical components
The fit is then performed with a combination of
three elements: Protons, Helium and Iron are chosen,
matching the light elements with the heaviest element.
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Fig. 3: The KASCADE-Grande data in 6.49 ≤ Log(Ne)
< 6.74 (0◦ ≤ θ < 23.99◦) described by Protons
and Iron primaries. Here and in the next pictures, the
experimental plot is normalized to 1 and every simu-
lated component is normalized to its relative abundance.
Each tail of the experimental distribution (>2·RMS and
<2·RMS) is treated counting the events in a single bin:
the star indicates the total experimental value the fit must
be compared with in that bin.
Fig. 4: The KASCADE-Grande data in 6.49 ≤ Log(Ne)
< 6.74 (0◦ ≤ θ < 23.99◦) described by a Helium and
Iron primaries.
It can be seen that a three elements combination is well
fitting the data (see table III and figure 5). It is possible
to use also another combination: Protons, Carbon and
Iron (see table III and figure 6). These results show that
the theoretical model describes well the shape and the
tails of the experimental distribution.
TABLE III: The results for the chi square minimization
on the selected experimental data using three chemical
components.
chemical elements p + He + Fe p + CNO + Fe
αp 0.15 ± 0.02 0.23 ± 0.02
αHe 0.31 ± 0.03 –
αC – 0.34 ± 0.03
αFe 0.54 ± 0.02 0.43 ± 0.02
χ2/ν 0.68 1.14
III. ANALYSIS ON INCLINED SHOWERS
To check the consistency of the result at higher zenith
angles, the same fits with three chemical components
are performed on a higher angular interval of equal
Fig. 5: The KASCADE-Grande data in 6.49 ≤ Log(Ne)
< 6.74 (0◦ ≤ θ < 23.99◦) described by Protons, Helium
and Iron primaries.
Fig. 6: The KASCADE-Grande data in 6.49 ≤ Log(Ne)
< 6.74 (0◦ ≤ θ < 23.99◦) described by Protons, Carbon
and Iron primaries.
acceptance, 29.86◦ ≤ θ < 40◦, in an electron size
interval providing a similar number of events, 6.11 ≤
Log(Ne) < 6.36. Also at higher angles, using three
elements, it is found that the model reproduces the data,
as it can be seen in table IV and figure 7.
TABLE IV: The results for the chi square minimization
on the selected experimental data using p + He + Fe.
Comparison between vertical and inclined showers.
angular bin 0◦ ≤ θ < 23.99◦ 29.86◦ ≤ θ < 40◦
αp 0.15 ± 0.02 0.17 ± 0.04
αHe 0.31 ± 0.03 0.31 ± 0.05
αFe 0.54 ± 0.02 0.52 ± 0.03
χ2/ν 0.68 0.77
IV. ANALYSIS AT HIGHER ENERGIES
Selecting the KASCADE-Grande experimental data
for higher values of the electron size Ne means to
chose showers that were generated by higher energy
events (see [5]). Also in this case, it is found that
the model reproduces the data, the minimization of the
Nµ/Ne distribution with three chemical components still
providing a good result, as it can be seen in table V and
figure 8.
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Fig. 7: The KASCADE-Grande data in 6.11 ≤ Log(Ne)
< 6.36 (29.86◦ ≤ θ < 40◦) described by Protons,
Helium and Iron primaries.
Fig. 8: The KASCADE-Grande data in 7.24 ≤ Log(Ne)
< 7.49 (0◦ ≤ θ < 23.99◦) described by Protons, Helium
and Iron primaries.
TABLE V: The results for the chi square minimization
in a low and a high electron size interval, using p + He
+ Fe.
∆ Log(Ne) 6.49 ≤ Log(Ne) < 6.74 7.24 ≤ Log(Ne) < 7.49
αp 0.15 ± 0.02 0.13 ± 0.02
αHe 0.31 ± 0.03 0.29 ± 0.04
αFe 0.54 ± 0.02 0.58 ± 0.04
χ2/ν 0.68 0.83
V. COMPARISON WITH KASCADE DATA
Being the electron size range 6.11 ≤ Log(Ne) <
6.36 (29.86◦ ≤ θ < 40◦) common to KASCADE
and KASCADE-Grande data, the correspondent Ntrµ /Ne
distribution from KASCADE is taken into account. Ap-
plying the same analysis, it is found that three chemical
components fit the data, as for KASCADE-Grande (see
table VI and figure 9). Even with KASCADE data, the
combination p + C + Fe is also fitting (see figure 10).
TABLE VI: The results for the chi square minimization
on the selected data from KASCADE.
chemical elements p + He + Fe p + C + Fe
αp 0.20 ± 0.03 0.33 ± 0.06
αHe 0.30 ± 0.04 –
αC – 0.26 ± 0.07
αFe 0.50 ± 0.03 0.41 ± 0.04
χ2/ν 1.12 1.25
Fig. 9: The KASCADE data in 6.11 ≤ Log(Ne) < 6.36
(29.86◦ ≤ θ < 40◦) described by Protons, Helium
and Iron primaries. Here the number of muons with
distances to the shower core between 40 m and 200 m
(”truncated”) is considered.
Fig. 10: The KASCADE data in 6.11 ≤ Log(Ne) < 6.36
(29.86◦ ≤ θ < 40◦) described by Protons, Carbon and
Iron primaries.
VI. CONCLUSIONS
In this work it has been shown that, with the use
of a method exploiting a chi square minimization of
a linear combination of different simulated primaries,
the KASCADE-Grande Nµ/Ne distributions are fitted
using at least three elements. QGSjetII, the hadronic
interaction model in use, can fairly reproduce the data
and, in particular, the tails of the distributions, that
represent a main constraint being related to the lightest
and heaviest cosmic ray primaries. Finally, this kind of
analysis, performed on the correspondent Ntrµ /Ne distri-
bution from KASCADE experiment, gives a consistent
result, thus showing that, in the superposition energy
region, KASCADE-Grande is fairly well reproducing
KASCADE data.
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Abstract. The muon component of atmospheric air
showers is a very relevant information in astroparti-
cle physics due to its direct relation to the primary
particle type and dependence on the hadronic inter-
actions. In this paper, we study the muon densities
measured by the KASCADE-Grande experiment and
illustrate its importance in composition studies and
testing of hadronic interaction models. The data
analysed here was measured by the KASCADE-
Grande detector and lies in the1016−1018 eV energy
range. The measured muon density is compared to
predictions of EPOS 1.61 and QGSJet II hadronic
interaction models.
Keywords: Muon Density, Composition and Simu-
lation test.
I. I NTRODUCTION
Cosmic rays with energy range between1016 and1018
eV have the potential to reveal interesting astrophysical
phenomena occurring in the Universe. This might be the
energy range in which a transition in the predominance
of the particle flux from galactic to extragalactic sources
is happening what could be followed by changes in the
primary cosmic abundance. If such a transition is not
occurring in this energy range, galactic sources would
have an acceleration power beyond the predictions of
conservative theories.
Fig. 1: Representation of the KASCADE-Grande detec-
tors.
The KASCADE-Grandeexperiment (see figure 1)
has been set up to measure primary cosmic rays in
this energy range in order to help in the understanding
33
2 V. DE SOUZA FOR KASCADE-GRANDE - MUON DENSITIES
)−2Muon Density (m









7.0 < log10(N_e) < 7.3
190 < r < 210 m
390 < r < 410 m
590 < r < 610 m
Fig. 2: Distribution of the density of muons for three
distances fromthe shower axis.
of these questions. The experiment is located at the
Forschungszentrum Karlsruhe, Germany, where, beside
the existing KASCADE [1] array, two new detector
set ups (Grande and Piccolo) have been installed. The
experiment is able to sample different components of
extensive air showers (electromagnetic, muonic and
hadronic) with high accuracy and covering a surface of
0.5 km2. For an overview of the actual setup of the
KASCADE-Grande Experiment see ref. [2].
In this article we present studies of the muon com-
ponent of the shower. Muons are the messengers of the
hadronic interactions of the particles in the shower and
therefore are a powerful tool to determine the primary
particle mass and to study the hadronic interaction
models.
II. RECONSTRUCTION
The main parameters used in this study are the density
of muons and the total number of electrons in the shower
for which the reconstruction accuracy is going to be
discussed below. For the reconstruction accuracy of the
shower geometry see ref. [3].
The density of muons is directly measured by the
KASCADE 622 m2 scintillators. These detectors are
shielded by 10 cm of lead and 4 cm of iron, corre-
sponding to 20 radiation lengths and a threshold of 230
MeV for vertical muons. The error in the measurement
of the energy deposit was experimentally determined to
be smaller than 10% [1].
For each shower, the density of muons is calculated
as follows. The muon stations are grouped in rings of 20
m distance from the shower axis. The sum of the signals
measured by all muon stations inside each ring is divided
by the effective detection area of the stations. Therefore
the muon density as a function of the distance from the
shower axis is measured in a very direct way. No fitting
of lateral distributions is needed in these calculations.
The total number of electrons in the shower is re-
constructed in a combined way using KASCADE and
)−2Muon Density (m





















Fig. 3: Distribution of the density of muons for three
cuts in the total number of electrons.
KASCADE-Grande stations. A lateral distribution func-
tion (LDF) of the Lagutin type can be fitted to the den-
sity of muons measured by the KASCADE detector [4].
After that, using the fitted function, the number of muons
at any distance from the shower axis can be estimated.
The KASCADE-Grande stations measure the number
f charged particles. The number of electrons at each
KASCADE-Grande stations is determined by subtract-
ing from the measured number of charged particles the
number of muons estimated with the LDF fitted to the
KASCADE stations.
At this stage, the number of electrons at each
KASCADE-Grande station is known. Finally, a modified
NKG [5] function is fitted to this data and the total
number of electrons is determined in the fit.
Quality cuts have been applied to the events in this
analysis procedure. We have required more than 19
KASCADE-Grande stations with signal. The showers
used in all analysis along this paper were reconstructed
with zenith angle between 0 and 42 degrees. The same
quality cuts were applied to the simulated events used
for reconstruction studies and to the data presented in
the following section. After the quality cuts, the total
number of electrons can be estimated with a systematic
shift smaller than 10% and a statistical uncertainty
smaller than 20% along the entire range considered in
this paper [3].
Figure 2 shows the measured density of muons at
three distances from the shower axis for events with
a total number of electrons (Ne) in the range7.0 <
Log10(Ne) < 7.3 (≈ 1017 eV). Similar plots were
obtained for otherNe ranges.
Figure 3 shows the density of muons at 400 m
from the shower axis for events with total number of
electrons (Ne) in the range6.7 < Log10(Ne) < 7.0,
7.0 < Log10(Ne) < 7.3 and 7.3 < Log10(Ne) < 7.6.
Similar plots were obtained for other distances from the
shower axis.
Figure 2 and Figure 3 show the general expected
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390 < r < 410 m
Fig. 4: Measured distribution of the density of muons at
400 mcompared to the predictions of QGSJet II.
trend: a) decrease of the muon density with increasing
distance from the shower axis and b) increase of the
muon density with increasing total number of electrons.
In the next sections we explore these relations in order
to show the capabilities of the KASCADE-Grande ex-
periment for a composition study and for tests of the
hadronic interaction models.
We present data for7.0 < Log10(Ne) < 7.3 and
390 < r < 410 m, these cuts have been chosen in
order to minimize the fluctuation of the signal and the
reconstruction inaccuracy and to maximize the number
of showers for which we have data, however the same
conclusions would be drawn for all parameter cuts.
III. S IMULATION
For all studies in this paper we have used the COR-
SIKA [6] simulation program with the FLUKA [7]
option for low energy hadronic interactions. Two high
energy hadronic interaction models were used EPOS
1.61 [8] and QGSJet II [9]. No thinning is used [6].
CORSIKA showers are simulated through the detec-
tors and reconstructed in the same way as the measured
data, such that a direct comparison between data and
simulation is possible.
Figures 4 and 5 show the comparison of the measured
density of muons to values predicted by QGSJet II and
EPOS 1.61. For both hadronic interactions models we
show the limiting cases of proton and iron nuclei as
primary particles. It can be seen in figures 4 and 5 that
the data lie well within the proton and iron limits for
QGSJet II and EPOS 1.61. These graphics are going to
be further discussed in the next sections.
IV. A NALYSIS
Figure 6 shows the mean muon density as a function
of the distance from the shower axis compared to the
predictions of QGSJet II and EPOS 1.61. Both hadronic
interaction models include the data within the proton and
iron limits for the entire range of distances from 100 to
)−2Muon Density (m

















390 < r < 410 m
Fig. 5: Measured distribution of the density of muons at
400 mcompared to the predictions of EPOS 1.61.
750 meters. For distances further than 750 meters the
statistics is not enough for a conclusion.
Interesting to note is also the slope of the LDF.
Considering an equal probability trigger for protons
and iron primaries as a function of distance from the
shower axis, one should expect the LDF to be parallel
to pure composition primaries. Note that the LDF of
simulated proton and iron shower are parallel. However
the measured LDF is not parallel to the QGSJet II nor
to the EPOS 1.6 curves. That shows that the slope of
the LDF can not be well described by neither models.
Figure 7 shows the evolution of the mean muon
density as a function ofNe. The calculations done with
QGSJet II and EPOS 1.61 using proton and iron nuclei
as primary particles bracket the data in the entire range
of 5 < Log10(Ne) < 8.
Nevertheless, both figures 6 and 7 show that EPOS
1.61 would require a very light primary composition in
order to fit the data. On the other hand, QGSJet II could
fit the data with an intermediate primary abundance
between proton and iron nuclei.
Besides that, in figure 7 it is possible to analyse
a possible transition of the primary component with
increasing total number of electrons. The analysis done
with both models show no abrupt change in the com-
positon in the entire energy range.
The change in slope seen in figure 7 forLog10(Ne) <
6.0 corresponds to the threshold of the experiment and
the fact that both data and simulation show the same
behavior illustrates the good level of understanding of
our detectors.
V. CONCLUSIONS
The Grande array is in continuous and stable data
taking since December 2003. The quality of the detector
can be illustrated by the smooth data curve and small
fluctuations in figures 6 and 7.
In this article, we have briefly described the procedure
used to measure the density of muons with the KAS-
CADE array and we have studied its correlation with
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Fig. 6: Lateral distribution of muons compared to the predictions ofQGSJet II and EPOS 1.61.
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Fig. 7: Muon density as a function of the total number of electrons comparedto the predictions of QGSJet II and
EPOS 1.61.
the distance from the shower axis and the total number
of electrons in the shower.
The density of muons in the shower is measured
directly by the KASCADE detectors. We have used this
data to study the hadronic interaction models QGSJet II
and EPOS 1.61. The data taken with KASCADE-Grande
confirms at higher energies the recent results published
by the KASCADE [10] experiment. EPOS 1.61 would
require a very light abundance of primary particles in
order to fit the data. QGSJet II could fit the data with
an intermediate primary abundance.
Figure 7 shows no abrupt change with increasing total
number of electrons up toLog10(Ne) = 7.5 ≈ 5×1017
eV. The mean primary mass estimation would depend
on the hadronic interaction model used.
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¶National Institute of Physics and Nuclear Engineering, 7690 Bucharest, Romania
‖Fachbereich Physik, Universitä Siegen, 57068 Siegen, Germany
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Abstract. The Muon Tracking Detector (MTD)
in KASCADE-Grande allows to measure with high
accuracy muon directions in EAS up to 700 m
distance from the shower center. According to the
simulations this directional information allows to
study longitudinal development of showers by means
of such quantities like muon radial angles and, de-
rived out of radial and tangential angle values, muon
pseudorapidities. Shower development depends on
the hadronic interactions taking place in the at-
mosphere, therefore, such study is a good tool for
testing interaction models embedded in the Monte-
Carlo shower simulations.
Sensitivity of the muon radial angles and their
pseudorapidities to the shower development will be
discussed and examples of measured distributions
will be shown. Experimental results will be compared
with simulation predictions showing the possibility to
validate hadronic interaction models with the MTD
data.
Keywords: KASCADE-Grande, muon tracking,
I. I NTRODUCTION
The Muon Tracking Detector (MTD) [1], registering
muons above an energy threshold 800 MeV, is one of
the detector components in the KASCADE-Grande EAS
experiment [2] operated on site of the Research Center
Karlsruhe in Germany by an international collaboration
(see Fig.1). The directions of muon tracks in EAS are
measured by the MTD with excellent angular resolution
of ≈ 0.35◦. These directional data allow to investigate
the longitudinal development of the muonic component
in showers which is a signature of the development of
the hadronic EAS core. Among the various EAS compo-
nents there are only four, that are the penetrating ones:
optical photons, muons, neutrinos and radio emission.
As a result of their penetrating ability they provide
practically undisturbed information about their origin.
Out of these four, optical photons (of eV energy or
smaller) as the most numerous particles, have been used
most successfully so far (e.g. ref. [3]) in the study of the
longitudinal shower development of individual showers.
Muon information has usually been integrated over a
large sample of showers and over the whole longitudinal
profile.
However, muons have some advantage compared with
optical photons and the radio emission: they reflect the
development of the nuclear cascade with no mediation
from the electromagnetic part of the shower. They are
also ”seen” the whole day long, not only on clear moon-
less nights. This feature they share with the EAS radio
emission. Evident disadvantage of muons is that they
are less numerous than photons and are therefore subject
to large fluctuations. Moreover, being charged particles
hey are subjected to deflection in the geomagnetic
field. Therefore, attempts to use them as an independent
37
































Fig. 1: Layout of the KASCADE-Grande experiment distributed over the Research Center Karlsruhe. KASCADE
is situated in the North-East corner of the Center: note the position of the Muon Tracking Detector.
source of information on EAS development were rather
rare in the past, but now, with the development of such
sophisticated detectors as the MTD, they become more
feasible and gain importance. On the other hand, muons
have never been used up to now to reconstruct the
hadron longitudinal development of EAS with sufficient
accuracy, due to the difficulty of building large area
ground-based muon telescopes.
Muons are produced mainly in decay processes of
charged pions and kaons - most numerous products of
the hadronic interations driving the development of EAS.
The longitudinal profile of the hadronic cascade depends
on the primary mass, and thus, can be used for testing
the hadronic interaction models.
The most straightforward method of investigation of
the longitudinal shower development is to reconstruct
the muon production heights by means of triangulation
[4], [5]. Results of such a research are presented on
this conference by P. Doll et al. [6]. The longitudinal
development of a shower has its imprint also in the
lateral distribution of muon densities, presented on this
conference by P. Łuczak et al. [7]. Here we will show,
that the directional data of muons in EAS obtained with
the MTD can be used to reconstruct such quantities like
radial (ρ) and tangential (τ ) angles and, as a next step,
muon pseudorapidies [8], which are also sensitive to
the longitudinal shower development. Therefore they can
also serve to validate hadronic interaction models used
in Monte-Carlo EAS simulations [9].
II. RADIAL , TANGENTIAL ANGLES, AND MUON
PSEUDORAPIDITY
Investigation of muons registered in the MTD is based
on the two ortogonal projections of the muon angle in
space with respect to the shower axis direction, namely
the radial (ρ) and tangential (τ ) angles. Their definition
is given in Fig. 2 and their properties are discussed in [8].


















Fig. 2: Definition of radial (ρ) and tangential (τ ) angles.
is dominated by the value of the transverse momentum
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Fig. 3: Lateral distribution of the mean muon production
height (MPH) in vertical showers for the two primary
particle types and two energies.
In [8] it was also shown that usingτ andρ one can re-
construct the pseudorapidity of muons in the shower ref-
erence system (z-axis parallel to the shower direction):




τ2 + ρ2. This pseudorapidity is
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Fig. 4: Mean radial angle (a) and mean pseudorapidity (b) of muons registered in the MTD and produced at a
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PRELIMINARY
Fig. 5: Reconstructed lateral distribution of the mean
radial angle compared with CORSIKA simulation results
for proton and iron primaries. Lines are fits to the
simulations.
closely related with the rapidity of parent mesons [10],
thus being a good tool for testing interaction models.
In Fig. 3 the sensitivity of the MTD to the longitudinal
shower development is demonstrated. At each distance
to the shower core registered muons have certain average
production height (MPH), being dependent on the type
of primary and its energy. Muons in proton induced
showers are per average produced deeper than in iron
showers; with increase of the primary energy mean MPH
moves deeper into the atmosphere.
As it is seen from the CORSIKA [11] simulation
results shown in Fig. 4 muons from a given production
height carry to the observation level a certain mean
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PRELIMINARY
Fig. 6: Reconstructed lateral distribution of the mean
muon pseudorapidity compared with CORSIKA simula-
tion results for proton and iron primaries. Lines are fits
to the simulations.
energy. Having in mind Fig. 3 we conclude, that radial
angles and pseudorapidity of muons in the showers are
parameters sensitive to the longitudinal shower develop-
ment. Therefore, they can be used to test the hadronic
interaction models.
III. E XPERIMENTAL DATA AND SIMULATION
RESULTS
The MTD data collected in the period from March
2004 to November 2008 have been used to reconstruct
muon mean radial angles and mean muon pseudorapidi-
ties. Vertical showers (θ ≤ 18◦) with the size lgNe > 6
have been selected. The fiducial area for core positions
was: -550 m≤ xcore ≤ 50 m and -580 m≤ ycore ≤
20 m.
39
4 J. ZABIEROWSKI FOR KASCADE-GRANDE - EAS DEVELOPMENT WITH THE MTD
Then the lateral distributions of those two quanti-
ties have been obtained and compared with the results
reconstructed out of the simulated data for two pri-
mary species: proton and iron. The simulations were
done with CORSIKA code using the QGSJETII model
[12] for high energy interactions above 200 GeV and
FLUKA2006 [13] below that energy.
In Fig. 5 experimental and simulated radial angle
lateral distributions are compared. The comparison is
done in limited ranges of muon distances to the core,
where the saturation effects (seen below 150 m) and
trigger inefficiencies (seen above 400 m) are not present.
The lines are linear fits to the simulation results. The
error bars in the simulations are still too large and the
number of simulated data will be increased, thus the
results are marked ”Preliminary”.
We can conclude here that the experimental data is
compatible with the CORSIKA simulations done using
QGSJETII - FLUKA model combination - data points
are in-between the simulated ones. Similar concusions
about intrinsic consistency of these models is found in
[14]. We can also notice that experimental data tend to
be positioned closer to the radial angles in iron initiated
showers rather than proton ones.
In Fig. 6 lateral distributions of mean muon pseudo-
rapidity for the same data sets, experimental and simu-
lated, are compared. Here, one can also conclude that the
experimental data points are bracketed by the simulated
distributions showing compatibility of the simulations
with the experiment, same as it is in the case of radial
angles, discussed above.
However, there is one striking difference in this figure
compared to Fig. 5. The data points here are closer to the
proton simulation results rather than to the iron ones, as
it is in the case of radial angle distribution. And for the
shower sizes in our investigation one would really expect
the result being shown by the radial angle distributions
(at primary energies in the region of1016eV and above
rather heavier than lighter composition is seen in the
analyses of many other shower parameters).
This difference may be an indication of the features of
the models. Mean radial angle distribution (Fig. 5) sug-
gests that the transverse momentum of pions produced
in hadronic interactions is reproduced by the models in
a way close to the reality.
On the other hand, Fig. 6 shows that the rapidity of
those pions is in simulations too large, by 0.05 - 0.1 in
the mean values.
Mean radial angles and mean pseudorapidities of
muons registered by the MTD in a given distance range
from the shower core are quantities sensitive to
the primary mass (what was shown also in section II).
However, for the investigation of the mass composi-
tion (e.g. in terms of the determination of the<lnA>
parameter) with the model combination used in this re-
search, one should rather wait for the increased statistics
of Monte-Carlo simulations.
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Abstract. The KASCADE-Grande Muon Tracking
Detector (MTD) allows to measure with high accu-
racy directions of EAS muons with energy above
0.8 GeV up to 700 m distance from the shower
center. Lateral distribution of muon densities reflects
the longitudinal development of the muonic shower
component, thus comparison of experimental distri-
butions from different detectors, as well as with the
simulated results, allows to check the contemporary
understanding of shower physics. Experimental re-
sults for EAS muons above 0.8 GeV obtained for
the first time with the tracking detector in a wide
range of distances from the core will be shown. They
will be compared with the lateral distributions of
muons above 0.23 GeV, measured with KASCADE
Array muon scintillation counters. Comparison with
the simulation results will also be shown.
Keywords: KASCADE-Grande, Muon Tracking
Detector, lateral muon density distributions
I. INTRODUCTION
Ivestigations of muonic component in Extensive Air
Shower (EAS) is of a primary importance for under-
standing air shower physics. Muons carry to the obser-
vation level nearly undistorted information about their
parent particles: pions and kaons, which are the most
numerous products of hadronic interactions responsible
for the development of the shower in the atmosphere.
A perfect tool for such investigations is the
KASCADE-Grande EAS experiment [1], being an ex-
tension of the KASCADE experimental setup [2]. It is
a multi-detector system located on site of the Research
Centre (Forschungszentrum) Karlsruhe in Germany at
110 m a.s.l., measuring all three EAS components:
hadrons, electrons and muons (at 4 energy thresholds) in
a wide range of distances (up to 700 m) from the shower
core, and primary particle energies (5×1014–1018 eV).
High precision measurements of particle densities and
tracks, the latter by means of a dedicated Muon Tracking
Detector (MTD) [3] - at different energy thresholds
allow to investigate many features of EAS and are the
basis for multiparameter analyses (e.g.: [4], [5]). These
features of KASCADE-Grande make it also to a very
good test field for the development of other shower
detection techniques, like radio detection (LOPES [6]).
II. KASCADE-GRANDE
A. The KASCADE experiment
The KASCADE experiment (Fig.1) consists of several
detector systems. A description of the performance of
the experiment can be found elsewhere ([2]). An array
of 252 detector stations 200 m × 200 m (called the
Array), is organized in a square grid of 16 clusters, and
equipped with scintillation counters, which measure the
electromagnetic (threshold 5 MeV) and in the outer 12
clusters, below a lead iron shielding imposing the energy
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Fig. 1: The layout of the KASCADE-Grande experi-
ment.
threshold of 230 MeV, also the muonic parts of EAS. In
its centre, a 16 m × 20 m iron sampling calorimeter (a
main part of the Central Detector) detects the hadrons
in the shower core [7].
Muon detectors located in the third gap of the
calorimeter provide a trigger for the calorimeter and
additional information about the lateral and time dis-
tribution of muons (above 490 MeV energy) near the
shower core [2], [8]. Underneath the calorimeter two
layers of multi-wire proportional chambers (MWPC) are
used to measure tracks of muons with energy above 2.4
GeV. In the northern part of the KASCADE Array the
128 m2 large Muon Tracking Detector is situated.
B. Grande part of the experiment
Grande is an extension of the KASCADE Array.
It is an array of 37 detector stations organized in a
hexagon grid of 18 clusters covering an area of 0.5 km2.
Each station contains 10 m2 of plastic scintillators for
registration of charged particles. In the centre there is a
small trigger array of plastic scintillation stations, called
Piccolo, build to provide additional trigger for the MTD
and other KASCADE components.
III. THE MUON TRACKING DETECTOR
The Muon Tracking Detector is installed below
ground level in a concrete tunnel. Under the shielding
of 18 r.l., made out of concrete, sand and iron (Fig.2),
16 muon telescopes (called detector towers) register
tracks of muons which energy exceeds 800 MeV. Each
tower contains limited streamer tube (ST) detector mod-
ules: three horizontal and one vertical. All towers are
connected with a gas supply system, high voltage and
electronic chain readout system.
Each ST chamber houses 16 anode copper-beryllium
wires in two cathode comb profiles, extruded for eight
parallel ST cells of 9×9 mm2 cross-section and 4000
mm length.
In the MTD an efficient chain-type readout system
is used. Front-end electronics boards, mounted to the
detector modules are acquiring signals from wires and
strips. Each of three wire and nine strip boards in a
module creates digital signals being used to reconstruct
Fig. 2: Cross-section of the Muon Tracking Detector
tunnel.
Fig. 3: The MTD module design.
the tracks. Information from all modules, under certain
trigger condition, is send to the acquisition system.
Detailed information about the design of the MTD may
be found in [3] and [9].
When a particle is passing through the modules of
the tower it ionizes the gas in the streamer tubes and
a streamer is created. As a result we have a large
increase of charge in a small volume of the tube. This
charge is inducing a certain charge in the aluminum
strips above and below the tubes (perpendicular and
diagonal, 60◦ with respect to the wires), respectively
(Fig.3). Coincidence of the signal from the wires and
strips in each layer is called a hit. The tracks are
reconstructed out of three or two hits, in three or two
modules, respectively. The algorithm is first searching
for three hit tracks and the remaining hits are used next
to create two hit tracks out of them.
IV. TRACKING MUONS IN EAS
Combined information of the muon tracks, direction
of the shower axis and the shower core position allows
to investigate the muonic component of the EAS more
precisely than it is done with the scintillator array
alone. With the MTD we count muons and, in addition,
have very precise (better than 0.3◦) information about
their directions. This allows to investigate the longi-
tudinal development of the muon component, and due
to its close relation to EAS hadrons, the development
of showers themselves. This investigation is done by
studying quantities derived from the experimental data,
like mean muon production height [10] and shower
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muon pseudorapidities [11]. The way shower develops in
the atmosphere (and its muon component in particular)
leaves its imprint in the lateral distributions of muons –
also a subject of our investigations with the MTD data.
V. LATERAL MUON DENSITY
DISTRIBUTIONS
Lateral distribution of EAS particles is an important
characteristic of the shower cascade in the atmosphere.
In particular, such distributions of EAS muons, being
closely related to the hadronic shower component, are
a good tool to test the quality of experimental de-
tector setup and our understanding of shower physics.
Therefore, every EAS experiment, equipped with suffi-
ciently large muon detectors, provides such distributions.
Also KASCADE experiment has done so [4] and first
preliminary distributions from KASCADE-Grande were
reported [12] , [13].
Usually results were obtained with arrays of shielded
scintillator detectors, the most popular device in EAS
experiments. With the MTD in KASCADE-Grande, for
the first time with high angular resolution, it is possible
to obtain lateral distributions of muons registered with
the tracking devices, like limited streamer tube tele-
scopes. Muon numbers (muon densities) are obtained
by counting particle tracks instead of measuring energy
deposits, as it is the case with shielded scintillator arrays.
A. Selection of events
This analysis is based on the showers measured in a
period from March 2004 till November 2008 fulfilling
the following conditions:
1) All clusters in the KASCADE-Grande array and
the MTD work properly,
2) Reconstruction of shower parameters from Grande
array was succesful,
3) Zenith angle of the shower Θ ≤ 18◦ ,
4) Shower core was reconstructed in fiducial
area where xcore ∈ 〈−550m; 50m〉 and
ycore ∈ 〈−580m; 20m〉.
B. Calculation of the number of tracks and the area of
the MTD
The detector area is divided into 30 meter radial
bins around the reconstructed shower core position (see
Fig.4). Muon tracks are reconstructed from hits in two
or three MTD modules and the position of each hit is
known. Distance from the hit in the middle module to
the shower axis is the muon distance.
The area of the detector in each distance bin is calculated
in the following way:
From very precise measurements the position of every
wire pair and perpendicular strip is known. Point where
the wire pair is crossing the perpendicular strip is a
centre of a basic detection unit (cell) in the MTD. Each
cell has constant area of ∼ 4 cm2. Distance of each cell
to the shower axis is being calculated and the number of
cells is accumulated in each distance bin. This number
Fig. 4: 30 meter radial bins divide the MTD into parts
(from one to three). In each bin the number of muons
and the detector area is calculated.
of cells gives information about the detector area in that
bin. The number of muon tracks in each distance bin
is corrected for the reconstruction efficiency. The track






where Ntr2 and Ntr3 are two and three hit tracks
respectively. Becasue of reconstruction procedure two
and three hit tracks are not independent and it is
necessary to introduce a proper correction factor k,
given by the formula (2):
k =
1
3 · ε3 + 2 · ε2 (2)
Typicaly ε = 0.74 and k = 0.4
The density ρi in each distance bin is calculated as
a sum of all muons from all showers corrected for
reconstruction efficiency being divided by detector area












where i is distance bin number, Ns is number of
showers, Aj,iMTD is detector area in i
th distance bin for
jth shower.
In Fig.5 the preliminary results for the lateral muon
density distributions are presented in four muon size
bins: from lg(Nµ)>4.9 to lg(Nµ)<6.1. Nµ is derived
from muon densities measured with KASCADE muon
detectors and the above mentioned range roughly cor-
responds to primary energies from 1016 eV to 1017 eV.
Together with the MTD results, represented by symbols,
the lateral distributions based on the number of muons
reconstructed out of energy deposits in shielded plastic
scintillators of the KASCADE Array (represented by
lines) are given. One can notice that the presented
distributions can be compared in limited distance range
(marked by full symbols and solid lines for the MTD
and KASCADE distributions respectively). It is due to
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Θ : 0˚ - 18˚
lg(Nµ) bin:
● 4.9 - 5.2
■ 5.2 - 5.5
▲ 5.5 - 5.8
★ 5.8 - 6.1
Fig. 5: Lateral muon density distributions obtained with
the MTD (symbols) and with the KASCADE Array
muon detectors (lines) in four muon size bins (see text).
saturation effects in the MTD when the core of the
shower, initiated by high energy particle, is close to the
detector. At large distances the experimental setup is not
able to provide an efficient trigger. The absolute values
of muon densities for both muon energy thresholds
(230 MeV for the KASCADE Array and 800 MeV for
the MTD) are still preliminary. Systematic uncertainties
(e.g shower and track reconstruction accuracies) and
efficiency corrections are under investigation. However,
general shape of the distributions has been already
established. It can be fitted with a Lagutin-like function
(4) [15],[16]. In case of the lower energy muons the
function is of the form :
f(r) = 0.28 · r−20 (r/r0)−0.69 (1 + r/r0)−2.39
×
(
1 + (r/(10 · r0))−2
)−1
(4)
where r0=320 m. For the higher energy muons regis-
tered by the MTD the distribution is steeper and can be
described by similar Lagutin-like function where r0 is
smaller.
In Fig.6 comparison of the MTD distribution with
CORSIKA [14] simulations of proton and iron primaries
is shown. In muon size bin lg(Nµ) from 4.9 to 5.2 the
data are between simulations. In higher bins (lg(Nµ)
from 5.2 to 6.1) the data, in the distance ranges where the
MTD results can be compared with KASCADE, seem to
lie on top of iron distributions. Close and far away from
the shower core the data points have tendency to lie on
top of proton distributions. This is due to differences in
track reconstruction in data and simulations. However,
within our accuracies, the experimental distributions are
in a good agreement with simulations.
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¶Fachbereich Physik, Universitä Siegen, 57068 Siegen, Germany
‖Istituto di Fisica dello Spazio Interplanetario, INAF, 10133 Torino, Italy
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Abstract. A large area (128m2) Muon Tracking
Detector (MTD), located within the KASCADE ex-
periment, has been built with the aim to identify
muons (Eµ > 0.8 GeV) and their directions in exten-
sive air showers by track measurements under more
than 18 r.l. shielding. The orientation of the muon
track with respect to the shower axis is expressed in
terms of the radial- and tangential angles. By means
of triangulation the muon production height Hµ is
determined. By means ofHµ, a transition from light
to heavy cosmic ray primary particles with increasing
shower energyEo from 1-10 PeV is observed.
Keywords: KASCADE-Grande: Muon Production
Height
I. I NTRODUCTION
Muons have never been used up to now to reconstruct
the longitudinal development of EAS with sufficient
accuracy, due to the difficulty of building large area
ground-based muon telescopes [1]. Muons are pro-
duced mainly by charged pions and kaons in a wide
energy range. Usually they are not produced directly
on the shower axis. Multiple Coulomb scattering in the
atmosphere and in the detector shielding may change
the muon direction. It is evident that the reconstruction
of the longitudinal development of the muon component
by means of triangulation [2], [3] provides a powerful
tool for primary mass measurement, giving an infor-
mation similar to that obtained with the fluorescence
technique, but in the energy range not accessible by the
detection of fluorescence light. Muon tracking allows to
study the angular correlation of the muons with respect
to shower axis and,therefore, hadronic interactions in
shower development by means of the muon pseudorapid-
ity [6]. Already in the past, analytical tools have been
developed which describe the transformation between
shower observables recorded on the observation level
and observables which represent directly the longitudinal
shower development [4]. Fig. 1 shows the experimental
environment. Measured core position distributions for
showers inside KASCADE range from 40 m-140 m
and inside Grande from 140 m-360 m. These core
positions stay away from the MTD more than 40 m for
KASCADE for shower energies∼ 1015eV − 1016.5eV
and more than 140 m for Grande for shower energies
∼ 1016eV − 1017.5eV . Such shower core distribution
for Grande covers almost full trigger efficiency in the
Grande specific energy range as confirmed by investiga-
tions of muon lateral density distributions as shown in
Fig. 5 in the contribution by P. Luczak to this ICRC2009
[7].
II. M UON PRODUCTION HEIGHT
Usually, Xmax is the atmospheric depth at which
the electrons and photons of the air shower reach their
maximum numbers and is considered to be mass A
sensitive [8]. Concerning muons which stem dominantly
from π± decays, the corresponding height where most
muons are created may also provide a mass A and
energy sensitive observable. ForXmax, Matthews [9]
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Fig. 1. Layout of the KASCADE-Grande experiment distributed over
Research Center Karlsruhe. KASCADE is situated in the North-East
corner of the Center: note the position of the Muon Tracking Detector
(MTD)
in a phenomenological ansatz gives for the e.m. part the
elongation rate of∼ 60 gcm−2 per decade which is in
a good agreement with simulations. For theXmax value
for nuclei ref. [9] reports:XAmax = X
p
max − Xoln(A)
(Xo, radiation length in air), therefore,Xmax from iron
induced showers is∼ 150 gcm−2 higher thanXmax
from induced proton showers at all energies. With the
integral number of muons for a proton or nucleus A
induced shower:
Nµ ∼ Eβ0 or NAµ ∼ A(EA/A)β (1)
we assume that〈Hµ〉 exhibits a similar lg(Ne) and
lg(N trµ ) dependence asXmax. Note however,〈Hµ〉,
because of the long tails in theHµ distribution towards
large heights can be systematically higher than the muon
production height, where most of the muons are created
in a shower. Some energetic muons may stem from the
first interaction and survive down to the MTD detector
plane. The almost mass A independent energy estimator
in equation (2) was employed.

























Fig. 2. Muon production height distributions for different muon
size bins and differentlg(Nµ)/lg(Ne) ratio above (light) and below
(heavy) the solid line in Fig. 5. Colors emphasize the strong mass
dependence.
The shower development leads also to various fluctua-
tions in those shower parameters.
For the following analysis the elongation rate was
given the value70 gcm−2 per decade in lg(N trµ ).
After subtracting from each track the ’energy’ dependent
penetration depth
HAµ = Hµ − 70gcm−2lg(N trµ ) + 20gcm−2lg(Ne) (3)
the remaining depthHAµ may exhibit the mass A depen-
dence. Note the relation lg(Ntrµ ) = lg(Nµ) - 0.55 which
connects the ’truncated’ muon number in KASCADE
recorded showers to their total muon number. Under this
relation lg(Ntrµ ) from KASCADE matches the lg(Nµ)
from Grande in the overlap region.
The correction with the electron sizelg(Ne) in equa-
tion (3) should be of opposite sign because of fluctua-
tions to larger size for this variable (Xmax also fluctuates
to larger values).
Investigating in a closer look the distribution of the
parameters, Fig. 2 showshµ[km] distributions for fixed
muon number bins which vary with shower energy.
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CORSIKA + QGSJetII +FLUKA 2006
Fig. 3. Simulated muon production height distributions for different
muon size bins and the KASCADE (80 m-120 m) and Grande (150 m-
400 m) experiment components. Note the relation lg(Ntrµ ) = lg(Nµ) -
0.55 which connects the ’truncated’ muon number in KASCADE

























Fig. 4. (Top) Yield of shower sizelg(Ne) distributions for 3
different angle (degree) bins. (Bottom) Yield of muon production
depth distributions for 3 different angle (degree) bins.
In Fig. 3 simulated muon production height distribu-
tions are shown for different experimental configurations
within the geometry of KASCADE (80 m-120 m) and
within the geometry of Grande (150 m-400 m). Simu-
lation were done with the CORSIKA code [10] using
the QGSJETII model [11] for high energy interactions
above 200 GeV and FLUKA2006 [12] below that
energy. Because of the shift between lg(Ntrµ ) and lg(Nµ)
both distributions should be very similar. When com-
paring the simulated distributions to the corresponding
distributions in Fig. 2, a longer tail towards larger muon
production height is observed in the simulations. These
tails may stem from more abundant muon production at
high altitudes and appear also in terms of pseudorapidity
(see Fig. 4 in contribution to this conference by J.
Zabierowski [5]) at large pseudorapidity values.
In Fig. 2 the muon production heightshµ are plotted
for light and heavy primary mass enriched showers,
employing the lg(Nµ)/lg(Ne) ratio to be larger or
smaller than 0.84 as indicated by the solid line in Fig.
5. The distributions exhibit a striking dependence on the
primary mass range. Further, it is known from earlier
studies, that thelg(Ne) parameter exhibits fluctuations
to large values in agreement with simulations while
the lg(N trµ ) parameter exhibits little fluctuations. In
contrary, theHµ parameter in Fig. 4 is fluctuating to
large heights i.e. smaller values (gcm−2). Therefore, we
may argue that the fluctuations in the corrections forHµ
for the elongation rate (equation (3)) will cancel to some
extent and, therefore, the resulting mass A dependent
muon production heightHAµ represents a stable mass A
observable.
Fig. 5 shows the regions of different mass A de-
pendent mean muon production height〈HAµ 〉 in the 2-
parameterlg(Ne) − lg(Nµ) space.HAµ in Fig. 5 is
the mean〈HAµ 〉 per shower and calculated from all
muon tracks in the MTD. The picture shows regions
of distinct 〈HAµ 〉 in a colour code with a40 gcm−2
step size. The borders between different regions are for
some cases marked with lines which exhibit a slope in
the lg(Ne)− lg(N trµ ) plane. While in the middle of the
distribution the slope confirms the previously employed
slope lg(Nµ) = 0.84(±0.01)lg(Ne) for selecting light
or heavy primary particles, modified slopes may be
recognized for regions away from the middle of the
ridge. The slope for the600 gcm−2 line comes close
to the slope of the air-shower simulations employed in
[13]. Note also that the number of tracks increases with
energy and exhibits a specific mass A dependent rise,
which is under study.
The lines obtain their slope from the muon number-
energy relation in equation (1) combined with equation
(2). There, the exponent is according to ref. [9] con-
nected to the amount of inelasticityκ (fraction of energy
used up forπ production) involved in the processes of
the A-air collisions. A comparatively steeper slopeβ =
(1−0.14κ) [9], corresponds to an increased inelasticity.
The correction in equation (3) depending onlg(Ne)
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Fig. 5. Effective muon production depthHAµ represented by varying
contour scale in the 2-parameter presentationlg(Ne) − lg(Nµ) for
0o − 18o. Pictures are overlayed for separate KASCADE and Grande
analyses, respectively.
Fig. 6. Energy spectra for different effective muon production depth
HAµ represented by different symbols for0
o − 18o. Pictures are
overlayed for separate KASCADE and Grande analyses, respectively.
and lg(N trµ ) was found appropriate to get the slope
of the HAµ profile in the 2-parameterlg(Ne) − lg(Nµ)
presentation (Fig. 5). Differences between two different
models in ref. [13] amount to about20 gcm−2 on the
HAµ scale.
Sorting thelg(Ne) − lg(N trµ ) events by their range
in HAµ and employing for the same event the almost
mass A independent equation (2) for KASCADE and a
corresponding equation for Grande [15] forlgEo[GeV ],
energy spectra are obtained and shown in Fig. 6. Sofar,
no explicit mass range assignment is given as would be
motivated by the equationXAmax = X
p
max − Xoln(A).
The spectra in Fig. 6 together with their preliminary
error estimations are almost model independent. The
error estimations are obtained by varying the effective
muon production depthHAµ intervals by20 gcm
−2. The
preliminary spectra reveal distinct features. While the
low ’mass’ spectra show a rapid drop with increasing
shower energy, the medium ’mass’ and heavy ’mass’
spectra seem to overtake at large primary energy. The
all-particle spectrum exhibits a somewhat steeper slope
than the all-particle spectra compiled by A.Haungs [16]
which will be further investigated using improved energy
estimators. Systematic errors dominate the low and high
energy bins for KASCADE and Grande, respectively,
and are subject of further investigations. In the KAS-
CADE analysis the detection threshold of the MTD may
be effective and a fraction of tracks may be missing
leading to a light particle mass interpretation. For the
large Grande geometry some flux loss for low energy
muons may lead to a bias towards large primary mass.
III. C ONCLUSIONS
Triangulation allows to investigateHµ. Future analy-
sis of other shower angle bins and a larger and improved
quality data sample will provide a more detailed infor-
mation on the nature of high energy shower muons.
Also muon multiplicities provide valuable parameters
to derive the relative contributions of different pri-
mary cosmic ray particles. A natural extension towards
even larger shower energies is provided by KASCADE-
Grande [14]. There is a common understanding that the
high energy shower muons serve as sensitive probes to
investigate [5], [6] the high energy hadronic interactions
in the EAS development. Very inclined muons which can
be studied with tracks recorded by the wall modules of
the MTD are currently of vital interest.
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H. Ulrich ∗, A. Weindl∗, J. Wochele∗, M. Wommer∗, J. Zabierowski††
∗Institut für Kernphysik, Forschungszentrum Karlsruhe, 76021 Karlsruhe, Germany
†Institut für Experimentelle Kernphysik, Universität Karlsruhe, 76021 Karlsruhe, Germany
‡Dipartimento di Fisica Generale dell’Università, 10125 Torino, Italy
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Abstract. The lateral distributions of EAS particles
are affected by various kinds of azimuthal asymme-
tries, which arise from different effects: Geometric
effects of mapping the horizontal plane observations
onto the shower plane, different attenuation of par-
ticles on different sides of inclined EAS and the
influence of the geomagnetic field on the particle
movement. A procedure is described of minimizing
the effects of azimuthal asymmetries of lateral den-
sity distributions. It is demonstrated and discussed
in context of practical cases of data reconstruction
by KASCADE-Grande.
Keywords: Extensive air showers; lateral density
distribution; azimuthal asymmetry
I. I NTRODUCTION
A crucial observable for the reconstruction and analy-
sis of Extensive Air Showers (EAS) [1] is represented by
the lateral distribution of the EAS particles evaluated in
the intrinsic shower plane, hereafter called normal plane.
In the case of ground arrays like KASCADE-Grande [2]
this observable is obtained first by converting (by the
use of appropriate Lateral Energy Correction Functions,
LECF) the detector signals in particle densities evaluated
in the horizontal plane. In a second step the density in
the horizontal plane is mapped into the normal plane
by applying specific projection techniques. Typically
the detectors sample only a small fraction of the EAS
particles; information concerning the complete distribu-
tion is obtained by using lateral distribution functions
(LDFs) fitted to the measured data. The commonly
used LDFs assume that the particle density possesses
axial symmetry in the normal plane. This assumption
greatly simplifies the problem of fitting the LDFs, but
its validity should be investigated, especially in the
case of arrays which only sample a limited part of the
azimuthal dependence of the particle density. The bias is
more important for inclined showers and in the case of
observables evaluated far from the core, e.g. the density
at 500 m, which can be used as an energy estimator
[3]. In this context the purpose of this work is to study
the asymmetry of the reconstructed particle density in
the range of the KASCADE-Grande experiment and to
propose practical methods to restore the symmetry in the
intrinsic shower plane.
II. BASIC ORIGIN OF ASYMMETRY
In the absence of the Earth’s magnetic field the LDF
of shower particles would possess symmetry around the
shower axis. Consider an inclined shower and assume for
the moment that shower evolution in the vicinity of the
ground is negligible. Then in the simplified description
of shower particles coming on the surface of a cylinder
centered on the shower axis elementary geometrical
effects would distort the LDF in the horizontal plane;
a simple orthogonal projection of the observed densities
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Fig. 1: Charged particle density in the horizontal plane
(CORSIKA) and in the normal plane (by orthogonal
projection). Coordinate system:Ψ = 0◦ in the late
region,Ψ = 90◦ along the intersection of the horizontal
plane with the normal plane.
from the horizontal plane to the normal plane would
restore the symmetry. If the shower particles would
come on a surface of a cone, then the simple orthogonal
projection would not completely restore the symmetry,
because the particles would be projected outwards from
the core with respect to their real trajectory in the region
above the shower axis and towards the core in the
opposite region. In the normal plane in a given radial
bin the error of the reconstructed number of particles
depends on the balance between the number of particles
that are artificially projected into that bin and the number
of particles that are artificially removed from the bin due
to this imperfection of the orthogonal projection. As a
result, close to the core, the reconstructed density in the
region above the shower core is artificially decreased
and it is artificially increased in the opposite region. Far
from the core the effect is reversed.
In fact shower evolution should also be taken into
account. Due to shower development, the particles hit-
ting the ground below the shower axis (the early re-
gion) represent an earlier stage of shower development
with respect to the shower particles coming above the
shower axis (the late region). This evolution additionally
distorts the symmetry around the shower core, for e.g.
the particles from the late region have traveled longer
paths than the particles from the early region and are
more attenuated [4], [5], [6]. The magnetic field of the
Earth, producing asymmetry also for vertical showers, is
especially important when the densities of particles of
opposite charge are compared [7], [8].
III. PROJECTION IN THE INTRINSIC SHOWER PLANE
In this work we analyzed proton and Fe induced
showers with energy E=1017, 1.78·1017, 3.16·1017 and
5.62·1017 eV and incidence angleΘ=22, 30 and 45◦;
proton showers with an extended range of angles (Θ=22,


















Fig. 2: Electron density reconstructed in the normal
plane using the three projection methods, together with
the density corrected as detailed in Section IV.
The showers were produced by CORSIKA version 6.01
[9] in the absence of the magnetic field of the Earth.
Clearly the simple model of shower particles coming
on cylindrical surfaces with negligible shower develop-
ment in the vicinity of ground is contradicted by shower
simulations. Indeed, the orthogonal projection of the
densities from the horizontal plane into the normal plane
does not restore axial symmetry (Figure 1).
To investigate further the role played by the imper-
fection of the method of orthogonal projection (Method
1) and of the shower evolution we applied two other
methods of mapping the particle impact point from the
horizontal plane to the normal plane: projection along
the particle momentum when it reaches the ground
(Method 2) and a method based on triangulation using
particle arrival time and assuming that the particles have
been produced close to the shower axis (Method 3) [10].
Method 2 would be rigorous if the interactions in the
space between the horizontal plane and the normal plane
would be negligible, while Method 3 requires negligible
nteractions along the complete trajectory of the particle.
The results demonstrate that shower evolution has an im-
portant contribution to the asymmetry of LDF, especially
in the case of the electron component (Fig. 2). In the case
of the muon component the three methods give almost
similar results between each other and the amplitude of
the early-late variation is smaller, e.g. it is 14% while
for electrons it is 72% in the same conditions (Fig. 2).
IV. CORRECTION FUNCTION
Along the intersection of the horizontal plane with
the normal plane (Ψ = 90◦ and Ψ = 270◦) the
imperfections of the projection method have minimal
effects; also shower development between the two planes
is negligible. The densityρ(r, Ψ) in the normal plane at
other azimuth angles differs from the densityρref (r)
at the same radial distance andΨ = 90◦ or Ψ = 270◦
due to the imperfections of the projection method and to
shower evolution. The magnitude of the effects should
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Fig. 3: The dependence ofρ(r, Ψ)/ρref (r) − 1 on the
distance x between the corresponding points in the




























Fig. 4: Attenuation coefficient for the electron compo-
nent
depend on the distancex between the corresponding
points in the normal and horizontal planes. The de-
pendence of the average density onx is approximated
by an exponential function,exp(−λx). In Fig. 3 this
dependence is represented for the case of muons.
The values ofλ incorporate both the attenuation
by shower development and the distortions due to the
projection method. The results show thatλ depends
mainly on the angle of the shower axis. The systematic
dependence on the primary energy or composition is less
obvious; certainly the sensitivity to these parameters is
small. A more refined study [11], [12] shows that the
imperfections of Method 1 induce a slight dependence
of λ on the radial distance from the core: it decreases
when the radial coordinate increases from 0 to about 200
m and then remains practically constant. In Figs. 4 and
5 this asymptotic value ofλ in each set of simulated




























Fig. 5: Attenuation coefficient for the muon component.
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Fig. 6: Comparison of the reconstructed density in the
case of showers with the core in the Northern area of
Grande with the reconstructed density in the case of
showers with the core in the Southern area of Grande
V. RESULTS
The application of the correction procedure greatly
removes the asymmetry of lateral distribution (Fig. 2). In
order to test the applicability to the KASCADE-Grande
experiment, a proton induced shower with E=3.16·1017
eV, Θ = 45◦ incident from North, was repeatedly
positioned with the core in various points in the North-
ern part of KASCADE-Grande, so that most of the
Grande detectors were located in the late region of
the shower development. The energy deposition in the
detectors was realistically simulated, then the density
in the observation plane was obtained by applying an
appropriate LECF. The density in the normal plane
was reconstructed using the Method 1 of projection.
The same procedure was applied for a second set of
results, obtained in the case when the same shower was
repeatedly positioned with the core in various points in
the Southern part of the KASCADE-Grande, so that now
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Fig. 7: The ratios of the corrected to the uncorrected
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Fig. 8: Corrected lateral density distributions for p
induced showers. Linsley fits of the density for showers
with the core in the northern area (full line) and southern
area (dashed line), respectively
most of the detectors were located in the early region.
The reconstructed density in the case of the first set
of showers is lower than the reconstructed density in
the case of the second set of showers if no correction
procedure is applied (Fig. 6).
As can be seen in Fig. 7 the corrections are impor-
tant, especially at large radial distances. The difference
between the mean density at 500 m in the two cases
was 23% when the corrections were not applied and
negligible when the corrections were applied [11]. After
applying the correction method proposed the recon-
structed density in the case of the set of showers with
the core located in the Northern part of the Grande
array does not differ significantly from the reconstructed
density in the case of the set of showers with the core
located in the Southern part of the array (Fig. 8).
Similar results were obtained in the case of a Fe
shower with E=5.62·1017 eV, Θ = 45◦.
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now at: ETH Zürich, Switzerland
xv
now at: University of Trondheim, Norway
Abstract. Quantitative tests of hadronic interaction
models are described. Emphasize is given on the
models EPOS 1.61 and QGSJET II-2. In addition,
a new method to measure the attenuation length of
hadrons in air showers is introduced. It turns out that
this method is in particular sensitive to the inelastic
cross sections of hadrons.
Keywords: air showers, hadronic interactions,
KASCADE-Grande
I. I NTRODUCTION
Measurements of air shower detectors are usually
interpreted with an air shower model to obtain physical
properties of the shower inducing primary particles.
Modern detector installations, such as the KASCADE-
Grande experiment comprise well calibrated particle
detectors installed with high spatial density. The sys-
tematic uncertainties are dominated by uncertainties of
the models used to interpret the data. For air shower
interpretation the understanding of multi-particle pro-
duction in hadronic interactions with a small momentum
transfer is essential [1]. Due to the energy dependence
of the strong coupling constantαs, soft interactions
cannot be calculated within QCD using perturbation
theory. Instead, phenomenological approaches have been
introduced in different models. These models are the
main source of uncertainties in simulation codes to
calculate the development of extensive air showers, such
as the program CORSIKA [2].
The test of interaction models necessitates detailed
measurements of several shower components. The KAS-
CADE experiment [3] with its multi-detector set-up,
registering simultaneously the electromagnetic, muonic,
and hadronic shower components is particularly suited
for such investigations. The information derived on
properties of high-energy interactions from air shower
observations is complementary to measurements at ac-
celerator experiments since different kinematical and
energetic regions are probed.
In the energy range of interest, namely1014 to
1017 eV, the composition of cosmic rays is unknown.
Therefore, primary protons and iron nuclei are taken
as extreme assumptions and corresponding predictions
are calculated for different interaction models. The mea-
sured data should be in between the results for the
xtreme assumptions. If the data are outside the proton-
iron range for an observable, this is an indication for
an incompatibility of the particular hadronic interaction
model with the observed values.
II. EXPERIMENTAL SET-UP
KASCADE consists of several detector systems [3].
A 200×200 m2 array of 252 detector stations, equipped
with scintillation counters, measures the electromagnetic
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Fig. 1: Number of electrons as predicted by the hadronic
interaction models QGSJET II-2 and QGSJET 01 as
function of shower energy.
and, below a lead/iron shielding, the muonic parts of air
showers. An iron sampling calorimeter of16 × 20 m2
area detects hadronic particles [4]. It has been calibrated
with a test beam at the SPS at CERN up to 350 GeV
particle energy [5]. For a detailed description of the
reconstruction algorithms see [6].
The shower simulations were performed using COR-
SIKA. Hadronic interactions at low energies (Eh < 80
and 200 GeV, respectively) were modeled using the
GHEISHA [7] and FLUKA [8], [9] codes. Both models
are found to describe the data equally well [10]. High-
energy interactions were treated with different models
as discussed below. In order to determine the signals in
the individual detectors, all secondary particles at ground
level are passed through a detector simulation program
using the GEANT package [11]. For details on the event
selection and reconstruction, see Ref. [10], [12], [13].
III. E ARLIER TESTS
Several hadronic interaction models as implemented
in the CORSIKA program have been systematically
tested over the last decade. First quantitative tests [14],
[15], [16] established QGSJET 98 [17] as the most
compatible code. Similar conclusions have been drawn
for the successor code QGSJET 01 [10].
Predictions of SIBYLL 1.6 [18] were not compatible
with air shower data, in particular there were strong in-
consistencies for hadron-muon correlations. These find-
ings stimulated the development of SIBYLL 2.1 [19].
This model proved to be very successful, the predictions
of this code are fully compatible with KASCADE air
shower data [20], [21], [10].
Investigations of the VENUS [22] model revealed
some inconsistencies in hadron-electron correlations
[16]. The predictions ofNEXUS 2 [23] were found to
be incompatible with the KASCADE data, in particular,
when hadron-electron correlations have been investi-
gated [10].
Analyses of the predictions of the DPMJET model







































Fig. 2: Hadronic energy sum as predicted by the hadronic
interaction models QGSJET II-2 and QGSJET 01 as
function of shower energy.
correlations for the version DPMJET 2.5 [24], while the
newer version DPMJET 2.55 is found to be compatible
with air shower data [10].
Presently, the most compatible predictions are ob-
tained from the models QGSJET 01 and SIBYLL 2.1.
IV. H ADRONIC MODEL EPOS
Recently, predictions of the interaction model
EPOS 1.61 [25], [26], [27] have been compared to KAS-
CADE air shower data [12]. This model is a recent de-
velopment, historically emerging from the VENUS and
NEXUS codes. The analysis indicates that EPOS 1.61
delivers not enough hadronic energy to the observation
level and the energy per hadron seems to be too small.
Most likely, the incompatibility of the EPOS predictions
with the KASCADE measurements is caused by too
high inelastic cross sections for hadronic interactions
implemented in the EPOS code.
These findings stimulated the development of a new
version EPOS 1.9 introduced at this conference [28].
Corresponding investigations with this new version are
under way and results are expected to be published soon.
V. HADRONIC MODEL QGSJET II
Also predictions of QGSJET II-2 [29], [30], [31] have
been investigated. As discussed above, QGSJET 01 is
found to be the most reliable interaction code. Thus,
in the following, it serves as reference model and the
results can easily be compared to previous publications
[16], [10]. The simulations for primary protons and
iron nuclei predict about equal numbers of muons as
function of energy for QGSJET II and for QGSJET 01.
QGSJET II predicts about 20% to 25% more electrons
on observation level at a given energy for both primary
species relative to QGSJET 01, see Fig. 1. Also the
number of hadrons at ground level at a given energy is
larger by about 30% to 35% for proton and iron induced
showers. The hadronic energy sum and the maximum
hadron energy registered at observation level are shown
in Figs. 2 and 3, respectively. The values predicted using
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Fig. 3: Maximum hadron energy sum as predicted
by the hadronic interaction models QGSJET II-2 and
































Fig. 4: Relative difference to measured values of
the hadronic energy sum as predicted by the models
QGSJET II-2 and QGSJET 01.
QGSJET II exceed the ones from QGSJET 01 by a
significant amount (up to≈ 40%), as can be inferred
from the figures.
The predicted values have been compared to measured
data. Investigating the hadronic energy sum and the max-
imum hadron energy as function of the registered muon
number indicates that the predictions for QGSJET II
are compatible with the measurements. The measured
values are in between the predictions for the extreme
assumptions for proton and iron induced showers. Also
the correlation between the hadronic energy sum and
the number as hadrons as well as the maximum hadron
energy and the number of hadrons are compatible with
the measurements.
The situation is different for the correlation between
the hadronic energy sum and the number of electrons,
see Fig. 4. The figure displays the relative deviation of








That means the data are at the ”zero line”. The predic-
tions of QGSJET 01 are compatible with the data, since
the values bracket the zero line. On the other hand, the




























Fig. 5: Energy of the most energetic hadron recon-
structed at observation level. Predictions of QGSJET II
are compared to measured values.
both primary species – an unrealistic scenario.
The energy of the most energetic hadron reconstructed
at observation level is depicted in Fig. 5 for an electron
number interval corresponding to a primary energy of
about 1 to 2 PeV. Predictions of simulations according
to QGSJET II for primary protons and iron nuclei are
compared to measured values. It can be recognized that
for high maximum hadron energies the measured values
are in between the predictions for proton and iron-
induced showers. On the other hand, QGSJET II predicts
too few hadrons with low energies. A similar behavior
is observed for other electron number intervals.
In summary, the investigations reveal incompatibil-
ities in the hadron-electron correlation for the model
QGSJET II-2.
VI. ATTENUATION LENGTH
Recently, a new method to determine the attenua-
tion length of hadrons in air has been introduced, see
Ref. [13]. The energy absorbed in a material within
a certain atmospheric depthX is used to define an
attenuation length. In this new approach we use the
number of electronsNe and muonsNµ to estimate
the energy of the shower inducing primary particleE0.
The energy reaching the observation level in form of
hadrons
∑
EH is measured with the hadron calorimeter.
The fraction of surviving energy in form of hadrons is
defined asR =
∑
EH/E0. The attenuation lengthλE
is then defined as













In contrast to methods using the electromagnetic shower
component, the present work focuses directly on mea-
surements of hadrons to derive an attenuation length for
this shower component. The values obtained are not a
priori comparable to other attenuation lengths, given in
the literature since they are based on different defini-
tions. It should be noted that the experimentally obtained
attenuation length is affected by statistical fluctuations
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Fig. 6: Attenuation lengthλE as function of estimated
primary energy. The light and heavy groups in the
measurements are compared to simulations for primary
protons and iron-induced showers using CORSIKA with
the hadronic interaction model QGSJET 01 (top) and a
modified version with lower cross sections and higher
elasticity (bottom, model 3a in Ref. [32]).
during the development of the showers. However, in the
present work we do not attempt to correct for this effect.
Measured values ofλE are shown in Fig. 6. Using a
cut in theNe−Nµ plane the data have been divided into
a ”light” and ”heavy” sample, the corresponding values
for λE are depicted as well in the figure. Also predic-
tions of air shower simulations for primary protons and
iron nuclei, using the interaction code QGSJET 01 and a
modified version with lower cross sections (model 3a in
Ref. [32]) are shown. A closer inspection reveals that at
high energies theλE values of the ”light” data selection
are greater than the values for proton induced showers
according to QGSJET 01. This is an unrealistic behavior.
Lowering the inelastic hadronic cross sections by about
5% to 8% changes the situation, see lower panel. The
predicted values for protons are now above the values for
the ”light” selection. This demonstrates the sensitivity of
the observableλE to hadronic cross sections applied in
the simulations.
VII. C ONCLUSIONS
Quantitative tests of hadronic interaction models im-
plemented in the CORSIKA program have been per-
formed with KASCADE-Grande air shower data in the
energy range1014 − 1017 eV. They indicate that the
model EPOS 1.61 is not compatible with air shower
data — the new version EPOS 1.9 is presently under
investigation. Predictions of the model QGSJET II-2,
in particular the hadron-electron correlations are not
compatible with measured values. Presently, the most
consistent description of all air shower observables
as obtained by the KASCADE-Grande experiment is
achieved by the interaction models QGSJET 01 and
SIBYLL 2.1.
The newly introduced method to measure an attenua-
tion length of hadrons is in particular sensitive to inelas-
tic hadronic cross sections applied in air shower simula-
tions. A comparison of values predicted by QGSJET 01
to measured values suggests that the inelastic cross
sections in QGSJET 01 are slightly too large. A version
with 5% to 8% smaller cross sections is more compatible
with the measurements.
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Abstract. The lateral distribution of the radio signal
in air showers measured with LOPES is studied
in detail. The antenna array LOPES is set up
at the location of the KASCADE-Grande exten-
sive air shower experiment in Karlsruhe, Germany
and aims to measure and investigate radio pulses
from Extensive Air Showers. The antennas have an
absolute amplitude calibration. This allows us to
reconstruct the electric field strength at observation
level in dependence of general EAS parameters. The
lateral distribution of the measured electric field
strengths in individual EAS can be described by an
exponential function. The estimated scale parameters
describing the slope of the lateral profiles are in
the range of 100 m to 200 m, and no evidence for
a correlation with shower parameters like azimuth
or geomagnetic angle, or primary energy could be
found. This indicates that the lateral profile is an
intrinsic property of the radio emission during the
shower development. For about 20% of the events
a flattening towards the shower axis is observed,
preferentially for showers with large inclination angle
and when measured close to the shower center. The
measured lateral distributions are compared on an
event-to-event basis with expectations of detailed
Monte-Carlo simulations using the REAS2 code.
Keywords: extensive air showers, radio emission,
lateral distribution
I. INTRODUCTION
In the present study we investigate in detail the
lateral profile of the radio signal as measured by
LOPES [1]. Due to a precise amplitude calibration [2] of
each individual antenna and the event information from
KASCADE-Grande [3], [4], this is possible on an event-
by-event basis with high accuracy. Such investigations
are of great interest as the lateral shape defines the
optimum grid size for a radio antenna array in a stand-
alone mode. Of particular interest is the scale parameter
which describes the amount of the signal decrease with
distance from the shower axis and the dependence of
that parameter on characteristics of the primary particle.
In addition, simulations have shown [5], that the lateral
shape is related to important physical quantities such as
the primary energy or the mass of the primary.
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Fig. 1: Sketch of the KASCADE-Grande – LOPES
experiments. The dotted line shows the area used for
the present analysis.
The LOPES short dipole antennas (LOPES30), posi-
tioned within or close to the original KASCADE array
(fig. 1), operate in the frequency range of 40− 80 MHz
and were all (for the period used in this analysis) aligned
in east-west direction, i.e. they are mainly sensitive to the
linear east-west polarized component of the radiation.
This layout was in particular chosen to provide the
possibility for a detailed investigation of the lateral
extension of the radio signal as it has a maximum
baseline of approximately 260 m.
II. DATA PROCESSING
The data triggered by KASCADE-Grande and
recorded by LOPES30 are first generally processed in
order to get a calibrated, average field strength value
of the received, coherent radio signal, the CC-beam
value [6], [7].
The analysis of the data using this CC-beam is based
on the RFI cleaned raw data. However, the sampling of
the data is done in the second Nyquist domain and a
reconstruction of the original 40–80 MHz signal shape
is needed to investigate the radio emission properties
in more detail, i.e. on basis of single antennas. There-
fore, an up-sampling of the data on a single antenna
basis is performed (by the zero-padding method applied
in the frequency domain) resulting in a band limited
interpolation in the time domain [8] to reconstruct the
original signal form between the sampled data points
with 12.5 ns spacing.
After applying the up-sampling the radio signals can
be used to reconstruct the electric field strength in each
individual antenna. The systematic uncertainty of these
field strengths includes a contribution of the noise level,
which is estimated by a calculation using a time window
distance R [m]























E      = 3.83 1017eV
  φ   o=  36.2
θ   o=  39.7
0∈  =  1.07 µV/m/MHz± 54.79 
0R   =  2.67 m± 107.0 
est
Fig. 2: Lateral distribution reconstructed from single
antenna signals, shown for an individual shower.
(520 nanosecond width) before the actual radio pulse
from the shower.
III. LATERAL DISTRIBUTION OF THE RADIO SIGNAL
For the analysis of lateral distributions of the ra-
dio emission in individual events 110 showers with a
high signal-to-noise ratio were selected. The selection
requires clear radio signal in all participating anten-
nas and a successful reconstruction of the shower by
KASCADE-Grande. To reconstruct the lateral distribu-
tion of the radio field strength, the distance of the
antennas to the shower axis is obtained with help of
the reconstructed shower parameters from KASCADE-
Grande. To investigate the lateral behavior of the radio
signal an exponential function ε = ε0 ·exp (−R/R0) was
used to describe the measured field strengths ε. The fit
contains two free parameters, where the scale parameter
R0 describes the lateral profile and ε0 the extrapolated
field strength at the shower axis at observation level.
An example of an individually measured event including
the resulting lateral field strength function is shown in
figure 2.
For roughly 20% of the events lateral distributions
have been found which do not show a clear exponential
fall-off. Figure 3 displays an example of such behavior.
The shower shows apparently an exponential behavior
as others do for larger distances, but there appears a
flattening for small distances. There are about 15 events
that exhibit such a slope change to a flatter lateral
distribution close to the shower axis. In addition, there
are a few showers being flat over the whole distance
range that could be measured. It should be remarked
that at field strengths above 5µV/m/MHz the ambient
noise background cannot affect the measurement. More-
over, no known instrumental effects can explain such
shapes, and no strange environmental conditions like a
thunderstorm appeared during such events. However, for
a statistically reliable analysis, e.g. if two exponential
functions with different slopes fit the distribution more
reliable, too few of such flat or flattening lateral profiles
have been measured so far.
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distance R [m]






















E      = 4.43 1017eV
  φ   o=  314.1
θ   o=  32.5
0∈  =  0.81 µV/m/MHz± 35.53 
0R   =  7.28 m± 194.4 
est
Fig. 3: Lateral distribution reconstructed from single an-
tenna signals, shown for a shower with a clear flattening
of the LDF towards the shower center.
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0
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Fig. 4: Distribution of the scale parameter R0. There are
four events set to R0 = 1300 m whose actual R0 values
are higher, i.e. these are very flat events. The dashed line
displays a Gaussian fit to the distribution in the range
R0 = 0 − 300 m resulting in R̄0 = 157 m with a width
of 54 m.
IV. THE SCALE PARAMETER R0
Most of the showers have a scale parameter smaller
than 300 m (figure 4), including the events with a visible
flattening to the shower center. As already mentioned,
there are some showers with extremely large scale
parameter, R0 > 1300 m, those are set to R0 = 1300 m
in fig. 4. Fitting a Gaussian function to the distribution
of the scale parameter in the range of 0 − 300 m, i.e.
neglecting the flat events, a mean value of R̄0 = 157 m
with a width of 54 m is obtained.
For a more detailed study [8] of the lateral distribu-
tions the properties of the scale parameter and possible
correlations with EAS parameters have been investi-
gated. In case of the LOPES experiment this can be done
easily, as the general shower parameters are available
from the KASCADE-Grande measurements. The scale
parameter has been correlated with the geomagnetic
angle, the azimuth angle of the incoming shower, the
primary energy, and the shower size, where with none
of these parameters a distinct correlation is found. The




























Fig. 5: Relation of the scale parameter R0 with the mean
distance of the antennas to the shower axis scaled with
the zenith angle of the axis.
situation is different when the scale parameter has been
correlated with the zenith angle of the incoming primary
cosmic ray. Here a tendency towards larger values of the
scale parameter is seen for inclined events. A clearer
feature is even seen, when the scale parameter is ana-
lyzed with respect to the corresponding mean distance
to the shower axis of all antennas participating in an
individual event. It was found that the lateral profile gets
flatter when we measure closer to the shower center. In
particular, all the very flat events have a mean distance
below R0 ≈ 80 m.
A strongly pronounced dependence of the scale pa-
rameter of flat events is seen when the mean distance is
combined with the zenith angle information in the form
R′
mean
= (1−sin Θ)·Rmean. Figure 5 shows clearly that
the probability of a flattening increases when the shower
is inclined and when measured closer to the shower axis.
But as not all events with small R′
mean
show a flattening
the reason is still unclear and further investigations with
larger statistics are required.
V. COMPARISONS WITH REAS2-SIMULATIONS
Because of the performed amplitude calibration of
LOPES and the estimate of the field strength at indi-
vidual antennas a detailed comparison of the measured
events with Monte Carlo simulations on an event-to-
event basis is possible. Due to the simulation strat-
egy, using realistic air shower models with precise,
multi-dimensional histograms derived from per-shower
CORSIKA [9] simulations, detailed comparisons are
performed [10]. The REAS2 Monte Carlo simulation
code (see [5] and references therein) is used to simulate
the geo-synchrotron radio emission for all the showers
detected in the investigated data set. For each single
event a shower that represents best the measured one
in KASCADE-Grande estimated parameters is selected.
The resulting information and the known shower core
position is used in the REAS2 code to calculate the
radio emission. The output are unlimited bandwidth
pulses, that are digitally filtered with a rectangle filter
from 43 to 76 MHz for the known antenna positions
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Fig. 6: Lateral distribution obtained for data and simu-





















Fig. 7: Comparison of field strength at distance R.
Correlations εdataR obtained from measurements and ε
sim
R
obtained from simulation. The dashed line represents
equal values from simulation and measurement.
at ground, which can be directly compared with the
measured lateral distribution.
Like in the example displayed in fig. 6, in general
the simulations give steeper lateral distributions than
measured. The mean for the distribution of the scale
parameter from the simulation is R0 = 50 m. Such
small values represent a steep lateral decrease of the field
strength. In addition, it was derived that the differences
between measurements and simulations can be very large
and that the unexpected very flat lateral profiles could
not be reproduced by the simulations.
The deviation in the scale parameters enters in sys-
tematically higher field strengths at the shower axis εsim
0
,
compared to the field strengths ε0 obtained from the
measured lateral distributions (by approximately factor
three). On the other hand we obtain at R = 75 m a fairly
good agreement between simulations and measurements
(fig. 7) for all events. This is a promising result in itself,
as such comparisons are performed for the first time for
LOPES data.
VI. CONCLUSIONS
The lateral distribution of the radio signal in 110
measured LOPES events could be analysed on a single
antenna basis. The applied exponential function to these
lateral distributions has two free parameters, the field
strength ε0 at the shower axis, and the scale parameter
R0. The scale parameter distribution shows a peak value
of R0 ≈ 125 m and has a tail with very flat lateral
distributions. Excluding the flat events a mean value
of R̄0 ≈ 150 m with a width of σ = 50 m was
obtained. No direct evidence for a dependence on the
shower parameters azimuth angle, geomagnetic angle,
and primary energy could be found. This indicates that
the lateral profile is an intrinsic property of the radio
emission and the shower development. Comparing the
obtained scale parameter with published values of earlier
experiments, a good agreement has been found [8].
Studying the lateral distributions in individual events,
approximately 20% of the studied showers show a very
flat lateral distribution or exhibit a flattening towards
the shower center. Preferably, such showers arrive under
larger zenith angle and axes are close to the antennas.
The radio emission observed in EAS was compared
with detailed Monte Carlo simulations on an event-to-
event basis. The REAS2 simulations exhibit in general
a steeper lateral slope, i.e. a smaller scale parameter
than the measurements. The absolute field strength,
however, agrees quite well at a distance of 75 m to
the shower axis. The measured flattening towards the
shower center could not be reproduced by the present
REAS simulations.
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P. Buchholz††, S. Buitink§, E. Cantoni¶,‡‡, A. Chiavassa¶, F. Cossavella†, K. Daumiller∗,
V. de Souza†,xv , F. Di Pierro¶, P. Doll∗, R. Engel∗, H. Falcke§,x , M. Finger∗, D. Fuhrmannxi,
H. Gemmeke‡, P.L. Ghia‡‡, R. Glasstetterxi , C. Grupen††, A. Haungs∗, D. Heck∗, J.R. Hörandel§,
A. Horneffer§, T. Huege∗, K.-H. Kampertxi , D. Kang†, D. Kickelbick††, O. Krömer‡,
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Abstract. During the development of high-energy
cosmic ray air showers in the atmosphere the charged
particles are deflected by the geomagnetic field.
This causes the geo-synchrotron emission leading
to a short radio signal observable on ground. This
model predicts characteristic dependences of the
polarization of the radio signal on general shower
parameters, and thus such dependences are inves-
tigated with the LOPES experiment. LOPES is an
array of dipole radio antennas designed to detect
such radio signals in the frequency range between
40-80MHz. LOPES is located at the area of the
ground particle detector array KASCADE-Grande
providing the trigger and well-calibrated shower
information for primary energies in the range of
1016-1018 eV. For investigating the polarization, half
of the LOPES antennas are orientated in east-west
and respectively half in north-south direction. In this
work, the variation of the polarization of the signal
with the direction of the incoming air-shower with
respect to the geomagnetic field is studied.
Keywords: air showers, radio emission, polarization
I. INTRODUCTION
Due to the interaction with the Earth’s atmosphere, an
Ultra High Energy Cosmic Ray (UHECR) generates a
shower of elementary particles propagating towards the
ground with almost the speed of light. Electrons and
positrons, as major part of the charged particles in the
Extensive Air Shower (EAS), emit synchrotron radiation
due to their deflection in the Earth’s magnetic field which
initiate a short radio flash measurable on ground. The
LOPES experiment, a radio array of Λ-shape digital
antennas is designed to record such signals and takes
data since 2004. In its initial phase, LOPES-10, 10
antennas were equipped with channels sensitive to the
east-west polarization direction of the electric field only.
After one year of operation [1], the antenna set-up has
been changed to a larger array by an addition of further
20 antennas, forming LOPES-30 [2]. Within LOPES-
30, the antennas have an absolute amplitude calibration
in order to estimate the electric field strength of the
radio signal generated in the atmosphere [3]. Moreover,
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Fig. 1: LOPES antenna layout at the KASCADE array
at Forschungszentrum Karlsruhe, Germany.
to investigate the radio emission from these EAS in
detail and clarify if the technique is useful for large
scale application, the LOPES set-up has been changed
to perform polarization measurements in 2006.
II. DETECTOR CONFIGURATION
East-west polarization measurements alone do not
provide the full radio emission information. The record-
ing of both together, the east-west and the north-
south polarization components, is a key measure in
understanding the radio emission and will allow us to
verify the geo-synchrotron effect as the dominant emis-
sion mechanism in cosmic ray air showers. Therefore,
LOPES-30 was reconfigured to perform polarization
measurements by the end of December 2006. Within the
new configuration, 15 channels are installed to measure
the east-west direction and 15 the north-south direction,
where 5 antennas have sensitivity to both polarization
components at the same place recording the full radio
signal at the same time (Fig. 1). The LOPES antennas
are triggered by the original KASCADE and in addition
by the KASCADE-Grande particle detector array which
benefits from the extended detection area, and allows the
analysis of higher-energy events at larger distances with
better accuracy [4].
III. DATA SELECTION AND POLARIZATION ANALYSIS
For the current studies we have used data recorded
during roughly two years of polarization measurements,
by using the well-reconstructed shower parameters pro-
vided by KASCADE in the energy range of about
1016.5-1017.8 eV. Large statistics in radio detected events
are obtained by requiring high particle numbers mea-
sured by KASCADE and the shower center close to
the antennas. Therefore, only showers falling inside
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Fig. 2: Primary energy and zenith angular distributions
of the triggered (by KASCADE) and of the radio (by
LOPES) detected events.
analysis of the radio signal is performed by applying
the LOPES standard reconstruction pipeline [2] to each
polarization direction separately and independently (15
channels, each). The considered observables are the CC-
Beams (cross-correlation beams) calculated per indi-
vidual polarization component from the measured field
strengths per antenna. The total number of triggered
events which are used for this analysis is given by 959
selected showers. Fig. 2 shows the energy and zenith
angular distributions of the triggered, and the radio de-
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Fig. 3: The normalized CC-Beam values for both po-
larization components vs. the primary azimuth angle
(top panel) and geomagnetic angle (bottom panel). Only
events with an estimated primary energy > 1016.9 eV
are used. Mean values and spread of the distributions
are shown.
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Fig. 4: Relative contributions of the v× B-vector for the
polarization components north-south (top panel), east-
west (middle panel), and their ratio (bottom panel) vs.
the azimuth angle calculated for different zenith angles.
E > 1016.9 eV is chosen in order to avoid any efficiency
biased effect on the investigated polarization character-
istics. Fig. 3 shows the mean values (and width of the
distributions) of the CC-Beam in dependence on shower
azimuth and geomagnetic angle (angle between shower
axis and the geomagnetic field). The reconstructed CC-
Beam value is normalized to the estimated muon number
of the EAS and to the mean distance of the antennas to
the shower axis in order to minimize the influence of
others than directional dependences on the distributions.
Slight variations of the radio signal with the azimuth
and geomagnetic angles are observed, as well as slight
differences between the two polarization directions. A
possible origin of these differences is discussed in the
following sections.
IV. POLARIZATION CHARACTERISTICS
The radio emission of cosmic ray air showers gener-
ated by the geo-synchrotronmechanism is expected to be
highly linearly polarized. As predicted by sophisticated
Monte Carlo simulations of the radio emission, the
signal is usually present in both polarization components
whose strengths depend directly on the shower azimuth
for a given zenith angle (and therefore also on the
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Fig. 5: Same as Fig.4, but vs. the geomagnetic angle.
geomagnetic emission mechanisms, the expectation was
that, to first order, the emission is polarized in the
direction perpendicular to the air shower axis and ge-
omagnetic field, outlined also in [5]. In other words, the
polarization characteristics follow a behavior described
by a unit polarization vector: v× B, v being the direction
of the incoming shower axis and B of the Earths
magnetic field at the location of the experiment (for
Karlsruhe, zenith = 25◦ and azimuth = 180◦). Recently,
there have been suggestions [6] that, in addition to the
polarization characteristics, also the absolute amplitude
of the electric field in a first approximation can be
considered to be proportional to this Lorentz force. The
unit polarization vector is calculated for fixed zenith
angles for each individual projection of the polarization,
where the north-south part, east-west part, and their ratio
(north-south/east-west) are displayed in Figs. 4 and 5.
These figures show the dependence of the polarization
components of the radio signal on the direction of the
shower axis. They emphasize that, in Karlsruhe, consid-
ering pure shower geometry the north-south polarized
channels are more sensitive to showers coming from east
and west directions, and the east-west polarized channels
have a higher sensitivity to showers coming from north
and south.
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Fig. 6: Ratio of the north-south divided by the east-
west component of the v × B-vector for the measured
events taking into account the geometry of the shower
axis only vs. the azimuth angle (upper panel) and the
geomagnetic angle (lower panel) of the shower. Mean
values and spread of the distributions are shown.
V. COMPARISON WITH DATA
To investigate if these expected relations are also
seen in the measured data, we calculate the ratio of
the north-south and east-west polarization contribution
in terms of the v × B-amplitudes for each individual
measured event (Fig. 6) using the geometry of the
EAS only. Thus, the displayed distributions reflect the
dependencies shown in Figs. 4 and 5 for the sample
of the selected radio detected events above a primary
energy of 1016.9 eV. The ratio of the two polarization
components is chosen in order to be independent of
the energy and distance dependence of the measured
amplitudes. It is obvious from figure 6, that there is
a characteristic correlation of the ratio on the azimuth
and geomagnetic angle expected, if the Lorentz force
approximation is applicable. Finally, Fig. 7 shows the
distributions of the measured events in their CC-Beam
value of the pulse height ratio (north-south/east-west),
where the same qualitative behavior is observed in their
main characteristics.
VI. SUMMARY AND OUTLOOK
Within the current configuration, LOPES is continu-
ously performing polarization measurements since De-
cember 2006. The digital antenna array is absolutely
amplitude calibrated, and thus we can pave the way
for a better understanding of the radio signal as a
complementary technique to large cosmic ray experi-
ments. By LOPES-30, the signal is recorded in both
polarization directions, east-west and north-south, inde-
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Fig. 7: Ratio of the reconstructed CC-beam values for
the north-south and east-west polarization component of
the measured events vs. the azimuth angle (upper panel)
and the geomagnetic angle (lower panel). Mean values
and spread of the distributions are shown.
in both polarization directions is at disposal for detailed
analysis. In this presentation, the ratio of the radio signal
recorded in the north-south polarization direction vs. the
signal recorded in the east-west direction was studied.
Investigating this ratio in individual showers allows us to
study the polarization characteristics of the signal inde-
pendent of primary energy and distance of the antennas
to the shower axis, i.e. in particular the dependence
of the polarization on the direction of the incoming
primary particle. Correlations of the pulse height ratio
of both polarization components with the azimuth, as
well as with the geomagnetic angle were compared with
predictions of a first order approximation of models
based on a geomagnetic origin of the emission. By
this, the geomagnetic effect could be verified as a main
mechanism in the radio emission process of cosmic ray
air showers. Nevertheless, in future, detailed simulations
are required for more reliable comparisons with the
measurements; full detector simulations included.
VII. ACKNOWLEDGMENTS
P.G. Isar would like to thank for the PhD support from
DAAD-Helmholtz in the frame of the LOPES project.
REFERENCES
[1] H. Falcke et al. - LOPES coll., Nature 435, 313-316 (2005)
[2] A. Horneffer et al. - LOPES coll., Proceedings of the 30th ICRC,
Merida, Mexico 4 (2008) 83
[3] S. Nehls et al., Nucl.Instr.and.Meth.A 589 (2008) 350
[4] P.G. Isar et al. - LOPES coll., Nucl.Instr.and.Meth.A (2009),
doi:10.1016/j.nima.2009.03.118
[5] T. Huege and H. Falcke, Astropart.Phys. 24 116-136 (2005)
[6] D. Ardouin et al. - CODALEMA coll., Astropart.Phys. (2009),
doi:10.1016/j.astropartphys.2009.01.001
64
PROCEEDINGS OF THE 31st ICRC, ŁÓDŹ 2009 1
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Abstract. LOPES is a digitally read out antenna
array consisting of 30 calibrated dipole antennas. It is
located at the site of the KASCADE-Grande experi-
ment at Forschungszentrum Karlsruhe and measures
the radio emission of cosmic ray air showers in
the frequency band from 40 to 80 MHz. LOPES
is triggered by KASCADE and uses the KASCADE
reconstruction of the shower axis as an input for the
analysis of the radio pulses. Thereby LOPES works
as an interferometer when the signal of all antennas
is digitally merged to form a beam into the shower
direction. To be sensitive to the coherence of the radio
signal, a precise time calibration with an accuracy
in the order of 1 ns is required.
Thus, it is necessary to know the delay of each
antenna which is time and frequency dependent.
Several calibration measurements are performed to
correct for this delay in the analysis: The group delay
of every antenna is measured regularly (roughly
once per year) by recording a test pulse which is
emitted at a known time. Furthermore, the delay
is monitored continuously by the so called phase
calibration method: A beacon (a dipole antenna)
emits continuously two sine waves at 63.5 MHz and
68.1 MHz. By that a variation of the delay can be
detected in a subsequent analysis of the radio events
as a change of the phase at these frequencies. Finally,
the dispersion of the analog electronics has been
measured to account for the frequency dependence
of the delay.
Keywords: LOPES timing calibration
I. INTRODUCTION
The main part of LOPES (LOfar ProtoypE Station)
consists of 30 digitally read out, absolutely calibrated,
inverted V-shape dipole antennas [1], [2], [3]. The an-
tennas are co-located with the KASCADE array with a
baseline of about 200 m and are triggered about twice
per minute by the KASCADE-Grande experiment [4],
[5]. Only a few events per day contain a cosmic ray
air shower radio pulse which is clearly distinguishable
from the noise, as the noise floor is quite high inside
the KASCADE array. Due to a precise time calibration
of LOPES the digitally measured radio data can be
used to form a beam into the shower arrival direction.
Furthermore the cross-correlation of the antennas can be
calculated to be sensitive to the coherence of the radio
signal [6]. This way LOPES is a phased array which can
be used as a digital interferometer.
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Fig. 1: Right: LOPES hardware and timing setup. Left: extension used for delay measurements; a pulse generator
which is connected to a emitting calibration antenna is triggered by the same sync signal as the LOPES DAQ and
emits a short calibration pulse. Thus this calibration pulse is recorded with a certain delay within a normal event.
Due to the setup, the delay of the pulse contains a certain offset, which is the same for every measurement and
therefore can be ignored when determining relative delays between antennas.
Whenever LOPES is triggered a trace of 216 samples
with a sampling rate of 80 MHz is read out at each
antenna with the trigger time roughly in the middle of the
trace. LOPES is operating in the second Nyquist domain.
Thus the full information of the radio signal between
40 MHz and 80 MHz is contained in the data and can be
retrieved by up-sampling (i.e. the correct interpolation
between the samples) with the zero-padding method
[7]. With reasonable computing time, data can be up-
sampled to a sample spacing below 0.1 ns, so that
the sample spacing does not contribute significantly to
uncertainties in the timing.
To obtain a stable timing of the antenna array the ADC
clock is centrally generated and distributed via cables
to all DAQ computers (fig. 1). With the exception of
jumps by full clock cycles (see section IV), the jitter
of the clock is negligible. Thus the time calibration of
LOPES is basically reduced to measure the delay of
each antenna and the subsequent electronics, i.e. the time
between the arrival of a radio pulse at the antenna and
its measurement with the DAQ. This delay is different
for each antenna (mainly due to different cable lengths).
As for interferometry only the differences of the arrival
time of the radio signal between the antennas matters,
the absolute delay is of minor importance. In this paper
the term delay is therefore meant in a relative sense.
The following section explains how the delay is
measured at LOPES. To achieve the necessary precision
we also take into account second order effects, like
the frequency dependence of the delay (dispersion) and
variations of the delay with time.
II. DELAY MEASUREMENTS
LOPES as a digital interferometer requires the timing
precision of the radio pulse in each antenna to be much
smaller than the period of the filter ringing (≈ 17 ns),
when forming a cross-correlation beam into the arrival
direction of the cosmic ray air shower. Thus the delay
has to be known and measured with a precision of about
1 ns, to be sensitive to the coherence of the radio signal.
At the beginning of LOPES the delay has been
measured with solar flare events, but now we have
developed a new method which does not depend on any
astronomical sources: Simultaneously with the LOPES
data acquisition we trigger a pulse generator which is
connected to a calibration antenna at a defined angle
and distance to each LOPES antenna. The calibration
antenna emits a pulse with a known delay after the
trigger. Therefore after repeating the calibration for
every antenna the pulse should appear in the data of each
antenna at exactly the same time, if the delay of each
LOPES antenna (and the connected analog electronics)
would be the same.
However, e.g. due to different cable lengths, this is not
the case, and indeed the calibration pulses are detected
at different times for each antenna. The relative delay
between different LOPES antennas can then be obtained
by measuring the time differences of the detection times
of the calibration pulses.
The pulse detection time can be determined by dif-
ferent methods: On the one hand a Hilbert envelope is
66




























(b) after dispersion correction
Fig. 2: A short test pulse (FWHM ≈ 10 ns) emitted by a function generator and recorded by the LOPES DAQ.
The crosses indicate the measurement points sampled by the ADC. The lines show the up-sampled signal and the
Hilbert envelope of the pulse. In the raw data (a) it can be seen that a part of the pulse is delayed by more than
100 ns due to the dispersion of the filter. After the correction of the dispersion (b), the pulse is more symmetrical,
the position of the pulse envelope has moved by about 2 ns, its height (field strength) has increased by about 10 %
and its FWHM (field strength) decreased by about 10 %. The effects on height and width are reduced to a few
percent, when using the sub-band from 43 MHz to 74 MHz.
calculated and the pulse position is taken as either the
position of the maximum or the crossing of half height.
Thereby the position of the maximum shows slightly less
jitter (RMS about 0.4 ns) when looking at several events
recorded within a few minutes and the delays obtained
from the half height crossing and the maximum are
consistent within errors. On the other hand the position
can be defined as the minimum or the maximum of
the up-sampled trace and the jitter for both of them for
subsequent events is less than the used sampling spacing
of 0.1 ns (after up-sampling). The delays calculated by
the maximum and the minimum agree well with each
other. Thus in principle the delay can be determined
with a precision of better than 0.5 ns.
Although the delays determined by the two methods
(pulse position by the trace itself or its envelope) are
inconsistent by a few nanosecond, this inconsistency can
be explained at least partially with the dispersion of
the analog electronics. This difference is reduced to an
average of about 2 ns when correcting for this dispersion.
The remaining inconsistency could not be explained so
far, and is under investigation. Nevertheless, since the
calculation of the cross-correlation beam is done with
the (up-sampled) trace and not with the envelope, we
currently use the delays deferred directly from the trace
for the analysis of cosmic ray events.
III. CORRECTION FOR THE DISPERSION
The frequency dependence of the group delay of a
system is called dispersion. For LOPESSTAR the dis-
persion has been measured for the antenna, the analog
electronics (filter) and the connecting cable [8]. The
dispersion of the cable can be considered negligible and
the largest contribution to the overall dispersion comes
from the filter.
Unfortunately, the dispersion of the LOPES V-shape
antenna is unknown, because it is not easily measurable.
But the dispersion of the filter has been measured with
a network analyzer and can be corrected in the analysis.
This is especially important as the first 10 LOPES
antennas are connected to a slightly different filter than
the later 20 antennas. The successfull correction of the
dispersion in the analysis software has been proven by
recording test pulses which are emitted by a function
generator connected to the RML (fig. 1).
As expected, the filter creates a response only to
the leading and falling edge of pulses. Thus a delta
pulse with FWHM << filter width −1 (≈ 25 ns) should
be seen as a pulse with a width of ≈ 25 ns (FWHM
of the power). This pulse is linearly distorted by the
dispersion such that it is partially delayed by more than
100 ns (fig. 2). When correcting for the dispersion this
distortion can be significantly reduced and the FWHM
of the pulse power is in the order of 30 ns. In addition
the pulse is shifted by a few ns and the pulse width and
height (field strength) change by roughly 10%. Thus the
correction of the dispersion is necessary for precise time
and amplitude measurements of radio pulses, and future
radio experiments should aim to correct the dispersion
of every system in the signal chain.
IV. PHASE CALIBRATION
The delay of each antenna and the read out electronics
can be assumed to be roughly constant. However, there
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eventnumber (first 10 events per day, bad days excluded)
Reference (Antenna 4)
Antenna 13, 63.5 MHz
Antenna 13, 68.1 MHz
Fig. 3: Example of the phase calibration: The phase dif-
ferences at the beacon frequencies between one antenna
and a chosen reference antenna are shown for the first
10 events of every day for one year of data taking (08
May 2008 - 07 May 2009, excluding a few days of down
time and operational problems).
are variations on the scale of a few ns over time. In
addition the LOPES clock distribution is not absolutely
temperature stable, causing the effective delay of single
antennas to increase or decrease from time to time by
integer steps of 12.5 ns (one clock cycle). To correct
for these steps, originally the phase of a TV transmitter
inside of the LOPES band was monitored. After the shut
down of this TV transmitter this method has been further
developed by setting up a dedicated transmitter (beacon)
inside of the Forschungszentrum Karlsruhe.
The beacon continously emits two sine waves of
63.5 MHz and 68.1 MHz at −21 dBm each, which have
a very narrow band width (FWHM < 100 Hz). This
signal is clearly seen above the noise level by all LOPES
antennas and the phase can be measured at each of the
two beacon frequencies at each antenna. For each of the
two frequencies now the following is valid: As a LOPES
event contains data from every antenna coincidently, a
stable delay should lead to a constant difference between
the phases at the same frequency measured by different
antennas. Thus a variation in the relative delay between
two antennas can be detected as a variation in the phase
difference at the same two antennas at one of the beacon
frequencies. Subsequently this variations can be taken
into account in the analysis of radio events.
In a few events the measurement of the phase is
disturbed by RFI noise. To avoid corrections for ’un-
real‘ variations of the delay and to take into account
ambiguities of the phase if the difference is larger than
180◦ ,a consistency check is performed between the
phase differences at both frequencies. For most of the
events the results agree well, and this way the timing
of the antennas can be monitored and significantly
improved on a event-by-event basis.
For the given example (fig. 3), the correlated drift
which can be seen in both frequencies corresponds to a
variation in the effective delay of about 1.5 ns over the
year and can be clearly distinguished from the jitter of
the phase differences. The jump in the middle is caused
by a change of the effective delay by 25 ns during one
day. The outlier at the beginning is one of the few noisy
events, for which the phase calibration method would
fail.
The accuracy of the phase calibration on short time
scales is thereby determined by the short-term jitter
(noise) of the phase measurement. This jitter is a func-
tion of the trace length and the amplitude of the beacon
signal. Therefore, for a fixed trace length (216 samples at
LOPES) an emission power of the beacon can be chosen
such that the phase calibration allows a sufficiently
accurate correction of the timing. In the case of LOPES
the short term jitter of the phase differences is in the
order of 0.3 ns. Furthermore, in figure 3 can be seen
that there is some additional error on longer time scales,
as changes in the phase differences are not completely
correlated between both frequencies. But still, the overall
accuracy is better than the required timing precision of
about 1 ns.
V. CONCLUSIONS
It could be shown that the delay of each LOPES antenna
and the corresponding electronic chain can be calibrated
with a precision of better than 0.5 ns. Nevertheless,
there is a not fully understood difference between the
measurement of the time of a radio pulse by either
looking to the trace or its envelope. In addition, it is
possible to continously monitor the relative delay of
each antenna with a precision of below 1 ns. Thus long
and short term variations of the delay in the order of
a few nanoseconds can be corrected in the subsequent
data analysis on an event-by-event basis.
Furthermore, the dispersion of the analog electronics
has been shown to slightly affect the time, the width
and the height of measured radio pulses. Therefore this
is taken into account in the LOPES standard analysis
pipeline to produce more accurate results. Also future
radio experiments should consider the dispersion of the
whole detection system.
Finally, the different timing calibration methods of
LOPES show that radio air shower experiments can
achieve a relative timing accuracy of better than one
nanosecond and that this accuracy can be monitored and
maintained continuously over long periods.
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Abstract. The deflection of relativistic, charged
particles in high energy air showers due to the geo-
magnetic field leads to a coherent emission of radio
pulses. This process can be described by the geosyn-
chrotron model. In particular during thunderstorms,
there are additional strong electric fields in the
atmosphere which can lead to further accelerations
of the charged particles and thus can have influence
on shape and strength of the radio pulse. To get a
reliable energy reconstruction based on the measured
radio signal it is mandatory to understand such
effects. Furthermore, lightning strikes are a source
of broadband radio emissions that are visible over
very long distances. This could also cause difficulties
in detecting the much lower signal of air showers.
The influences of strong electric fields are currently
explored with the LOPES experiment in Karlsruhe,
Germany. LOPES measures in the frequency range
between 40 and 80 MHz and is operated in coinci-
dence with KASCADE-Grande. Additionally, meteo-
rological data as well as the vertical electrical field
near the ground are monitored.
Keywords: LOPES, thunderstorm, lightning
I. INTRODUCTION
Radio detection of air showers is an upcoming new
technique to measure the properties of very high energy
cosmic rays. Compared to fluorescence or air Čerenkov
measurements a much higher duty cycle is achieved.
Only during strong and nearby thunderstorms, the mea-
surements are distinctively different compared to fair
weather conditions. To determine whether a measure-
ment is reliable or not, it is very important to understand
the processes happening in the atmosphere during a
thunderstorm and how they affect the radio emission in
air showers.
The radio emission of extensive air showers in the
energy range from 5 · 1016 to 1018 eV is studied with
the LOPES experiment [4][6]. It has been built as a
LOFAR prototype station and is located at the site of the
KASCADE-Grande experiment in Karlsruhe, Germany
[1][7]. LOPES consists of thirty inverted v-shaped dipole
antennas, half of them oriented to measure the east-
west and half of them the north-south polarization. The
frequency is limited to a range between 40 and 80 MHz.
For the purpose of studying the effects of thunder-
storms on the radio emission of air showers, an electric
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Fig. 1: Vertical component of the static electric field near
the surface during fair weather conditions (upper figure)
and during a thunderstorm (lower figure). Please note
the different scales of the field strength. The lightning
discharges are clearly visible as discontinuities. Each
plot shows ten minutes of the atmospheric electric field.
field mill has been set up at the LOPES array. It
measures the vertical component of the static electric
field near the ground once a second. With this informa-
tion a reliable automatic detection of thunderstorms is
possible [8].
II. MONITORING THE ATMOSPHERIC ELECTRIC FIELD
During fair weather conditions, the static electric field
near the surface varies only slowly between −100 and
−200 Vm−1. When rain clouds move overhead, the am-
plitudes become bigger but the changes are still smooth.
During thunderstorms this is completely different. The
field strength can reach values up to ±20 kVm−1 on
ground level. Additionally, discharges are visible as dis-
continuities that can even invert the polarity of the field.
Together, these are reliable indicators to automatically
detect thunderstorms [9].
Whenever a thunderstorm is detected (figure 1),
LOPES is switched to a special data acquisition mode
that records an eight times larger data block. Instead
of the usual 0.82 ms, about 6.55 ms of data are taken,
while the pre-trigger time of 0.41 ms remains the same.









Fig. 2: Additional electric fields lead to different tra-
jectories and therefore different radio emission of the
charged particles.
to the shower signal a signal from lightnings inside the
recorded trace.
III. INFLUENCE OF STRONG ELECTRIC FIELDS ON
THE RADIO EMISSION OF EAS
The main component of the radio emission from an
extensive air shower can be described by the geosyn-
chrotron model. The geomagnetic field causes a Lorentz
force which leads to a coherent emission of synchrotron
radiation.
The electric fields inside thunderstorm clouds, es-
pecially within the convective region, can reach peak
values up to 100 kVm−1. This leads to additional forces
on the electrons and positrons that are added to the
forces caused by the geomagnetic field. Depending on
the direction of the electric field, this can lead to an
amplification or a weakening of the radio emission [3]
as illustrated in figure 2.
Figure 3 shows two air shower events initiated by
primary cosmic rays of very similar energy and direction
but with different radio signals. This is an example
where such an amplification during a thunderstorm has
occurred. The upper event was recorded during normal
weather conditions and shows no signal from the air
shower which would be expected at −1.8 µs, as would
be expected for the relative low estimated primary en-
ergy of 5.4 · 1016 eV. The incoherent signal of some
antennas after −1.75 µs is noise caused by the particle
detectors of KASCADE. The direction of this event has
been reconstructed from KASCADE data to φ = 110.4 ◦
and θ = 31.5 ◦, where φ is the azimuth of the shower
direction and θ the zenith angle.
The lower figure shows an event with a very similar
geometry of φ = 110.4 ◦ and θ = 32.1 ◦ and even a
slightly lower estimated energy of 4.3 · 1016 eV. Also
the average distance of the antennas to the shower core
is similar. Nevertheless, the event shows a strong and
coherent radio pulse at -1.8 µs, which is not expected
at that energy. This can be explained by amplification of
the radiosignal in a thundercloud.
Unfortunately, due to low event statistics during thun-
derstorm conditions only for a few events such a twin
can be found. During 2007 and 2008, about 3400 events
have been recorded during thunderstorms, which also
passed the quality checks for a reliable reconstruction.
That corresponds to approximately two days of data
taking in thunderstorm mode.
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Fig. 3: The upper figure shows an event with no coherent
signal from the air shower. In the lower figure which
shows an event with similar geometry and even slightly
lower estimated energy, there is a clearly visible coherent
pulse at -1.8 µs.
Due to the fact that the trigger threshold for LOPES
is lower than the detection threshold of about 5 ·1016 eV
and the steep spectrum, only a small fraction of all
triggered events shows a radio pulse. The fraction of
events with a ratio of peak value of the formed cross-
correlation beam to the rms value of the beamformed
data larger than a certain value is here defined as
detection efficiency.
Only a fraction of (0.96 ± 0.12) · 10−2 of the
events recorded during fair weather conditions has a
detected coherent signal. During thunderstorms the sit-
uation changes. Then a fraction of (2.39 ± 0.27) · 10−2
has a detected coherent signal. That corresponds to 81
air shower events with a cross-correlation beam above
threshold, recorded during thunderstorm conditions.
This shows that a significant fraction of the events
during thunderstorms is affected by the atmospheric con-
ditions. The influence of atmospheric electric fields with
smaller peak amplitudes as they can occur in rain clouds
has still to be studied more carefully. At the moment it
does not seem as if there is a big effect [3]. The only case
might be rain clouds with extraordinary strong field. But
they are even less frequent than thunderstorms. Thus, the
number of events within such periods is quite low.
Fig. 4: Example of a thunderstorm event with strong
additional signals caused by lightning. An EAS signal
would be visible at time zero with an amplitude less than
0.1 V. The dashed frame marks the region which is used
for the skymap shown in figure 5.
Fig. 5: The figure shows a skymap of the cross-
correlation beam of the event shown in figure 4. It shows
the whole sky with zenith in the center and horizon at
the edge. The strong lightning signal in south-west is
the discharge region and the grating lobes of the antenna
array cause the signals covering the whole sky.
IV. BACKGROUND SIGNALS CAUSED BY LIGHTNINGS
The strong currents during lightning strikes cause
strong broadband radio signals that are detectable over
very large distances. Depending on the distance and
the kind of the discharge, the time structure of the
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Fig. 6: The figure shows a comparison between the
usual background spectrum (black) and the spectrum
with a lightning signal inside (grey). The power inside
the LOPES frequency range is approximately a hundred
times higher than in the usual case. The sine waves emit-
ted by a beacon, that are needed for phase calibration, at
63.5 and 68.1 MHz are almost covered by the lightning
signal.
signal varies. Very short and strong pulses from lo-
cated discharges inside the clouds in altitudes between
5 and 20 km, as described as narrow bipolar pulses
by A. V. Gurevich [5]. For large scale applications of
the radio detection technique it is aspired to trigger
on the radio pulse directly. This self-trigger technique
has been developed with LOPES-STAR [2]. The trigger
decision is based on various conditions including the
shape of the observed pulse. It might be important to
know the properties of the short pulses originating from
thunderstorms to avoid wrong trigger decisions.
Discharges between clouds or from cloud to ground
are the origin of longer lasting signals (figure 4). The
lightning signal in all antennas can be used for a beam-
forming to localize the origin of the lightning (figure
5). Due to the grating lobes of the antenna array, the
lightning signal which originates near the horizon causes
additional signals all over the sky. With a higher number
of time-frames the evolution of the discharge can be
watched.
Furthermore there is a beacon, mounted at the roof
of a nearby building that is emitting two sine waves at
63.5 and 68.1 MHz as a reference for the timing. The
lightning signal can be stronger these sine waves, as
shown in figure 6, that are used for the phase cal-
ibration. The phase calibration gives a precise relative
timing between the recorded traces, which is necessary
for beamforming. Therefore a good signal to noise ratio
is necessary at these frequencies. Thus the background
produced by lightnings can make it impossible to analyse
a specific air shower event.
The very sensitive electronics that are necessary in
order to measure the low radio signal from air showers
is often saturated by lightning signals. In these cases the
events cannot be used for the standard analysis.
V. CONCLUSION
The reconstructed energy of an air shower based
on radio measurements is influenced by electric fields
during thunderstorms only, and not at normal weather
conditions. This leads to a larger fraction of events
with a detected coherent signal. To obtain reliable air
shower information from the measured radio signal it is
mandatory to monitor the electric field of the atmosphere
and thus record the signatures of thunderstorms.
Another possibility to prove whether an event has
been influenced by additional electric fields or not, is the
polarization of the recorded signal. An aberration of the
measured polarization from the theoretically expected
polarization is a considerable hint to a changed emission
process. For this analysis the yet obtained statistics are
still too low. There are hardly any events taken in
thunderstorm mode that show a visible pulse in both
polarization channels.
The exact origin of the radio signal observed during
thunderstorms is not yet known for all of the different
shapes. Nevertheless it is evident that they form a strong
noise background that sometimes causes a failure of the
analysis software.
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Abstract. In a large scale antenna array for the
radio detection of cosmic rays the trigger mechanism
is one of the key features. While calling for a low trig-
ger threshold for best event acceptance, the trigger
rate of each station must be low enough to allow
for the limited capacity of wireless communications.
Additionally a low power consumption is required,
as the stations will be solar powered.
We have developed a trigger algorithm realized in
FPGA-hardware which provides an RFI-suppression
by Fourier transforming the radio signal live to
frequency domain, eliminating mono-frequent car-
riers and transforming back to time domain. This
improves the signal to noise ratio by a factor of 2.
Then a threshold is applied and cuts on particular
pulse shape parameters are performed to further
reduce the trigger rate. Finally the coincidence be-
tween neighboring antennas is built, and the event
is read out. The current status of the hardware
development and first results of test measurements
with 3 prototype antennas is presented.
Keywords: extensive air shower, radio emission, self
trigger
I. I NTRODUCTION
After the first radio measurements of extensive air
showers (EAS) with the ground-breaking LOPES ex-
periment [1], the next generation radio detector should
show its advantages compared to established detection
methods. Similar to a fluorescence detector it measures
the integrated energy deposit of the shower along its
axis, instead of a single snapshot at ground level, which
also improves the acceptance of very inclined showers.
At the same time a radio detector has the advantage of
a high duty cycle close to 100 % like a particle detector
array. To establish radio emission as a new self contained
standard detecting method, a self trigger mechanism is
essential. Some of the advantages of radio detection,
like the expected better acceptance of very inclined air
showers are only valid for a self triggered radio array.
The radio signal of an extensive air shower of a given
energy shows a steeply falling lateral distribution [2].
This requires the field strength threshold of the trigger
to be as low as possible to allow for a reasonable antenna
grid spacing. Because of these large distances between
antenna stations, the communication and data transfer
must be done wireless, which strongly limits the possible
data load and asks for a low false trigger rate. As the
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(a) Before RFI-suppression (b) After RFI-suppression
Fig. 1: Enhancement of an example shower event by applying the RFI-suppression.
radio band is traditionally contaminated with plenty of
man made noise, only a sophisticated trigger mechanism
can meet these requirements. The trigger algorithm must
mainly focus on the antenna station level to reduce
the amount of readout data as far as possible. Due to
the solar power supply of the antenna stations a low
power consumption of the trigger implementation is also
required.
II. T RIGGER APPROACH
To learn about the environmental trigger conditions,
LOPESSTAR (LOPES Self-TriggeredArray of Radio
detectors) was developed. This detector consists of an-
tennas arranged in equilateral triangles on the site of the
Forschungszentrum Karlsruhe (FZK), triggered by the
KASCADE-Grande [3] experiment. The taken data was
used to develop a suitable trigger strategy [4].
According to monte carlo simulations [5] radio emis-
sion takes place in the frequency range from few MHz up
to 100 MHz. Due to radio frequency interference (RFI),
the detection of this emission is only applicable above
the strongly used short wave band going up to 30 MHz
and below the FM radio band starting beyond 80 MHz.
However we also find lesser radio sources in the used
frequency band in between. As a first step to improve the
trigger situation we filter these mono-frequent carriers.
Therefore we Fast Fourier transform (FFT) into fre-
quency domain, where the carriers can easily be removed
by replacing the spectrum by its median. A short pulse
created by an air shower is not affected by this median
filter, as it is distributed widely over all frequencies.
After transforming the median filtered spectrum back
to time domain, the signal to noise ratio of the pulse is
improved by a factor of 2 under fair conditions, the gain
under the heavily industrialized radio-loud environment
on the site of FZK is much higher (s. fig. 1). In particular
this RFI-suppression provides a comparable situation for
the subsequent trigger, as independent as possible from
the initial recording situation.
As the RFI-suppression performs two FFTs continu-
ously at full sampling rate before the first trigger level,
it requires high calculation power and the implemen-
tation in a low power system is tricky: The incoming
Fig. 2: Illustration of the used block windowing.
continuous data stream must be divided into blocks first
to perform the FFT. To avoid leakage effect and signal
jumps at the block edges, a trapezoid window function
is applied, fading in and out the signal over the first
and last eighth of each block. After transforming into
frequency domain and back, the affected first and last
eighth of each block are dumped before glueing the
blocks together again. To conserve a continuous data
tream without gaps, the block division is done with
one quarter overlap, and the FFTs are calculated for a
factor of 4/3 more data (s. fig. 2).
The next task is to identify pulses on the such en-
hanced data. Therefore a dynamic threshold is applied.
The threshold is kept to a fixed factor above the RMS
which is calculated over a time period of some seconds.
The threshold variation is important to avoid unrea-
sonable trigger rates due to strong background noise
variations over the day, caused by the change of the
ionospheric reflectivity and the rise and descent of the
galaxies as a dominant radio noise source.
To further reduce the trigger rate, the pulse shape is
characterized by particular parameters to discriminate
shower pulses from background noise pulses. For exam-
ple measurements in combination with the KASCADE-
Grande detector show that EAS-induced pulses seem
to be shorter than 125 ns (FWHM) and have a faster
signal fall-off after the maximum than background tran-
sients [6]. Anyhow final reliable pulse shape cuts require
careful further work, as the radio emission mechanism
f EAS is not completely understood yet. Of course the
measured pulse height and shape are strongly affected
by dispersion along the analogue signal path including
antenna and filters, which must be taken into account
for the trigger decision. Fortunately our trigger approach
in principle makes it easily feasible to deconvolve such
a frequency response before triggering, as the needed
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Fig. 3: Block diagram of new electronics design
FFTs are already implemented.
If three adjacent antennas trigger within the coinci-
dence time, the event is finally accepted, read out and
stored. By varying the required maximum coincidence
time the accepted zenith-angle is set: A vertical shower
will trigger the antennas simultaneously, the maximum
trigger time difference is the antenna spacing over the
speed of light and caused by horizontal events.
III. PROTOTYPE ELECTRONICS
To verify the real-time feasibility of our trigger algo-
rithm, we used existent hardware offering 10 bit ADCs
at a sampling rate of 80 MHz connected to a Stratix I
FPGA with 40’000 logic elements. As a first step we
only use these prototype electronics to create a trigger
signal replacing the external trigger from KASCADE-
Grande. The data taking is done by our field-tested DAQ-
System.
Because of the low sampling rate, we take sub-
sampled data of the limited radio band between 40
and 80 MHz in the second Nyquist domain. Sub-
sampling still conserves full signal information, the RFI-
suppression algorithm is not even affected, the frequency
spectrum appears just mirrored. Before pulse finding,
the signal must be up-sampled to get back the original
pulse shape. With this prototype hardware we could well
prove the functionality and stability of our sophisticated
algorithm in laboratory.
However we did not find any 3-fold coincidences
corresponding to an air shower neither during three
weeks of measurement at the KASCADE-Grande detec-
tor nor during four months of data taking at the Pierre
Auger Observatory in Argentina. This is due to different
problems:
• The ADC-resolution is too low: When the analogue
amplification is high enough to guarantee numerical
stability for the background analysis, many pulses
get saturated, which renders the pulse shape analy-
sis useless.
• Our elaborate algorithm leads to about 10 W power
consumption in the FPGA. Especially during Ar-
gentinian summer inside an enclosed container the
heat dissipation was underestimated, which lead to
longer dead time of the remote stations.
• Because of the high power consumption of our
prototype setup, we depend on a power line. This
increases the radio background, in particular it
introduces plenty of radio spikes.
Nevertheless we continue measurements with the pro-
totype hardware, try different trigger variations and
improve our understanding of the radio background. For
the development of a trigger which reduced the data rate
by more than a factor of105 from permanent recording
down to less than one event per second, rare background
events can play an important role. Offline analysis of
randomly recorded background data hardly helps with
such rare background, a live test is essential.
IV. N EW ELECTRONICS DEVELOPMENT
Learning about the problems of our prototype, we
currently develop new electronics (s. fig. 3).
To improve dynamic range, we use two 12 bit Flash-
ADCs for each antenna polarization. One ADC operating
with high analogue gain, the other at low gain, they
deliver an effective 18 bit resolution in a cost- and
power efficient way. A dedicated test pulser is used to
calibrate the analogue signal path. The time resolution is
75
4 A. SCHMIDT FOR LOPES - RADIO SELF TRIGGER
improved by a high sampling rate of 180 MHz. Sampling
in first Nyquist domain not only eases the requirements
on the band filter, which can now be optimized for a
smooth phase response, but also enables data taking
in the whole available radio band from 30 MHz to
80 MHz. This should improve the signal to noise ratio,
as air shower simulations predict a more dominant radio
emission at lower frequencies [5].
The ADCs are connected to a large Cyclone III FPGA
with 80’000 logic elements. The new chip with 65 nm
structure together with a reduced core voltage delivers
a lower power consumption compared to the 130 nm
prototype. In spite of the higher clock frequency, simu-
lations predict a consumption of only 3 W. However we
pay highest attention to a decent heat management under
the rough ambient conditions in the Argentinian pampa.
These low power needs are very important for the
projected20 km2 array with 100 antennas, as all stations
will be solar powered. The expected advantage of this
remoteness is a strongly reduced interference by tran-
sients from power lines or passing cars.
Besides the actual trigger-task, the second major topic
is the wireless communication between the antenna and
the central readout station. For each pulse detected by
the antenna’s trigger, its timestamp evaluated by a GPS-
clock is sent to the central station. This task is fulfilled
by a processor implemented as soft core on the FPGA. If
the central station finds a coincidence between adjacent
antennas, it requests a readout of the event trace from
all involved antenna stations. For an improved usage of
the communication bandwidth and to avoid collisions,
we will use a time division multiple access method
(TDMA), where each station only transmits during its
particular time slice each second. This approach is for
example used for the surface detector of the Pierre
Auger Observatory. It optimizes the throughput, but also
increases the latency up to a few seconds.
As we are still learning about the radio emission
mechanism and its triggering, we want event data as
complete as possible. This includes data of antennas that
did not trigger, thus the outer ring of an event, where
the radio pulse was to faint to trigger on. Anyhow this
low pulse contains valuable information, and even if
there is no visible pulse at all, it is possible to extract
additional information by means of interferometry with
several antennas.
The possibility of reading out untriggered data is
herefore an important key-feature. Because of the high
latency of the communication, this requires a huge buffer
memory. With a ring buffer of 2 GByte we get a buffer
time of 2 s for raw data or 3 – 4 s including a half-decent
online compression. The large buffer in principle also
enables external triggering of the radio detector by a
regular surface detector to form a new type of hybrid
detection.
V. CONCLUSION
A sophisticated algorithm to trigger the radio emission
of extensive air showers was developed on shower data
recorded with an external trigger from KASCADE-
Grande. At first interfering carrier frequencies are re-
moved from the radio signal by Fourier transforming
into frequency domain, replacing the spectrum by its
median and transforming back into time domain. This
improves the signal to noise ratio by a factor of 2, and
compensates for different environments. For each signal
pulse exceeding a dynamic threshold the pulse shape
parameters are calculated resulting in a trigger decision.
If at least three neighboring antennas show an accepted
pulse within a certain coincidence time, the radio event
is finally accepted and read out.
The real-time feasibility of this trigger mechanism
was proven on prototype hardware, single design prob-
lems were identified, and the improvements are incorpo-
rated into the design of the next generation electronics.
The approach of fully reconfigurable hardware with
decent power reserves in buffer memory and FPGA
resources permits to continue the advancement of the
trigger logic not only during development, but also after
some time of data taking, when the radio detection
properties are better understood.
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Abstract. The antenna is the key component for
radio detection of cosmic air showers. For large-scale
radio detector arrays we designed a crossed polarized
short aperiodic loaded loop antenna (SALLA) with
only 100 cm diameter, less than 2 kg weight and
material cost of about 60 Euro. It is a special type of
the well-known Beverage antennas. The E-plane and
H-plane directional diagram features a wide main
lobe towards zenith with a 3 dB beam width of150o.
SALLA systematically uses internal losses by resistor
loading and their sensitivity reaches the theoretical
limit given by the omnipresent galactic noise. In re-
turn SALLA has in comparison to dipoles and other
standard antennas the widest main lobe, the lowest
calibration uncertainty, dispersion, weight, material
costs, and production time, the smallest dimension,
and the highest robustness. SALLA has practically
the same directional sensitivity in the E- and H-
plane. Thus the sensitivity is rotational invariant. The
properties of this new antenna including its delay and
transfer function are given.
Keywords: extensive air showers, radio emission,
antennas
I. I NTRODUCTION
Cosmic ray air showers produce pulsed wideband
geosynchrotron radio signals in the frequency range 10
to 100 MHz [1]. Due to man made radio frequency
interferences (RFI), see Fig. 1, the useable bandwidth
range from 30 to 80 MHz.
The necessary antenna influences the achievable band-
width, the RFI suppression, and the calibration uncer-
tainty decisively. The different types of antennas have
especially different directional diagrams (sky coverage),
frequency dependencies, noise immunity and sensitivity
to environmental conditions (e.g. conductivity, dielec-
tricity and distance to the ground). On the other hand
the antenna design has to be robust, low-cost, and easy
to assemble.
The limitation of our antenna-sensitivity to radio signals
is given in this frequency range by the galactic noise,
first time identified by Jansky 1933 [2], and solar flairs
and lightning. But the latter two are limited to short time
periods - giving no serious problem for long term radio
observation of cosmic rays. The noise level of Galactic
noise is frequency dependent [3] and limits by its field
strength value in the order of10 µV/m the sensitivity of
obersavtion to cosmic radio emission. Furthermore the
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Fig. 1: Measured radio background at Karlsruhe (dashed
line, Ka) and at Pierre Auger Observatory, Argentina
(solid line, Arg). The differences in the background are
due to overload protection outside the shown measuring
range.
noise intensity varies over the day as the galactic center
is moving through the field of view. In the framework of
LOPES (LOFAR PrototypE Station) andLOPESSTAR
a Self-Triggered Array of Radio antennas is developed.
To obtain an optimized design we explored different
types of antennas. We started with dipole like antennas,
logarithmic periodic dipole antenna (LPDA) and arrive
now at a short loop antenna derived from the Beverage
antenna [4].
II. D IPOLE ANTENNAS
Most of cosmic ray radio detectors use dipoles due to
their easy assembly and cost effectiveness. For instance
the CODALEMA [6] receiver uses short planar dipoles
or the LOPES30 [5] experiment uses inverted V-dipoles
(Fig. 2a). With a receiver bandwidth a little bit more
than one octave most of classical antenna types like
dipoles are difficult to handle, because their antenna
impedances and directional diagrams are frequency de-
pendent (Fig. 2b). Furthermore due to their double-sided
directional diagram (zenith and ground) up to 50% of the
antenna output signal may originate from reflections at
ground. Thus their characteristics change with ground
properties like humidity, conductivity, dielectricity or
distance as can be seen in Fig. 2b. The on the first
view simple and low cost dipole antennas produce a high
calibration uncertainty and possibly require at weather
changes an individual antenna calibration.
III. L OGARITHMIC PERIODIC DIPOLE ANTENNAS
(LPDA)
To avoid the uncertainties of dipolesLOPESSTAR
uses custom-built wideband directional antennas with
a single-sided directional diagram. The first approach
was the logarithmic-periodic dipole antenna (LPDA)
with crossed polarisation (east/west and north/south), see
Fig. 3a. The excellent wideband properties of the LPDA
assures an almost frequency independent directional dia-
gram, antenna gain, and impedance. Within the receiver
bandwidth the return loss in a50 Ω system is less than
15 dB. The E-plane directional diagram features a wide
main lobe towards zenith with a3 dB beam width of
100o at an average antenna gain of4 dBi (Fig. 3b).
The high side lobe attenuation in the horizontal and
backward direction suppresses man-made RFI with flat
elevations, minimizes the interactions with ground and
thus enables a very low calibration uncertainty without
individual antenna calibration. In particular this is an
important advantage for large scale radio detector arrays.
LPDAs widely fulfil all required electrical properties.
Only their overhanging dimensions of4×4×4 m3 cause
mechanical problems under harsh weather conditions
and the construction is not very cost-effective.
IV. SHORT BEVERAGE ANTENNA
Another way to design wideband directional antennas
with dimensions much smaller than the LPDA is given
by resistively loaded aperiodic antennas with internal
losses. They also have excellent wideband properties
as the resistor load dominates in comparison with
the capacitive or inductive reactance. The question is
whether internal antenna losses are tolerable or not:
In this application at frequencies below100 MHz the
noise is dominated by external noise sources. The om-
nipresent and unavoidable galactic noiseNe (Te =
5000 K @ 60 MHz [3]) is about 10 dB larger than the
internal receiver noiseNi(TRec ≈ 500 K). Thus the
effective signal-to-noise ratio SNR remains unaffected
even if antennas with internal losses are used. The max-
imum permitted antenna lossαAnt without significant
lowering of the signal-to-noise ratio is given when the
internal receiver noise remains below the attenuated
external noise, e.g.αAnt = 10 dB at 60 MHz.
For large scale radio detector arrays we designed a
crossed polarized short aperiodic loaded loop antenna
(SALLA) with only 100 cm diameter, less than2 kg
weight and material cost of about 60 Euro (Fig. 4a). It
is a special type of the well-known Beverage antennas.
The principle of the antenna with its damping resistor
responsible for the wide bandwidth is shown in Fig. 4b.
The E-plane directional diagram (Fig. 4c) features a
wide main lobe towards zenith with a3 dB beam width
of 150o which is 50o wider than the LPDA directional
pattern an thus enables enough sensitivity also for show-
rs with low elevation angles. The insensitivity to ground
properties is better than with the LPDA and enables the
lowest calibration uncertainty compared to a dipole as
the inverted V-dipole (Fig. 4c).
SALLA is designed to achieve the minimum required
gain even at the sole presence of galactic noise (Fig. 5).
At the additional presence of man-made noise in a
rural environment like the Pierre-Auger-Observatory the
antenna gain is about5 dB above the required minimum.
V. A NTENNA DELAY AND DISPERSION
Due to the passive antenna design the LPDA but
also SALLA may be used for both transmitting and
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(a) (b)
Fig. 2: (a) Inverted V-dipole, and (b) its calculated E-plane directional diagram in dBi at 2.5 m height above ground
for free space, and rocky, dry, wet, and plashy ground (with a dielectricity constantǫ = 1, 3, 15, 30, 80).
(a) (b)
Fig. 3: (a) Logarithmic Periodic Dipole Antennas (LPDA), (b) its E-plane directional diagram as in Fig. 2b.
(a) (b) (c)
Fig. 4: (a) Short Aperiodic Loaded Loop Antenna (SALLA), (b) its principle, (c) and its E-plane directional diagram.
receiving. Thus the antennas may be calibrated with
the two-antennas-method with high accuracy without the
need of a reference antenna. Using a vector-network-
analyzer the antenna gain but as well the antenna phase-
response and group-delay were analysed and used for
e receiver calibration spanning the whole signal path.
With the LPDA lower frequencies have a higher delay
than frequencies at the upper band limit resulting in
a dispersion of30 ns. That is due to the different
path lengths at different frequencies: Lower frequencies
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Fig. 5: Minimum required antenna gain without sig-
nificant lowering the signal-to-noise ratio for external
galactic noise (grey) and for man-made noise (black:
rural environment) including a characteristic noise of
the preamplifier of2 dB. Frequency dependent galactic
noise temperatures are derived from [3].
(longer wavelength) have to pass through the dipole
structure to reach the corresponding longest dipole sticks
and then have to run back to the feed point via the centre
wave guide. The SALLA delay response remains widely
constant with a delay of5 ns and a dispersion of5 ns
only. Thus the minimal linear distortion of the pulse
shape is achieved with SALLA. These delays have to
be included for a precise analysis of the data.
VI. FLATNESS OF ANTENNA TRANSFER FUNCTION
MATCHED-FILTER DESIGN
The antenna transfer functionTA(f) is the ratio of the
antenna output voltageUA to the electric field strength
| ~E|. Its dimension is a length, the so-called effective
antenna length. The received power P may be calculated
by the Poynting vector|~S| = | ~E × ~H | = E2/η0 and
the effective antenna planeAW = GA(f)2λ2/4π and
is fed via the output voltageUA to the receiver input
impedanceZ0.
P = S · AW =
E2 · GA(f) · c
2





with the wavelengthλ, the vacuum impedanceη0, the
magnetic field H, the speed of lightc, and the antenna
gain related to the isotropic radiatorGA(f). From eq. 1






Z0 · GA(f) · c2
η0 · 4π · f2
(2)
As both the cosmic radio pulse frequency spectrum
and the external noise frequency spectrum decrease at
increasing frequencies with similar shape a matched-
filter design requires an approximately flat amplitude
frequency response [7]. A flat antenna transfer function
TA(f) is not achieved by a frequency independent con-
stant antenna gain but with an antenna gain increasing
with frequencyGA(f) ∼ f2 (eq. 2).
This is well fulfilled with the SALLA design (Fig. 5).
Thus a constant signal-to-noise ratio is enabled over
the full frequency range. The LPDA with its widely
constant antenna gainGA(f) ≈ const. ≈ 4 dBi
(Fig. 3b) produces a transfer functionTA(f) with a 1/f
characteristic (eq. 2), corresponding to an integration in
the time domain. This emphasis of lower frequencies
does not fulfil the matched-filter condition and thus
has a suboptimal signal-to-noise ratio, if no amplitude
frequency response correction is done.
VII. D ISCUSSION
The comparison clearly shows that the dipole antennas
(as planar or inverted V dipoles) are not very well suited
for the radio detection of cosmic ray air showers in large
scale radio arrays, if they are mounted on poles with a
distance of about2.5 m from the ground and because
their dependence from environmental conditions, such
as wetness of the ground, changes their calibration by
more than10 dB. These environment conditions cannot
be neglected. As conclusion of these calculations and
measurements it results, that antennas with no reason-
able backward suppression, as dipoles, are not very
simple to handle in a calibrated radio experiment with
changing conductivity and dielectricity constant of the
ground. The required low calibration uncertainties and
frequency independent directional diagrams could be
achieved more easily with wideband directional anten-
nas, like the LPDA or SALLA. While the LPDA is a
conservative approach with a high gain reserve of10 dB
related to the minimum required antenna gain, SALLA
systematically uses internal losses by resistor loading
and their sensitivity reaches the necessary theoretical
limit given by the omnipresent galactic noise. In return
SALLA has the widest main lobe, the lowest calibra-
tion uncertainty, dispersion, weight, material costs, and
production time, the smallest dimension, and the highest
robustness. SALLA has practically the same sensitivity
in the E- and H-plane and a flat transfer function from
the field strength inµV/m to the detected voltage in the
receiver. In the range of a few dB it is still possible to
enhance the sensitivity of the SALLA by its size and a
more elaborated preamplifier.
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Abstract. Using a large set of CORSIKA simu-
lated extensive air showers at energies 1017–1020 eV,
we discuss universality features of electron and
positron distributions in very-high-energy cosmic-
ray air showers. A study of these distributions as
a function of particle energy, vertical and horizontal
momentum angle, lateral distance, and time distri-
bution of the shower front reveals that most of them
depend only on the depth relative to the shower max-
imum and the number of particles in the cascade at
this depth. We empirically derived parameterizations
for these distributions, allowing direct access to a
realistic description of electron–positron quantities of
extensive air showers at very high energy. Data analy-
sis and simulations of electromagnetic effects such as
Cherenkov radiation, fluorescence signal, and radio
emission can benefit from these parameterizations.
Keywords: Extensive air showers; electron distri-
butions; Shower front structure
I. INTRODUCTION
Secondary radiation effects in extensive air showers,
including atmospheric fluorescence, Cherenkov light and
radio signal, primarily depend on the distributions of
electrons and positrons in extensive air showers. Here,
we investigate dependence of these distributions on
energy, species, and zenith angle of the primary particle
and on the evolution stage of the shower, extending the
concept of universality from previous studies [1, 2, 3, 4,
5].
II. METHOD
Electron and positron distributions in the atmosphere
were studied through CORSIKA simulations [6] for pro-
tons, photons, and iron nuclei at primary energies of
1017, 1018, 1019, and 1020 eV. For each combination
of primary particle and energy, showers with zenith
angles of 0, 30, 45, and 60o were calculated. Non-
vertical showers were injected from different directions
to accommodate deviations due to the geomagnetic field.
Each parameter set was repeated 20 times, amounting to
a total of 3840 simulated showers.
We describe electron and positron distributions in
terms of relative evolution stage t, defined in terms of the
depth relative to the slant depth Xmax where the number
of particles in the air shower reaches its maximum:
t ≡ X −Xmax
X0
, (1)
where X0 ' 36.7 g/cm2 is the radiation length of
electrons in air. Describing a set of showers in terms
of this quantity rather than X or shower age s leads to
a higher degree of universality [7, 8].
The total number of particles in the air shower cross-
ing a plane at level t perpendicular to the primary’s











as the normalised differential number of particles with
respect to some variables µ and ν, with dimension [µ]−1
and [ν]−1, respectively.
III. ENERGY SPECTRUM
From cascade theory, the energy spectrum of electrons
and positrons as a function of shower age takes an
analytical form as derived by Rossi & Greisen [9]; a
thorough previous study of this parameterization was
done by Nerling et al. [4]. Loosely translating this
description in terms of t, we replace the equation by





where ε is the energy of a given secondary particle in
the shower, and ε1,2 depend on t. We have performed
a fit to this function for electrons, positrons and their
sum, indirectly providing a description of the negative
charge excess of extensive air showers as a function of
evolution stage and secondary energy. In these fits the
exponent γ1 was fixed at γ1 = 2 for positrons and γ1 =
1 for both electrons and the total number of particles.
The parameters for all three cases are explained in [8].
When applied to showers initiated by different species
at different energies, the energy distribution (4) is re-
constructed accurately. This is shown in Fig. 1, where
the simulated energy distributions are compared to their
parameterizations for evolution stages t = 0 and t = 6.
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Fig. 1. Average energy distribution for different evolution stages
t = 0 and t = 6 for electrons (marked e−), positrons (e+), and
their sum (e±). Background curves represent simulated distributions
for different primaries (p, Fe, and γ) and energies (1017, 1018 and
1019 eV). The corresponding parameterized distributions from (4) are
plotted on top (dashed).
Fig. 2. Normalised average electron distributions n(t = 0; ln ε,Ω)
(solid) for 20 proton showers at 1018 eV with 3σ statistical error
margins (filled area). For each energy, corresponding parameterizations
according to [8] are also drawn (dashed).
IV. ANGULAR SPECTRUM
The angular distribution of particles is an important
factor for observations with Cherenkov and radio tele-
scopes. Fig. 2 shows the average angular distribution
of particles at 1018 eV as a function of the angle
between the shower axis and the particles’ direction θ.
To compensate for the increase in solid angle with
rising θ, the distribution plotted here was divided by
sin θ.
Since the majority of all electrons and positrons stays
close to the shower axis, we focus on this part of the
distribution. From Fig. 2, it is clear that there is a plateau
Fig. 3. Normalised average electron distributions n(t = 0; ln ε, φ)
(solid) for 20 proton showers at 1018 eV with 3σ statistical error
margins (filled area). Consecutive curves are shifted up by 0.005 to
distinguish them better; curves for 1 MeV are at the actual level. For
each energy, corresponding parameterizations according to [8] are also
drawn (dashed).
close to the shower axis at all energies and a sharp drop
at a certain angle that depends on secondary energy.
Angular distributions were found to be independent
of shower stage, as noted earlier [2, 4, 10]. In addition,
no dependence on incidence zenith angle or primary
energy was found. Looking at different primary species,
universality seems somewhat less convincing: spectra
for heavier primary species tend to be wider at higher
electron energies. The effect is too small to detect,
however. The universality with respect to t allows one to
parameterize this distribution as a function of two phys-
ical quantities only: momentum angle and energy [8].
Because our simulations have no sensitivity in the
azimuthal direction by design, no dependence on the
geomagnetic field could be determined. Previous work
has shown that the effect on the angular distribution is
probably small, but not negligible [1, 11]. As accuracy
of simulations has rather improved since these studies
were carried out, it would be worthwhile to investigate
the effect of the geomagnetic field in greater detail.
V. OUTWARD MOMENTUM DISTRIBUTION
Let us define φ as the angle of a particle momentum
vector projected in the plane perpendicular to the shower
axis with respect to the outward direction, such that φ =
0o for a particle moving away from the shower axis,
and φ = 180o for a particle moving towards it. We will
refer to this angle as the horizontal momentum angle.
For radio measurements, which involve geosynchrotron
radiation, this horizontal momentum angle spectrum has
to be taken into account [8].
Average simulated distributions n(t; ln ε, φ) at t = 0
are plotted in Fig. 3 for 20 showers. We observe that
high-energy particles tend to move outward more than
lower-energy particles. This can be explained by consid-
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Fig. 4. Normalised average electron distributions n(t = 0; ln ε, lnx)
(solid) for 20 proton showers at 1018 eV with 3σ statistical error
margins (filled area). For each energy, corresponding parameterizations
according to [8] are also drawn (dashed). Consecutive sets are shifted
up by a factor of 10.
ering the collisions in which high-energy electrons and
positrons are created, as they primarily occur close to
the shower axis. Hence reaction products are transported
away from the shower core due to their transverse
momenta. Electrons and positrons with lower energies,
on the other hand, are also created further away from
the shower core.
No significant dependencies on incident zenith angle,
primary energy, and primary species were found, so the
horizontal momentum angular spectra are universal. Ad-
ditionally, the shape of the distribution does not change
significantly for ε > 2 MeV when only electrons or only
positrons are considered. There is some dependence in
terms of t, however: the distribution appears to soften
with evolution stage. This effect can be explained from
the expanding spatial structure of the shower with age.
VI. LATERAL DISTRIBUTION
When looking at the lateral distribution of electrons
and positrons in terms of the lateral distance r from the
shower axis, one has to compensate for differences in
atmospheric density at the individual values of Xmax by
expressing the lateral distance in terms of the Molière
unit rM, defining x ≡ r/rM [12].
For different values of ε, the normalised average
lateral particle distribution at t = 0 is shown in Fig. 4 as
a function of this quantity. As expected, particles with
higher energies tend to remain closer to the shower axis.
This agrees with the observation that the angle of their
momentum to the shower axis is smaller.
We found no statistically relevant dependence of the
lateral distribution on zenith angle of incidence, nor does
it change when electrons or positrons are considered
separately, except at energies ε < 10 MeV. There is,
however, a significant effect with shower stage: older
showers tend to be wider at the same secondary energy.
Therefore, unlike in the case of angular distributions,
in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also
a minor effect of the energy of the primary on the
distribution, but this is only appreciable for secondary
energies of ε > 1 GeV.
From Fig. 4 it is observed that each curve is a combi-
nation of two separate contributions. The left peak, the
shape of which does not depend significantly on primary
energy or species, is produced through cascading steps
of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species,
and tends to be less prominent for photon primaries, as
for these species there is no significant contribution from
the pion production channel. For hadronic primaries it is
more significant, especially at higher secondary energies
of ε > 100 MeV. The magnitude of the variation between
different species does not change with t, but its lateral
position does slightly.
Theoretically, one could use this difference in lat-
eral distribution to differentiate between primaries on
a shower-to-shower basis. But in practice, appreciable
difference in density only occurs at high energies and at
some distance, implying that the total electron density
in the region of sensitivity would be very small. Addi-
tionally, the effect does not appear at the same distance
for different electron energies, washing out the feature
when an integrated energy spectrum is measured.
VII. DELAY TIME DISTRIBUTION
Let us define the delay time ∆t of a particle as the
time lag with respect to an imaginary particle continuing
on the cosmic-ray primary’s trajectory with the speed of
light in vacuum from the first interaction point. In the
distribution of these time lags we must again compensate
for differences in Molière radius to obtain a universal
description by introducing the variable τ ≡ c∆t/rM,
where c is the speed of light in vacuum. The normalised
average particle distribution at the shower maximum for
different values of ε shows a striking resemblance to the
time lag distribution to the lateral particle distribution.
This similarity is a direct result of the non–planar shape
of the shower front as discussed in the next section.
Therefore, every characteristic in the lateral distribution
will have an equivalent in the time lag distribution. The
dependencies on primary energy, species, and angle of
incidence closely follow those observed in the lateral
distributions in every aspect. This includes the behaviour
of the second bulge with primary species. Pion-decay-
initiated electrons and positrons are again responsible
for the emergence of this peak.
VIII. SHAPE OF THE SHOWER FRONT
The similarity between the lateral and delay time
distributions of electrons and positrons as investigated in
the previous sections is the result of the spatial extent of
an air shower at a given time. It makes sense, therefore,
to investigate the physical shape of the shower front by
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Fig. 5. Average electron distributions n(t = 0; lnx, τ) (solid) for
20 proton showers at 1018 eV with 3σ statistical error margins (filled
area). For each distance, corresponding parameterizations from [8] are
drawn as well (dashed). Best-fit Γ-pdfs [13] are also plotted (dotted).
looking at the dependence of the distribution on lateral
and delay time simultaneously.
The average shower front shape n(t; lnx, τ) for
20 showers at the shower maximum is displayed in Fig. 5
for different distances from the shower core. Though the
low number of particles leads to larger fluctuations of
the distributions at high distances, the behaviour clearly
does not change significantly for x > 3.
No significant dependence of the shower front shape
on incidence angle or primary energy was found for
x < 15. There are fluctuations with evolution stage,
however: as the shower evolves, the entire distribution
shifts to the left. This effect can be explained from
the increasing spatial structure of the shower with age,
allowing one to estimate Xmax from the arrival times
of the particles. We also found a non-negligible depen-
dence of the delay time on primary species, which is
comparable in nature to the effect of evolution stage.
The dependence of the distribution on both species
and evolution stage can be removed almost entirely for
distances of 0.03 < x < 15 by applying a simple
exponential shift in τ . Additionally, the distributions
shown are integrated over energy. Therefore, the shape
of the distribution changes when electrons or positrons
are considered separately, since their energy distribution
is different as well.
The shower front is sometimes approximated as a
spherical shell. Close to the shower core, we then expect
τ ∝ x2. Going out, the slope should then decrease
slowly to a linear relation as x approaches the pre-
sumed curvature radius. This spherical shape does not
correspond to the situation in our simulations. In the
innermost region, we find τ ∝ x1.79. Further out, there
is an abrupt transition around x ' 0.3 to τ ∝ x1.45.
IX. CONCLUSION
Analysis of a library of CORSIKA-simulated extensive
air showers shows that, to a large extent, their elec-
tron–positron distributions show universal behaviour at
very high energy, making them dependent on only two
parameters: the atmospheric depth Xmax and the total
number of particles Nmax present in the shower at this
depth. The entire structure of the shower follows directly
from these two values.
Some exceptions to the universality hypothesis were
found. Theoretically, these non-universal features can
be employed to distinguish primaries on a shower-to-
shower basis. In real experiments, however, this would
be a difficult task because the effects are very subtle.
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Abstract. Atmospheric electric fields can have an
influence on the development of extensive air showers
and the radio emission they emit. For the radio
detection of air showers it is of vital importance to
know the magnitude of this effects and the weather
conditions under which it becomes significant.
The physical mechanism that produces the ampli-
fied radio pulses is investigated and simulated in two
steps. The first step is simulation of the development
of air showers in the presence of a background
electric field with an upgraded version of CORSIKA.
The second step is simulation of the radio emission
of air showers in electric fields. The radio simulation
code REAS2 is extended with a routine describing the
trajectories of charges in an electromagnetic field.
Keywords: air showers - radio emission - atmo-
spheric electric fields
I. I NTRODUCTION
The electrons and positrons in extensive air showers
are separated in the geomagnetic field, giving rise to
a detectable radio signal [1]. This radiation can be de-
scribed in terms of geosynchrotron emission [2] and can
be simulated with the Monte Carlo code REAS2 [3][4],
which calculates the radio emission of particles from air
showers produced with CORSIKA [5]. Alternatively, the
radio signals can be analytically derived in terms of a
time dependent transverse current [6][7].
Already in the 1970s it was discovered that the radio
pulse of an air shower may be larger than anticipated
when strong electric fields are present in the atmosphere
[8]. Using LOPES data recorded during various weather
types it was shown that an amplification of the radio
pulse can occur during thunderstorm conditions [9]. In
another study it was shown that the arrival direction
reconstructed with radio data and particle detector data
can differ by a few degrees during thunderstorms [10].
In this work, we simulate the influence of a back-
ground electric field on the development of air showers
and their radio emission with CORSIKA and REAS2.
In fair weather, i.e. atmospheric conditions in which
electrified clouds are absent, there is a downward electric
field present with a field strength of∼ 100Vm−1 at
ground level. The field strength decreases rapidly with
altitude and has values below 10 Vm−1 at altitudes
of a few hunderd meter and higher. Most clouds can
typically gain field strengths of a few hundred Vm−1.
Nimbostratus clouds, which have a typical thickness
of more than 2000 m can have fields of the order of
10 kVm−1. The largest electric fields are found inside
thunderstorms, where locally field strengths can reach
values up to 100 kVm−1. In most clouds this field is
directed vertically, but thunderclouds contain complex
charge distributions and can have local fields in any
direction. Thunderclouds can have a vertical extent of
∼ 10 km [11]. In this work, we use the convention that
a positive field points downwards and accelerates the
positrons. In the all simulations presented a homoge-
neous background field is used.
The electric field can influence the radio signal of air
showers in several ways. First, the spatial and energy
distribution of the electrons and positrons can be altered.
Depending on the electric field direction, the electrons
are accelerated or slowed down, while the positrons
experience the opposite effect. The direction of the parti-
cles could also change. Second, the emission mechanism
itself is different because the acceleration of particles by
the transverse component of the electric field is added
to the transverse acceleration due to the magnetic field.
Another issue related to the electric field is the
suggestion that air showers of sufficient energy can
start an avalanche of runaway electrons in thunderstorm
electric fields. Ionization electrons that are produced in
collisions of shower particles with air molecules are
accelerated in the thunderstorm electric field and can,
under the right conditions, gain enough energy to ionize
further molecules, an effect described by Gurevich et
al. [12]. In thunderstorm research the field strength that
can support such avalanches is known as the breakeven
field, described in Marshall et al. [13]. In their work, the
authors present thunderstorm measurements which show
that lightning often occurs when the thunderstorm field
exceeds the breakeven field, suggesting that runaway
electron breakdown plays a role in lightning initiation.
By providing seed electrons for avalanches, air showers
from cosmic rays may play an important role in thunder-
storm dynamics. The runaway breakdown process can
also explain the observation of X-ray and gamma ray
emission coming from thunderstorm clouds [14] in terms
of bremsstrahlung emitted by the runaway breakdown
electrons [15].
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II. CORSIKA RESULTS
Electromagnetic interactions are simulated by the
standard CORSIKA (version 6.720) routines to treat
electromagnetic particles. These routines are taylor-
made versions of the EGS4-code [16] adapted to the
barometric atmosphere with a density decreasing expo-
nentially with increasing altitude. All possible interac-
tions are considered and a proper treatment of ionization
energy loss and multiple scattering is performed.
By including some suitable extra statements into the
transport routine ELECTR for e+/− particles the effects
of an external electrical field are taken into account
which causes an acceleration (energy gain rsp. loss) for
particles moving parallel to the field and a deflection
for those moving perpendicular to the field. A suitable
limitation of the transport step length guarantees small
changements of the particle movements to neglect higher
order effects on the particle traces. By these means the
energy gain/loss in the electrical field and the ioniza-
tion energy loss can be treated independently for each
transport step.
In our simulations we use the high-energy hadronic
interaction model QGSJET-II [17] and for low-energy
hadronic interactions we use UrQMD 1.3cr [18]. We use
the “thinning” option with thinning at10−7 level and
optimized weight limitation [19] to keep the computing
times below a tolerable level.
When simulating showers with the same primary par-
ticle but different random seeds fluctuations will occur
from shower to shower. Most importantly the altitude of
the first interaction varies, but also the location of the
shower maximum, for example, is dependent on number
of particles that are produced in the first interaction,
and the energy distribution of these particles. Because
we are investigating the effect of a background electric
field on the shower development we want to suppress
the shower-to-shower fluctuations. Therefore, we use
CONEX [20] to make 100 proton shower simulations
of the same primary energy and direction. From these
100 simulations we select a shower with a large number
of secondary particles in the first interaction and a fairly
typical longitudinal shower profile. CONEX produces
a file that lists all secondary particles after the first
interaction and their momenta, which can be used as an
input stack for CORSIKA using the STACKIN option.
With a CONEX stack of particles created at the first
interaction instead of one primary particle as input,
different random seeds will produce much smaller vari-
ations. For each shower configuration we have selected
a CONEX input stack and used this to produce ten
showers with different random seeds. In the following
plots of shower evolution we plot the mean value of
these ten showers and one sigma error bars. Because
the fluctuations between simulations are very small with
this approach, we are more senstitive to changes that are
introduced by the background electric field.





























Fig. 1: Number of electrons and positrons as a function
of atmospheric depth for a vertical 1016 eV proton
shower. The different colors correspond to different
background electric fields. In a field of±100 V/cm, the




























Fig. 2: Number of electrons as a function of atmospheric
depth for vertical proton showers of several energies in
a background electric field of -1000 V/cm. For each
energy the lower line represents the shower development
in the absence of a field. The vertical solid line marks the
altitude at which the electric field equals the breakeven
field.
to get information on electron and positron distributions
t 50 layers evenly distributed in atmospheric depth
along the shower axis. At each layer histograms are
written out, containing information on the position and
momentum of the shower particles.
Fig. 1 shows simulation results for a vertical1016 eV
proton air shower. The number of electrons and positrons
is plotted as a function of atmospheric depth. The red
(solid) lines correspond to the absence of an electric field
and the green (dashed) and blue (dotted) lines to fields of
100 V/cm and -100 V/cm respectively. The variations are
within the 1 sigma error bars. No significant influence of
th electric field on the shower development is observed
for this field strength. For fields that are larger by one
order of magnitude, however, the influence can be huge.
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Fig. 2 shows the shower development in an electric
field of -1000 V/cm (accelerating the electrons) for
several shower energies. For each energy the lower
line represents the same shower in absence of a field.
Above the altitude in which the electric field equals the
breakeven field [13] an explosive increase in the number
of electrons can be seen (note we switched to logarit-
mic scale). High up in the atmosphere the increase of
electrons is nearly exponential. Interestingly, the largest
electron content is reached by the shower that had its
primary interaction highest up in the atmosphere, not
the shower with the highest primary energy. The latter
does have the most electrons at lower altitudes, where
the breakdown process has stopped and the electrons are
injected by pion decay. High up in the atmosphere, the
number of electrons increases exponentially reaching a
turnover point atX ≈ 300 g/cm2, where the electric
field is about twice the breakeven field. Note that the
point of first interaction for the showers of different
energies is random due to the way we selected our
showers, and does not follow the dependence of mean
first interaction height on primary energy.
An electric field of +1000 V/cm (accelerating the
positrons) also strongly influences the energy distribu-
tion of positrons and electrons. At some energies the
shower can have a positive instead of negative charge
excess [21]. In principle, a shower could trigger an
upward electron avalanche in such a field, but this does
not show up in our simulation as we do not track upgoing
particles.
III. REAS2 RESULTS
REAS2 [4] is a Monte Carlo code that calculates
the geosynchrotron emission from air showers that are
simulated with CORSIKA. For input it uses the his-
tograms produced with COAST. From these distributions
REAS2 picks particles, follows a small part of their
trajectories and calculates the associated radio emission.
In order to do this, an analytic expression for the particle
trajectory has to be implemented which gives the particle
momentum and acceleration at various points of the
trajectory. The electric field effect is included in REAS2
by implementing the equations of motion for a charge
inside a homogeneous electric and magnetic field which
are under some angle.
The radio emission of air showers is driven by the
deflection of electrons and positrons in the magnetic
field. When an electric field is present, its contribution
to the total radiation can be approximated by comparing
the perpendicular component of the electric force to the
Lorentz force. Changes in radio pulse height due to
an electric field are of the same order of the original
pulse height whenE⊥ ∼ cB⊥. For the geomagnetic
field strength in central Europe ofB ∼ 0.5 G, this
means an electric field of the order of 100 V/cm can
alter the radio pulse height significantly, while fields
of the order of 1000 V/cm can dominate the emission














































































Fig. 3: Radio pulses for an inclined shower (60 degrees
zenith angle) of 1016 eV propagating towards the north
in the presence of electric fields of 100 V/cm (left
panel) and 1000 V/cm (right panel). The polarization
of pulses in the NS, EW andz directions are shown
for an observer located 35 m north of the shower core.
Thick lines correspond to simulations in which the
electric field effect is switched on in both CORSIKA and
REAS2. Thin lines correspond to simulations in which
the electric field routine is only switched on in REAS2.
affects the various contributions. In a shower that prop-
agates parallel to the electric field the charges undergo
only linear acceleration, for which the radiation field is
suppressed by a factorγ. In a shower that propagates
parallel to the magnetic field the charges experience only
a small Lorentz force, leading to a small radio pulse. For
such showers an electric field can have a relatively large
influence.
For a single particle, the radio emission is strongly po-
larized in the direction of the perpendicular component
of its acceleration. For the radiation fieldA of particle
in an electric fieldE and magnetic fieldB we therefore
find:
A ∝ (E − (E · n̂)n̂) + c (n̂ × B) , (1)
wheren̂ is the direction of motion of the particle andc is
t e speed of light. The characteristics of the polarization
of the radio emission of full showers, can be roughly
xplained with this equation.
Fig. 3 shows radio pulses for an observer 35 m
orth of the shower core for a shower with a zenith
angles of 60 degrees propagating towards the north. The
three polarization components of the radiation field are
plotted separately: north-south (NS), east-west (EW) and
vertical (z). For a field of 100 V/cm (left panel) the extra
electric field contributions are of the order of the original
pulse amplitude, which is to be expected sinceE and
cB are of the same order of magnitude. The polarization
properties of the shower radio pulse can be understood
i terms of Eqn. 1. Particles propagating towards the
north are deflected in the EW direction by the magnetic
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field, while the electric field deflects the particles in the
NS-z plane. The electric and magnetic acceleration give
a contribution to the radio pulse in the corresponding
polarization directions.
In this particular case, the polarization directions of
the electric and magnetic contributions are orthogonal,
but this is only true for a shower propagating towards
the north or south. In general, the angle between the
polarization directions of the two contributions depends
on the direction of the shower propagation and the
location of the observer. In most cases, the polarization
of an air shower radio pulse that has been significantly
influenced by an electric field, will be different from a
“regular” geomagnetic pulse. For showers propagating
towards the east or west, the polarization of the two
components is in the same direction, and it not possible
to recognize an electric field contribution by studying
the polarization only.
In an electric field of 1000 V/cm, whereE ≫ cB,
pulses could be produced that are an order of magnitude
larger in amplitude than the pulses in the absence of an
electric field. Indeed, in the right panel of Fig. 3, such
behaviour is visible, but only for the thin lines, which
represent a simulation in which electric field effects are
only taken into account in REAS2 and not in CORSIKA.
When the CORSIKA electric field routine is switched
on, the pulse amplitudes in the NS andz plane drop
by an order of magnitude. In the EW plane, the pulse
amplitudes are even smaller than the pulse amplitude in
absence of an electric field. The reason for this drop in
pulse amplitude is the direction of motion of the shower
electrons and positrons. In a strong field the charges are
deflected strongly into the electric field direction. For
inclined showers in a vertical electric field, this means
that the particles only move into the direction of an
observer close to the shower axis for a much shorter
part of their trajectories, and less radiation reaches this
observer.
Instead, the particles that are deflected into the (verti-
cal) electric field direction will radiate towards different
locations on the ground, but these contributions spread
out over a large area and will nowhere give emission of
significant intensity.
A large production of runaway electrons, such as
shown in Fig. 2, will produce additional radio emission
that is not simulated in REAS2. The radio emission that
is associated with this pulse of runaway electrons is
calculated in Gurevich et al. [22] for a vertical shower.
Such pulses have a characteristic frequency of 1-10
MHz, and can be much stronger than the pulses we
simulate. Detection of such pulses are reported by the
Tien-Shan experiment [23]. The timescale of runaway
breakdown radio pulses is of the order of microseconds,
while the geomagnetic radio pulse is of the order of tens
of nanoseconds. In the latter case the pulse is shortened
because the the radio waves and particles travel in the
same direction, with almost the same speed.
IV. CONCLUSIONS
• For most weather conditions, atmospheric electric
fields are not strong enough to significantly influ-
ence the radio emission from an air shower. The
duty cycle of radio detection of air showers is
therefore very high. The technique is reliable in
determining the shower energy under all weather
conditions except thunderstorms.
• The radio emission of air showers that pass through
thunderstorms can be severely influenced by the
electric fields present inside the cloud.
• Some other types of clouds, most notably nimbo-
stratus, can contain electric fields with strengths
approaching those of thunderstorm electric fields.
Although no examples were found in experimental
data, we cannot exclude the possibility that such
clouds could also have an effect on the radio
emission of air showers.
• Pulses that have been influenced by an electric field
generally show polarization properties different
from pulses that are produced by a pure geomag-
netic effect. Polarization measurements therefore
contain information of the electric field strength and
polarity at a region around the shower maximum.
• An avalanche of runaway electrons can be trig-
gered by an air shower in electric fields exceeding
the breakeven field, possibly leading to lightning
initiation. The associated fast change in charge
distribution can cause strong radio emission.
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Abstract. From CORSIKA and REAS2 simulations
of geosynchrotron radio emission in extensive air
showers at 1017 to 1020 eV, we present an empirical
relation between the shape of the radiation front
and the distance from the observer to the maximum
of the air shower. By analyzing the relative arrival
times of radio pulses at several radio antennas in
an air shower array, this relation may be employed
to estimate the depth of maximum of an extensive
air shower if its impact position is known, allowing
an estimate for the primary particle’s species. Vice
versa, the relation provides an estimate for the impact
position of the shower’s core if an external estimate
of the depth of maximum is available.
Keywords: Extensive air showers; Geosynchrotron
radiation, Shower front curvature
I. INTRODUCTION
Lately, there has been a surge of efforts toward
the detection of extensive air showers by means of
the electromagnetic pulse of geosynchrotron emission
emitted by the shower particles [1, 2]. This observational
technique allows one to look all the way up to the shower
maximum, as there is hardly any attenuation of the
signal. It has been shown previously [3] that the position
of the maximum of inclined showers can be derived from
the lateral slope of the electric field strength at ground
level. Here, we use delays in the arrival time of the signal
at different positions on the ground to estimate the value
of the depth of maximum and the impact position of the
shower core.
II. METHOD
Electron and positron distributions at different at-
mospheric depths were obtained from an air shower
library [4] produced with CORSIKA simulations [5] and
the COAST library [6]. Photon, proton, and iron-initiated
air showers at energies of 1016 to 1020.5 eV, incident
from zenith angles up to 60o were simulated.
A random sample of ∼ 700 simulations from this
library was used to calculate the radio signal emitted by
these airs showers. The REAS code version 2.58 [7, 8]
was used to obtain geosynchrotron pulses associated
with each air shower simulation. Antennas were placed
on a radial grid at distances of 35 m to 1500 m with
intervals of 80–300 m, with one antenna every 45o.
The magnetic field was taken to match values in
northwestern Europe at a field strength of 49 µT and
a declination of 68o in all simulations. The altitude
of the detector array was fixed at 100 m above sea
level or a vertical equivalent atmospheric depth of X '
1024 g/cm2.
III. PARAMETERIZATION
One has to compensate for projection effects for
showers hitting the detector at an angle. Let θ0 and φ0
be the zenith and azimuth angle at which the primary
particle enters the atmosphere. For a radio antenna a
distance d on the ground away from the shower core in
the direction δ with respect to the incidence angle φ0,
the perpendicular distance r to the shower core is
r = d
√
1− cos2 δ sin2 θ0. (1)
The delay τ , converted to length units by multiplying
with the speed of light in vacuum, is defined as the lag
of the peak strength of the radio signal with respect to
the arrival time at the shower impact location. It can be
written as
τ = t+ d cos δ sin θ0, (2)
where t(r, δ) equals the delay caused by the non-planar
shape of the shower front expressed in length units. We
have included these geometrical compensations in the
analysis throughout this paper.
If the particle front is a spherical shell, so will the
expected shape of its emitted radio signal be. The delay t
can then be written in terms of the distance to the center








where the approximation holds for r  R. It was
shown previously, however, that the assumption of a
spherical shower particle front is unrealistic for large
air showers [9]. Therefore, the shape of t as a function
of r is expected to be different, too.
Analysis of our simulations reveals that, to first order
approximation, these delays can be described by the
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parameterization
t = R1−α−1/β1 r
α(R+R0)1/β . (4)
The distance R + R0 represents the distance from the
observer to a virtual source from which the air shower
originates. This total distance is subdivided into R0,
representing the distance from the point of origin to
the shower maximum, and R, which is the distance
from the shower maximum to the observer. R can be
converted unambiguously to a value of Xmax. The value
of R0 is fixed at 6 km. R1 is a scale parameter, the
exponent of which was chosen to match the dimension
of t (distance).
The parameters in the above relation do not depend
significantly on either primary energy or zenith angle
other than through the respective influences on the depth
of the shower maximum. This is expected, because
the particle distributions responsible for the radiation
do not exhibit any dependence on these parameters
either [10, 9]. Though the values for R0, α, and β
depend on the orientation of the shower with respect to
the magnetic field, the effect of this dependence is much
smaller than that of the average statistical variation in
showers. Therefore, we will therefore limit geometrical
dependence to the angle δ only. A fit to the simulated
pulse lags in the region 40 m < d < 750 m yields the
following overall best-fit parameters:
R1 = 3.87 + 1.56 cos(2δ) + 0.56 cos δ (in km),
α = 1.83 + 0.077 cos(2δ) + 0.018 cos δ, (5)
β = −0.76 + 0.062 cos(2δ) + 0.028 cos δ.
The cos(2δ) terms in these equations reflect the asymme-
tries in the east-west versus north-south direction. Note
that α < 2 for all δ, confirming the non-spherical shape
of the wave front.
In a typical array of radio antennas, the delays τ
can be determined accurately: using modern equipment,
resolutions down to a few ns can be achieved. We can
use the delay values to employ our parameterization in
two ways: if the position of the shower core is known
accurately by scintillator measurements, we can use it
to estimate the distance to the shower maximum. If, on
the other hand, an estimate for the depth of maximum
is available, the position of the shower core can be
reconstructed. We will discuss these approaches in detail
in the following.
IV. DETERMINING DEPTH OF SHOWER MAXIMUM







to reconstruct the distance to the shower maximum.
Using this equation, the reconstructed distance to the
shower maximum is plotted versus the simulated value
in the left panel of Fig. 1. Each point in this plot
represents the reconstructed value of R for one shower
Fig. 1. Scatter plot for ∼ 700 showers of various species and
energies E > 1017 eV of simulated values for R versus the values as
reconstructed by the method outlined in the text. Circles around each
reconstruction represent error margins of 20 g/cm2. No error sources
were included.
event, obtained by taking a weighted average of the
reconstructions from the delays in individual antennas. If
the antennas are placed on a regular grid, a weight ∝ r2
seems justified to match each time delay to its expected
relative error, since α ' 2. Our simulated array is denser
near the shower core, which was compensated for by a
total weight for each antenna ∝ r3.
The algorithm correctly reconstructs the distance to
the shower maximum as simulated, with a standard
deviation of 216 m. Note that both simulated and re-
constructed events extend to negative distances: showers
in this region have a maximum that lies below the
observation level of the radio antennas. By design of
he algorithm, correct reconstruction of these events
is possible only if the downward distance is smaller
than R0.
We have thus far considered ideal circumstances,
assuming exact knowledge of the impact angle and
position of the shower axis as well as the delay of
the radio pulses. A more realistic picture is obtained
by introducing error sources in the reconstruction. For
a dense array of radio antennas such as LOPES [2] or
LOFAR [11], the accuracy in the arrival direction is of
the order of 1.0o [12], and a feasible time resolution for
determining the maximum pulse height is about 10 ns.
We adopt a typical value from the analysis of the KAS-
CADE experiment data of 1 m [13, 14] for the shower
core impact location. It is assumed that reconstruction
with a dense radio array such as LOFAR will be on a par
with this number. All of the above errors are assumed to
follow Gaussian distributions. Additionally, we ensure
that the signal is sufficiently strong by demanding a
certain field strength.
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Fig. 2. Distribution of residuals for the reconstruction of the depth
of maximum for various primary energies. Plots are shown for urban,
rural, and ideal noise level scenarios.
Applying these errors, the correlation is reduced sig-
nificantly, which is mainly the result of the uncertainty
in the arrival direction of the shower. For very inclined
showers in particular this can change the expected delay
times dramatically. When the accuracy of the shower
impact location is reduced, this mostly affects showers
for which the maximum lies at a large distance from
the observer. When the error is increased to 5 m,
for example, hardly any predictions can be made for
distances > 10 km.
The distribution of residuals ∆Xmax (i.e. the re-
constructed minus the simulated value of the depth of
maximum) is shown in Fig. 2 for primary energies
between 1017 and 1020 eV. A homogeneous detector
sensitivity up to zenith angles θ < 60o is assumed. Three
background noise scenarios are shown: one for an ideal
noise level (requiring a field strength |E| > 65 µV/m
for determination of t), one for a rural environment
(|E| > 180 µV/m), and one corresponding to an urban
area (|E| > 450 µV/m) [3].
From this figure, we observe that the reconstruction
accuracy for Xmax decreases rapidly at low energies.
This is because low-energy showers do not occur very
deep in the atmosphere on average, raising the distance
to the shower maximum, especially in slanted showers.
This results in a radiation front with less curvature,
necessitating delay measurements further away from the
impact location to obtain the same level of reconstruc-
tion accuracy. The produced field strength, however, is
proportional to the primary energy, decreasing the patch
size that is sufficiently illuminated. The combined effect
is that it is hard to make correct estimations for the depth
of maximum of low energy showers, unless an array at
high altitude is employed.
Additionally, the behaviour of the reconstruction accu-
racy curve at 1018 eV in the three scenarios highlights
the importance of low background interference levels:
the root mean square deviation σ from the mean de-
creases from σ = 113 g/cm2 (urban) to 102 g/cm2
(rural) to 62 g/cm2 (ideal) at this energy. It is also
observed that σ does not vary much for energies of 1019
and 1020 eV at σ ' 40 g/cm2 and σ ' 30 g/cm2,
respectively. For comparison, the value for Pierre Auger
fluorescence detectors is σ ' 25 g/cm2 for protons,
though perfect geometry reconstruction is assumed in
that number [15].
If the maximum available distance to the shower core
is very small, as would be the case for an array such as
LOPES, the fraction of good reconstructions is reduced
dramatically. This makes sense, as the shower front
shape can no longer be probed accurately. In particular,
if the radius of the array shrinks to less than ∼ 500 m,
the amount of useful reconstructions is negligible.
V. DETERMINING SHOWER CORE POSITION
If an estimate for Xmax (and thus for R) is available,
we can employ (4) in an alternative way to estimate






In an actual experimental setting, the dependencies
of α, β, and R1 on δ need to be taken into account,
for example through an iterative fitting procedure for
r and δ. We will only reconstruct the distance to each
antenna here, and we will assume the general direction
of the core impact position to be known. This decision
is motivated by the fact that the effect on the value of r
caused by variations in δ is generally small.
In the theoretical limit, the position of the impact
location is accurate to within 5 m distance. When similar
error sources as in the previous section are introduced,
this distance is increased to 15 m or so. In both theo-
retical and smudged case, there is a substantial differ-
ence in reconstruction accuracy between the direction
perpendicular to the arrival direction and parallel to it.
This results directly from the uncertainty imposed on θ0:
even a small deviation of the zenith angle will make a
noticeable difference in the obtained value for t from (2).
Analogous to the situation in the previous section, the
average error increases drastically when the radius of the
array is smaller than 500 m. The error does not increase
significantly, however, when the minimum distance is set
to 300 m. This is slightly counterintuitive, but it is again
related to the accurate probing of the shower front shape.
Of course, the requirement remains that the arrival delay
at the impact location is known to 10 ns or so.
VI. DISCUSSION
In this paper, we have worked with the relative
delays of geosynchrotron emission from extensive air
showers from the raw, unfiltered pulse shape. In real
experiments, however, the antennas used are bandwidth-
limited, which will be reflected in the shape of the
measured pulse. The effect on the arrival time of the
pulse is negligible for close antennas (r < 300 m), but
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for remote antennas it will become important, as the
pulse is much broader in these regions. In particular, we
expect this to become troublesome for antennas which
clip frequencies below ∼ 40 MHz.
Another effect that has not been investigated is that
of the observer’s altitude: in our simulations, this height
was fixed at 100 m above sea level. We do not antici-
pate a significant change of the parameterization or its
parameters, however, because the description is valid
independent of zenith angle. Changing this angle is
comparable to varying the observer’s altitude.
Though a deviation from a planar wave is indeed
observed in LOPES measurements [2], at only 200 m
this array is too small to benefit from the theoretical
knowledge of the shape of the radio pulse front. There
are currently two other experiments under construction,
however, that could make use of the technique outlined
in this work. One of these is the initiative in which radio
antennas inside the Pierre Auger observatory [16] will
be erected [17]. Such an array could use the method
in Sect. V to increase the accuracy of the estimated
core impact position, since its reconstruction error for
the surface detectors is in excess of 100 m. A precise
estimate for Xmax would have to be provided by fluores-
cence detectors. The planned spacing of radio antennas
is > 500 m, which would allow an accuracy in the
reconstruction of around 30 m if the core lies within
the radio array.
Another possible experiment is the LOFAR tele-
scope [11], comprising a dense array of approxi-
mately 2 km in diameter, with groups of 48 radio
antennas every few hundred meters. Its size and spacing
make this setup ideally suited to determine Xmax using
the method outlined in Sect. IV.
VII. CONCLUSION
We have derived an empirical relation between the
relative delay of the radio pulse emitted by the air
shower front and the atmospheric depth of the shower
maximum through simulations. By analysis of the radio
pulse arrival delays in radio antennas in an array of low-
frequency radio antennas, this relation can be used to
estimate the depth-of-maximum if the impact position
is known or vice versa.
We have confirmed that both methods work with
no information other than radio signal delays used in
the reconstruction. When the algorithm is tested under
realistic conditions, however, the accuracy of the method
is reduced. In the case of determining the shower max-
imum, reconstruction down to a useful confidence level
is possible only for shower maxima up to ∼ 7 km away,
and only if the shower core impact position is known
down to a few meters. When the parameterization is
used to derive this position, the critical quantity is the
accuracy in the zenith angle of the shower, which needs
to be significantly less than a degree to reconstruct the
shower impact location to an accuracy of 10 m at high
inclinations up to 60o.
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Measurement of the cosmic ray energy spectrum above1018 eV
using the Pierre Auger Observatory
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Abstract. The flux of cosmic rays above1018 eV
has been measured with unprecedented precision
using the Pierre Auger Observatory. Two analysis
techniques have been used to extend the spectrum
downwards from 3 × 1018 eV, with the lower en-
ergies being explored using a novel technique that
exploits the hybrid strengths of the instrument.
The systematic uncertainties, and in particular the
influence of the energy resolution on the spectral
shape, are addressed. The spectrum can be described
by a broken power-law of index 3.3 below the
ankle which is measured atlg(Eankle/eV) = 18.6.
Above the ankle the spectrum is described by a
power-law ∝ E−2.6 and a flux suppression with
lg(E1/2/eV) = 19.6.
Keywords: Auger Energy Spectrum
I. I NTRODUCTION
Two independent techniques are used at the Pierre
Auger Observatory to study extensive air showers cre-
ated by ultra-high energy cosmic rays in the atmosphere,
a ground array of more than 1600 water-Cherenkov
detectors and a set of 24 fluorescence telescopes. Con-
struction of the baseline design was completed in June
2008. With stable data taking starting in January 2004,
the world’s largest dataset of cosmic ray observations
has been collected over the last 4 years during the
construction phase of the observatory. Here we report
on an update with a substantial increase relative to the
accumulated exposure of the energy spectrum measure-
ments reported in [1] and [2].
Due to its high duty cycle, the data of the surface
detector are sensitive to spectral features at the highest
energies. Its energy scale is derived from coincident
measurements with the fluorescence detector. A flux
suppression around1019.5 eV has been established based
on these measurements [1] in agreement with the HiRes
measurement [3].
An extension to energies below the threshold of
1018.5 eV is possible with the use of hybrid observations,
i.e. measurements with the fluorescence detectors in
coincidence with at least one surface detector. Although
statistically limited due to the duty-cycle of the fluo-
rescence detectors of about13%, these measurements
make it possible to extend the energy range down to
1018 eV and can therefore be used to determine the
position and shape of the ankle at which the power-
law index of the flux changes [4], [5], [6], [7]. A
precise measurement of this feature is crucial for an
understanding of the underlying phenomena. Several
phenomenological models with different predictions and
explanations of the shape of the energy spectrum and the
cosmic ray mass composition have been proposed [8],
[9], [10].
II. SURFACE DETECTOR DATA
Energy [eV]












































Fig. 1. Energy spectrum derived from surface detector data calibrated
with fluorescence measurements. Only statistical uncertainties are
shown.
The surface detector array of the Pierre Auger Obser-
vatory covers about3000 km2 of the Argentinian Pampa
Amarilla. Since its completion in June 2008 the expo-
sure is increased each month by about350 km2 sr yr
and amounts to12, 790 km2 sr yr for the time period
considered for this analysis (01/2004 - 12/2008). The
exposure is calculated by integrating the number of
active detector stations of the surface array over time.
Detailed monitoring information of the status of each
surface detector station is stored every second and the
exposure is determined with an uncertainty of3 % [1].
The energy of each shower is calibrated with a subset
of high quality events observed by both the surface
a d the fluorescence detectors after removing attenuation
effects by means of a constant-intensity method. The
systematic uncertainty of the energy cross-calibration is
7% at1019 eV and increases to15% above1020 eV [11].
Due to the energy resolution of the surface detector
data of about20%, bin-to-bin migrations influence the
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Fig. 2. Comparison between hybrid data and the Monte Carlo
simulations used for the determination of the hybrid exposure.
reconstruction of the flux and spectral shape. To correct
for these effect, a simple forward- folding approach was
applied. It uses MC simulations to determine the energy
resolution of the surface detector and derive the bin-to-
bin migration matrix. The matrix is then used to derive
a flux parameterisation that matches the measured data
after forward-folding. The ratio of this parameterisation
to the folded flux gives a correction factor that is applied
to data. The correction is energy dependent and less than
20% over the full energy range.
The derived energy spectrum of the surface detector is
shown in Fig. 1 together with the event numbers of the
underlying raw distribution. Combining the systematic
uncertainties of the exposure (3%) and of the forward
folding assumptions (5%), the systematic uncertainties
of the derived flux is5.8%.
III. F LUORESCENCE DETECTOR DATA
The fluorescence detector of the Pierre Auger Obser-
vatory comprises 24 telescopes grouped in 4 buildings
on the periphery of the surface array. Air shower obser-
vations of the fluorescence detector in coincidence with
at least one surface detector permit an independent mea-
surement of the cosmic ray energy spectrum. Due to the
lower energy threshold of the fluorescence telescopes,
these ’hybrid’ events allow us to extend the range of
measurement down to1018 eV.
The exposure of the hybrid mode of the Pierre Auger
Observatory has been derived using a Monte Carlo
method which reproduces the actual data conditions of
the observatory including their time variability [12].
Based on the extensive monitoring of all detector com-
ponents [13] a detailed description of the efficiencies
of data-taking has been obtained. The time-dependent
detector simulation is based on these efficiencies and
makes use of the complete description of the atmo-
spheric conditions obtained within the atmospheric mon-
itoring program [14]. For example, we consider only
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Fig. 3. Energy spectrum derived from hybrid data. Only statistical
error bars are shown.
aerosols has been measured and for which no clouds
have been detected above the observatory [15].
As input to the detector simulation, air showers are
simulated with CONEX [16] based on the Sibyll 2.1 [17]
and QGSJetII-0.3 [18] hadronic interaction models, as-
suming a 50% − 50% mixture of proton and iron
primaries. Whereas the derived exposure is independent
of the choice of the hadronic interaction model, a sys-
tematic uncertainty is induced by the unknown primary
mass composition. After applying restrictions to the
fiducial volume [19], the systematic uncertainty related
to the primary mass composition is8% at 1018 eV and
becomes negligible above1019 eV (see [12] for details).
Additional requirements limit the maximum distance
between air shower and the fluorescence detector. They
have been derived from comparisons between data and
simulated events and assure a saturated trigger efficiency
of the fluorescence detector and the independence of
the derived flux from the systematic uncertainty of
the energy reconstruction. In addition, events are only
selected for the determination of the spectrum if they
meet certain quality criteria [12], which assure an energy
resolution of better than6% over the full energy range.
Extensive comparisons between simulations and cos-
mic ray data are performed at all reconstruction levels.
An example is the agreement between data and MC
in the determination of the fiducial distance shown in
Fig. 2. Additional cross-checks involve laser shots fired
into the field of view of the fluorescence telescopes from
the Central Laser Facility [20]. They have been used to
verify the accuracy of the duty cycle.
The design of the Pierre Auger Observatory with
its two complementary air shower detection techniques
offers the chance to validate the full MC simulation
chain and the derived hybrid exposure using air shower
observations themselves. Based on this end-to-end ver-
ification, the calculated exposure has been corrected
by 4%. The total systematic uncertainty of the derived
hybrid spectrum is10% at 1018 eV and decreases to
about6% above1019 eV.
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Fig. 4. The fractional difference between the combined energy spectrum of the Pierre Auger Observatory and a spectrum with an index of
2.6. Data from the HiRes instrument [3], [21] are shown for comparison.
The energy spectrum derived from hybrid measure-
ments recorded during the time period 12/2005 - 05/2008
is shown in Fig. 3.
IV. T HE COMBINED ENERGY SPECTRUM
The Auger energy spectrum covering the full range
from 1018 eV to above1020 eV is derived by combining
the two measurements discussed above. The combina-
tion procedure utilises a maximum likelihood method
which takes into account the systematic and statistical
uncertainties of the two spectra. The procedure applied
is used to derive flux scale parameters to be applied
to the individual spectra. These arekSD = 1.01 and
kFD = 0.99 for the surface detector data and hybrid data
respectively, showing the good agreement between the
independent measurements. The systematic uncertainty
of the combined flux is less than4%.
As the surface detector data are calibrated with hy-
brid events, it should be noted that both spectra share
the same systematic uncertainty for the energy assign-
ment. The main contributions to this uncertainty are
the absolute fluorescence yield (14%) and the absolute
calibration of the fluorescence photodetectors (9.5%).
Including a reconstruction uncertainty of about10% and
uncertainties of the atmospheric parameters, an overall
systematic uncertainty of the energy scale of22% has
been estimated [11].
The fractional difference of the combined energy
spectrum with respect to an assumed flux∝ E−2.6 is
shown in Fig. 4. Two spectral features are evident: an
abrupt change in the spectral index near4 EeV (the
”ankle”) and a more gradual suppression of the flux
beyond about30 EeV.
Some earlier measurements from the HiRes experi-
ment [3], [21] are also shown in Fig. 4 for comparison.
A modest systematic energy shift applied to one or both
experiments could account for most of the difference
between the two. The spectral change at the ankle
appears more sharp in our data.
The energy spectrum is fitted with two functions.
Both are based on power-laws with the ankle being
characterised by a break in the spectral indexγ atEankle.
The first function is a pure power-law description of
the spectrum, i.e. the flux suppression is fitted with a
spectral break atEbreak. The second function uses a
smooth transition given by









in addition to the broken power-law to describe the
ankle. This fit is shown as black solid line in Fig. 5.
The derived parameters (quoting only statistical uncer-
tainties) are:
In Fig. 5 we show a comparison of the combined energy
spectrum with spectral shapes expected from different
strophysical scenarios. Assuming for example a uni-
form distribution of sources, no cosmological evolution
of the source luminosity ((z + 1)m, i.e. m = 0) and a
source flux following∝ E−2.6 one obtains a spectrum
that is at variance with our data. Better agreement is
obtained for a scenario including a strong cosmological
evolution of the source luminosity (m = 5) in combi-
95
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Fig. 5. The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or
iron (blue line), a power-law injection spectrum followingE−β and a maximum energy ofEmax = 1020.5 eV. The cosmological evolution
of the source luminosity is given by(z + 1)m. The black line shows the fit used to determine the spectral features (see text). A table with the
flux values can be found at [22].
parameter broken power laws power laws
+ smooth function
γ1(E < Eankle) 3.26 ± 0.04 3.26 ± 0.04
lg(Eankle/eV) 18.61 ± 0.01 18.60 ± 0.01
γ2(E > Eankle) 2.59 ± 0.02 2.55 ± 0.04
lg(Ebreak/eV) 19.46 ± 0.03
γ3(E > Ebreak) 4.3 ± 0.2
lg(E1/2/eV) 19.61 ± 0.03
lg(Wc/eV) 0.16 ± 0.03
nation with a harder injection spectrum (∝ E−2.3). A
hypothetical model of a pure iron composition injected
with a spectrum following∝ E−2.4 and uniformly
distributed sources withm = 0 is able to describe the
measured spectrum above the ankle, below which an
additional component is required.
V. SUMMARY
We presented two independent measurements of the
cosmic ray energy spectrum with the Pierre Auger
Observatory. Both spectra share the same systematic
uncertainties in the energy scale. The combination of the
high statistics obtained with the surface detector and the
extension to lower energies using hybrid observations
enables the precise measurement of both the ankle and
the flux suppression at highest energies with unprece-
dented statistics. First comparisons with astrophysical
models have been performed.
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Abstract. The original fluorescence telescopes of the
southern Pierre Auger Observatory have a field of
view from about 1.5◦ to 30◦ in elevation. The con-
struction of three additional telescopes (High Eleva-
tion Auger Telescopes HEAT) is nearing completion
and measurements with one telescope have started.
A second telescope will be operational by the time
of the conference. These new instruments have been
designed to improve the quality of reconstruction
of showers down to energies of 1017 eV. The extra
telescopes are pivot-mounted for operation with a
field of view from 30◦ to 58◦. The design is optimised
to record nearby showers in combination with the
existing telescopes at one of the telescope sites, as
well as to take data in hybrid mode using the mea-
surements of surface detectors from a more compact
array and additional muon detectors (AMIGA). The
design, expected performance, status of construction,
and first measurements are presented.
Keywords: HEAT, high-elevation fluorescence tele-
scope, galactic, extragalactic
I. INTRODUCTION
The Pierre Auger Observatory has been designed to
measure the energy, arrival direction and composition
of cosmic rays from about 1018 eV to the highest
energies with high precision and statistical significance.
The construction of the southern site near Malargüe,
Province of Mendoza, Argentina is completed since mid
2008 and the analysis of the recorded data has provided
first results with respect to the energy spectrum [1], the
distribution of arrival directions [2], the composition,
and upper limits on the gamma ray and neutrino flux
[3], [4]. The measured cosmic ray observables at the
highest energies are suitable to tackle open questions like
flux suppression due to the GZK cut-off, to discriminate
between bottom-up and top-down models and to locate
possible extragalactic point sources.
However, for best discrimination between astrophysi-
cal models, the knowledge of the evolution of the cosmic
ray composition in the transition region from galactic
to extragalactic cosmic rays in the range 1017 eV to
1019 eV is required. Tests of models for the accelera-
tion and transport of galactic and extragalactic cosmic
rays are sensitive to the composition and its energy
dependence in the transition region where the current
observatory has low efficiency.
30° field 
of view
Fig. 1. Effect of limited field of view on reconstruction: Showers
approaching the telescope have much higher reconstruction probability
than those departing.
The fluorescence technique is best suited to determine
the cosmic ray composition by a measurement of the
depth of shower maximum. However, it is difficult to
lower the energy threshold with the original design of
the fluorescence telescopes. As the fluorescence light
signal is roughly proportional to the primary particle
energy, low energy showers can be detected only at
close distance to a telescope. The field of view of the
existing Auger fluorescence telescope (FD) is limited to
30◦ above the horizon (see figure 1). At close distances
only the lowest few kilometres of the atmosphere are
within the field of view. However, low energy showers
reach their maximum of development at higher altitudes.
Thus, the crucial region around the shower maximum
is generally not observable. The small fraction of the
shower development, which falls within the field of view,
is mostly very dim and is insufficient to determine the
depth of shower maximum Xmax. In addition, this cut-
off effect also depends on primary mass and shower
direction. A plain reconstruction of the shower profile
using raw data would yield biased results with respect
to zenith angle and mass composition. Cuts on the data
to remove this bias (anti-bias cuts) are not useful as
only very few showers would be left for the Xmax
determination.
From these arguments it is clear that an effective
and unbiased detection of cosmic rays of lower energies
requires the extension of the field of view to larger eleva-
tions. From the data collected since 2004, we know that
the quality of reconstruction is improved considerably if
showers are recorded by a hybrid trigger. These hybrid
events provide information on the shower profile from
the FD telescopes, but in addition at least one surface
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detector has detected secondary shower particles simul-
taneously. The data from the SD system restricts the time
and the location of the shower impact point on ground.
This improves the reconstruction of the shower geometry
significantly [5]. An accurate geometry reconstruction
with an uncertainty of about 0.5◦ is the necessary basis
for energy and composition determination. But recording
of hybrid data needs also adequate trigger efficiency
for the individual surface detectors at lowest energies.
Therefore, an enlarged energy range down to 10 17 eV
with high-quality hybrid events requires an extended
field of view for FD telescopes in combination with
a surface detector array of higher density in a small
fraction of the observatory.
II. DESIGN AND PROPERTIES OF HEAT
In 2006 the Auger Collaboration decided to extend
the original fluorescence detector, a system consisting
of 24 telescopes located at four sites, by three High
Elevation Auger Telescopes (HEAT). These telescopes
have now been constructed, and they are located 180 m
north-east of the Coihueco FD building. At the same
time, the collaboration deployed extra surface detector
stations as an infill array of 25 km2 close to and in
the field of HEAT. Additional large area muon detectors
(AMIGA) [6] will determine the muon content of the
shower and further improve the determination of the
composition of the primary cosmic ray particles.
The design of HEAT is very similar to the original FD
system, except for the possibility to tilt the telescopes
upwards by 29◦. In both cases a large field of view
of about 30◦× 30◦ is obtained using a Schmidt optics.
Fluorescence light entering the aperture is focused by a
spherical mirror onto a camera containing 440 hexagonal
PMTs. An UV transmitting filter mounted at the entrance
window reduces background light from stars effectively.
An annular corrector ring assures a spot size of about
0.6◦ despite the large effective aperture of 3 m2. The
high sensitivity of the Auger FD telescopes enables
the detection of high energy showers up to 40 km
distance. A slow control system for remote operation
from Malargüe allows safe handling.
Differences between the conventional FD telescopes
and HEAT are caused by the tilting mechanism. While
the original 24 FD telescopes are housed in four solid
concrete buildings, the 3 HEAT telescopes are installed
in individual, pivot-mounted enclosures (see figure 2).
Each telescope shelter is made out of lightweight in-
sulated walls coupled to a steel structure. It rests on
a strong steel frame filled with concrete. An electric
motor can tilt this heavy platform though a commercial
hydraulic drive by 29◦ within two minutes. The whole
design is very rigid and can stand large wind and
snow loads as required by legal regulations. All optical
components are connected to the heavy-weight ground
plate to avoid wind induced vibrations and to keep the
geometry fixed.
Fig. 2. Photo of the 3 HEAT telescopes tilted upward, end of January
2009. In the background the telecommunication tower of Coihueco is
visible.
Mirror and camera are adjusted in horizontal position.
However, by tilting the telescope the varying gravita-
tional force on camera body and mirror can change
their relative position. Supplemental fixing bolts and an
improved support structures are foreseen to keep the
alignment of the optical system stable, which is essential
for telescope pointing and optical resolution. Sensors for
inclination are mounted at the mirror top, camera top
and bottom, and at the aperture box. Distance sensors
monitor the critical distance between camera and several
points at the mirror system. These sensors are readout
frequently for monitoring purposes.
Another design change for HEAT is the use of an
improved DAQ electronics. The concept of the new
electronics is the same as before, but as several elec-
tronic circuits have become obsolete, every front-end
board had to be redesigned. Like the conventional FD
electronics, the DAQ of one HEAT telescope contains
20 Analog Boards (AB) for analog signal processing,
20 First Level Trigger (FLT) boards for signal digitizing
and storage, and one Second Level Trigger (SLT) board
for the recognition of fluorescence light tracks and the
initiation of data readout.
Along with faster FPGA logic the sampling rate was
increased from 10 MHz to 20 MHz. The cut-off fre-
quency of the anti-aliasing filters on the AB was adapted
to about 7 MHz, but the other functions of the board
remain the same. The redesigned FLT board implements
all functions in FPGA of the Cyclone II FPGA family.
A new custom-designed backplane provides dedicated
point-to-point links between the FLT and SLT which
lead to a factor 40 higher readout speed compared to
the previous design. The usage of state-of-the-art FPGA
in combination with the higher speed also establishes
new fields of application for the DAQ system. The
HEAT DAQ system is also the baseline design and the
prototype for the Auger North FD electronics.
III. OPERATION OF HEAT
The horizontal (‘down’) position is the only position
in which a person can physically enter the enclosure.
This configuration is used for installation, commission-
ing, and maintenance of the hardware. The absolute
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calibration of the telescopes will be performed in this
position as well. As the field of view of the exist-
ing Coihueco telescopes overlaps with HEAT in down
position, it is possible to record air showers or laser
tracks simultaneously. By comparing the reconstruction
results from both installations one can directly determine
the telescope resolution in energy and Xmax. We also
want to reserve part of the time at one HEAT telescope
for prototype studies for Auger North. Recording the
same event in Coihueco and with the Auger North
prototype will allow a direct comparison of the trigger
and reconstruction efficiencies.
The tilted (‘up’) position is the default HEAT state.
Telescopes are moved into this position at the beginning
of a measuring run and stay that way untill the end
of the run. From the trigger point of view the tele-
scopes operate like a fifth FD building. Data of of the
different installations (HEAT, diffenent FD sites, infill
and Amiga, surface detector) are merged offline only,
but the exchange of triggers in real time makes the
recording of hybrid showers possible. The combined
data will improve the accuracy of shower energy and
Xmax determination at all energies, but especially at the
lower end down to 1017 eV.
IV. FIRST MEASUREMENTS
First measurements were performed with HEAT tele-
scope #2 at the end of January 2009. From January,
30th to February, 1st the telescope was operated for two
nights in up and down position. At first, the camera was
illuminated with a short light pulse from a blue LED
located at the center of the mirror. The High Voltage
for the PMTs and the individual electronic gains were
adjusted to achieve uniform light response in every pixel.
Subsequent measurements with the LED pulser were
performed at different tilting angles, but with the same
settings as found in in down position. No indications
were found for a gain change due to changed orientation
of the PMTs in the Earth’s magnetic field.
In the next step, the mechanical stability of the
optical system was verified. The telescope was tilted
several times from down to up position and back. The
readings of the inclination and distance sensors were
recorded during the movement. The analysis of the dis-
tance between camera and center of the mirror showed
damped oscillations of low amplitude which stopped
within seconds after the movement terminated. At rest
the distance change between up and down position is
less than 0.5 mm which is neglible for the telescope’s
optical properties.
After these cross-checks several showers were re-
corded with the telescope tilted in up position and in
coincidence with Coihueco telescopes #4 or #5. One of
the recorded events is shown in figure 3. The event data
of both telescopes match very well in time (colour of the
pixels in figure 3). The reconstruction yields a shower
distance of 2.83±0.06 km from Coihueco and an energy
of the primary particle of (2.0 ± 0.2) · 1017 eV.
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1. February 2009, 2:36 UTC
Fig. 3. This shower was recorded by HEAT telescope #2 and
Coihueco telescope #5.The relative arrival time of the fluorescence
light is coded in the colour of the pixel. The solid line is a fit of the
shower detector plane.
In figure 4, the reconstructed longitudinal shower
profile is shown together with a fit to a Gaisser-Hillas
function. The fit yields a value of (657 ± 12) g cm−2
for Xmax. The plot also accentuates the need for HEAT
telescopes for an accurate reconstruction: Using only the
data point above a slant depth of 700 g cm−2 (Coihueco
data) it would not have been possible to fit the profile
and find a precise maximum.
]2slant depth [g/cm





















/Ndf=   37.6/412χ
HEAT data points Coihueco data
Fig. 4. Longitudinal shower profile of event in figure 3 together with
Gaisser-Hillas-fit. Only a fit using both HEAT (left) and Coihueco
(right) data points results in a reasonable Xmax value.
V. CONCLUSION AND OUTLOOK
First measurements with a single telescope have
demonstrated that HEAT will improve the energy thresh-
old of the Pierre Auger Observatory at the Southern
site down to about 1017 eV. The HEAT design satisfies
all requirements with respect to stability and ease of
operation. It is expected that all three HEAT telescopes
are fully operational in September 2009. They will
provide interesting data in the transition region from
galactic to extragalactic sources and allow important
prototype tests for the design of the Auger North FD
system.
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Energy scale derived from Fluorescence Telescopes using
Cherenkov Light and Shower Universality
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Abstract. We describe a method to determine the
energy scale of the fluorescence detection of air-
showers based on the universal shape of longitudinal
shower profiles. For this purpose, the ratio of scat-
tered Cherenkov and fluorescence light is adopted as
a free parameter while fitting the individual profiles
of the longitudinal deposit of the energy to the univer-
sal shape. We demonstrate the validity of the method
using a Monte Carlo study based on the detector
simulation of the Pierre Auger Observatory and
estimate systematic uncertainties due to the choice
of high energy interaction model and atmospheric
conditions.
Keywords: Auger Fluorescence Energy
I. I NTRODUCTION
Knowing the absolute energy scale of cosmic ray
detection is important for the interpretation of physics
results such as flux, anisotropy, or composition. At the
Pierre Auger Observatory, the energy measured with the
fluorescence detector is used to calibrate that of the
surface detector [1]. Previous experiments that consisted
of a surface array used Monte Carlo simulations for their
energy calibration.
In air shower detection with fluorescence telescopes,
the atmosphere acts as a calorimeter. The amount of
emitted fluorescence light is proportional to the energy
deposit in the atmosphere. The light yield is measured in
laboratory experiments with a precision that is at present
typically 15% [2].
Here, we describe a method to obtain the overall
normalization of the fluorescence yield directly from
air shower measurements. This method makes use of
the universality of the shape of the longitudinal shower
profiles of the energy deposit in the atmosphere. It is
also dependent on our ability to reliably calculate the
Cherenkov light contribution (given the electron num-
ber and energy spectra). Only ther lative fluorescence
spectrum is needed, which is known with good precision
from laboratory experiments.
As an air shower develops in the atmosphere, a beam
of Cherenkov light builds up along the axis of the
shower and undergoes Rayleigh and aerosol scattering.
In general the scattered Cherenkov light which is ob-
served from a certain point in the shower will have
been originally emitted at an earlier stage of shower
development. The result is a very different longitudinal
light profile from that of the isotropically emitted fluo-
rescence light. Therefore, the shape of the reconstructed
longitudinal profile of the energy deposit depends on
the assumed composition of the different contributions
to the measured light. We modify the fluorescence light
yield in the reconstruction of the longitudinal profile to
change the light composition in such a way that the
energy deposit profile matches the profile expected from
universality.
II. U NIVERSALITY OF A IR SHOWER PROFILES
The energy spectra of shower electrons and the differ-
ential energy deposit have been shown to be universal as
a function of shower age,s = 3X/(X + 2Xmax) [3]–
[9]. As a result, the shape of energy deposit profiles
have been studied for universality when plotted as a
function of age. It was found that the profile shape
varied much less when plotted in terms of the depth
relative to shower maximum,∆X = X−Xmax. Figure 1
shows many normalized energy deposit profiles in∆X
that were simulated with proton primaries using three
different high-energy interaction models at1019 eV. In
∆X, the majority of normalized profiles fall within a
narrow band.
Consider the average of normalized energy deposit
profiles Ui(∆X) for a single interaction model and
primary particle. Then figure 2 shows the absolute de-
viationsδi(∆X) of each average profile from the mean












δi(∆X) = Ui(∆X) − 〈U(∆X)〉 .
Nowhere does the total systematic difference rise above
3% from the mean and it stays below one percent after
the shower maximum. The equivalent plot for shower
age shows deviations of up to5% from the mean both
before and after the shower maximum. Due to the weak
dependence on primary composition, interaction model
and primary particle energy, the average profileU(∆X)
is henceforth referred to as the Universal Shower Profile
(USP). The measurement of the energy scale of fluo-
rescence detection with the method described below is
most susceptible to systematic differences in the tail of
the USPs for different parameters (cf. figure 3c).
There is a slight dependence of the shape of the
nergy deposit profile on the primary energy. This effect
is relevant for this work only within the uncertainty
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 X∆relative depth 

























Fig. 1. Superposition of30000 energy deposit profiles in∆X. The
CONEX [10] simulations are for proton primaries. Equal numbers of
showers were generated with the QGSJet, QGSJetII.03, and Sibyll
interaction models [11]–[13].
 X∆relative depth 






















Fig. 2. Residualsδ (∆X) of universal shower profiles for various
interaction models and primaries to the mean of the profiles.
of the reconstructed primary energy because the USP
was recalculated for each event from simulations at
the estimated energy. The dependence of the shape on
the primary energy introduces a negligible systematic
uncertainty (cf. table I).
III. M ETHOD
The longitudinal profile reconstruction [14] of the
Off line software framework [15] was extended with an
additional freeparameterf so that the fluorescence yield





yield currently used in the standard shower reconstruc-
tion by the Auger Collaboration [1]. This fluorescence
yield is a parameterization of laboratory measurements,
including the corresponding pressure dependence. Since
Y f is inversely related tof , a change inf corresponds
to a proportional change in the reconstructed shower
energy.
A set of showers is reconstructed many times while
varying f . A low f corresponds to assuming a large
fluorescence light yield and implies that fewer electrons
are required in the shower to produce the observed
fluorescence light. Since a smaller number of particles
emits less Cherenkov light, the fraction of the measured
light that is reconstructed as Cherenkov light is reduced
accordingly.
The majority of detected fluorescence photons has not
been scattered in the atmosphere before reaching the
detector. Therefore, the point on the shower axis from
which fluorescence light is observed is also the point
at which it was emitted. Showers with significant con-
tributions of direct Cherenkov light are not selected for
this analysis (see below). Thus, the bulk of the observed
Cherenkov light has propagated along the shower axis
before being scattered towards the detector on molecules
or aerosols. This means that the detected Cherenkov
light carries information from a different stage of shower
development than the fluorescence light observed from
the same direction. This gives us a handle to change
the shape of the reconstructed longitudinal profile of
the energy deposit for a given observed light profile by
modifying the fluorescence yield scale factorf .
The effect of a modifiedf parameter on the re-
constructed light composition is demonstrated with an
example in figure 3a and 3b. The measured light profile
is unchanged. But with higher fluorescence yield in 3a,
the contribution of Cherenkov light is suppressed. Con-
versely, it is increased due to the reduced fluorescence
yield in 3b.
At the same time, a modifiedf changes the shape
of the reconstructed energy deposit profile as shown in
figure 3c. Since the shape is known from universality
considerations, aχ2 minimization can be used to fit each
profile to the universal shape in dependence off .
Each event is assigned an uncertainty that is a com-
bination of the uncertainty from theχ2 minimization
and several propagated uncertainties. These include the
uncertainties on the direction of the shower axis, the
spread of the showers that make up the Universal Shower
Profile, and the uncertainty on the aerosol attenuation
lengths. The fit is repeated twice for each of these
parameters: once after increasing and once after de-
creasing each parameter by one standard deviation. The
resulting difference to the default result is the propagated
uncertainty.
IV. RESULTS
To test the method, a set of showers that roughly
corresponds to five years of Auger data was simulated
with energies between1018 and1020eV. The simulation
setup follows that used for the Auger fluorescence de-
tector exposure calculation [16]. Basic quality cuts such
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time slots [100 ns]


























(a) f = 0.5
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(b) f = 2.0
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Fig. 3. Example event (Los Morados detector, run 1392, event 2886). (a)/(b) Measured light profile with reconstructed light components
for two modified yield scale factors. Fluorescence light, Cherenkov light (direct , Mie scattered , Rayleigh scattered ), multiply
scattered light ; (c) Normalized, reconstructed energy deposit profiles. Grey band: Universal shower profile with uncertainty band. Graphs:
energy deposit profiles for different values of the yield scale factor
as requiring an energy resolution better than20% and
anXmax resolution better than40g/cm2 were applied.
Additionally, since the forward peaked nature of direct
Cherenkov light introduces a strong susceptibility to the
uncertainties of geometry reconstruction, showers with
a significant contribution of direct Cherenkov light were
not used for the analysis. This was implemented by se-
lecting showers with a minimum viewing angle in excess
of 20◦. The minimum viewing angle is the minimum
angle between the shower axis and any vector between
a point in the observed profile and the fluorescence
detector.
Conversely, the showers were required to have sig-
nificant contributions of Rayleigh scattered Cherenkov
light, and a long profile that includes both regions in
slant depth where fluorescence light and regions where
Cherenkov light dominate the measured light flux.
This requirement was implemented as a two-
dimensional cut on the profile length after the shower
maximum and a quantityR
R = ρ(Xup) ·
(
1 + cos2 ψ
)
.
It is the product of atmospheric densityρ in the deepest
visible part of the shower trackXup and the angular
dependence of Rayleigh scattering given the viewing
angle ψ. Thus R is a measure for the amount of
Cherenkov light scattered from the end of the profile
towards the telescope.
The Monte Carlo simulation was carried out for three
different fluorescence yields:




(corresponding toftrue = 1.0),












In the shower reconstruction, the fluorescence yield was
Y f
lab
/f̃ with the fit parameter̃f .
For the selected set of simulated showers, the re-
sulting, reconstructed fluorescence yield scale factorsf̃
are weighted with their respective uncertainties. The
distribution of these weighted scale factors is shown in
figure 4 for three different input values offtrue. As can
be seen, we are able to recover the true yield with good
accuracy. This shows that the method is sensitive to a
true fluorescence yield which differs from the assumed
yield Y f
lab
because the reconstructed scale factorf̃ has
no bias relating to the input parameterftrue. The width
of the distributions, however, shows that a large number
of suitable showers is required for the analysis.
The systematic uncertainties (table I) from various
sources were taken into account by repeating the full
procedure with various input parameters modified by
their respective systematic uncertainties. For the sys-
tematics of the method, aerosols play a particularly
important role. Both aerosol attenuation and scattering of
Cherenkov light on aerosols are non-trivial effects that
change the shape of the reconstructed energy deposit
profile. The largest contribution is due to the uncer-
tainties of the vertical aerosol optical depth (VAOD)
profile. Since the available uncertainty bounds include
both statistical and systematic effects, we estimate an
upper limit for the systematics onf of about ±7%.
Another significant systematic uncertainty is introduced
by the parameters of the aerosol phase function (APF)
which describes the angular dependence of scattering
on aerosols [17]. Its parameterg is a measure for the
asymmetry of scattering, whereas the APF parameterf
determines the relative strength of forward and back-
wards scattering. The contribution from the exponent
γ describing the wavelength dependence of light at-
tenuation due to aerosols is small. Likewise, the slight
energy dependence of the shape of the universal shower
profile leads to an uncertainty of less than one percent.
Using various models or compositions for calculating
the universal shower profile yields another contribution
to the total of±1% and±3% respectively. Two different
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yield scale factor f























0.16 f = 0.8
 0.01± = 0.80 f~
f = 1.0
 0.02± = 0.99 f~
f = 1.2
 0.02± = 1.18 f~
MC
Fig. 4. Reconstructed, weighted yield scale factor distributions for
threedifferent input values of the scale factorf
parameterizations for the multiple scattering of light in
the atmosphere [18], [19] produce yield scale factors that
differ by 1%. If added in quadrature, these effects add
up to a total expected systematic uncertainty of8− 9%.
V. CONCLUSIONS
We introduced a new method of measuring the energy
scale of fluorescence detectors using the universality
of shape of the longitudinal shower profile. Its appli-
cability and sensitivity was demonstrated using Monte
Carlo simulations of air showers and the detector of
the Pierre Auger Observatory. The measurement of the
energy scale uses air shower data to determine the abso-
lute fluorescence yield scale directly, and only requires
a laboratory measurement of the relative fluorescence
spectrum.
The simulated fluorescence yields were reproduced to
very good accuracy. The systematic uncertainties of this
method could potentially allow for a fluorescence yield
determination with a precision better than10%. The
application of this method to Auger data is in progress.
TABLE I









USP had. int. model ±1
USP composition ±3
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The electromagnetic component of inclined air showers at the
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Abstract. Muons, accompanied by secondary elec-
trons, dominate the characteristics of inclined air
showers above60◦. The characteristics of the signal
induced by the electromagnetic component in the
water-Cherenkov detectors of the Pierre Auger Ob-
servatory are studied using Monte Carlo simulations.
The relative contributions of the electromagnetic
component to the total signal in a detector are
characterised as a function of the primary energy,
for different assumptions about mass composition of
the primary cosmic rays and for different hadronic
models.
Keywords: electromagnetic component, muonic
component, Pierre Auger Observatory
I. I NTRODUCTION
Inclined air showers are conventionally defined as
those arriving at ground with zenith anglesθ above
60◦. At large zenith angles the electromagnetic (EM)
component in air showers, mainly produced by the
decay ofπ0s, is largely absorbed in the vastly enhanced
atmospheric depth crossed by the shower before reach-
ing ground, so in a first approximation only the more
penetrating particles such as muons survive to ground.
Muons are accompanied by an EM component produced
mainly by muon decay in flight and muon interactions
such as bremsstrahlung, pair production and nuclear
interactions, which amount to∼ 20% of the muonic
component [1]. This is the so-called electromagnetic
“halo”.
The Surface Detector Array (SD) of the Pierre Auger
Observatory [2] is well suited to detect very inclined
showers at energies above about5 × 1018 eV, with
high efficiency and unprecedented statistical accuracy.
The cosmic ray energy spectrum obtained with inclined
events is given in these proceedings [3].
The distribution of the detector signals produced by
shower particles is used to estimate shower observables
such as the primary energy. The specific characteristics
of inclined showers, such as the absorption of the EM
component and the deviations suffered by muons in the
geomagnetic field, entail that their analysis requires a
different approach from the standard one for showers
of θ < 60◦. The study of the signal distributions of
the electromagnetic and muonic components at ground
level becomes essential in the reconstruction [3], [4] and
analysis of events at large angles.
In this work we have performed a comprehensive
characterisation of the electromagnetic component with
respect to the well-known behaviour of the muonic com-
ponent. We have studied the ratio of the EM to muonic
contributions to the signal in the water-Cherenkov detec-
tor as a function of several parameters. We have exam-
ined the effect of the shower evolution, shower geometry
and geomagnetic field on the ratio. The dependences
of this ratio on the primary energy, mass composition
and hadronic model assumed in the simulations are
addressed. The resulting parameterisations are used for
the reconstruction of inclined events measured with the
SD of the Pierre Auger Observatory [3].
The study described here is based on Monte Carlo
simulations. A library of proton and iron-induced
showers with energies from1018 to 1020 eV, zenith
angles between60◦ and 88◦ and random azimuthal
angle were generated with AIRES 2.6.0 [5] and the
hadronic interaction models QGSJET01 [6] and Sibyll
2.1 [7]. The showers were simulated with and without
geomagnetic field at the site of the SD of the Pierre
Auger Observatory. The detector response is calculated
here using a simple method based on parameterisations
of the detector response to the passage of shower
particles.
II. T HE RATIO OF ELECTROMAGNETIC TO MUONIC
DETECTOR SIGNALS
The electromagnetic and muonic particle components
have a characteristic behaviour with distance to the
shower axis, shower zenith angle and azimuth angle (ζ)
of the detector position with respect to the incoming
shower direction projected onto the plane transverse
to the shower axis (shower plane). Also the different
contributions to the electromagnetic component differ
from each other as shown below. This is reflected by the
ratio of the EM to muonic contributions to the detector
signal
REM/µ = SEM/Sµ (1)
In Fig. 1, we show the average signal distributions of
the EM and muonic components (left panel) and their
corresponding ratioREM/µ (right panel) as a function
of the distance to the corer for different θ. Near the
core, the ratio decreases with zenith angle fromθ = 60◦
to ∼ 70◦ because the remnant of the EM shower due to
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Fig. 1. Left plane: Lateral distribution of the electromagnetic and muonic contributions to the signal in the shower plane. Right panel: The
ratio of the electromagnetic to muonic contributions to the detector signal as a function of the distance from the shower axis. Simulations were
performed for 10 EeV proton showers at different zenith angles and in absence of geomagnetic field.
cascading processes (π0 decay) is increasingly absorbed,
until it practically disappears atθ ∼ 70◦. Then the
ratio increases again withθ, mainly due to muon hard
interaction processes (bremsstrahlung, pair production
and nuclear interactions) that are expected to dominate
near the core in very inclined showers. Far from the core
the lateral distribution of the ratio tends to flatten due
to the dominant contribution of the EM halo produced
by muon decay in flight. The larger the zenith angle, the
ratio levels off closer to shower core. The slight increase
of the ratio forθ . 68◦ and far from the core (r & 2 km )
is attributed to the combination of two effects, one is that
the number of low energy muons decreases more rapidly
at large distances because they decay before reaching the
ground, and only energetic muons survive, and on the
other hand the presence of the contribution to the EM
component due toπ0 decay, particularly in the early
region of the shower (the portion of the shower front
that hits the ground before the shower axis).
A. Azimuthal asymmetry of the ratioREM/µ
There is an azimuthal asymmetry in the ratio of the
EM to muonic contributions due to the combination of
the geometrical and shower evolution effects [8]. As
illustrated in the left panel of Fig. 2 shower particles
do not travel parallel to the shower axis in general and
therefore they cross different amounts of atmosphere
depending onζ. In particular, particles arrive at ground
in the early region of the shower (ζ = 0◦) with a
smaller local zenith angle than those in the late re-
gion (ζ = 180◦). This is essentially the basis for the
geometrical effect. In inclined showers, the asymmetry
induced by the geometrical effect is typically small and
the main source of azimuthal asymmetry is the shower
evolution effect which can be understood as follows.
Particles at the same distance from the shower axis in
the shower plane, but arriving with differentζ, travel
along different paths and belong to different stages in
the evolution of the shower. The importance of this
effect depends on the depth-dependent evolution of the
lateral particle distribution and on the attenuation of the
total number of particles. The asymmetry induced by
the shower evolution affects more the remnant of the
EM shower than the muonic component or its associated
EM halo. As a consequence, the shower evolution is
xpected to induce a negligible asymmetry in the ratio
in showers withθ & 70◦, because the EM remnant is
practically suppressed, and the EM halo approximately
has the same asymmetry than the muonic component.
To study further the azimuthal dependence of the
asymmetry we divide the shower plane inζ bins, and we
calculate the lateral distributions of the ratio in each bin
for a fixed zenith angle:REM/µ(r, θ, ζ), and we compare
these distributions to the distribution obtained averaging
over ζ: 〈Rem/µ〉(r, θ). For this purpose we define the
asymmetry parameter∆ζ as
REM/µ(r, θ, ζ) = 〈REM/µ〉(r, θ) × (1 + ∆ζ) (2)
In Fig. 2, we show the lateral distribution ofREM/µ
in different ζ bins compared to the mean value (middle
panel) and their corresponding asymmetry parameter∆ζ
(right panel) for showers atθ = 60◦. |∆ζ | increases with
distance to the core and it is larger in the early region
than in the late region as expected. Moreover,|∆ζ |
d creases as the zenith angle increases for the reasons
explained above, becoming negligible forθ > 68◦.
This plot illustrates the importance of accounting for
the asymmetry in the ratio when dealing with inclined
showers with60◦ < θ < 70◦.
B. Geomagnetic field effect onREM/µ
Muons in inclined showers travel along sufficiently
long paths in the atmosphere to be affected by the Earth’s
magnetic field (GF). Positive and negative muons are
deviated in opposite directions and as a consequence
the muonic patterns in the shower plane are distorted
in elliptical or even 2-lobed patterns [9], [10]. This
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Fig. 2. Azimuthal asymmetry in the ratioREM/µ. Left panel: Schematic picture of an inclined shower reaching the ground. Middle panel:
The ratioREM/µ as a function of the distance from the shower axis in the shower plane in different bins ofζ for 10 EeV proton showers
with θ = 60◦. Right panel: Asymmetry of the lateral distribution of the ratioREM/µ in different ζ bins. The size of the bins is∆ζ = 30◦
centered atζ.
effect on the muonic distributions is only significant
for θ ≥ 75◦. At these angles, the dominant contri-
bution to the EM signal at ground is due to the EM
halo, which inherits the muon spatial distribution and is
proportional to the muonic signal distribution. For this
reason, the ratio of the EM to muonic signals maintains
the symmetry in the azimuthal angleζ. However, the GF
increases the〈REM/µ〉 with respect to the value in its
absence. The effect depends on the shower zenith (θ) and
azimuth (φ) angles, and is more important near the core.
After studying all these dependences, we have concluded
that the effect on the ratio is important for showers at
θ & 86◦. It should be noted that the rate of events at such
high zenith angles detected at ground level is small due
to the reduced solid angle and thecos θ factor needed
to project the array area onto the shower plane. Very
inclined events are also subject to other uncertainties [3]
and we therefore choose to ignore them at this stage
without losing much on statistical grounds.
C. Systematic uncertainties
The lateral distributions of the electromagnetic signal
due to cascading processes and muonic signal exhibit a
different behaviour as a function of the energy and of the
depth of the shower maximum, while the contribution to
the EM signal due to muon decay in flight mimics the
energy dependence of the muonic one. Combining all the
results, we expectREM/µ to have a different behaviour
depending on whether the EM remnant or the EM halo
contributes more to the total signal. We study the energy
dependence ofREM/µ performing the relative difference
∆E between the ratio at a given energy with respect






The dependence of∆E on the zenith angle and dis-
tance from the shower axis is studied as in the example
of Fig. 3 (left panel), where we plot∆E in different
bins of r, as a function of the zenith angle for 1 EeV
proton showers. We find that either forθ & 68◦ at all the
distances to the shower core or for distances beyond 1
km at all the zenith angles the ratioREM/µ remains
constant at the same level with energy because only
the EM halo contributes to the EM signal. Otherwise,
there is a dependence on energy that increases as the
distance to the shower axis decreases, and therefore the
dependences must be taken into account as systematic
uncertainties. We obtain the same general result studying
∆E for other shower energies.
At present, the chemical composition of the cosmic
rays at the highest energies (> 1 EeV) remains unknown.
For this reason we have studied the dependence of the
atio on the mass of the primary particle initiating the
shower accounting for protons and iron nuclei in our
simulations. Following the same procedure as in the case
of the energy, we calculate the relative difference∆mass
between the ratio in iron-induced showers at 10 EeV






For reasons very similar to those that explain the
energy dependence studied before, we conclude that
either forθ & 68◦ at all the distances to the shower core
or for distances beyond 1 km at allθ the ratioREM/µ
remains constant at the same level with primary mass as
shown in Fig. 3 (middle panel).
At the highest energies, there is lack of knowledge
about the hadronic interactions which determine the
shower development of MC simulations [11]. This fact
leads to discrepancies between the different hadronic
models on predictions such as the densities of the EM
and muonic components at ground.
In this work, we compare two high energy interaction
models widely used in cosmic ray physics: QGSJET01
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Fig. 3. Left plane: The relative difference∆E between the ratioREM/µ obtained in 1 EeV proton-induced showers with respect to the
reference ratio〈REM/µ〉 obtained in 10 EeV proton-induced showers simulated with QGSJET01 (Eq. 3). Middle panel: The relative difference
∆mass between the ratioREM/µ obtained in 10 EeV iron-induced showers simulations with respect to〈REM/µ〉 (Eq. 4). Right panel: The
relative difference∆had between the ratioREM/µ obtained in 10 EeV proton-induced showers simulated with Sibyll 2.1 with respect to
〈REM/µ〉 (Eq. 5). The relative differences are shown as a function of the shower zenith angle in different bins of distance to the shower axis r.
and Sibyll 2.1. For proton primaries at 10 EeV, the
QGSJET model predicts showers that on average de-
velop higher in the atmosphere and have40% more
muons than showers simulated with Sibyll.
We calculate the relative difference∆had between the
ratio for 10 EeV proton showers simulated with Sibyll






In Fig. 3 (right panel) we show∆had as a function
of the zenith angle in different bins ofr. The diffe-
rences between both models are more apparent near the
shower axis as expected from the dominance of the EM
component due to cascading processes near the core. We
obtain a similar result to the case of energy and mass
dependences, which is that either forθ & 64◦ at all the
distances to the shower axis or for distances beyond 1
km at all zenith angles the ratioREM/µ remains constant
at the same level independently of the model used.
III. C ONCLUSIONS
We have characterised the signal distributions of the
electromagnetic and muonic components of inclined
showers at the ground level on the shower plane [12].
We have accounted for the different sources of azimuthal
asymmetry and the effect of the geomagnetic field. As a
result, we have obtained a parameterisation of the ratio
SEM/Sµ as a function of the shower zenith angle and
the detector position that is used in the reconstruction
of inclined events measured with the Surface Detector
Array of the Pierre Auger Observatory.
We have studied the dependence of this ratio with
the primary energy, mass composition and the hadronic
interaction model used in the simulations. The general
result is that either for zenith angles exceedingθ & 68◦
or for distances to the shower core beyond 1 km at all the
zenith angles> 60◦, the ratio remains constant because
only the electromagnetic halo contributes to the EM
signal. Otherwise, the dependences are important and
must be taken into account as systematic uncertainties
within the event reconstruction.
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Abstract. The atmospheric monitoring program of
the Pierre Auger Observatory has been upgraded
to make measurements of atmospheric conditions
possible after the detection of very high-energy show-
ers. Measurements of the optical transmittance due
to aerosols and clouds are time-critical. Therefore,
observations of atmospheric regions close to a shower
track of interest are performed within ten minutes of
a shower detection using LIDAR and telescope mon-
itors. Measurements of the altitude dependence of
atmospheric state variables such as air temperature,
pressure, and humidity are performed within about
two hours following the detection of a very high-
energy event using meteorological radio soundings.
Both programs are triggered using a full online
reconstruction with analysis-level quality cuts. We
describe the implementation of the online trigger, and
discuss the impact of the monitoring data with high
resolution on the analysis of air shower events.
Keywords: rapid atmospheric monitoring, Pierre
Auger Observatory, high-energy air showers
I. I NTRODUCTION
At the Pierre Auger Observatory [1], extensive air
showers (EAS) induced by ultra-high energy cosmic rays
are studied. The observatory consists of two detector
types, a surface detector (SD) for secondary particles of
EAS and fluorescence detector (FD) telescopes for UV-
emissions by nitrogen molecules in the atmosphere. The
fluorescence technique provides an almost calorimetric
measurement of the primary energy of cosmic rays.
However, the constantly changing conditions of the
atmosphere demand a sophisticated monitoring sys-
tem [2]. The reconstruction of air showers from their
UV-emission requires proper characterisation of atmo-
spheric state variables such as pressure, temperature, and
humidity, as well as the optical transmittance due to
aerosol contamination and the presence of clouds [3].
The state variables of the atmosphere above the Pierre
Auger Observatory are determined using meteorological
radio soundings, while aerosol and cloud conditions are
measured by two central lasers, four elastic LIDARs,
and four cloud cameras [4].
The sounding data have been incorporated into
monthly models, and aerosol and cloud data into an
hourly database [4]. However, for events of particular
physical interest, such as very high-energy showers, it is
desirable to measure the properties of the atmosphere as
accurately as possible. To improve the resolution of the
atmospheric database for such events, dedicated radio
soundings and LIDAR measurements can be triggered
by an online event reconstruction. We will discuss the
motivation for such measurements (Section II), the op-
eration of the online trigger (Section III), and the use
of dedicated atmospheric measurements in the offline
reconstruction (Section IV).
II. M OTIVATION FOR RAPID MONITORING
Between 2002 and 2005, radio soundings were per-
formed at the observatory during dedicated measurement
campaigns. Since mid-2005, the soundings have been
performed approximately every fifth day. The measure-
ments obtained by launching weather balloons provide
altitude profiles of the air temperature, pressure, and
relative humidity up to about23 km above sea level.
Due to the limited statistics of the measurements, the
data have been incorporated into monthly models of
conditions near Malargüe, Argentina, the site of the
southern part of the Pierre Auger Observatory [4], [5].
Using monthly models instead of actual profiles
introduces an uncertainty of the primary energy of
∆E/E= 1.5%−3% for showers with energies between
≈ 1017.7 eV and1020 eV, and a corresponding uncer-
tainty ∆Xmax= 7.2− 8.4 g cm−2 of the position of the
shower maximum. While it is not practical to perform
a radio sounding every night, the reconstruction can be
improved for a subset of the EAS data by concentrating
the soundings in periods when high-quality events are
observed. This subset of EAS events is particularly
important because they contribute to the energy scale
determination of the entire observatory [6].
For aerosol measurements, the LIDAR stations con-
duct automated hourly sweeps of the atmosphere above
the observatory to estimate the vertical aerosol optical
depth, cloud height, and cloud coverage [7]. The hourly
sweeps are sufficient to characterise changing aerosol
conditions, but a more rapid response is necessary to
identify moving clouds between shower tracks and the
FD telescopes observing the event. To accomplish this,
he LIDARs are capable of interrupting their hourly
sweeps to scan interesting shower tracks for atmospheric
non-uniformities [7], [8].
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III. O NLINE TRIGGER
To select events for monitoring with radio soundings
and/or LIDAR scans, an online reconstruction is used
to trigger balloon launches and the LIDAR hardware.
As data are acquired from the FD telescopes and SD,
they are merged by an event builder into hybrid event
files, and passed to the reconstruction software. The
software is the same as that used forOff line event
reconstruction [9], including the latest versions of the
detector calibration databases. In this way, the LIDAR
and balloon triggers can be constructed with the same
quality as the offline physics analysis.
The reconstruction loop runs every 60–90 seconds,
and reconstructs events between 2 and 10 minutes after
their detection1. Events with reconstructibledE/dX
longitudinal profiles are used to trigger LIDAR and
sounding measurements following the application of
basic quality cuts. The LIDARs trigger on showers with
E ≥ 1019 eV in combination with given quality cuts
on the reconstruction of the shape of the longitudinal
profile. These events are typically of high quality and
the rapid monitoring is to ensure that no atmospheric
impurity has altered the reconstruction result. To allow
the investigation of shower observations affected by
clouds and other non-uniformities in the atmosphere for
possible longitudinal profile corrections in the future,
few events of lower quality withE & 1018.78 eV can
also pass the trigger conditions. This yields up to one
scan per night. A balloon launch is triggered for events
with E ≥ 1019.3 eV and a profile fitχ2/NDF < 2.5.
All trigger conditions have in common that the position
of shower maximum has to be well in the field of view
and that the observed track has an expedient length.
The quality of the online reconstruction has been
checked by comparing with results from theOff line
reconstruction. Even though some minor differences in
the reconstruction chains are present, the reconstruction
quality is excellent. Only some events are missed by
the online reconstruction below1018 eV, which is well
below the required energy threshold for both rapid
monitoring programmes. At primary energies of interest,
the energy of the primary cosmic ray and the position
of the shower maximum are reconstructed very well by
comparison with theOff line reconstruction: only below
1% difference for the energy and 2 g cm−2 in Xmax are
expected. The reconstruction cuts for triggering radio
soundings yield a trigger rate of 3 to 13 radio soundings
per shift2 depending on season, see Fig 1. In practice,
only one launch is performed within 5 hours resulting
in about 2 to 6 launches per FD shift.
Triggers for the LIDAR systems are handled auto-
matically by these stations: the hourly scans are halted
and the LIDARs sweep into the field of view of the
FD telescopes to probe the shower track [7]. To avoid
1The delay is caused by buffering of station data from the SD.
2To infer these numbers, the EAS data sample from 2008 was
analysed.
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Fig. 1. All triggers for each FD shift in 2008 of events which would
have passed the sounding trigger conditions. A seasonal effect due to
longer nights in winter can be seen.
triggering the telescopes with stray light, the FD data
acquisition is vetoed for four minutes, the maximum
duration of a dedicated scan. In contrast to the LIDAR,
the balloon launches require human intervention. There-
fore, a sounding trigger initiates a SMS text message to
a technician in Malargüe. The technician then drives to
the balloon launching facility and performs the sounding
typically within two hours of the detection of the event.
This measurement has no interference with any other
data acquisition of the Pierre Auger Observatory.
IV. A NALYSIS
During the March – April 2009 FD shift, the rapid
monitoring with radio soundings was activated for the
first time. We had two nights with successful triggers for
the radio soundings. In the second night, it was a stereo
event. Both radio soundings could be performed within
1.5 hours after the high-energy air shower. The first trig-
ger was sent at the end of March and the second one at
the beginning of April. In Fig. 2, the difference between
the actual measured atmospheric profiles from the radio
soundings and the monthly models for the area of the
Auger Observatory valid for that month are displayed for
the temperature, atmospheric depth, and vapour pressure.
For the event in March, the differences between the
measured temperature and atmospheric depth profiles
and the monthly average model are small. However the
considerable amount of water vapour in the lower atmo-
sphere indicates possible distortions of the longitudinal
shower profile compared with a reconstruction using the
adequate monthly model. A reconstruction of the first
event with the actual atmospheric profiles compared with
that using monthly models yields a∆E/E of +0.9% and
a∆Xmax of +6 g cm−2. For the event in April, the water
vapour content is nearly the same as in the corresponding
monthly model. However, the higher temperature close
to ground resulting in lower atmospheric depth values
will change the reconstructed air shower event. The same
two versions of reconstruction as for the first event yield
a ∆E/E of -0.5% and -1.0% for the two different FD
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Fig. 2. Difference between two actual measured atmospheric profiles in March and April 2009 from the radio soundings and the corresponding
monthly models for the area of the Auger Observatory. Left: Temperature. Middle: Atmospheric Depth. Right: Vapour Pressure.
stations which observed this stereo event and a∆Xmax
of +4 g cm−2 and +3 g cm−2.
In the second shift running this programme, we had 10
triggers in 6 nights. The first one was again a stereo event
and in the fourth night, there were 3 triggers within 2.5
hours. The fifth night also provided two triggers in 2.5
hours, and in the last night there were 2 triggers within
1 hour. In total, we had 5 radio soundings initiated by
high-energy air shower events, because the SMS during
the last night were lost.
All events have been reconstructed using two different
configurations. The first one represents the status of cur-
rently best knowledge, so using the actual atmospheric
profiles from the radio soundings in combination with
descriptions of fluorescence emission [10] and trans-
mission taking into account all temperature, pressure,
density, and humidity effects. The second reconstruction
relies on the same descriptions but uses the monthly
models for the site of the Pierre Auger Observatory
which provide also profiles of water vapour. In Fig. 3,
the resulting differences of the reconstruction procedures
are shown for all events during March and April 2009.
The stereo events have been reconstructed independently
for the two FD stations which observed the extensive
air shower. The primary energies of these events vary
from the threshold energy up to almost1019.7 eV and
for the position of shower maximum, values between
654 and 924 g cm−2 slant depth are observed. The
given differences are between reconstruction with actual
atmospheric profiles and that with monthly models. For
the primary energy, we expect an uncertainty of±
2.5% atE0 = 1019.3 eV while using monthly models.
The differences between reconstructions using sounding
data and the monthly models fit these expectations
(Fig. 3 left). For the position of shower maximum, the
expected uncertainty atE0 = 1019.3 eV is ± 8 g cm−2.
The reconstruction with monthly models nearly matches
these expectation but is biased to one direction for this
season (Fig. 3 right).
The rapid monitoring with LIDARs started in Febru-
ary 2009 and through the beginning of May 2009, the
four LIDAR stations at the Pierre Auger Observatory
were triggered 29 times. The intention is to investigate
atmospheric conditions for those high-energy showers
that fail strict analysis cuts due to distortions caused by
clouds and aerosols.
For high-energy showers of high reconstruction qual-
ity, the LIDAR scans can be used to verify the quality
of the atmosphere. In this manner, the scans allow for
the investigation of atmospheric selection effects on the
highest energy showers. Of the 29 showers probed by
dedicated LIDAR scans, 17 passed the strict quality cuts
used in the analysis of FD data. The energies of these
showers ranges from1019 to 1019.52 eV. The observed
shower maxima are between 678 and 808 g cm−2.
In nearly all cases, the profile fit is of high quality,
and the LIDAR data do not indicate the presence of
large amounts of aerosols or heavy cloud coverage. One
exception is shown in Fig. 4, in which the light from the
upper segment of a shower track is blocked by a thick
cloud layer. The backscattered light from the LIDAR
scan shows a strong echo near8 km above ground
level, or 650 g cm−2 slant depth along the shower track,
confirming the presence of a cloud.
At present, the rapid monitoring with LIDARs is
mainly used as a check of the quality of the atmosphere
after the observation of high-energy showers. This is
quite important for analyses that rely on unusual features
i shower tracks, such as exotic particle searches. The
LIDAR shots can also be used to remove obscured or
distorted sections of a shower track from the analysis.
Once sufficient statistics have been collected, it should
be possible to use the LIDAR data to correct observed
shower tracks for inhomogeneities in the atmosphere.
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Fig. 3. Comparison of two different versions of reconstruction for air shower events observed in March and April 2009. The first reconstruction
uses actual atmospheric profiles from radio soundings performed shortly after the detection of the EAS. The second one uses monthly models
developed for the site of the Pierre Auger Observatory.
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Fig. 4. Left: A 1019.48 eV shower profile obscured below650 g cm−2 by a cloud. The backscattered light from a LIDAR scan of the
shower-detector plane (right) confirms the presence of a cloud layer (the dark horizontal band) in the telescope field of view.
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Abstract. The Pierre Auger Observatory has the
capability of detecting ultra-high energy neutrinos.
The method adopted is to search for very inclined
young showers. The properties of such showers that
start deep in the atmosphere are very different at
ground level from those of showers initiated in the
upper atmosphere by protons or nuclei. The neutrino
events would have a significant electromagnetic com-
ponent leading to a broad time structure of detected
signals in contrast to nucleonic-induced showers. In
this paper we present several observables that are
being used to identify neutrino candidates and show
that the configuration of the surface detectors of the
Auger Observatory has a satisfactory discrimination
power against the larger background of nucleonic
showers over a broad angular range.
Keywords: UHE neutrino signatures, the Pierre
Auger Observatory
I. I NTRODUCTION
The detection of ultra high energy (UHE) cosmic
neutrinos, above1018 eV, is important as it may allow
us to identify the most powerful sources of cosmic
rays (CR) in the Universe. Essentially all models of
UHECRs production predict neutrinos as a result of
the decay of charged pions produced in interactions
of cosmic rays within the sources themselves or while
propagating through background radiation fields [1]. For
example, UHECR protons interacting with the cosmic
microwave background (CMB) give rise to the so called
“cosmogenic” or GZK neutrinos [2]. The cosmogenic
neutrino flux is somewhat uncertain since it depends
on the primary UHECR composition and on the nature
and cosmological evolution of the sources as well as
on their spatial distribution [3]. In general, about 1% of
cosmogenic neutrinos from the ultra-high energy cosmic
ray flux is expected.
Due to their low interaction probability, neutrinos
need to interact with a large amount of matter to be
detected. One of the detection techniques is based on
the observation of extensive air showers (EAS) in the
atmosphere. In the atmosphere so-called down-going
neutrinos of all flavours interacting through charge or
neutral currents can produce EAS potentially detectable
by a large ground detector such as the Pierre Auger
Observatory [4]. When propagating through the Earth
only tau neutrinos skimming the Earth and producing an
emerging tau lepton which decays in flight may initiate
detectable air showers above the ground [5], [6].
One of the experimental challenges is to discriminate
neutrino-induced showers from the background of show-
ers initiated by UHECRs. The underlying concept of
neutrino identification is rather straightforward. Whereas
proton or nuclei and photons interact shortly after having
entered the atmosphere, neutrinos may penetrate a large
amount of matter undisturbed and generate showers
close to the surface array. The differences between
showers developing close to the detector – so-called
young showers – and showers interacting early in the
atmosphere – old showers – becomes more and more
pronounced as we consider larger angles of incidence.
In case of showers initiated by protons and nuclei, which
interact soon after entering the atmosphere, only high-
energy muons can survive at high zenith angles. As a
result, the detected showers show a thin and flat front
which leads to short detected signals (∼ 100 ns). In case
of young neutrino-induced showers a significant electro-
magnetic component (EM) is present at the ground as
well. The shower front is curved and thick and leads to
broad signals, lasting up to a few microseconds.
With the surface detector array (SD) of the Auger
Observatory, which consists of 1600 water Cherenkov
detectors with 1.5 km spacing, we can identify young
showers because the signal in each tank is digitized
with 25 ns time resolution, allowing us to distinguish
the narrow signals in time expected from old showers,
from the broad signals expected from a young shower.
In this contribution, we present the criteria used to
identify neutrino-induced showers, the important observ-
ables, the neutrino identification efficiencies, and the
procedure to simulate neutrino induced showers.
II. ”E ARTH-SKIMMING ” TAU NEUTRINOS
The SD detector of the Auger Observatory is sensitive
to Earth-skimming tau neutrinos [7], [8], [9]. These are
expected to be observed by detecting showers induced by
the decay of emergingτ leptons, after the propagation of
f ντs through the Earth, see Fig. 1 (upper panel). The
first step towards identification ofντ induced showers
consists of selecting very inclined showers that have
most of the stations with signals sufficiently spread in
time. Young showers are expected to trigger detector
stations with broad signals releasing a so-called ’Time
Over Threshold’ (ToT) trigger [7]. Counting ToTs sta-
tions can help identifying young showers. At this stage
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Fig. 1. (Upper panel) The sketch of a shower induced by the decay
of a τ lepton emerging from the Earth after originating from an Earth-
skimming ντ . The earliest stations are mostly triggered by electrons
and γs; (bottom panel) sketch of length (L) over width (W ) of a
footprint and determination of the apparent velocity (〈V 〉). The 〈V 〉
is given by averaging the apparent velocity,vij = dij/∆tij wheredij
is the distance between couples of stations, projected onto the direction
defined by the length of the footprint,L, and∆tij the difference in
their signal start times.
also a cut of the area of the signal over its peak (AoP)1
value is applied to reject ToT local triggers produced by
consecutive muons hitting a station. Then the elongation
of footprint, defined by the ratio of length (L) over width
(W) of the shower pattern on ground, and the mean
apparent velocity, are basic ingredients to identify very
inclined showers [7], see Fig. 1 (bottom panel) for the
explanation of these observables.
The mean apparent velocity,〈V 〉 is expected to be
compatible with the speed of light for quasi-horizontal
showers within its statistical uncertaintyσ
〈V 〉 [8]. Fi-
nally compact configurations of selected ToTs complete
the expected picture of youngντ -induced shower foot-
prints. These criteria were used to calculate an upper
limit on the diffuse flux UHEντ [8] with the Auger
Observatory and an update of this limit [9], [10].
III. ”D OWN-GOING” NEUTRINOS
The SD array is also sensitive to neutrinos interacting
in the atmosphere and inducing showers close to the
ground [11], [12]. Down-going neutrinos of any flavours
may interact through both charged (CC) and neutral
current (NC) interactions producing hadronic and/or
electromagnetic showers. In case ofνe CC interactions,
1The peak corresponds to the maximum measured current of
recorded trace at a single water-Cherenkov detector.
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Fig. 2. (Upper panel) Sketch of a down-going shower initiated in
the interaction of aν in the atmosphere close to the ground; In the
“early” (“late”) region of the shower before (after) the shower axis
hits the ground we expect broad (narrow) signals in time due to
electromagnetic (muonic) component of the shower; (bottom panel)
the average signal duration of the station as a function of the distance
from the earliest triggering station.
the resulting electrons are expected to induce EM show-
ers at the same point where hadronic products induce
a hadronic shower. In this case the CC reaction are
simulated in detail using HERWIG Monte Carlo event
generator [13]. HERWIG is an event generator for high-
energy processes, including the simulation of hadronic
final states and the internal jet structure. The hadronic
showers induced by outgoing hadrons are practically in-
distinguishable in case ofν NC interactions, so they are
simulated in the same way for three neutrino flavours.
In case ofνµ CC interactions the produced muon is ex-
pected to induce shower which are generally weaker i.e.
with a smaller energy transfer to the EAS, and thus with
suppressed longitudinal profile and much fewer particles
on ground. As a consequence, the detection probability
of such shower is low and therefore the produced
muon is neglected and only the hadronic component is
simulated with the same procedure adopted forν NC
interactions. In case of down-goingντ the producedτ
lepton can travel some distance in the atmosphere, and
then decay into particle which can induce a detectable
shower. Thus, the outcoming hadronic showers initiated
by ντ interactions are usually separated by a certain
distance from the shower initiated by the tau decay.
In this particular case,τ decays were simulated using
TAUOLA [16]. The secondary particles produced by
HERWIG or TAUOLA are injected into the extensive air
shower generator AIRES [17] to produce lateral profiles
of the shower development. Shower simulations were
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Fig. 3. (Left upper panel) The zenith angle distribution of neutrinos with E−2 flux and real events; (right upper panel) the ratioL/W as the
function of the reconstructed zenith angle. Neutrino induced showers have larger ratioL/W than real data at high zenith angles. The area over
peak for first triggering station (AoP1) (left middle panel) the square of the area over peak for first triggering station (AoP21) (right middle panel),
the product of AoP of four first triggering stations (left bottom panel) and a global early-late asymmetry parameter (〈AoP〉early − 〈AoP〉late)
as the function of zenith angle.
performed including the geographic conditions of the
site (e.g. geomagnetic field) for different zenith angles
θ = 75◦, 80◦, 85◦, 87◦, 88◦ and89◦ and random azimuth
angles between0◦ and 360◦ and different hadronic
models: QGSJET II [14] and Sibyll [15]. The secondary
particles are injected at different slant depths measured
from the ground up to a maximum value depending on
θ. Finally the response of the SD array is simulated in
detail using the Offline simulation package [18]. In total
about 20,000 showers induced by down-going decaying
τ leptons were simulated and about 36,000 events for
electron induced showers. These neutrino simulations
were used to estimate the expected neutrino signal and
efficiency of detection of the neutrinos.
The criterion to identify young, inclined, down-going
showers consists of looking for broad time signals as
in the case of up-going neutrinos, at least in the early
region, i.e. in those stations triggered before the shower
core hits the ground [12]. The physical basis for this
criterion is the large asymmetry in the time spread
of signals that one expects for very inclined young
howers, in which the late front of the shower typically
has to cross a much larger grammage of atmosphere
than the early front, and as a consequence suffers more
attenuation, see Fig. 2 (upper panel). This has been
confirmed by simulations ofν-induced showers as is
shown in Fig. 2 (bottom panel). The time signal forν-
showers is expected to be broader around the position
of the maximum of the shower development. Broader
signals are expected to last about 1000 ns, while the
duration decreases to a value of about 150 ns down-
stream in the latest stations which are hit by the muonic
tail of the shower development. For hadronic showers
with θ > 60◦, the expected duration of the signals is
almost constant with an average value of about 150 ns.
From Fig. 2 (bottom panel) we can see that a good
identification criterion is to require broad signals in the
first triggered stations of an event.
In the case of down-going neutrinos the general pro-
cedure to extract a neutrino induced shower from real
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data is similar to the procedure used for Earth-skimming
neutrinos, i.e. the inclined events are extracted from real
data using the apparent velocity andL/W cut and the
criterion for looking for events with broad signal in time
are applied. However, there are some differences. The
selection criteria cannot be the same as for up-goingντ ,
because in case of down-going neutrinos we are sensitive
for a larger zenith angle range (about15◦ above the
horizon instead about5◦ below horizon for up-going
ντ ), which also means a larger background contribution
and thus a more demanding selection procedure [10].
In Fig. 3 (left upper panel) the zenith angle distribu-
tion of real data and simulated neutrino events is shown.
The 〈V 〉 and the ratioL/W cut can extract inclined
events from real data, see also Fig. 3 (right upper
panel). To extract young showers with broad signals,
the area over the peak (AoP) of the first four stations its
square (AoP2), their product (AoP1*AoP2*AoP3*AoP4)
and a global early-late asymmetry parameter of the
event (〈AoP〉early − 〈AoP〉late)2 can be used. These
observables were used to discriminate neutrino showers
by using the Fisher method, see [10] for more details.
As an example in Fig. 3 (middle panels) distributions
of AoP1 and AoP21 for the first triggering station are
shown. In Fig. 3 (lower panels) we also show the product
AoP1*AoP2*AoP3*AoP4 (left panel) and the global
early-late asymmetry parameter〈AoP〉early −〈AoP〉late
(right panel) for real data and MC simulated neutrinos.
The good separation is clearly visible between neutrino
simulated showers and measured inclined events. The
separation is better at large zenith angles where the back-
ground signal (real data events) is less abundant. This
example demonstrates that the SD array has a satisfac-
tory discriminating power against the larger background
of nucleonic showers at zenith angles larger than about
75◦.
In Fig. 4 the neutrino identification efficiency,ǫ (the
fraction of ν-induced showers triggering SD array and
passing the neutrino identification criteria [10]) is
shown. It is clear thatǫ depends on the zenith angle
and type of interactions. The efficiency as well as the
range of slant depth grows as the zenith angle increases.
Only for showers very close to the SD array does it drop
dramatically since the shower does not cross sufficient
grammage to develop in the direction transverse to the
shower axis. The efficiencies for NC are much lower
than for CC for the same neutrino energy and zenith
angle. This is due to the fact that in NC reactions the
fragments of a target nucleus induce a pure hadronic
shower with a small fraction (about 20%) of energy
transfered to the EAS while in CCνe reaction the rest
of the energy goes to an additional EM shower. The
identification efficiency depends also on the neutrino
2The global early-late asymmetry parameter is defined as the differ-
ence between average value of AoPs calculated for the first triggered
stations and the last triggered stations of the event. If the number of
stations is odd the station in middle is ignored. If the event multiplicity
is larger than 8 stations only the first/last four stations are used.
]-2Slant depth from ground [g cm

























Fig. 4. Theνe identification efficiency as a function of the neutrino
interaction point for different zenith angle and energy 1 EeV.
flavour due to different energy fractions transferred to
the induced shower. In CCντ interactions, if the lepton
tau decays in flight, only a fraction of its energy is con-
verted into aτ -induced shower. In aνµ CC interaction,
the produced muon induce a shower which is in general
weaker, with a small energy transfer to an EAS with
very low probability to trigger the SD array. Thus the
νe CC induced showers give the main contribution to
the expected event rate.
IV. CONCLUSIONS
To conclude we have shown that neutrino induced
shower can be identified by the SD of the Auger Ob-
servatory. The key to forν identification is the presence
of a significant EM component. By means of Monte
Carlo simulations we have identified the parameter space
where the efficiency of neutrino identification is signif-
icant.
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Sensitivity of Extensive Air Showers to Features of Hadronic
Interactions at Ultra-High Energies
Ralf Ulrich, Ralph Engel, Steffen Müller, Tanguy Pierog, Fabian Schüssler and Michael Unger
Karlsruher Institut für Technologie (KIT)1
Institut für Kernphysik, P.O. Box 3640, 76021 Karlsruhe, Germany
Abstract. We study the dependence of extensive air
shower development on the first hadronic interac-
tions at ultra-high energies occurring in the startup
phase of the air shower cascade. The interpretation
of standard air shower observables depends on the
characteristics of these interactions. Thus, it is cur-
rently difficult to draw firm conclusions for example
on the primary cosmic ray mass composition from
the analysis of air shower data. On the other hand, a
known primary mass composition would allow us to
study hadronic interactions at center of mass energies
well above the range that is accessible to accelerators
measurements.
Keywords: Hadronic interactions, extensive air
showers, ultra-high energies
I. INTRODUCTION
Currently, the interpretation of existing high quality
air shower data in terms of important properties as
e.g. the primary mass composition, is complicated by
the poorly constraint hadronic interaction physics at
ultra-high energies (e.g. Ref. [1]). For an unambiguous
analysis of air shower data reduced uncertainties of
interaction characteristics are needed.
The longitudinal development of extensive air showers
is very sensitive to hadronic interaction in the startup
of the air shower cascade. These few interactions at
ultra-high energies are subject to particularly large un-
certainties; Their characteristics must be inferred from
extrapolations of accelerator data at much lower energies
to cosmic-ray energies and secondary particle production
phase space. These extrapolations are not well constraint
by theory nor experiment [2]. To explore the importance
of these extrapolations to ultra-high energies on the
final resulting air shower observables, we modified these
extrapolations during air shower simulations.
If, with the help of astrophysical arguments, the
composition of cosmic rays of a specific energy can be
constraint, then it is possible to learn about the physics
of hadronic interactions at energies far above the LHC
from the analysis of air shower data. This would allow
one to use ultra-high energy cosmic ray observatories as
fixed target particle physics experiments at energies up
to
√
s ∼ 450 TeV, which is far above the reach of any
Earth-based particle accelerator.
1KIT is the cooperation of University Karlsruhe and
Forschungszentrum Karlsruhe
II. MODIFIED AIR SHOWER SIMULATIONS
For our studies we implemented a modified version
of the CONEX [4] air shower simulation program that
can modify the characteristics of hadronic interactions
during the simulation. We adapt the following factor to
re-scale specific properties of hadronic interactions:




0 E ≤ 1 PeV
ln(E/1 PeV)
ln(10 EeV/1 PeV) E > 1PeV
, (2)
where E is the energy of the projectile of the interaction.
The factor F (E) is 0 below 1015 eV, and thus f(E) = 1,
where accelerator data is available to constrain the
models (the Tevatron corresponds to ∼ 2 × 1015 eV).
At higher energies F (E) is increasing logarithmically
with energy, reflecting the growing uncertainty of the
extrapolation with energy. The resulting impact of f(E)
on the extrapolation of the production cross section is
shown in Fig. 1. By using Eq. (1) for all interactions dur-
ing the simulated air shower development with energies
above 1015 eV, the effect of the modified extrapolation to
ultra-high energies affects not only the primary cosmic
ray-air interaction, but also the high energy interactions
in the startup phase of the air shower, until the energy
of the particles drops below 1015 eV.
The interactions of hadrons, and thus in particular
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accelerator data (p−p) + Glauber
Fig. 1. Example of a modified hadronic production cross section for
SIBYLL for a 20 % increase and decrease of f19 [8].
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Fig. 2. Impact of secondary particle resampling on Xlab-distributions [3].
modified by using the factor Eq. (1). For nuclei, however,
the semi-superposition model [5, 6] is applied in order
to describe the interactions of nuclei based on the funda-
mental hadronic interactions of the individual nucleons
of the nucleus. Since this model is implemented within
the SIBYLL event generator [7], the handling of primary
nucleons is straightforward and all results presented here
are based on the SIBYLL model.
To change characteristics of the secondary particle
production, like e.g. the multiplicity or the elasticity, we
developed a secondary particle re-sampling algorithm
that, by deletion or duplication of existing particles
and re-distributing of kinetic energy between secondary
particles, can achieve to modify these characteristic
properties. At the same time great care is invested to
conserve all relevant physical quantities such as the
total energy, leading particles, charge, particle types and
energy fractions in particle type groups as far as possible.
Also the momentum of all particles is consistently re-
calculated. A detailed description of the algorithm can
be found in Ref. [3]. In Fig. 2 the impact of the
resampling algorithm for multiplicity and elasticity on
secondary particle Xlab-distributions is displayed. For
the modified multiplicity the number of particles is
rescaled, while leaving the shape of the Xlab-distribution
almost untouched, in particular the leading particle is
conserved. In the case of a modified elasticity kinetic
energy is re-distributed between the leading particle and
the rest of the secondaries. For an increased elasticity the
leading particle inherits energy from the other particles,
so these particles are accumulating at lower energies.
For the decreasing elasticity the leading particle looses
significance by a reduction of its energy. This leads to a
generally more uniform distribution of the total energy
on all the secondaries, and in the limiting case to the
equal distribution of energy on all secondaries.
For our study we simulated 1000 air showers for each
value of f19. All simulations were performed at primary
energies of 1019.5 eV for proton and iron primaries.
III. RESULTS
We are concentrating on three features of hadronic
interactions, that can be easily attributed a direct impact
on air shower development. These are the hadronic
production cross section σ, secondary multiplicity nmult
and the elasticity kela = E/Etot. Extended Heitler
models (e.g. Ref. [9]) exhibit the relation between these
quantities to air shower observable as Xmax
Xmax ≈ λint + λr · ln E0(1− kela)
nmult · E e.m.crit
, (3)
where λr is the electromagnetic radiation length and
E e.m.crit the critical energy in air.
To demonstrate the impact of these interaction fea-
tures on the air shower development we simulate the
effect on the depth of the shower maximum, Xmax, and
on the total number of electrons above 1MeV, Ne, and
muons above 1GeV, Nµ, after 1000 g/cm2 of shower
development.
The quantity that is affected most directly is Xmax,
see Eq. (3); The effects on Ne and Nµ can be mostly
understood relative to Xmax - as the consequence of
a changing distance from the shower maximum to the
observation level.
The results for proton primaries are summarized in
Fig. 3 and for iron primaries in Fig. 4.
A. Cross section
A changing cross section has a strong impact on
Xmax. Both the mean as well as the fluctuations are
affected. Especially for the fluctuation, the cross section
is much more important than any other hadronic interac-
tion feature. The effect on the electron number is related
to the changing distance from the shower maximum to
the observation level. Muon are only weakly affected.
For iron primaries the effects are very much reduced.
Interestingly the impact on the mean Xmax is still very
notable, while it changes the fluctuations only by up to
a few g/cm2.
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Fig. 3. Effect of changing interaction characteristics on proton induced air showers. Shown is the impact on the observables Xmax, Ne and
Nµ. Each data point is the mean value for 1000 simulated air showers at a primary energy of 1019.5 eV. The lines are just to guide the eye.
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Fig. 4. Effect of changing interaction characteristics on iron induced air showers. Shown is the impact on the observables Xmax, Ne and
Nµ. Each data point is the mean value for 1000 simulated air showers at a primary energy of 1019.5 eV. The lines are just to guide the eye.
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B. Multiplicity
The multiplicity shifts the mean value of Xmax while
leaving its fluctuations almost untouched. The electron
number is reduced for a growing multiplicity, since the
shower maximum moves further away from the detector
level. This is also why the fluctuations are increasing
at the same time. The muon number, on the other
hand, grows since it does not depend strongly on the
distance to the shower maximum. This inverse reaction
of electron and muon numbers on a changing multi-
plicity certainly has interesting implications on Ne/Nµ
unfolding technique, as practiced e.g. by the KASCADE
Collaboration [1]; By changing the multiplicity, the
model predictions move on diagonal lines in the Ne/Nµ-
plane.
The same effects are observed on a reduced scale for
iron primaries.
C. Elasticity
The elasticity has an influence on the mean as well as
RMS of the Xmax distribution. The case of an increased
elasticity by f19 = 2, as we included it in our results, is
the most extreme modification of hadronic interactions
that we present; The elasticity is not expected to rise at
ultra-high energies. Again, the electron number reacts
to the shifting Xmax. A surprisingly strong effect is
observed in the fluctuations of the muon signal.
The latter effect disappears for iron primaries. The
impact on Xmax and Ne is comparable to the one
induced by multiplicity and cross section.
IV. SUMMARY
We demonstrate the importance of the extrapolation
of hadronic interaction features from accelerator data to
ultra-high energies for air shower development. For this
purpose hadronic interactions are modified during the air
shower simulation process within a customized version
of the CONEX program.
It is found that the resulting impact on air shower
observables is much larger than by just considering the
properties of the single first interaction of the primary
cosmic ray particle in the atmosphere. For example
the predicted value of 〈Xmax〉 for primary iron nuclei
changes by up to > 30 g/cm2 while changing the cross
section by a factor of 2; Since the mean free path of
iron in air itself is only ∼ 8 g/cm2 a change by a factor
of 2 can only explain 4 respectively 16 g/cm2 of the
total impact. The remaining shift of 〈Xmax〉 is in fact
originating from a different air shower development after
the first interaction.
Currently, the existing uncertainties in interaction
physics at cosmic ray energies prevent an unambiguous
interpretation of air shower data in terms of e.g. the
primary cosmic ray mass composition.
The demonstrated sensitivity of standard air shower
observables on hadronic interactions characteristics can
be exploited to put constrains on hadronic interaction
physics at energies far above the LHC. Furthermore,
if the composition of the cosmic ray flux in a specific
energy region can be inferred from astrophysical con-
siderations, existing and future high quality air experi-
ments [10 - 13] can be used in order to explore particle
physics up to
√
s ∼ 450 TeV. This is possible for
proton cosmic ray primaries but, with somewhat limited
sensitivity, also for primary iron nuclei.
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Fluorescence emission induced by extensive air showers in
dependence on atmospheric conditions
Bianca Keilhauer∗, Michael Unger∗
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Abstract. Charged particles of extensive air show-
ers (EAS), mainly electrons and positrons, initiate
the emission of fluorescence light in the Earth’s
atmosphere. This light provides a calorimetric mea-
surement of the energy of cosmic rays. For recon-
structing the primary energy from an observed light
track of an EAS, the fluorescence yield in air has to
be known in dependence on atmospheric conditions,
like air temperature, pressure, and humidity. Several
experiments on fluorescence emission have published
various sets of data covering different parts of the
dependence of the fluorescence yield on atmospheric
conditions.
Using a compilation of published measurements,
a calculation of the fluorescence yield in dependence
on altitude is presented. The fluorescence calculation
is applied to simulated air showers and different
atmospheric profiles to estimate the influence of the
atmospheric conditions on the reconstructed shower
parameters.
Keywords: atmosphere-dependent fluorescence
emission, temperature-dependent collisional cross
sections, vapour quenching
I. I NTRODUCTION
The number of emitted fluorescence photons at the air
shower can be written as
d2N0γ
dXdλ





whereY (λ, P, T, e) is the fluorescence yield in depen-
dence on wavelengthλ, air pressureP , air temperature
T , and vapour pressuree. The deposited energy of the
secondary particles is denoted asdEtot
dep
/dX .
In the last couple of years, a lot of effort has been
put on the investigation of atmospheric dependences on
nitrogen fluorescence in air [1]. The fluorescence yield
Yλ can be written as
Yλ = Φ
0
λ · λ/hc ·
1
1 + P/P ′v
, (2)
whereΦ0λ is the fluorescence efficiency at zero pressure,
P is the air pressure, andP ′ is the characteristic pressure
for which the probability of collisional quenching equals
that of radiative de-excitation. The indexv indicates the
vibrational level of the exited state. Several groups have
already investigated aspects of the fluorescence emission
from nitrogen molecules in air (e.g. Bunner [2], David-
son & O’Neil [3], Kakimoto et al. [4], MACFLY [5]
and FLASH [6]). In addition there are various ongoing
experimental activities, e.g. AIRFLY [7], [8], [9], [10],
Nagano & Sakaki et al. [11], [12], AirLight [13] and
Ulrich & Morozov et al. [14]. One major goal of all
experiments is to obtain an absolute fluorescence yield
Y 0λ = Φ
0
λ · λ/hc either for the main contributing band
at 337.1 nm or for the entire spectrum in the range
of interest between about 300 – 420 nm.Y 0λ repre-
sents the intrinsic radiative de-excitation of the nitrogen
molecules. However, in gas like air quenching processes
have to be taken into account because the rate of
radiative de-excitations is reduced by collisions between
excited nitrogen molecules and further molecules in the
gas. These quenching processes depend on atmospheric
conditions and are described by(1+P/P ′v)
−1 in Eq. (2).







































with τ0,v as the mean life time of the radiative transition
to any lower state, the indexv indicates again the
vibrational level of the exited state as forP ′v, NA is
Avogadro’s number,R is the universal gas constant,
Tair is the air temperature,k is the Boltzmann constant,
Cvol is the fractional part per volume of the relevant
gas constituents, andMx is the mass per mole where
x stands for the relevant gas constituents. Up to now,
the collisional cross sectionsσNx,v have been taken
as temperature-independent even though it was known
from theory that there has to be a temperature depen-
dence. Recently, first experiments could confirm this
dependence for nitrogen-nitrogen and nitrogen-oxygen
quenching. The temperature-dependence of the nitrogen-
vapour quenching has not been measured yet. First
estimates indicate only minor importance with an effect
of less than 1% change in the reconstructed energy of
an air shower [15]. An independent measurement of the
t mperature-dependent collisional cross sections in air
has been performed quite recently. First analyses of data
indicate compatible results with the measurements from
AIRFLY and will be published soon [15].
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Adopting this description of fluorescence emission for
air shower reconstruction, we have to apply atmospheric
profiles for temperature, pressure, and vapour pressure.
This cannot be provided by simple atmospheric models
as these usually do not include vapour profiles. However,
profiles obtained with meteorological radio soundings do
provide all necessary quantities [16].
II. FLUORESCENCEMODELS IN RECONSTRUCTION
For this study, we could use the simulation and
reconstruction frameworkOff line [17] of the Pierre
Auger Observatory [18]. Within this framework, we
could obtain standard monthly models for the area of
that observatory which do not include water vapour
profiles [16]. Additionally, we had access to 109 actual
nightly atmospheric profiles from local radio soundings
that cover all conditions within a year. One of the
advantages of the framework is that it features many
implementations of different fluorescence models which
can easily be interchanged.
The first implementation of a fluorescence model
in Off line, referred to as K96, is based on measure-
ments by Kakimoto et al. [4]. The fluorescence yield
is parametrised in dependence on deposited energy
and on altitude by considering the pressure and
√
T -
dependences. The second fluorescence model, N04,
has the same functional form of parametrisation and
describes data from Nagano et al. [19], [11]. These
measurements provide spectrally resolved data for 15
wavelengths between 300 and 430 nm. Also in this
description, only the pressure and
√
T -dependences are
considered. The third fluorescence description inOff line
is given by the AIRFLY Collaboration in 2007, labelled
with A07. The fluorescence yield is given as [9]











Y 337P0,T0 is the fluorescence yield at 337.1 nm as measured
at their standard experimental conditions which areP0
= 800 hPa andT0 = 293 K. The other transitions
have been measured relatively to that at 337.1 nm and
are given byIλP0,T0 . Overall, 34 transitions could be
resolved between 295 and 430 nm. Since the absolute
calibration of this experiment is still under study,Y337 is
normalised to the corresponding value of N04. It should
be pointed out that the description in this model can
easily be expanded to account for vapour quenching and
temperature-dependent collisional cross sections. The
fourth implementation of a fluorescence model follows
the calculation from Keilhauer et al. in 2008 [20].
Here, 23 wavelengths between 300 and 430 nm are
considered by applying Eq. (2) and (3). The model
uses a compilation of different measurements [20],
[21]. For the temperature-dependent collisional cross
sections, the data from AIRFLY [9] are used. Theseα-
coefficients are obtained in air, so the sameαλ is applied
to NN-collisions and NO-collisions. The temperature-
dependent collisional cross sections in Eq. (3) are written
asσNx,ν(T ) = σ0Nx,ν ·T
αν whereσ0Nx,ν = σNx,ν ·293
−αν
is the measured temperature-independent cross section at
standard experimental conditions ofT = 293 K. Cross
sections for nitrogen - water vapour collisions have been
measured by two experiments [22], [23].
III. A TMOSPHERE-DEPENDENTFLUORESCENCE
EMISSION
To study the overall effect of different fluorescence
models on reconstructed air shower observables, primary
energy E and position of shower maximumXmax,
it is important to account for only that part of the
fluorescence spectrum that a detector is sensitive to as
well as the wavelength dependent attenuation in the
atmosphere (see for instance Fig. 8d in [11]). Moreover,
since the atmospheric parametersP , e and T depend
on altitude, different fluorescence models will propagate
differently to E and Xmax if the shower reached its
maximum high in the atmosphere or close to the ground.
To include all these effects, we proceeded as follows:
Proton and iron showers with energies between 1017.5
and 1020 eV were generated using CONEX [24] and
QGSJETII [25]. The fluorescence light was generated
according to the K08 model including water vapour
quenching and temperature-dependent collisional cross
sections. The events were generated with time stamps
that corresponds to nights with balloon launches, such
that realistic profiles forP , e andT could be obtained.
In the following, we will compare the difference in the
reconstructedE and Xmax values of these simulated
showers.
A. Fluorescence Models
The Xmax and energy differences for reconstruc-
tions with different fluorescence models is shown in
Fig. 1. For this figure, the water vapour quenching and
temperature-dependent collisional cross sections were
not switched on in the K08-model, thus this comparison
is only sensitive to theY (P, T ) implementations. As
explained above, the A07 model is normalised to N04,
therefore they are not independent and show correspond-
ingly the smallest differences.
B. Temperature-dependent collisional cross sections and
vapour quenching
The influence of the water vapour quenching (σe) and
temperature-dependent collisional cross sections (σT ) on
Xmax andE was studied by subsequently switching off
the effects in the reconstruction using the K08-model.
As can be seen in the left panel of Fig. 2, ignoring
σe- and σT -effects leads to an underestimation of the
reconstructed energy by about 5%. Bothσe- and σT -
dependences affect the shape of the longitudinal profile.
Since theσe-dependence is most important close to
ground and theσT -dependence affects mainly higher
altitudes, the two effects partially compensate (see right
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Fig. 1. Comparison of
the influence of different
fluorescence models onE
and Xmax (without vapour
quenching and temperature-
dependent collisional cross
sections). The abbreviations of
the different fluorescence models
are defined in Sec. II.
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panel of Fig. 2) leading to only a smallXmax shift of
≤ 2 g cm−2.
Interchanging the water vapour quenching from [22]
with the independent measurement from [23] affects the
shower observables very little (see solid black dots in
Fig. 2).
The varying strengths of theσe- andσT -dependences
at different altitudes can be seen in Fig. 3. Ignoring the
σT -effect, the energy is misreconstructed up to -7% for
showers withXmax high up in the atmosphere. Ignoring
the σe-dependence, the energy is underestimated also
up to 7% for showers withXmax close to ground.
The position of shower maximum is also affected with
the largest biases being observed for deep and shallow
showers. The overall shift ofXmax is strongest for
showers with a position of shower maximum at about
3 km a.s.l. with -5 g cm−2 or for showers withXmax at
9 km a.s.l. with 5 g cm−2. It can clearly be seen in the
right-hand plot of Fig. 3 that theσe-dependence cancels
out partly theσT -dependence concerningXmax.
IV. D ISCUSSION OFRESULTS
In the fluorescence model K08, all currently known
effects of the fluorescence light emission are included
in dependence on varying atmospheric conditions. Run-
ning this model in combination with actual atmospheric
profiles, gives a good estimate of the overall mis-
reconstruction and uncertainties of a standard recon-
struction. However, it must be stressed that all of the
models used in this study have a reported uncertainty
of the absolute fluorescence yield well above 10%. In
particular, the AIRFLY and AirLight experiments will
perform an absolute fluorescence yield calibration with
higher accuracy and results can be expected within one
year.
In Fig. 4, the difference of the reconstruction of
E and Xmax using the K08 model with all effects
in combination with actual atmospheric profiles and
a standard reconstruction with the A07 fluorescence
model with monthly models can be seen. More or less
independent of energy, the reconstructed primary energy
E is higher by about 5% using K08 compared with
A07 model. The position of shower maximumXmax is
nearly unaffected. These results are very similar to the
comparison of the full K08 model and that withoutσe-
andσT -dependences. Thus, no additional systematics are
introduced while changing the fluorescence model apart
from those obtained by theσe- andσT -dependences.
Studying the variation inE andXmax in dependence
on the height of the shower maximum, two extreme
cases can be found: The average shift inE can be up
to -7% for E and -5 g cm−2 for Xmax for deeply-
penetrating showers and up to -7% forE and +5 g cm−2
for Xmax for showers that develop high in the atmo-
sphere.
Furthermore, we studied the influence of different
types of primary particle in terms of proton- and iron-
induced showers. Comparing the widths of the distribu-
tion, no difference could be found between proton- and
iron-induced air showers.
The change in the atmosphere description from
monthly models to actual sounding profiles do hardly af-
fect the reconstructed energy nor the position of shower
maximum. ForE, the difference is well below 1% and
for Xmax below 2 g cm−2.
Obviously, the fluctuation of the atmosphere around
the monthly average atmosphere values adds an ad-
ditional contribution to the statistical uncertainty of
the reconstructed energy andXmax of one shower.
The ’end-to-end’ comparison of the A07 model with
monthly averages to the K08 model with sounding data
yields RMS(∆E/E) ∈ [1.5, 3.0]% and RMS(Xmax) ∈
[7.2, 8.4] g cm−2(cf. Fig. 4).
Finally, the systematic difference in the collisional
cross section data from two independent measure-
ments [22], [23] are negligible. The reconstructed energy
varies less than 1% and the position of shower maximum
about 1 g cm−2 while interchanging the cross sections.
Varying theα-coefficients for the temperature-dependent
collisional cross sections within their given uncertainties,
yields in less than 1% change in reconstructed energy
as well.
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Fig. 2. Comparison of the effect
of switching off σe and the col-
lisional cross sectionsσT on E
and Xmax as well as the influ-
ence of different vapour quench-














































Fig. 3. Difference in recon-
structed energy andXmax in
dependence the vertical height
of the shower maximum (E =
1019 eV).
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Fig. 4. Difference of the re-
construction using the full K08
model to A07. Error bars denote
the RMS spread. Note that we
corrected for the ’trivial’ yield
difference,∆, from Fig. 1.
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A MC simulation of showers induced by microscopic black holes
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Abstract. Large surface detectors might be sensitive
not only with respect to extensive air showers induced
by ultra high energy neutrinos but also to showers in-
duced by hypothetical objects like microscopic black-
holes. Microscopic black-holes might be produced
in high energy particle collisions with the center
of mass energies above the fundamental scale of
gravity. These black-holes would decay rapidly by
Hawking radiation into characteristic high multiplic-
ity states of Standard Model particles and induce
extensive air showers potentially detectable by a
large surface neutrino detector. In this paper we
study the possibility to detect microscopic black-holes
exemplifying it in case of the surface detector of the
Pierre Auger Observatory. The expected event rate
is calculated for up-going and down-going showers
induced by microscopic black-holes. Our calculations
show a significant deviation of the expected rate
compared to the rate expected by Standard Model
predictions. The rates of up-going neutrinos are
almost completely suppressed, whereas the rate of
down-going neutrinos increase by a factor of about
50 with respect to standard model calculations. The
non observation of up-going neutrinos by the Pierre
Auger Observatory in conjunction with a high rate
of down-going neutrino-induced showers, would be
a strong indication of physics beyond the Standard
Model.
Keywords: UHECR, neutrinos microscopic black-
hole
I. I NTRODUCTION
Searching for ultra high-energy (UHE) neutrinos
(1018 eV or above) emitted from astrophysical objects
is one of the most challenging tasks in Astroparticle
Physics. Neutrinos offer a unique opportunity to open
a new observation window, since they are only weakly
interacting and neutral. After having traveled cosmologi-
cal distances without being perturbed and/or deflected in
the interstellar medium, neutrinos behave as messengers
of the most mysterious regions of astrophysical sources.
Several theoretical models predict a significant flux
of high-energy neutrinos as a result of the decay of
charged pions, produced in interactions of UHE cosmic
rays within the sources themselves or while propagating
through background radiation fields.
The expected neutrino rates possibly detected by large
surface detectors do not only depend on the predicted
flux of neutrinos but also on the neutrino-nucleon cross
section. It has been noted [1] that Earth-skimmingντ ’s
will generate upward going air showers when they inter-
act in the earth crust. By contrast neutrinos of all flavours
will generate deeply penetrating quasi-horizontal (down-
going) air showers which are distinctive in having
an electromagnetic component unlike hadron induced
showers [2]. The rate for down-goingν induced showers
is proportional to neutrino-nucleon cross section, while
the rate of Earth-skimmingντ is not. Thus, the detection
rate for down-goingνs, and the rate for up-goingν
showers, react differently to variations of the neutrino
cross section and tau energy loss. By comparing these
rates one can therefore constrain significant deviations
of neutrino interactions from SM predictions, see for
example [3] for more details.
The neutrino-nucleon cross section is related to parton
densities in the yet unmeasured low Bjorken-x region
x ∼ 10−5. Some models even propose substantial
modifications of neutrino interactions at high energies,
including theories ofTeV-gravity and production of
microscopic black holes (BH), a domain that is to be
tackled in the near future by the LHC. Measuring the
flux of ultra high energy neutrinos would not only allow
to put limits on cosmic ray production and propagation
models. It would also probe fundamental interactions at
energies that lie well above theTeV scale, and open a
new window on possible physics beyond the Standard
Model (SM) [4].
In this paper the scenario of microscopic BH produc-
tion in neutrino nucleon collisions at theTeV scale is
exemplified for the case of the surface detector (SD)
of the Pierre Auger Observatory [5], which consists
1600 water Cherenkov detectors with 1.5km spacing. In
addition to hadrons and photons the Auger Observatory
is also sensitive to UHE neutrinos with energies above
∼ 1017 eV [6], [7].
The outline of the paper is as follows. In section II a
short description of microscopic BH physics is given. In
section III a full MC simulation chain starting with the
injection of a neutrino into the Earth’s atmosphere, its
propagation, interactions and eventually the air shower
production up to the actual response of the Auger SD
array is described. Finally, in section IV results of the
calculations event rates are presented.
II. B LACK HOLE PRODUCTION
In conventional 4-dimensional theories the Planck
scale∼ 1019 GeV (at which quantum effects of gravity
become strong) is fundamental and the study of black
holes lies beyond the realm of experimental particle
physics. In theories where the existence of larger warped
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extra dimensions is suggested, the 4-dimensional Planck
scale is derived from the D-dimensional fundamental
Planck scale, which can be ofO(TeV), bringing the
possible observation of BH production and evaporation
into reach of available experiments [8], [9].
Microscopic BHs might be produced in high energy
particle collisions with the center of mass (CM) energies
above the fundamental scale of gravity. When the impact
parameter of two incident particles drops below the
Schwarzschild radiusrs of a BH with mass equal to
their CM energy, BH formation should occur with a
massMBH =
√
ŝ. In case of a neutrino-nucleon collision
the squared CM energŷs is given by ŝ = x · 2mNEν ,
wheremN is the nucleon mass andEν the energy of the
interacting neutrino. Within a semi-classical approach

























so that σ̂ ∝ ŝ
1
n+1 , where n is the number of extra
dimensions.
The quantityMD denotes the lightest possible BH
with a trans-Planckian Schwarzschild-radius.
The total cross section for the formation of a BH in
neutrino-nucleon collisions can then be written as












fi (x, Q) ,
(2)
wherefi(x, Q) denotes the parton distributions functions
(PDF) andMmin
BH
is the minimal BH mass for which a
semi-classical treatment of BH formation is expected to
be valid and not understood effects of quantum gravity
can be neglected. Due to the rapidly rising nucleon
PDF at low x, the effective BH massMBH does not
exceed several tens ofTeV/c2, even for neutrinos with
an energy up to1021 eV.
Once produced, microscopic BHs are expected to
decay within time scales of∼ 10−25 s through three
major phases:
• The balding phase, in which the ’hair’ (asymmetry
and moments due to the violent production process)
is shed.
• The Hawking evaporation phase [10], which con-
sists of a short spin-down phase (the Kerr (rotating)
BH loses its angular momentum) and then a longer
Schwarzschild phase, which accounts for the great-
est proportion of mass loss [11].
• A Planck phase at the end, when the BH mass or
the Hawking temperature reach the Planck scale.
Given the validity of the semiclassical description, a
BH will mainly evaporate due to Hawking radiation and
behave like a thermodynamical system with the temper-
atureTH = n+14πrs . During the decay the Hawking temper-
ature will rise as the BH mass drops. The lifetime can









decay may be treated as instantaneous on detector time
scales, since forMD ∼ 1 TeV andMBH ∼ 10 TeV, the
BH lifetime τ is smaller than10−25 s. During the decay
process particles of all SM channels will be produced
in a ’flavor-democratic’ fashion with energies of order







In order to calculate the expected event rate from
microscopic BH-induced showers at SD array of the
Auger Observatory, a full MC simulation chain was set.
Simulation consists of three phases: propagation and in-
teraction of neutrinos inside the Earth and atmosphere to
produce primaries able to initiate potentially detectable
showers in the atmosphere; simulation of lateral profiles
of shower developments in the atmosphere and, finally,
simulation of detector response.
The decay and the resulting particle spectrum of
BH was simulated using a modified version of the
CHARYBDIS code [12]. The original version has been
developed as an event generator for the production
of microscopic BHs at the LHC. One characteristic
feature to be pointed out is the inclusion of the recently
calculatedgrey-bodyfactors for BH production in extra
dimensions [13]. Grey body factors account for the
fact that particles have to be transmitted through a
curved space-time outside the horizon, and result in a
modified emission spectrum from that one of a perfect
thermal black body, even in 4 dimensions. For sake of
simplicity and due to the fact that the decay balding
and Planck phase are not well understood, only the
Hawking evaporation phase for a non-rotating BH is
implemented. In CHARYBDIS the fragmentation and
hadronization process of the radiated particles is realized
by an interface to the generator PYTHIA [14].
There is no BH generator for collisions of neutrinos
and nucleons available so far. Among other generators
also CHARYBDIS was originally designed forpp and
p̄p collisions and motivated by collider experiments like
the upcoming LHC. Modifications had to be introduced
allowing for the study of neutrino-nucleon collisions.
The neutrino has to be treated as a beam particle without
substructure. This affects the calculation of the BH mass
as well as the cross section, the handling of PDF and
the initialization routine of PYHTIA. A Lorentz boost
from the LAB system to the CM system before the
collision and back after the decay was added to ensure
the numerical stability even at highest energies. The
implemented changes were verified by cross-checking
the cross sections and distribution of the generated BH
massMBH =
√
xs (which depends on the involved
PDF) calculated in our cross section generator, CSGEN,
according to the cited literature against the results ob-
tained with the modified version of CHARYBDIS. The
cross-section generator, CSGEN, is a self-written tool to
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Fig. 1. (Left panel) The BH formation cross section calculated for xmin = 3. For comparison the SM CCντ N cross section [15] is shown;
(right panel) particle spectrum of a BH decay withEντ = 10
19 eV, averaged over 100 events. The mean BH mass is〈MBH〉 = 6730.8 TeV,
the multiplicity 〈M〉 = 614.4.
calculate cross sections. In CSGEN typical SM structure
functions [15] were implemented as the parametrisation
and other PDF included as the LHAPDF [16] FOR-
TRAN libraries.
All calculations were performed with the minimal
black hole mass given byxmin ≡ MminBH /MD = 3 which
corresponds to a lower cutoff where the semi-classical
description of microscopic BHs is still valid, and the
number of extra spacial dimensions set to3 ≤ n ≤ 7.
We determine the flux of neutrinos reaching the
detector volume and initiating an extensive air shower
(EAS). CSGEN is used to calculate cross sections, the
distributions of involved kinematic variables and the tau
energy loss for various interaction models and predic-
tions [17]. The data are input to a modified version of
ANIS [18], [19] to simulate the propagation of incident
neutrinos towards the detector and calculate the vertices
of initiated air showers.
The probability to detect neutrinos and microscopic
BH by the SD array of the Auger Observatory is done
by means of the packages PYTHIA and CHARYBDIS,
which are used to simulate the production of secondary
particles in neutrino-nucleon interactions that eventually
initiate an EAS. These particles are input to the air
shower simulation software AIRES [20] to create shower
profiles and footprints, which are then analyzed with
the Auger Off line software framework [21] in order
to determine the detector response and identification
efficiency.
IV. RESULTS
The actual BH formation cross section for neutrino
nucleon collisions calculated with CSGEN is shown
in Fig. 1 (left panel) for different assumptions on the
number of additional spacial dimensions. When the
CM energy reaches values high enough to form a BH




15 eV andEν = 1016 eV), the BH cross section
rises rapidly, exceeding the SM cross sections by about
two orders of magnitude at the highest energies. As
an example the averaged spectrum of a BH decay at
Eντ = 10
19 eV is shown in Fig. 1 (right panel). It is
evident that the secondaries consist mainly of charged
and neutral pions, and kaons.
For the scenario of microscopic BH production, the
neutrino interaction length in air is still larger than the
tmospheric depth, so that BH showers can be initiated
deep in the atmosphere and hence can be distinguished
from hadronic cosmic rays in the same way like neu-
trino induced showers, i.e. looking for inclined young
showers [6], [22].
Neutrinos are able to penetrate deep into the atmo-
sphere before interacting and generating ayoung shower
lose to the detector as opposed toold showersof
hadronic or photon origin shortly after entering the
atmosphere. At large zenith angles the purely electro-
magnetic part of such old showers is usually absorbed
within the first 2000 g cm2. Practically only the high
energy muons reach the ground, especially in inclined
showers. This results in a thin and flat shower front
which generates a short detector signal, lasting only
a few ten nanoseconds. Young showers however reach
the ground with a significant electromagnetic component
still existent, showing a curved and thick shower front
at ground that leads to broad signals with durations
of up to a few microseconds. Together with the time
information of the particles detected at ground and the
elongated shape of the footprint, young inclined showers
can be identified and their origin eventually attributed
to neutrinos. The larger the considered zenith angle, the
more pronounced are these features.
To calculate the expected event rate from microscopic
BHs we have defined a set of cuts where the number
of events passing is maximal while the background
contamination (due to hadron-induced showers) is kept
minimal. A method similar to the one presented in [6]
was used. Applying the cuts to simulated neutrino and
microscopic BH showers yield to the neutrino/BH iden-
tification efficiency, which is defined as the ratio of
showers triggering the detector and passing the cuts over
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Fig. 2. The SD identification efficiency maps calculated for down-
goingνe neutrinos producing microscopic BH. The efficiency is ploted
as the function of shower energyEs and the injection heighth.
the total number of simulated AIRES showers. In Fig. 2
an example of identification efficiencies is shown.
Once the identification is known the event rate can
be calculated. The total observable rates (number of




A(Eν)×Φ(Eν)×dE, whereΦ(Eν) is the
isotropic ν-flux, ∆T the observation time andA(Eν)
the acceptance for a given initial neutrino energy,Eν .
In Tab. I the rates (number of events per year), for dif-
ferent injectedν-fluxes are listed. The rates labeled with
“WB” are obtained for the Waxman-Bahcall bound [23].
Other rates are calculated for the GZK flux [24] and a
flux due to Topological Defects (TD) [25]. In addition in
Tab. I the ratioR between expected up- and down-going
neutrino events is presented for different interaction
models. One finds that this ratio is indeed sensitive to
the underlying neutrino-nucleon cross section. A higher
cross section results in a decrease of up-going and
increase of down-going event rates, and vice versa. But
given the fact that for a non-exotic interaction model
more than ten years of data-taking (depending on the
incoming neutrino flux) might be necessary to detect
a single down-going neutrino, the statistical relevance
of the measured data will at best allow to put a limit
TABLE I
THE EXPECTED EVENT RATES AND THE RATIO BETWEEN UP- AND
DOWN-GOING EVENT RATES FOR DIFFERENT NEUTRINO FLUX AND
CROSS SECTIONS.
Scenario fluxΦ rate 1/yr rate 1/yr
up-g. down-g. ratioR
GRV92nlo WB 0.44 0.22 2.0
GZK 0.12 0.05 2.5
TD 0.49 0.32 1.6
HP WB 0.23 0.26 0.9
GZK 0.07 0.05 1.2
TD 0.25 0.39 0.7
ASW WB 0.54 0.13 4.2
GZK 0.15 0.03 4.8
TD 0.61 0.17 3.6
BH, n=5 WB 0.02 11.30 ≈ 1
500
GZK 0.01 2.01 ≈ 1
300
TD 0.02 19.31 ≈ 1
1000
on the cross section or energy loss model. In the case
of BH production the picture looks different: the non-
observation of up-going neutrinos in conjunction with a
high rate of down-going inclined air showers, initiated
deep in the atmosphere, would be a strong indicator of
physics beyond the SM.
V. CONCLUSIONS
A complete MC simulation chain to study the mi-
croscopic BH-induced showers has been presented. Our
calculations show a significant deviation of the expected
event rate in comparison to the rate calculated by SM
predictions. The non observation of up-going neutrinos
by the Pierre Auger Observatory in conjunction with
a high rate of down-going neutrino-induced showers,
would be a strong indication of physics beyond the SM.
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Abstract. Interpretation of EAS measurements
strongly depends on detailed air shower simulations.
The reliability of these simulations is limited by
our current knowledge and modeling of hadronic
multiparticle production. Another severe limitation,
though of technical nature, is the calculation time
of Monte Carlo programs at very high energy.
In this contribution we will present improvements
implemented in the latest versions of the shower
simulation codes CORSIKA and CONEX, addressing
these limitations.
Keywords: CORSIKA, CONEX, air-shower
I. I NTRODUCTION
The experimental method of studying ultra-high en-
ergy cosmic rays is an indirect one. Typically, one
investigates various characteristics of extensive air show-
ers (EAS), a huge nuclear-electromagnetic cascade in-
duced by a primary particle in the atmosphere, and
uses the obtained information to infer the properties
of the original particle, its energy, type, direction, etc.
Hence, the reliability of ultra-high energy cosmic ray
analyses depends on the use of proper theoretical and
phenomenological descriptions of the cascade processes.
The most natural way to predict atmospheric particle
cascading in detail seems to be a direct Monte Carlo
(MC) simulation of EAS development, like it is done,
for example, in theCORSIKA program [1]. As very
large computation times are required at high energy, an
alternative procedure was developed to describe EAS
development numerically, based on the solution of the
corresponding cascade equations (CE). Combining this
with an explicit MC simulation of the most energetic
part of an EAS allows us to obtain accurate results both
for average EAS characteristics and for their fluctuations
in the CONEX program [2].
After briefly describing recent changes introduced in
CORSIKA and CONEX in their latest release, we will
present the latest results on important EAS observables
obtained with these programs. In the second part of this
article we will discuss how the two programs can be
combined to achieve fast and accurate 3-dimensional
EAS simulations. First results of this ongoing work are
shown.
II. I MPROVEMENTS OFCORSIKA AND CONEX
One of the aims of releasing new versions ofCORSIKA
and CONEX is to provide the users with up-to-date
versions of hadronic interaction models.
Two years ago, the new hadronic modelEPOS1.61 [3]
brought a quite different philosophy in the hadronic
models used for EAS simulations: Designed for high
energy physics, unless others, EPOS is detailed enough
to be compared to any type of accelerator data experi-
ment. While the results on muon production were very
promising [4], the model was shown to be incompatible
with hadron data of the KASCADE experiment [5]. As
a result of accounting for constraints given by cosmic
ray experiments and further model developments to
describe accelerator data,EPOS has been improved to
version 1.99, which has been introduced this year in
both CORSIKA and CONEX as new hadronic interaction
model. Some results are presented in the following.
Details onEPOS1.99 are given in [6].
Concerning the particle tracking algorithms, the most
important improvement in the last release ofCORSIKA
(6.900) is the possibility to follow [7] charmed parti-
cles produced byQGSJET01 [8] and DPMJET 2.55 [9].
Only with increasing collision energy above 1016 eV the
production cross section becomes large enough [10],
[11] for a noticeable number of charmed hadrons. In
the new CHARM option these particles are tracked to
the point of decay. As their life times are generally
short (≈10−12 sec) and their interaction cross sections
unknown, currently only the decay is considered, ne-
glecting all possible interactions. The new extension of
CORSIKA introduces the masses and life times of all
ground states of charmed hadrons, as well as of their

























Fig. 1. Sensitivity of muon energy spectra influenced to charm
particleproductionusing standardDPMJET (charmed particles decay at
production, dotted line), with charm production and tracking (dashed
line), and with charm production suppressed (full line).
129
2 T. PIEROG et al. CORSIKA AND CONEX
Energy (eV)

































Fig. 2. Mean Xmax for protonand iron induced showers as a function of the primary energy. Predictions of different high-energy hadronic
interaction models,QGSJET01 (dotted),QGSJETII-3 (dashed),SIBYLL 2.1 (dashed-dotted), andEPOS 1.99 (solid), are compared to data. Refs.
to the data can be found in [13].
hadrons. The decays are treated by thePYTHIA package
[12] which is coupled [7] withCORSIKA.
The number of high energy muons in EAS, which
emerge at a low percentage from the decay of charmed
mesons, is sensitive to charm production. Fig. 1 shows
the muon energy spectra of vertical proton induced EAS
of 1019 eV primary energy (averaged over 100 EAS),
one set simulated with the standardDPMJET/GHEISHA
[14] interaction models. In the standard versionDPMJET
produces charmed particles, which decay immediately
at the production vertex and are implicitly treated in
the interaction. In a second set of showers (denoted by
’charm’) the produced charmed hadrons are transported
to the point of their decay. In a third set the charm pro-
duction is suppressed artificially (denoted by ’nocharm’).
The influence on the muon energy spectra is visible only
above 10 TeV, in average only very few additional muons
are produced by the charmed mesons.
A technical improvement was achieved inCORSIKA
by replacing the shell scriptcorsika-install by
the perl programcoconut to manage in a portable
way the autoconf/automake tools for the instal-
lation and selection of options inCORSIKA. Options are
selected by a shell script usingautoconf and standard
C preprocessor commands in theCORSIKA source code.
Finally, the interface toFLUKA2008.3b [15] has been
updated.
III. L ATEST RESULTS
In the following EAS simulation results using
EPOS 1.99 [6] and QGSJET II-3 [16] are presented
and compared to former results usingQGSJET01 [8] or
SIBYLL 2.1 [17], [18].
As shown in Fig. 2, the mean depth of shower
maximum, Xmax, for proton and iron induced showers
simulated withCONEX is quite different forEPOS1.99.
EPOS proton induced showers show a significantly
higher elongation thanQGSJETII. Above 1019 eV, both
QGSJET01 andQGSJETII elongation rates decrease due
to the very large multiplicity of these models at ultra-
high energy. Below1018 eV, an analysis ofXmax data
would lead to a composition of primary cosmic rays that
is heavier usingQGSJETII compared toEPOS. Above
1018 eV the situation is reversed.
In Fig. 3 CONEX-based estimates for the value of
the Cherenkov signal in Auger tanks [19] due to muon
component, Sµ(1000 m), are plotted as a function of the
zenith angle. The tank signal has been simulated in a
simplified way, that is why only the relative differences
between the model results are shown here (reference is
proton induced showers withQGSJETII). Due to a much
larger muon number at ground inEPOS[4], the density at
1 km is higher by about 25% for proton induced showers
and up to 90% in case of iron induced showers if
compared to the proton prediction ofQGSJETII. Such a
difference is of crucial importance for the reconstruction
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Fig. 3. Muon contribution to S(1000m) as measured by the Pierre
Auger Observatory for1019 eV air showers simulated with different
high-energy hadronic interaction models and primary mass:EPOS1.99
(stars) proton (full) and iron (dashed),SIBYLL 2.1 (triangles) proton
(full) and iron (dashed), andQGSJETII-3 iron (squares dashed-dotted),
relative to proton withQGSJETII-3.
of the primary energy and composition with ground ar-
ray experiments. Compared to other models, usingEPOS
would decrease the energy reconstructed from lateral
densities and could lead to a more consistent cosmic
ray composition obtained from muon number and mean
Xmax data [20]. On the other hand,SIBYLL 2.1 shows
about a 20% lower muon signal thanQGSJETII.
The higher muon number fromEPOS is due mainly
to a larger baryon-antibaryon pair production rate in
the individual hadronic interactions in showers. By
predicting more baryons, more energy is kept in the
hadronic shower component even at low energy. As a
consequence, the calorimetric energy – as measured by
fluorescence light detectors – is reduced since more
energy is transferred to neutrinos and muons. In Fig.



































Fig. 4. Mean factor for the conversion of observed (calorimetric)
energy to total energy for iron (dashed-dotted) or proton (dashed)
induced showers. The conversion factor is shown forQGSJET II-3
(squares) andEPOS1.99 (stars). The mean conversion factor (solid
line) is calculated by averaging all proton and iron predictions.
energy to the real energy is plotted as a function of the
primary energy of the showers. As expected,EPOS1.99
shows a conversion factor which is up to 2% higher than
QGSJETII. SIBYLL results (not shown) are very similar
to QGSJETII.
IV. OUTLOOK
For the next release ofCORSIKA, two important
improvements are in preparation. First of all work is in
progress to runCONEX in the framework ofCORSIKA
both for 1-dimensional fast simulations and detailed 3-
dimensional simulations. Secondly,CORSIKA is being
modified to take advantage of modern computing clus-
ters by simulating showers in a controlled parallel way.
A. CONEX in CORSIKA
In order to have the best ofCONEX and CORSIKA
in one single program, we are using the method already
implemented inSENECA [21] and outlined in Fig. 5. The
CORSIKA installation scheme and steering files are used
to set the simulation parameters. Then, internally, these
parameters are transferred toCONEX to start the MC
simulation with the given primary energy. Depending
on their energy, the secondary particles stay either in
CONEX MC if E > Ethr, or go into theCORSIKA stack
if E < Elow, or are used as source for 1-dimensional
CE in between. When no more particles withE > Ethr
are stored on theCONEX stack, the CE are solved down
to Elow. The solution of the CE can be sampled into
individual particles saved on theCORSIKA stack. At this
point, a weight can be attributed to these particles to
reduce the simulation time. Finally all these particles
with E < Elow stored in the stack are tracked in
CORSIKA as usual in a 3-dimensional space until they














Fig. 5. Implementation ofCONEX in CORSIKA.
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Fig. 6. Arrival time distribution function at 1000 m for photons and
muonsfrom vertical proton induced shower at1019 eV simulated with
CORSIKA (full line only MC) or with CONEX in CORSIKA (dashed line
using CE at intermediate energies).
As a result, simulations can be done either in 1D (only
the longitudinal profile) or in 3D (lateral distribution
function (LDF)) depending on the parametersEthr and
Elow used. The simulation time depends mostly on
the weight given to the particles sampled from the
CE since the thresholds can not have arbitrary values
in order to preserve the precision of the simulations.
For instance, ifElow is too low, the LDF will not be
correctly reproduced. For an equivalent precision level,
a gain factor of 10 in time can be expected using
this method instead of standard thinning. As a first
result, the arrival time distribution of muons and photons
(divided by 100) at 1000 m from the shower core is
shown Fig. 6 for vertical proton induced showers at
1019 eV (average over many showers) generated with the
usualCORSIKA thinning option (full lines) and with the
CONEX option (Elow = 10 TeV for hadrons and 10 GeV
for electromagnetic particles). The results are in a very
good agreement.
B. Parallelization
To perform parallel simulations of a single shower in
which the results are controlled in a unique way by seeds
for the random number generator given by the user, a
new option is under development. It will be possible
to save all particles above a user-defined threshold in an
external file, which can be used to run all the subshowers
induced by these particles on different CPU’s. If the
seeds are well defined for each subshower, it is possible
to reproduce the same shower under different technical
conditions.
V. CONCLUSIONS
New versions ofCORSIKA and CONEX have been
released recently with an update of the new hadronic
interaction modelEPOS1.99. The available hadronic
interaction models differ in several important aspects
in the approach of reproducing data. SIBYLL 2.1 and
QGSJET01 are fast and simple models focusing on the
description of the main observables a priori needed for
EAS simulations. InQGSJETII-3, high parton density
effects are treated by re-summing enhanced Pomeron
graphs to all orders, but energy conservation at ampli-
tude level is not implemented. On the other hand, in
EPOS, energy conservation at amplitude level is fully
implemented, but high-density effects are treated by a
phenomenological approach.EPOS is particularly well-
tuned to describe available accelerator data including
heavy ion collisions measured at RHIC. The differences
of the model predictions are large: At high energy,
proton induced air showers simulated withEPOS have
even more muons at ground than iron induced showers
simulated with QGSJET II and air showers developed
deeper in the atmosphere.
In the near future, the fusion ofCONEX in CORSIKA
will allow fast detailed 3D simulations of ultra-high
energy EAS. Combined with the parallelization
of CORSIKA, simulation of unthinned showers
corresponding to real observed events will even
become feasible.
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Abstract. In detailed air shower simulations, the
uncertainty in the prediction of shower observables
for different primary particles and energies is cur-
rently dominated by differences between hadronic
interaction models. Recently a new hadronic inter-
action model EPOS 1.61 has been introduced in
air shower simulation programs. This model has
originally been used to analyze hadron-hadron as
well as heavy ion physics at RHIC and SPS ener-
gies. Used for air showers, it gives a much larger
number of muons at ground. The cross section of
this model being too high, the correlation between
the number of muons and the number of electrons
at ground was not consistent with the KASCADE
measurements. New developments in EPOS lead to a
strong reduction of the proton-nucleus cross section
whose consequences are important both for LHC
predictions and air shower measurement. In this
contribution, we will show the results of the new
version of EPOS 1.99 and how cosmic ray physic
can be used to constrain particle physic.
Keywords: EPOS, air-shower, simulation
I. I NTRODUCTION
Air shower simulations are a very powerful tool to in-
terpret ground based cosmic ray experiments. However,
most simulations are still based on hadronic interaction
models being more than 10 years old. Much has been
learned since, in particular due to new data available
from the SPS and RHIC accelerators.
In this paper, we discuss air shower simulations based
on EPOS, the latter one being a hadronic interaction
model, which does very well compared to RHIC data [1],
and also other particle physic experiments (especially
SPS experiments at CERN). But used in air shower
simulation program like CORSIKA [2] or CONEX [3],
some results where in contradiction with KASCADE
data [4], while it was better for other experiments [5].
Due to the constrains of particle physics, air shower
simulations using EPOS present a larger number of
muons at ground [6]. On the other hand, we will explain
in this paper, how the constrains given by cosmic ray
experiments can compensate the lack of accelerator
data in some given kinematic regions (very forward) to
improve hadronic interaction models and in particular
the new EPOS 1.99.
II. EPOS MODEL
One may consider the simple parton model to be the
basis of high energy hadron-hadron interaction models,
which can be seen as an exchange of a “parton ladder”









Fig. 1. Elementary parton-parton scattering: the hard scattering in
the middle is preceded by parton emissions attached to remnants. The
remnants are an important source of particle production even at RHIC
energies.
In EPOS, the term “parton ladder” is actually meant to
contain two parts [7]: the hard one, as discussed above,
and a soft one, which is a purely phenomenological
object, parameterized in Regge pole fashion.
In additions to the parton ladder, there is another
source of particle production: the two off-shell remnants,
see fig. 1. We showed in ref. [8] that this “three object
picture” can solve the “multi-strange baryon problem”
of conventional high energy models, see ref. [9].
Hence EPOS is a consistent quantum mechanical
multiple scattering approach based on partons and
strings [7], where cross sections and the particle pro-
duction are calculated consistently, taking into account
energy conservation in both cases (unlike other mod-
ls where energy conservation is not considered for
cross section calculations [10]). Nuclear effects related
to Cronin transverse momentum broadening, parton
saturation, and screening have been introduced into
EPOS [11]. Furthermore, high density effects leading
to collective behavior in heavy ion collisions are also
taken into account [12].
Energy momentum sharing and remnant treatment
are the key points of the model concerning air shower
simulations because they directly influence the multi-
plicity and the inelasticity of the model. At very high
energies or high densities, the so-called non-linear ef-
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Fig. 2. Inelastic cross section of proton-air interactions. EPOS 1.99,QGSJETII, EPOS 1.61 and SIBYLL 2.1 hadronic interaction models
(lines) are compared to data of air shower experiment (points).
fects described in [11] are particularly important for the
extrapolation for EAS and it’s one of the parts which
has been changed in EPOS 1.99.
A. Cross section
We learned from KASCADE data [4], that the energy
carried by hadrons in EPOS 1.61 simulations is too low.
It means than the showers are too old when they reach
ground and it was due to a problem in the calculation
of the nuclear cross section and to a too large remnant
break-up at high energy (leading to a high inelasticity).
To improve the predictive power of the model, the
effective treatment of non-linear effects describe in [11]
has been made consistent to describe both proton-proton,
hadron-nucleus and nucleus-nucleus data with a unique
saturation scale which can be fixed thanks to proton-
proton cross section and Cronin effect in dAu collisions
at RHIC. Details will be published in a dedicated article.
The EPOS 1.99 (full line) proton-carbon total cross
section is shown Fig 3. It is now in very good agreement
with the data [13] and with the other hadronic interaction
models used for air shower physics QGSJET01 [14]
(dashed-dotted line), QGSJETII [15] (dashed line) and
SIBYLL [16] (dotted line). In fig 2, the extrapolation
to proton-air data up to the highest energies is shown
in comparison with measurement from cosmic ray ex-
periments. The surface around the line for EPOS 1.99




















Fig. 3. Total cross section of proton-carbon interactions. EPOS 1.99,
QGSJETII, QGSJET01 and SIBYLL 2.1 hadronic interaction models
(lines) are compared to data [13] (points)
inelastic cross section as measured by cosmic ray experi-
ments. The difference between the top and the bottom of
the area is the part of the cross-section where secondary
particles are produced without changing the projectile
(target diffraction). So any cross section chosen in this
band would give the same result in term of air shower
development. Cross section of other models includes this
target diffraction (top of the band). In comparison with
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EPOS 1.61 (dashed-dotted line), the EPOS 1.99 cross
section has been notably reduced.
B. Particle production and inelasticity
Thanks to a Monte Carlo, first the collision config-
uration is determined: i.e. the number of each type of
Pomerons exchanged between the projectile and target
is fixed and the initial energy is shared between the
Pomerons and the two remnants. Then particle produc-
tion is accounted from two kinds of sources, remnant
decay and cut Pomeron. A Pomeron may be regarded
as a two-layer (soft) parton ladder attached to projectile
and target remnants through its two legs. Each leg is a
color singlet, of type q , qqq orqqq from the sea, and










Fig. 4. a) Each cut Pomeron is regarded as two strings b). c) The
mostsimple and frequent collision configuration has two remnants and
only one cut Pomeron represented by twoq−q strings. d) One of the
q string ends can be replaced by aqq string end. e) With the same
probability, one of theq string ends can be replaced by aqq string
end.
It is a natural idea to take quarks and anti-quarks from
the sea as string ends for soft Pomeron in EPOS, because
an arbitrary number of Pomerons may be involved.
In addition to this soft Pomerons, hard and semi-hard
Pomerons are treated differently.
Thus, besides the three valence quarks, each remnant
has additionally quarks and anti-quarks to compensate
the flavors of the string ends, as shown in fig. 4c.
According to its number of quarks and anti-quarks,
to the phase space, and to an excitation probability, a
remnant decays into mesons and/or (anti)baryons [8].
Furthermore, this process leads to a baryon stopping
phenomenon in which the baryon number can be trans-
fered from the remnant to the string ends (for instance
in 4d, depending on the process, the3q+3q can be seen
as 3mesons or a baryon-antibaryon pair).
In case of meson projectile, this kind of diquark pair
production at the string ends leads to an increase of
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Fig. 5. Model comparison: longitudinal momentum distributions of
pion carboncollisions at 100 GeV from EPOS with (full) or without
(dashed-dotted) sting-end diquarks and QGSJETII (dashed) compared
to data [17].
in agreement with low energy pion-nucleus data [17] as
shown fig. 5. As a consequence it is part of the larger

















Fig. 6. Proton longitudinal momentum fractionxL distribution in
electron-proton interactions. EPOS 1.99 (full), QGSJETII (dashed),
EPOS 1.61 (dashed-dotted) and SIBYLL 2.1 (dotted) hadronic in-
teraction models (lines) are compared to HERA data from ZEUS
experiment [18] (stars).
As shown on fig. 6, the deficit of leading proton
in EPOS 1.61 was very strong aroundxL = 0.75. It
has been corrected in EPOS 1.99. As a consequence,
EPOS 1.99 has a reduced excitation probability at high
energy compared to EPOS 1.61, increasing the number
f protons in the forward direction and reducing the
inelasticity.
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III. A IR SHOWERS
In the following, we discuss air shower simulations,
based on the shower programs CONEX, using the old
EPOS 1.61 (dashed-dotted line), the new EPOS 1.99
(full line) and QGSJETII (dashed line) (as a reference)



































Fig. 7. Maximum hadron energy as a function of the primary energy
for proton induced showers using EPOS 1.99 (full line), EPOS 1.61
(dashed-dotted line) and QGSJETII (dashed line) as high energy
hadronic interaction models.
The effect of the reduced cross section and inelasticity
is clearly visible on the maximum energy of hadrons at
ground as shown fig. 7. The shower being younger at
ground with EPOS 1.99, the maximum energy is up to
60% higher than in the previous release 1.61. The results
are now close to QGSJETII results but with a different
slope due to a different elongation rate.
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Fig. 8. Total number of muons at ground divided by the primary
energy as a function of the primary energy for proton (full lines)
and iron (dashed lines) induced showers using EPOS 1.99 (stars),
EPOS 1.61 (triangles) and QGSJET II-3 (squares) as high energy
hadronic interaction model.
Furthermore, the reduced excitation probability of the
remnants leads to a reduction of the muon production
compared to EPOS 1.61. Indeed, remnant break-up
is an important factor of the muon production in air
showers [19] in particular for the mesons. Since less
excitation means less break-up, we can see on fig. 8
that EPOS 1.99 produces about 15% less muons than
EPOS 1.61 (depending on the primary energy since the
slope is different too). It is important to notice that air
showers simulated with EPOS will still have about 25%
more muons than QGSJETII at Auger energies.
As a consequence, EPOS 1.99 with less muons and
more electrons and hadrons at ground does not have
the problems pointed out in [4] anymore and should be
compatible with KASCADE data.
IV. SUMMARY
EPOS is an interaction model constructed on a solid
theoretical basis. It has been tested very carefully against
all existing hadronic data, also those usually not con-
sidered important for cosmic rays. In EAS simulations,
EPOS provides more muons than other models, which
was found to be linked to an increased diquark pro-
duction in both string ends and string fragmentation.
To solve the problems pointed out by the comparison
with KASCADE data, the treatment of screening effects
in nuclear collisions has been improved in EPOS. The
new EPOS 1.99 has now a reduced cross section and
inelasticity compared to the previous EPOS 1.61 which
leads to deeper shower development. But since the
number of muons and the elongation rate are different
than in the other models, the resulting analysis will be
significantly different.
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Abstracts of all contributions by the Pierre Auger Observatory: 
 
 




Karlsruhe Institute of Technology, Postfach 3640, D-76021 Karlsruhe, Germany 
 
The flux of high energy cosmic rays above 1018.5 eV has been measured with the Pierre Auger Observatory 
using an unprecedented number of events. Here we present the energy spectrum derived using two data 
analysis methods. Above 3 x 1018 eV air showers measured with the array of water-Cherenkov detectors and 
an energy-independent aperture, calibrated by energy measurements made using fluorescence telescopes, 
are used to obtain a measurement of the energy spectrum. Using air showers detected with the fluorescence 
telescopes and at least one water-Cherenkov detector (so called hybrid events) a spectrum is derived for 
energies above 1018 eV. The two spectra are found to be consistent and a combined spectrum is derived. The 
impact of systematic uncertainties and in particular the influence of the energy resolution, on the spectral 
shape is addressed. 
 
 




University of Santiago de Compostela, Campus Sur s/n, 15782 Santiago de Compostela, Spain 
 
The cosmic ray energy spectrum is obtained using inclined events detected with the surface detectors of the 
Pierre Auger Observatory. Air showers with zenith angles between 60 and 80 degrees add about ~30% to 
the exposure. Events are identified from background based on compatibility between the arrival time and the 
detector location enabling the elimination of random signals. The arrival direction is computed using the 
time information. The core position and a shower size parameter are obtained for each event by fitting 
measured signals to those obtained from predictions of two-dimensional distributions of the patterns of the 
muon densities at ground level. The shower size parameter, a zenith angle independent energy estimator, is 
calibrated using the shower energy measured by the fluorescence technique in a sub-sample of high-quality 




Energy calibration of data recorded with the surface detectors of the Pierre Auger 
Observatory 
 
C. Di Giulio 
Universitá di Roma II and INFN Roma II, Via della Ricerca Scientifica 1, 00133 Roma, Italy 
 
The energy of the primary particles of the air showers recorded using the water-Cherenkov detectors of the 
Pierre Auger Observatory is inferred from simultaneous measurement of the showers with the fluorescence 
telescopes. The signal on the ground at 1000 m from the shower axis obtained using the water-Cherenkov 
detectors is related directly to the calorimetric energy measured with the telescopes. The energy assignment 
is therefore independent of air-shower simulations except for the assumptions that must be made about the 
energy carried into the ground by neutrinos and muons. The correlation between the signal at ground and 
the calorimetric energy is used to derive a calibration curve. A detailed description of the method used to 
determine the energy scale is presented. The systematic uncertainties on the calibration procedure are 
discussed. 
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Correlation of the Highest Energy Cosmic Rays with Nearby Extragalactic Objects in 
Pierre Auger Observatory Data 
 
J. D. Hague  
University of New Mexico, Albuquerque NM, USA.  
 
We update the analysis of correlation between the arrival directions of the highest energy cosmic rays and 
the positions of nearby active galaxies. We report and discuss the results of a scan of the full data set in 
terms of energy threshold, maximum distance and angular separation.  
 
 
Discriminating potential astrophysical sources of the highest energy cosmic rays with 
the Pierre Auger Observatory  
 
J. Aublin 
Université Paris 6, LPHNE, 4 place Jussieu, 75252 PARIS Cedex 05, France..  
 
We compare the distribution of arrival directions of the highest energy cosmic rays detected by the Pierre 
Auger Observatory from January 2004 to March 2009 with that of populations of potential astrophysical 
sources. For this purpose, we present several complementary statistical tests allowing to describe and 
quantify the degree of compatibility between data and a given sources catalogue. We applied these tests to 
AGNs detected in X-rays by SWIFT-BAT and to galaxies found in the HI Parkes and in the 2 Micron All-
Sky Surveys.  
 
 
Search for sidereal modulation of the arrival directions of events recorded at the 
Pierre Auger Observatory  
 
R.Bonino 
Istituto di Fisica dello Spazio Interplanetario (INAF), Università di Torino and Sezione INFN Torino. 
 
The Auger Observatory has accumulated important statistics of cosmic rays at energies above 1 EeV. Using 
data collected from 1 January 2004 to March 2009, we search for large-scale anisotropies in different 
energy windows. We implement and adapt 3 different methods. The first accounts for various systematic 
effects affecting the calculation of the exposure that could generate spurious modulations in sidereal time 
and corrects for these effects. The second method is used to disentangle the sidereal modulation from the 
solar and anti-sidereal modulations. The third method is based on a differential counting rate analysis and is 
therefore largely independent of spurious time variations. We present the results of these 3 complementary 
analyses. No significant anisotropies have been observed and accordingly upper limits to possible sidereal 
modulations have been set.    
 
 
Ultra-high energy photon studies with the Pierre Auger Observatory 
 
P. Homola 
Institute of Nuclear Physics PAN, ul. Radzikowskiego 152, 31-342 Krakow, Poland  
 
While the most likely candidates for cosmic rays above 1018 eV are protons and nuclei, many of the 
scenarios of cosmic ray origin predict in addition a photon component. Detection of this component is not 
only of importance for cosmic-ray physics but would also open a new research window with impact on 
astrophysics, cosmology, particle and possibly fundamental physics. The Pierre Auger Observatory can be 
used for photon searches of unprecedented sensitivity. At this conference, the status of this search will be 
reported. In particular the first experimental limits at EeV energies will be presented.  
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Universidad de Buenos Aires, Argentina 
 
The array of water–Cherenkov detectors of the Pierre Auger Observatory is sensitive to neutrinos of > 1 
EeV of all flavors. These interact through charged and neutral currents in the atmosphere (down-going) and, 
for ντ, through the “Earth skimming” mechanism (upgoing). Both types of neutrinos can be identified by the 
presence of a broad time structure of signals in the water-Cherenkov detectors in the inclined showers that 
they induce when interacting close to ground. Using data collected from 1 January 2004 to 28 February 
2009, we present for the first time an analysis based on down-going neutrinos and place a competitive limit 
on the all-flavor diffuse neutrino flux. We also update the previous limit for up-going tau neutrinos. Sources 
of possible backgrounds and systematic uncertainties are discussed.      
 
 
Comparison of data from the Pierre Auger Observatory with predictions from air 
shower simulations: testing models of hadronic interactions   
 
Antonella Castellina, 
Istituto di Fisica dello Spazio Interplanetario (INAF) and INFN Torino, Via P.Giuria 1, 10125 Torino, Italy  
 
The Pierre Auger Observatory is a hybrid instrument that records the longitudinal, lateral and temporal 
particle distributions of very high-energy air showers and is thus sensitive to their electromagnetic and 
muonic components. Such observables depend on energy and on the type of primary particle that initiates 
the shower and are sensitive to the hadronic interaction properties. Independent analyses of the combined 
distributions, direct tests of the predictions of hadronic interaction models are performed at ~ 1019 eV, which 
corresponds to √s ~ 140 TeV for proton primaries: discrepancies are discussed    
 
 
Measurement of the average depth of shower maximum and its fluctuations with the 
Pierre Auger Observatory  
 
Jose Bellido 
The University of Adelaide 
 
The depth of maximum (Xmax) of air-showers above 1018 eV can be measured with an average resolution of 
20 g cm-2 using the fluorescence telescopes of the Pierre Auger Observatory. The dependence of the 
average value of Xmax and the magnitude of the fluctuations in Xmax are reported as a function of energy and 
compared with predictions made from shower simulations. Some inferences about the mass composition of 




Study of the nuclear mass composition of UHECR with the surface detectors of the 
Pierre Auger Observatory 
 
Hernan Wahlberg 
IFLP-Departamento de Fisica, Universidad Nacional de La Plata cc 67 - 1900 La Plata – Argentina  
 
We investigate observables that can be measured with the water-Cherenkov detectors of the Pierre Auger 
Observatory. In particular we explore the use of the rise time of the signals at the detectors and the 
azimuthal features of the time distributions. A correlation of these observables with the position of shower 
maximum (Xmax), as measured with the fluorescence telescopes is obtained. The dependence of the 
parameters with energy is also presented.    
 
 
Cosmic Ray Solar Modulation Studies in the Pierre Auger Observatory  
 
H. Asorey 
Centro Atomico Bariloche (CNEA and CONICET), Av. E. Bustillo 9500 (8400) San Carlos de Bariloche, 
Rio Negro, Argentina 
 
Since data-taking began in January 2004, the Pierre Auger Observatory has been recording low threshold 
background rates for the self-calibration of its surface detectors. After atmospheric corrections are applied, 
solar modulation and transient events are observed. A strong correlation with neutron monitor rates is found. 
In this study, we present an analysis of the available background data, with special emphasis on the 
observation of Forbush Decreases. The high total count rates allow us to determine temporal variations of 
solar origin with high accuracy.  
 
 
Atmospheric Monitoring and its Use in Air Shower Analysis at the Pierre Auger 
Observatory  
 
S. Y. BenZvi 
University of Wisconsin – Madison, 222 W. Washington Ave., Suite 500, Madison, WI 53703, USA  
 
In the analysis of air showers measured using the air fluorescence technique, it is essential to understand the 
behavior of the atmosphere. At the Pierre Auger Observatory, the atmospheric properties which affect the 
production of UV light in air showers and the transmission of the light to the fluorescence telescopes are 
monitored regularly. These properties include the altitude profiles of temperature, pressure, and humidity; 
the optical depth and scattering behavior of aerosols; and the presence of clouds in the field of view of the 
telescopes. The atmospheric measurements at the Observatory characterise a detector volume in excess of 
30,000 km3. Since 2004, the data have been compiled in a multigigabyte record of nightly conditions, a 
record that is vital to the analysis of events observed by the fluorescence telescopes. We will review the 
atmospheric monitoring techniques used at the Observatory and discuss the influence of atmospheric 




The Northern Pierre Auger Observatory  
 
John L. Harton 
Colorado State University, Fort Collins, Colorado, USA. 
 
It is planned to build the northern part of the Pierre Auger Observatory in southeast Colorado, USA. Results 
from the southern section of the Auger Observatory, which has recently been completed, imply a scientific 
imperative to create a much larger acceptance for the extremely rare cosmic rays of energy above a few 
times 1019 eV. The plan for Auger North is to cover an area greater than 20,000 km2, seven times the area of 
Auger South in Argentina. The motivation for Auger North and the status of preparations will be presented 
including: R&D work at the Colorado site on a small surface detector array; atmospheric monitoring 
measurements; R&D on new electronics and communications equipment; and outreach and relations with 
the local community.   
 
 
Extension of the Pierre Auger Observatory using high-elevation fluorescence 
telescopes (HEAT)  
 
Matthias Kleifges 
Forschungszentrum Karlsruhe, IPE , H.-v.-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen, Germany  
 
The original fluorescence telescopes of the southern Pierre Auger Observatory have a field of view from 
about 1° to 29° in elevation. The construction of three additional telescopes (High Elevation Telescopes - 
HEAT) is nearing completions and observations with one telescope have started. A second telescope will be 
running by the time of the conference. These new instruments have been designed to improve the quality of 
reconstruction of showers down to energies of 1017 eV. The extra telescopes are pivot-mounted for 
operation with a field of view from 30° to 60°. The design is optimised to record near-by showers in 
combination with the existing telescopes at one of the telescope sites, as well as to take data in the hybrid 
mode using the measurements from an infilled area of surface detectors and additional muon detectors 
(AMIGA). The design, expected performance, status of construction, and first measurements will be 
presented.     
 
 




Comisión Nacional de Energía Atómica, Av. Gral. Paz 1499 (1650) San Martín – Buenos Aires, Argentina  
 
AMIGA consists of detector pairs composed of a water-Cherenkov detector on the ground and a muon 
detector buried at a certain depth. The detector pairs are arranged in arrays with 433 and 750 m spacing thus 
allowing a detailed study of the spectrum region known as the ankle. Design parameters and performance 
requisites will be outlined. Construction of the first muon detectors, associated software and hardware, and 
the results of laboratory tests will be described. Preliminary results on the performance of the 750 m array of 




Exposure of the Hybrid Detector of The Pierre Auger Observatory  
 
Francesco Salamida 
Dept. of Physics, University of L'Aquila, Italy 
 
The exposure of the Pierre Auger Observatory for events observed by the fluorescence telescopes in 
coincidence with at least one water-Cherenkov detector of the surface array is calculated. Relevant 
monitoring data collected during the operation, such as the status of the fluorescence detector, background 
light and atmospheric conditions are considered in both simulation and reconstruction. This allows better 
understanding of the time-dependent conditions under which data were taken.    
 
 
A Monte Carlo exploration of methods to determine the UHECR composition with the 
Pierre Auger Observatory  
 
D. D'Urso 
Universitá di Napoli “Federico II” and INFN Napoli, Via Cintia, 80126  
 
The understanding of the mass composition of the cosmic ray radiation is a key to the solution of the puzzle 
of the origin of ultra high energy cosmic rays. We present statistical methods which might be used to 
determine the elemental composition comparing observables measured with the Pierre Auger Observatory 
with corresponding Monte Carlo predictions for different mass groups obtained using different hadronic 
interaction models. The techniques make use of the mean and fluctuations of Xmax, the log-likelihood fit of 
the Xmax distributions and the multi-topological analysis of a selection of parameters describing the shower 
profile. We show their sensitivity to the input composition of simulated samples of known mixing and the 
comparison with the standard analysis.  
Intrinsic anisotropy of the UHECR from the Pierre Auger Observatory  
 
João de Mello Neto 
Instituto de Física, Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil  
 
We discuss techniques which have been developed for determining the intrinsic anisotropy of UHECR 
datasets containing small numbers of events, including autocorrelation, an improved two point method and a 
three point method. The sensitivity to uncertainties in energy and angle reconstruction is examined. The 
application of these techniques to data obtained with the Pierre Auger Observatory is reported.  
 
 
Atmospheric effects on extensive air showers observed with the Array of Surface 
Detectors of the Pierre Auger Observatory  
 
Benjamin Rouillé d'Orfeuil 
Laboratoire AstroParticule et Cosmologie (APC), Université Paris 7, CNRS-IN2P3  
 
Atmospheric parameters, such as pressure, temperature and density, affect the development of extensive air 
showers (EAS) initiated by energetic cosmic rays. We have studied the impact of atmospheric variations on 
EAS using the surface detectors of the Pierre Auger Observatory, analyzing the dependence of the rate of 
events on pressure and density. We show that the observed behavior is explained by a model including 
variations of pressure and density and validated with full EAS simulations. As changes in the atmosphere 
influence the EAS development, these are expected also to have an effect on the measured signal, with a 
consequent impact on the determination of the energy of the primary particle. We show that the energy 








Karlsruher Institut für Technologie, Postfach 3640, 76021 Karlsruhe, Germany 
 
We use the universal shape of longitudinal shower profiles to determine the energy scale deduced using the 
fluorescence detection of air-showers. For this purpose, the fraction of scattered Cherenkov and 
fluorescence light are adopted as free parameters while fitting the individual profiles of the longitudinal 
deposit of the energy to the universal shape. We demonstrate the validity of the method using a Monte Carlo 
study based on the Offline framework of the Pierre Auger Observatory and estimate systematic uncertainties 
due to the choice of high energy interaction model and atmospheric conditions. 
 
 
An alternative method for determining the energy of hybrid events at the Pierre 
Auger Observatory  
 
Patrick Younk 
1875 Campus Delivery, Fort Collins, Colorado 80523-1875  
 
An important feature of the Pierre Auger Observatory is the detection of hybrid events; i.e. extensive air 
showers simultaneously detected with at least one of the water-Cherenkov detectors and one fluorescence 
telescope. Here we describe an alternative method of estimating the energy of these events. The shower axis 
is determined using data from both detector systems. The shower energy is determined from the integrated 
water-Cherenkov signals and the distance of each detector from the shower axis. This is done by 
characterizing an average lateral distribution function as a function of the shower energy and the zenith 
angle. The statistical uncertainty in the energy estimate is approximately 40%. The method requires only the 
signal from one surface detector. Thus, it is useful for estimating the energy of hybrid events for which the 
geometry cannot be estimated with the surface detectors alone and the longitudinal profile measured by the 
fluorescence instrument is not well determined. The majority of events in this category have an energy 
below 1018 eV.  
 
 




Karlsruhe Institute of Technology, 76021 Karlsruhe, Germany  
 
Muons, accompanied by secondary electrons, dominate the characteristics of inclined air showers above 60º. 
The characteristics of the signal induced by the electromagnetic component in the water-Cherenkov 
detectors of the Pierre Auger Observatory are studied using Monte Carlo simulations. The relative 
contributions of the electromagnetic component to the total signal in a tank are characterized as a function 
of the primary energy, for different assumptions about mass composition of the primary cosmic rays and for 




The delay of the start-time measured with the Pierre Auger Observatory for inclined 
showers and a comparison of its variance with models  
 
L. Cazon 
Department of Astronomy & Astrophysics, The University of Chicago, Kavli Institute for Cosmological 
Physics, Chicago, IL 60637-1433  
 
Using a sub-sample of high quality events at zenith angles above 60 degrees the delays in the start-time of 
the signals detected with water-Cherenkov detectors of the Pierre Auger Observatory with respect to a plane 
front are compared to those from a model for the arrival time distribution of muons at different angles, 
different distances to the shower axis and different primary energies. Good agreement is found. The 
variance of the start-time obtained from this model is compared to the variance model currently used in the 
Auger reconstruction chain, which is based on the assumption of a uniform distribution of the particle 




UHE neutrino signatures in the surface detector of the Pierre Auger Observatory  
 
D. Góra 
Karlsruhe Institute of Technology (KIT), 76021 Karlsruhe, Germany  
 
The Pierre Auger Observatory has the capability of detecting ultra-high energy neutrinos. The method 
adopted is to search for very inclined showers with a broad time structure. The properties of such showers 
that start deep in the atmosphere are very different at ground level from those of showers initiated in the 
upper atmosphere by protons or nuclei. The neutrino events would have a significant electromagnetic 
component leading to a broad time structure of detected signals in contrast to nucleonic-induced showers. In 
this paper we present several observables that are being used to identify neutrino candidates and show that 
the configuration of the surface detectors of the Auger Observatory has a satisfactory discrimination power 
against the larger background of nucleonic showers over a broad angular range. 
 
 
Investigation of the Displacement Angle of the Highest Energy Cosmic 
Rays Caused by the Galactic Magnetic Field  
 
B. M. Baughman 
The Ohio State University and the Center for Cosmology and Astro-Particle Physics  
 
Ultra-high energy cosmic rays (UHECR) are deflected by magnetic fields during their propagation. 
Different theoretical parametrisations of the Galactic magnetic field are examined using a numerical tool 
which simulates their propagation through models of these fields. We constrain the possible parameter space 









Colorado State University, Fort Collins  
 
We analyze data collected by the Pierre Auger Observatory to search for coincidences between the arrival 
directions of ultra-high energy cosmic rays and the positions of astrophysical sources that are transients. We 
also search for coincident increases above the average background particle rate over the whole array 
correlated with gamma ray bursts. 
 
 




University of Wuppertal, Department of Physics, D-42119 Wuppertal  
 
To ensure smooth operation of the Pierre Auger Observatory a monitoring tool has been developed. Data 
from different sources, e.g. the detector components, are collected and stored in a single database. The shift 
crew and experts can access these data using a web interface that displays generated graphs and specially 
developed visualizations. This tool offers an opportunity to monitor the long term stability of some key 
quantities and of the data quality. Quantities derived such as the on-time of the fluorescence telescopes can 
be estimated in nearly real-time and added to the database for further analysis. In addition to access via the 
database server the database content is distributed in packages allowing a wide range of analysis off-site. A 
new functionality has been implemented to manage maintenance and intervention in the field using the web 
interface. It covers the full work-flow from an alarm being raised to the issue being resolved.  
 
 
Nightly Relative Calibration of the Fluorescence Detector of the Pierre Auger 
Observatory   
 
Rossella Caruso 
Dipartimento di Fisica e Astronomia dell'Università di Catania and Sezione INFN, Catania  
 
A relative calibration of the photomultipliers in the fluorescence telescopes is made every night. The 
calibration allows the long term performance of the photomultipliers to be monitored and permits an 
absolute calibration database to be created each night. A stable procedure has been developed to produce 
absolute calibration constants, typically 2 x 106 calibration constants/year. Three years (2006-2008) of data 
were analysed to produce the latest version of the database, including for the first time calibration constants 




Rapid monitoring of the atmosphere after the detection of high-energy showers at the 
Pierre Auger Observatory  
 
B. Keilhauer 
Karlsruhe Institute of Technology (KIT) Forschungszentrum Karlsruhe, Institut für Kernphysik, Postfach 
3640, 76021 Karlsruhe, Germany  
 
The atmospheric monitoring program of the Pierre Auger Observatory has been upgraded to make 
measurements of atmospheric conditions possible directly following the detection of very high-energy 
showers. Measurements of the optical transmittance due to aerosols and clouds are time-critical. Therefore, 
observations of atmospheric regions close to a shower track of interest are performed within ten minutes of 
a shower detection using lidar and telescope monitors. Measurements of the altitude dependence of 
atmospheric state variables such as air temperature, pressure, and humidity are performed within about two 
hours following the detection of a very high-energy event using meteorological radio soundings. Both 
programs are triggered using a full online reconstruction with analysis-level quality cuts. We describe the 
implementation of the online trigger, and discuss the impact of the monitoring data with high resolution on 
the analysis of air shower events. 
 
 
Atmospheric Aerosol Measurements at the Pierre Auger Observatory  
 
L. Valore 
Universit`a degli Studi di Napoli “Federico II” and INFN Napoli, Complesso Universitario di Monte 
Sant’Angelo -Via Cintia, 80126 Napoli, Italy    
 
The Pierre Auger Observatory uses the atmosphere as a huge calorimeter. This calorimeter requires 
continuous monitoring, especially for the measurements made with the fluorescence telescopes. A complex 
monitoring program has been developed. LIDARs at the sites of each of the fluorescence detectors are used 
to record the presence of local haze and cloud. Beams from calibrated laser sources located near the centre 
of the Observatory are used to measure the light attenuation due to aerosols. The attenuation is highly 
variable even on small time scales. The Central Laser Facility has been used to provide hourly aerosol 
characterisations over five years based on two independent but fully compatible procedures. The Extreme 
Laser Facility (XLF) has just started operation. The level of cloud cover is measured using cameras 
sensitive to the infra red and can also be detected with the sky background data. 
 
 
Radio detection of Cosmic Rays at the southern Auger Observatory  
 
A.M. van den Berg,  
Kernfysisch Versneller Insitittut, University of Groningen, Zernikelaan 25, 9747AA Groningen, The 
Netherlands  
 
An integrated approach has been developed to study radio signals induced by cosmic rays entering the 
Earth’s atmosphere. An engineering array will be co-located with the infill array of the Pierre Auger 
Observatory. Our R&D effort includes the physics processes leading to the development of radio signals, 
end-to-end simulations of realistic hardware configurations, and tests of various systems on site, where 









Universität Siegen, Fachbereich Physik, Walter-Flex-Str.3, D 57068 Siegen, Germany  
 
To extend the energy threshold of the Auger Observatory to lower energies and to measure the number of 
muons in extensive air showers, the AMIGA (Auger Muons and Infill for the Ground Array) enhancement 
is being developed. The complete muon detector system, including the scintillation detectors, the analogue 
front-end, trigger and the digital readout electronics, as well as the power supplies and slow-control 
electronics, have been designed. Prototypes of all components have been produced and tested separately in 
system tests. The performances of all components and the complete system will be discussed.. 
 
 
A simulation of the fluorescence detectors of the Pierre Auger Observatory using 
GEANT 4  
 
Pedro Assis 
LIP - Laboratório de Instrumentação e Física Experimental de Partículas Av. Elias Garcia, 14 -1 1000-149 
Lisboa, Portugal  
 
A simulation of the fluorescence telescopes of the Pierre Auger Observatory was developed, taking 
advantage of the capabilities of GEANT 4 to describe complex 3D geometries realistically and to allow the 
required optical processes such as refraction, reflection, Rayleigh scattering and bulk absorption to be 
included in the simulation. Each telescope features Schmidt optics consisting of a ring shaped corrector lens 
placed at the entrance pupil and a 11 m2 spherical mirror. The incoming light is focused on to a spherical 
camera, made of an array of 440 hexagonal photo-multipliers and the light guides. In this simulation all 
components of the optical system were implemented. Account was taken of the description of the corrector 
lens profile, the details of the mirror geometry, including the parameters of each individual mirror, and the 
different components of the camera, including light guides and photomultipliers. The Geant4 FD simulation 
is included in the Auger simulation and reconstruction framework and is being used in several studies of the 
FD performance. The main features of the simulation will be reviewed.  
 
 
Education and Public Outreach of the Pierre Auger Observatory 
 
Gregory Snow  
Department of Physics and Astronomy, 116 Brace Hall, University of Nebraska, Lincoln, Nebraska, USA  
 
The scale and scope of the physics studied at the Auger Observatory offer significant opportunities for 
original outreach work. Education, outreach and public relations of the Auger collaboration are coordinated 
in a separate task whose goals are to encourage and support a wide range of education and outreach efforts 
that link schools and the public with the Auger scientists and the science of cosmic rays, particle physics, 
and associated technologies. The presentation will focus on the impact of the collaboration in Mendoza 
Province, Argentina, as: the Auger Visitor Center in Malargüe that has hosted over 40,000 visitors since 
2001, a collaboration-sponsored science fair held on the Observatory campus in November 2007, the 
Observatory Inauguration in November 2008, public lectures, school visits, and courses for science teachers. 
A Google-Earth model of the Observatory and animations of extensive air showers have been created for 
wide public release. As the collaboration prepares its northern hemisphere site proposal, plans for an 




Performance and operation of the Surface Detectors of the Pierre Auger Observatory  
 
Tiina Suomijärvi  
Institut de Physique Nucleaire, Universit´e Paris-Sud, IN2P3-CNRS, Orsay, France  
 
The Surface Array of the Pierre Auger Observatory consists of 1660 water Cherenkov detectors that sample 
the charged particles and photons of air showers initiated by energetic cosmic rays at the ground. The 
construction of the array in Malargue, Argentina is now complete. A large fraction of the detectors have 
been operational for more than five years. Each detector records data locally with timing obtained from GPS 
units and power from solar panels and batteries. In this paper, the performance and the operation of the array 
are discussed. We emphasise the accuracy of the signal measurement, the stability of the triggering, the 
performance of the solar power system and other hardware, and the long-term purity of the water.   
 
 
BATATA: A device to characterize the punch-through observed in underground 
muon detectors and to operate as a prototype for AMIGA  
 
G. Medina-Tanco, 
Instituto de Ciencias Nucleares, Univ. Nacional Autónoma de México Circ. Exterior S/N, Ciudad 
Universitaria, México   
 
BATATA is a hodoscope comprising three X-Y planes of plastic scintillation detectors. This system of 
buried counters is complemented by an array of 3 water-Cherenkov detectors, located at the vertices of an 
equilateral triangle with 200 m sides. This small surface array is triggered by extensive air showers. The 
BATATA detector will be installed at the centre of the AMIGA array, where it will be used to quantify the 
electromagnetic contamination of the muon signal as a function of depth, and so to validate, in situ, the 
numerical estimates made of the optimal depth for the AMIGA muon detectors. BATATA will also serve as 
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Hadron Production Measurements with the NA61/SHINE
Experiment and their Relevance for Air Shower Simulations
Ioana C. Mariş∗ for the NA61/SHINE Collaboration
∗Karlsruhe Institute of Technology (KIT), D-76021 Karlsruhe, Germany
Abstract. NA61/SHINE is a fixed-target experiment
to study hadron production in hadron-nucleus and
nucleus-nucleus collisions at the CERN SPS. Due to
a large acceptance and good particle identification
capabilities in forward direction, NA61/SHINE is
well suited for measuring particle production to
improve the reliability of air shower simulations.
During its pilot run in 2007 proton-carbon collisions
at 31 GeV/c were recorded. Dedicated runs for pion-
carbon collisions at 158 and 350 GeV/c are planned
for 2009. We will study the phase space regions
of secondary particles that are of importance for
understanding the muon production in air showers
as measured by KASCADE and the Pierre Auger
Observatory. The performance of the NA61/SHINE
detector is discussed and preliminary results from
the pilot run are presented.
Keywords: NA61/SHINE, cosmic rays
I. I NTRODUCTION
Cosmic rays at very high energy (E > 1014 eV)
can be measured only indirectly by observing the sec-
ondary particles produced in cascade processes in the
atmosphere. Therefore it is not surprising that many
open questions in cosmic ray physics are related to
the difficulty of determining the energy and mass/type
of primary shower particle at these energies. For ex-
ample, the mass composition of the primary particles
can be obtained only from comparing air shower data
with simulations of the air shower development in the
atmosphere [1], [2].
The simulations involve detailed descriptions of the
hadronic, muonic and electromagnetic components of
the air showers. The present implementations rely on
phenomenological models for the hadronic interactions
and cannot describe the observed air shower properties
with a good precision [3], [4]. For example, at the Pierre
Auger Observatory, the observed number of muons
is underestimated in simulations with commonly used
hadronic interaction models [4].
Hadronic interaction models are based on extrapo-
lations of the particles interaction properties in phase
space regions which are presently not covered by particle
physics experiments. The energies of the first inter-
actions in high energy showers are not accessible by
current accelerators. Furthermore, at low energies, there
is a lack of precise data in the forward region and
for projectiles and targets relevant for air showers [5].
The impact of the uncertainty of hadronic interaction
characteristics on air shower observables does currently
prevent an unambiguous analysis of air shower data in
terms of e.g. the primary mass composition [1], [6].
While high energy interactions are of direct relevance
to the longitudinal shower profile [7], particle production
at low energy is important for the lateral distribution
of shower particles at ground. The use of different
hadronic interaction models for low-energy interactions
(E < 200 GeV) leads to significant differences of the
expected particles at ground [8], [9]. For example, in the
case of the Auger Observatory [10], the predicted muon
densities differ by more than20% [8] with a difference
of ≈ 40% expected between proton and iron.
The NA61/SHINE (SHINE≡ SPS Heavy Ion and
Neutrino Experiment) experiment [11] combines a rich
physics program in an efficient and cost effective way
offering the possibility to reach physics goals in three
different fields: neutrino experiment calibration, cosmic
ray simulations, and the behavior strongly interacting
matter at high density.
The NA61/SHINE apparatus is an upgrade of the
NA49 experiment [12]. A new time of flight detector has
been tested and installed in the forward beam direction,
increasing the accuracy of the particle identification.
Moreover the update of the DAQ and of the readout of
tracking detectors provides an increase of the maximum
detection rate by a factor of 10 with respect to NA49.
During its 10 years of operation the NA49 experiment
delivered high precision data with beams ranging from
proton to lead [13]. Among other results, the minimum
bias analysis of p+p [14] and p+C [15] collisions at
a beam momentum of 158 GeV/c provided information
about the inclusive production of charged pions which
already have been used to improve the precision of air
shower simulations [16].
In the following we will investigate the phase
space region important for cosmic ray experiments and
compare it with the measurement capabilities of the
NA61/SHINE experiment. Data taken in the 2007 pilot
run are presented.
II. M UON PRODUCTION IN AIR SHOWERS
The electromagnetic component of extensive air show-
ers originates fromπ0 decays, bremsstrahlung ande±
pair production with a small component fromµ± de-
cays. The electromagnetic particles are well described
by QED. The muonic component, produced mainly in
ecays of charged pions and kaons, depends upon the
phenomenological models used to overcome the prob-
lems of perturbative QCD calculations for processes with
low momentum transfer.
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Fig. 1. Energy spectra of the grandmothers for a primary cosmic ray at 1015 eV (left) and1019 eV (right). The transition energy between
different interaction models is indicated in brackets. Only the grandmother particles of muons with a total energy larger than 250 MeV (left)
and 150 MeV (right) were taken into account. The distance of the muons to the shower axis was required to be between 40 and 200 m (left)
and 900 and 1100 m (right). The spectra are averaged over the total number of simulated air-showers.
In order to investigate the muon production, air
shower simulations were performed assuming vertical
incident protons as primary particles. To cover the knee
energy range 1000 air-showers at1015 eV were simu-
lated and the particles were stored at an altitude of 100 m
asl. The KASCADE experiment is sensitive to muons
above 250 MeV and the distribution of particles on
ground is mostly important at distances between 40 and
200 m from the air shower axis, therefore only muons
in these ranges are considered. For ultra high energy
cosmic rays, 5 events at1019 eV were generated and the
particles reaching an altitude of 1400 m were stored. At
this energy the most important region is between 900 m
and 1100m from the shower axis, distance where the
energy estimator and the mass composition parameters
for the cosmic rays recorded by the surface detector of
the Pierre Auger Observatory are evaluated. The water
Cherenkov detectors are observing light from muons
above 150 MeV.
The air showers were generated with a modified
version of the CORSIKA [17] code for which the history
of the muon production is available in the output [18]. In
the following we refer by the termgrandmother to the
hadron inducing the last hadronic interaction that leads
to a meson that decays into the corresponding muon.
Each air shower was generated four times using different
hadronic interaction models. FLUKA [19] was utilized
for the description of the hadronic interaction in the low
energy range and QGSJet II [20] or Sibyll 2.1 [21] to
handle the high energy region. The assumption of the
transition energy where the switch between the interac-
tion models occurs influences the particle distributions at
ground [22]. Therefore simulations with two transition
energies were generated: at 80 GeV and 500 GeV. At
the highest energies the available CPU time and storage
do not allow to track all the particles in the cascade
processed, therefore the electromagnetic component of
these showers was neither tracked nor stored.
The energy spectra of the grandmother particles are
depicted in Fig. 1. The difference in the distributions of
the particles predicted by different high energy interac-
tion models is compatible with the difference induced
only by switching the transition energy. Small discon-
tinuities at 80 and 500 GeV are observed indicating a
miss-match between the predictions of low energy and
high energy hadronic interaction models. The majority
of muons are produced by charged pions (≈ 95%) in the
energy range 10-500GeV. A≈ 4% contribution comes
from kaons at 10-200GeV.
Grandmother particles are equivalent to the beam
particles for fixed target experiments. The majority of
pions cover mostly the forward direction (polar angle,
θ < 0.2 rad). Giving the momentum range and the direc-
tion, the current and future data of the NA61/SHINE ex-
periment are perfectly suited for improving the hadronic
interaction models.
III. NA61/SHINE EXPERIMENT
The NA61/SHINE detector is located in the H2 beam
line of the North experimental hall of the SPS. It
employs a large hadron spectrometer for the study of
the hadronic states produced in interaction ofπ, p, C,
S or In beam particles with a variety of fixed targets at
the SPS energies.
The layout of the NA61/SHINE experiment is pre-
s nted in Fig. 2. The detector inherits the main com-
ponents of the NA49 experiment [12]. A set of up-
s ream scintillation or Cherenkov counters and beam
position detectors (BPD) provides precise timing refer-
ence, charge and position measurement of the incoming
b am particles. The components for tracking are four
150




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 2. A typical event recorded during the pilot run for a protonbeam (31 GeV/c) on a thin carbon target. The NA61/SHINE detector layout
is sketched with the exception of the vertex magnets surrounding the vertex TPCs. Two of the particles have left a signal in the forward ToF
detector.
large volume Time Projection Chambers (TPCs). The
vertex TPCs (VTPC-1 and VTPC-2) are located in the
magnetic field of two super-conducting dipole magnets
with a maximum combined bending power of 9 Tm at
currents of 5000 A. The other two (MTPC-L and MTPC-
R) are positioned symmetrically with respect to the beam
line, downstream of the magnets. An additional gap TPC
(GTPC) is located on the beam axis between the vertex
TPCs.
At minimum ionization particle identification by en-
ergy loss measurement alone is not possible and even
with a very good dE/dx resolution kaon selection on
a track-by-track basis is not feasible. Therefore the
NA49 detector was equipped with time-of-flight detec-
tors (ToF-L and ToF-R) placed behind the MTPCs. The
time resolution achieved is of 60 ps. In 2007 the experi-
ment has been updated with a new forward time of flight
detector (ToF-F), installed downstream of the MTPCs
and closing the gap between ToF-L and ToF-R. The ToF-
F provides a very good particle identification in the low
momentum domain (p < 6 GeV/c). In the pilot run data
for cosmic rays and T2K neutrino experiment [23] on
p+C interactions at 31 GeV/c were recorded [24]. One
super-module of the Particle Spectator Detector (PSD)
was installed downstream of the TOF-F and tested [25].
A major enhancement for the detector performance, i.e.
the TPC readout and DAQ upgrade, was achieved in the
2008 run. It results in an increase of the data rate by a
factor of about 10 compared to the old setup.
An example of the combined ToF and dE/dx particle
identification capabilities is illustrated in Fig. 3 for
positive particles using the pilot run data. Four clusters,


















































Fig. 3. Particle identification for positively charged particles using
the combined ToF and dE/dx measurements in the momentum range
2-3 GeV/c (upper panel) and 4-5 GeV/c (lower panel).
be seen. At momenta above 4 GeV/c the separation of
the lighter particles (e,π) from the group of heavier
ones is performed essentially by dE/dx, whereas the ToF
measurement is needed to distinguish between kaons
and protons. Below 4 GeV/c particle identification can
be performed almost exclusively by the ToF.
The detector acceptance, determined by its geometry
d magnetic field, is shown in Fig. 4 for beam momenta
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Fig. 4. The detector acceptance at beam momenta of 50 GeV/c (left), 158 GeV/c (middle) and 350 GeV/c (right). Lines correspond to the 68%
contour of the cosmic ray phase space relevant for KASCADE (continuous) and Pierre Auger Observatory (dashed).
of 50 GeV/c, 158 GeV/c and 350 GeV/c. It is plotted
in the plane of the polar angle,θ, versus the fraction
of beam momentum carried by the secondary particles.
Only tracks that were well reconstructed were selected,
requiring at least 10 hits in the TPCs. The phase space of
relevance for the KASCADE experiment, shown in the
same figures with continuous contours is covered at full
acceptance, close to 100%. At higher energies, relevant
for the Pierre Auger Observatory (dashed contour), the
acceptance of the detector is between 60 and 80%. The
particles are at larger angles with respect to the beam
due to the larger distance to the air shower axis that was
required.
IV. OUTLOOK
In 2009 the data taking program will start with p and
π beams on C targets for cosmic ray and for the T2K
experiments at energies of 30, 158 and 350 GeV with an
expected statistics of about 18M minimum bias events.
The data will cover a large region of the forward phase
space of low energy hadronic interactions as needed for
improving air shower modeling.
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Correlations between solar events and the cosmic muon flux
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Abstract. The WILLI detector, built in IFIN-HH
Bucharest in collaboration with FZ Karlsruhe, is a
compact rotatable system, with an incident surface of
1 m2, consisting of 16 modules, each module having
a scintillator layer (3 cm thickness) and Al support
(1 cm thickness). The modular system is surrounded
by 4 anticoincidence modules. With WILLI detector
we can measure simultanenously muon events with
energy ≥ 0.4 GeV and the muon events with energy
lower than 0.6 GeV (coresponding only to events
stopped in the detector layers).
The measurements performed with WILLI detec-
tor have shown a variation of the muon intensity
which can be correlated with the solar effects. Taking
into account muon events with energy ≥ 0.4 GeV,
a modulation of the muon intensity as a diurnal
variation is observed.
The analysis of the muon events for a smaller
energy range, lower than 0.6 GeV, has shown an
aperiodic variation of the muon intensity, which
could be correlated with magnetic activity indicated
by the planetary K-index.
Keywords: low energy atmospheric muons, solar
modulation
I. INTRODUCTION
When galactic cosmic rays enter the heliosphere they
enter a region dominated by our Sun. Magnetic fields
and processes such as diffusion, convection and drifts
affect cosmic particles on different timescales and with
various intensities corresponding to the solar activity.
For solar modulation surveys the low energy part of the
cosmic rays spectrum is relevant as it is the part most
influenced by the solar activity. As the particle’s energy
increases it tends to travel less influenced.
The Earth’s atmosphere and magnetic field also play
an important role. A cosmic particle hitting the Earth’s
atmosphere will suffer nuclear interactions, loose energy
and generate a shower or secondary particles that will
continue interacting as they propagate towards ground.
The muons component of such a shower is the most
abundant at ground level.
The fact that cosmic rays and the secondary particles
that are observed at ground level are linked to the solar
activity gives us the opportunity to investigate the solar
activity.
The two different types of solar effects that can be
observed using particle detectors at ground level are
periodic or sporadic effects, [1], [2], [3], [4], [5], on
the flux of neutrons and muons. Periodic events are
well connected to the solar cycle and geometry of the
Sun-Earth connection and present important subjects for
solar studies but do not pose a threat on ourselves.
Phenomena that can also affect life on Earth and are
of solar origin may be expected if spaceweather is taken
into account because particle detectors at ground level
can record annomalies in the cosmic rays propagation
before dangerous magnetic storms reach and affect us.
II. THE DETECTOR
The detector, WILLI (Weakly Ionizing Lead-Lepton
Interaction), is a sampling calorimeter for atmospheric
muons, designed initially for muon charge ratio mea-
surements [6]. It is located in IFIN-HH, at 440 21’
N, 260 E, 75 m above sea level and 5.6 GV rigidity
cutoff. It consists of 20 modules 16 plates placed in
a stack and 4 as anticounters, fig. 1. All the modules
are identical, scintillator plates, 3 cm thick, encased in
1 cm thick aluminium box, read by 2 photomultipliers
placed at opposite corners of the plate. The detector has
the possibility to rotate both in zenith (up to 450) and
azimuth (no restriction).
The acquisition trigger can be chosen from 1 or 2
different plates in the stack. This means that there exists
the possibility to record muons with different energy
threshold, ≥ 0.4 GeV or ≥ 0.6 GeV, if the trigger is set
for the first 2 plates or for the first and the last plates in
the stack.
Also the detector can register muons stopped inside
the detector which gives us the possibility to investigate
muons in a small energy range, 0.4-0.6 GeV. The se-
lection for a small range of energies is performed after
the acquisition on the usual run when all the incoming
muons are recorded. Thus we have access to both types
of data, all passing the trigger condition and energy
range selection, simultaneously.
The detector dead time is 50 µs. For muons that are
stopped in the detector an additional 80 ns time window
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Fig. 1. The WILLI detector.
is reserved for the observation of the delayed electron
resulted from the muon decay inside the detector, thus
increasing the overall dead time.
III. SOLAR MODULATION
Solar modulation means time variation of cosmic
radiation intensity due to solar activity.
Solar modulation of cosmic rays takes place in the
heliosphere (i.e. the region where solar influence is
dominant). Galactic cosmic rays are influenced by the
solar wind and heliospheric magnetic field (HMF) when
entering the heliosphere. The solar activity, through all
kinds of magnetic disturbances, affects the shape of
the cosmic rays energy spectrum and the direction of
particle propagation. The modulation effects decrease
with increasing energy and become less significant for
particles with rigidities in excess of ≈10 GeV/nucleon,
i.e. a rigidity of 10 GV for protons and 20 GV for He
[7].
The amplitude of this activity is time dependent and
manifests periodic as well as aperiodic features on
different time scales (see table I). In this study we intend
to investigate the possibility to observe the types of
effects listed in table I.
IV. MUON INTENSITY VARIATIONS
We have performed measurements of integral vertical
muon intensity, computed as below, for various periods
of time.




where Eth is given by the type of acquisition/trigger
chosen.
After recording the raw muon count rate we have
corrected it for atmospheric pressure, [7]. The fractional
change of muon intensity, δjµ/jµ, is related to the
pressure change, δp, by:
δjµ/jµ = −αµδp (2)
where αµ is the pressure coefficient of the muonic
component, αµ ' 0.12% [mm−1 Hg] for atmospheric
pressure measured in [mm Hg].
So far no additional data, e.g. height of the production
layer, are available and therefore no other correction for
the atmospheric influence is made.
A. Periodic variations
Periodic variations in sea level muon intensity have
been documented [3], [5]. They include data recording
on extensive periods of time as well as daily monitoring.
Given the short amount of time our detector has been
taking data for solar modulation monitoring we will
reffer only to short period periodic variations, namely
the daily variation.
Data sets contain time stamp and PMT signal am-
plitude information for each individual event. They are
divided into user defined time intervals after the acquisi-
tion process. Figure 2 shows raw count rate for a period
of 3 days for E ≥ 0.4 GeV.
For time periods of 24 hours 10-minute rates were
normalized to a daily average obtained from data taken
7 days before and fitted with a 24 and 12 hour periodicity
function, see figure 3,






The amplitude of the sinusoidal variation relative to the
average is ∼3% for the diurnal variation and ∼1% for
the semi-diurnal variation. The maximum is around 11
a.m.
B. Aperiodic variations
Aperiodic variations are mainly characterized by their
relative unpredictability. They are linked to the solar
activity, therefore a solar maximum period is expected to
present more aperiodic events, but this is not a rule. This
type of variations can vary both in intensity (see table I)
and time scale. Sporadic events have been detected with
muon telescopes [9].
Small intensity variations may be caused by geomag-
netic field perturbations which are usually linked with
the solar activity.
Our detector, being able to ’see’ small variations as the
daily variation and due to its good counting possibility,
can be also used to investigate these aperiodic events.
Low energy muons are mostly produced by low
energy primaries which are strongest affected by solar
modulation. Because of the stack configuration of the
detector we can measure the muon intensity at low
energies and for small energy ranges. This enables us
to exclude all the high energy muons and measure
only the muons most influenced by solar and local
154
PROCEEDINGS OF THE 31st ICRC, ŁÓDŹ 2009 3
type amplitude nature
Periodic variations
11- and 22-year up to 30% Solar modulation of
GCR in the heliosphere
27-day <2% Long-lived longitudinal asymmetry
in HMF of solar wind structure
diurnal few% Anisotropy of CR fluxes due to
convection by solar wind and diffusion along HMF lines
Aperiodic variations
GLE 1-300% Increase of CR intensity
due to arrival of solar cosmic rays
Forbush decreases up to 30% GCR decrease due to the shielding by an
interplanetary shock passing the Earth
increase before <2% CR increase due to ”collection” of
Forbush decrease CR particles in front of the interplanetary shock
causing a Forbush decrease
magnetic cloud effect few% GCR decrease due to the shielding by a
magnetic cloud passing the Earth
TABLE I
CR INTENSITY VARIATIONS: EXTRA-TERRESTRIAL EFFECTS [8]
Fig. 2. Raw muon count rate, measured with WILLI, as a function of day number of the year divided into 10 minutes intervals for E ≥ 0.4
GeV. Error bars represent statistical errors.
magnetic activities. Such an example is depicted in fig.
4. The figure shows 60-minutes count rates for muons
in the energy range 0.4-0.6 GeV. In this energy range a
significant decrease is observed that was not significant
in the E ≥ 0.4 GeV measurements. After investigation,
an increase in the Kp index was found to coincide, as
time period during that day, with the observed decrease
[10].
V. CONCLUSIONS
In this study we investigated the possibility to detect
solar modulation of cosmic rays, both periodic and
aperiodic effects, with our detector, WILLI, a sampling
calorimeter for atmospheric muons.
Due to the configuration of our detector we can
perform various types of measurements, selecting only
a small energy range, 0.4-0.6 GeV, or all the muons
passing through the detector which sets an energy lower
limit.
Our detector is capable of recording variations in the
muon count rate that are of the same order as those
expected for solar modulation effects. A few examples
stand to prove it.
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Abstract. Measurements of the of the low energy
(<1 GeV) muon charge ratio and muon flux have
been perfomed using WILLI detector. We inves-
tigate the azimuthal and the zenithal dependence
of the muon flux. The results are compared with
complex Monte-Carlo simulation using CORSIKA
code taking into account 2 hadronic interaction
models (DPMJET and QGSJET2). The results of
the energetic, azimuthal and zenithal dependence of
the atmospheric muon charge ratio was compared
with CORSIKA simulations (DPMJET model). The
simulations of the EAS muon charge ratio was
performed using CORSIKA code and 2 hadronic
interaction models (QGSJET2 and EPOS), in order
to to investigate a new experiment WILLI-EAS that
will be focused on measurements of the muon charge
ratio from individual EAS at primary energy between
1014 − 1015 eV. The results of the simulations shows
that the EAS muon charge ratio is influenced by
hadronic interaction models.
Keywords: muon, simulation, WILLI
I. I NTRODUCTION
Measurements of the low energy (< 1 GeV) muon
flux and muon charge ratio were performed using the
WILLI detector [1], [2] which is a compact, modular
rotatable system. Each module is formed by a plastic
scintillator layer of 3 cm thickness, in 1 cm Al frame
box. The detector was used to measure the muon
charge ratio and the muon flux, for different azimuthal
direction (N,S,E,W) for a mean zenithal angle of
35◦. The results were compared with Monte-Carlo
simulations performed with CORSIKA code [3] using 2
hadronic interaction models DPMJET [4] and QGSJET
[5]. Beside the studies of the atmospheric muons, we
will focuse in the future on the investigation of the
charge ratio of the muon density in EAS, so the WILLI
detector is extended by a mini array of 12 scintillator
plates of1m2. Simulations performed with CORSIKA
using 2 hadronic interaction models (QGSJET2[5] and
EPOS[6]) shows that EAS muon charge ratio is quite
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Fig. 1. The energy variation of the muon charge ratio (points)
compared with CORSIKA simulations (rectangles)
II. T HE MUON CHARGE RATIO
The charge ratio of atmospheric muons has been
analysed under various theoretical aspects [7], [8]. The
merit of the WILLI detector is that it approaches the
very low muon energy range with excellent accuracy.
The detector determines the charge ratio of atmospheric
muons by measuring the life time of stopped muons in
the detector layers: the stopped positive muons decay
with a lifetime of 2.2 µs, while negative muons are
captured in the atomic orbits, leading to an effectively
smaller lifetime depending on the stopping material.
The muon charge ratio is determined from the measured
decay curve of all muons stopped in the detector, by
fitting the measured decay spectrum with the theoretical
curve.
For the investigation of the azimuth dependence of
the charge ratio of atmospheric muons, a series of
measurements [9] has been performed on four azimuth
directions of incidence of the atmospheric muons:
North, East, South, West, (N, E, S, W) for muons
with inclined incidence, mean value at 35o and mean
incident energy 0.5 GeV/c.
The results (see Fig.1,2) show that CORSIKA
simulations, based on DPMJET model reproduce relativ
well the azimuthal and the variation i.e. the East-West
effect as observed by WILLI. The Okayoma Group
[10] reported a less pronounced azimuth dependence
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Muon’s Zenith Angle 35 deg
Rigidity 5.6 GVCORSIKA
WILLI
Fig. 2. The azimuthal variation of the muon charge ratio (preliminary)
but considering muons with higher energies (> 1 GeV).
The observed asymmetry is attributed to the anisotropy
of primary proton flux caused by the geomagnetic
cut-off, as well as to the geomagnetic influence on the
atmospheric muon propagation.
III. M UON FLUX MEASUREMNTS
Measurements of the flux of low energy muons have
been performed by use of the WILLI detector. The
results have been compared to Monte Carlo simulations
based on DPMJET model and semiempirical approaches
of Judge and Nash [11] and of Gaisser [12]. The results
agree with the predictions of of the simulations, while
the semiemprical formulae have a restricted range of
validity (Fig.3). Obviously the approach of Gaisser is














































∆    CORSIKA SIMULATIONS FOR HIROSHIMA
●   CORSIKA SIMULATIONS FOR BUCHAREST
★   SEMI-ANALYTICAL FORMULA OF GAISSER
❑   SEMI-ANALYTICAL FORMULA OF NASH
✰   EXPERIMENTAL DATA BESS
❑   WILLI (PRELIMINARY)
Fig. 3. The muon flux data compared with Monte Carlo simulations
and semi-analytical formulae
We have aplied another hadronic interaction model
(QGSJET) for simulationg the muon flux in the energy
range 0.2 GeV - 1 TeV. Figure 4 shows the muon flux
simulated with QGSJET and DPMJET models for a
mean zenith angle of 35o. Comparing with previoulsly
simulation results (DPMJET) we note only very small

























∆    WILLI DATA (PRELIMINARY)
●   CORSIKA (DPMJET)
■   CORSIKA (QHSJET2)
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Fig. 4. The azimuthal variation of the muon flux measure by WILLI
compared with CORSIKA simulatiuons
IV. WILLI-EAS, A DETECTION SYSTEM FOR
MEASURING MUON CHARGE RATIO INEAS
The difficulty in studying the high cosmic rays is
their low intensity, what requires systems of detection
covering large surfaces.
KASCADE-Grande [13] is a complex array, area 700
m2, for investigating the energy spectrum and the mass
composition of primary cosmic particle with energies
in the knee range, 1014 -1018 eV. At ISVHECRI 2004
[14] Okayoma group reported results from LAAS exper-
iments for measuring integral cosmic ray spectrum by
requiring coincidences at multiple EAS arrays, formed
by mini-arrays.
Fig. 5. A possible layout for the mini-array for triggering the WILLI
detector.
There are currently some experimental approaches
under discussion to measure the charge ratio of the
muon density in EAS [15], [16]. Our approach [17]
for an appropriate detector installation follows the
considerations of [18], which have theoretically (on
basis of simulations) revealed very detailed features of
the geomagnetic influence on the radial and azimutal
variation of muon charge ratio. The forseen installation
will link the WILLI device to a nearby located miniarray
of detectors for EAS registration which data will help to
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Fig. 6. The reconstructed shower cores for 250 H incident showers placed in the same position for 200 (a) and 300 (b)
reconstruct the characteristics ( core location , direction
of incidence etc.).
We have presented [17] the experimental concept for
investigating muon charge ratio in EAS by correlating
WILLI detector with a mini-array. was develop based
on the simulations prediction [18], [19] that shows
an integral excess of positive muons in showers,
prediction that has been never experimentally tested.
The simulations shows that this small effect can slightly
vary with the mass of the primary. The mean charge
ratio is affected by the geomagnetic field, especially for
low energy muons and the simulations show different
azimuth variation of the muon densities of opposite
charges and an azimuth variation of the muon charge
ratio dependent on the direction of EAS incidence and
the position of the observer in respect with the Earth’s
magnetic field.
We have started to scrutinize by simulations the
performance of various possible configurations (see
Fig.6) and the dependence of the results of acceptance
of the WILLI spectrometer [19]. In particular, the
layout studies must also include an adequate electronic
system for triggering and data acquisition since only
one stopped muon per shower can be handled in the
present system. We investigate, how the finite angular
acceptance of the WILLI spectrometer, positioned at a
particular accurately defined distance from the shower
core and observing muons from a particular direction
will affect the pronounced predicted variation of the
charge ratio of the observed muon density.
Using CORSIKA and GEANT codes, simulation
studies have been performed for H and Fe generated
showers (1014 − 1015 eV) to study the configuration
of EAS array to optimise reconstruction of the shower
and the configuration WILLI-EAS for obtaining a
significant feature for muon charge ratio in EAS. In
order to investigate the best configuration of the array a
modified version of SHOWREC[20] program was used.
The program perform the reconstruction of the detector
response using a parametrisation of the energy deposit
in the scintillator plates from the mini-array.
Figure 6 a,b shows the quality of the reconstruction,
given by the difference between the reconstructed and
































Fig. 7. The dependence of the charge ratio on the azimuth position
of WILLI for different positions from the showere core (a) and for
different zenith angles (b).
Considering that the H showers are coming from
North, angle 450, and WILLI is oriented parallel to the
shower axis, Fig. 7 a,b shows the dependence of the
charge ratio on the azimuth position of WILLI around
shower core for various radial ranges and for different
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zenith angles.
The WILLI-EAS system for measuring muon charge
ratio in EAS is under construction, see Fig.5, consisting
by a core finder system composed by 12 independent
stations, arranged as a mini-array close to WILLI. Each
unit is a scintillator plate of 1 m2, 3 cm thickness,
consisting of 4 parts (0.25 x 0.25m2), measuring the
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Fig. 8. The dependence of the charge ratio on the azimuth position
of WILLI for proton (rectangles) and iron (circles) induced showers
using QGSJET (solid line) and EPOS (dotted line) models
Fig. 8 show the dependence of the charge ratio on
azimuth position of WILLI around shower core for H
and Fe showers using 2 different hadronic interaction
models implemented in CORSIKA code QGSJET2 and
EPOS. The results of the simulations shows a quite
sensitive difference between the two models also for
the H an for the Fe showers.
V. CONCLUSIONS
The results (charge ratio and flux of atmospheric
muons), obtained with the WILLI detector are in good
agreement with the predictions of Monte Carlo simu-
lations and a strong difference between the hadronic
interaction models was not observe. Simulation studies
for the EAS muon charge ratio present a high sensitivity
at the hadronic interaction model, and the measurements
(we estimate the start of the measurements till the end
of 2009), if sufficiently accurate,could be used as a test
for different models. The effectcs of the geomagnetic
field could be also explore by measuring the EAS muon
charge ratio, in order to improve the implementation of
the geomagnetic field in simulation codes.
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Abstract. Since 1993, a muon telescope located
at Forschungszentrum Karlsruhe (Karlsruhe Muon
Telescope) has been recording the flux of single
muons mostly originating from primary cosmic-ray
protons with dominant energies in the 10 - 20
GeV range. The data are used to investigate the
influence of solar effects on the flux of cosmic-
rays measured at Earth. Non-periodic events like
Forbush decreases and ground level enhancements
are detected in the registered muon flux. Events of
the 23rd solar cycle will be presented and compared
to data from the Jungfraujoch neutron monitor. The
data of the Karlsruhe Muon Telescope help to extend
the knowledge about Forbush decreases and ground
level enhancements to energies beyond the neutron
monitor regime.
Keywords: Forbush decreases, Ground Level En-
hancements, Muon Telescope
I. I NTRODUCTION
The association of solar activity with the cosmic-ray
intensity has been studied for various observed effects
including Forbush decreases [1], i.e. a rapid decrease in
the observed galactic cosmic-ray intensity, and Ground
Level Enhancements connected to large solar flares.
They can be related to magnetic disturbances in the
heliosphere that create transient cosmic-ray intensity
variations [2], [3]. From the observation of such events
with different experiments, an energy dependent de-
scription can be obtained. The heliospheric influence
is mostly pronounced for primary particles with low
rigidity and has been studied mainly using data of the
worldwide neutron monitor network [4]. With its unique
median primary energy of 40 GeV for protons, the
Karlsruhe Muon Telescope fills the energy gap between
neutron monitors (from≈ 11 − 15 GeV, depending
on solar activity state, to≈ 33 GeV) and other muon
telescopes (≈ 53 − 119 GV rigidity). In the following,
we report on the detection of Forbush decreases and the
investigation of Ground Level Enhancements with the
Karlsruhe Muon Telescope.
II. EXPERIMENTAL SET-UP
The flux of single muons from the zenith region
has been recorded continuously since 1993 with the
Karlsruhe Muon Telescope located at Forschungszen-
trum Karlsruhe, Germany (49.094◦N, 8.431◦E, 120 m
a.s.l). Details on the set-up are given in [5] and [6].
The response of the muon detector has been evalu-
ated with simulations based on the CORSIKA [7] and
GEANT 3.21 [8] packages. The median energy of the
Karlsruhe Muon Telescope is 40 GeV, the maximum
occurs at primary energies of about 15 GeV.
Corrections were applied to the recorded muon
rate using the atmospheric pressure measured at the
Forschungszentrum Karlsruhe. In addition, balloon as-
cends at noon and midnight conducted by the German
weather service (DWD) in Stuttgart provide the heights
of specific pressure layers including the 150 g/cm2 layer
(≈ 13.6 km) which is close to the typical production
layer of muons triggering the telescope at 130 g/cm2, as
determined from simulations.
For each year, the muon rate was iteratively corrected
for a pressure of 1013 hPa and a nominal height of
the 150 g/cm2 layer of 13.6 km, yielding correction
parameters ofd(Rate)/dp = (−0.12±0.04) %/hPa and
d(Rate)/dh = (−3.8±1.2) %/km. This correction elim-
inates rate variations caused by changing atmospheric
conditions from the data-set.
III. F ORBUSH DECREASES
The muon data were searched for days where the
average rate was significantly lower than that of a back-
ground region. The background level was determined
from hourly count rates within two times two weeks
(14 d before the test region and 14 d afterwards), sepa-
rated by three days from the tested day. The significances
for each day were computed according to [9]. Trial
factors were not taken into account.
The Karlsruhe Muon Telescope has detected several
significant structures.
The strongest Forbush decreases in the years from
1998 to 2006 are compiled in Table I. Shown are: a
sequential number, the date, the significance and the
amplitudeA of the minimum rate (rFD) relative to the
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Fig. 1: Count rates of the Karlsruhe Muon Telescope and the Jungfraujoch neutron monitor for the two most recent
Forbush decreases. The corresponding dates and times are indicated in the figure. Jungfraujoch data scaled by a
factor 100, muon counting rate smoothed over a period of 24 hours.
TABLE I: Very significant Forbush decreases detected since 1998. A sequential number and the dates are listed.
Significances are pre-trials, the amplitudes of the Karlsruhe Muon Telescope refer to the hourly data (not smoothed).
The fifth column gives the amplitudes detected by the Jungfraujoch neutron monitor. The last column gives an
estimate for the energy dependence of the detected amplitudes, expressed in amplitude change per decade in energy.
# date significance(µ) amplitude(µ) amplitude(n) amplitude change
[%] [%] [% / energy decade]
1 1998/08/26 6.1σ 10.1 7.1 5.7
2 1998/09/25 6.2σ 11.7 5.7 11.5
3 1999/01/23 4.7σ 8.1 7.0 2.1
4 2000/07/15 8.3σ 12.3 10.5 3.5
5 2000/11/10 6.1σ 6.8 1.5 10.2
6 2001/08/03 8.7σ 9.4 1.7 14.8
7 2003/10/30 8.4σ 11.3 17.0 -10.9
8 2004/11/10 5.0σ 10.5 6.6 7.6
9 2005/01/19 10.6σ 13.2 13.2 0.02
10 2005/09/11 5.5σ 8.4 10.4 -3.9
average rate before the decrease (rb) computed as
A = (rb − rFD)/rb. (1)
The amplitudesAµ andAn have been calculated accord-
ing to (1) for the muon telescope (based on hourly rates)
and the Jungfraujoch 18-IGY neutron monitor (46.55◦N
/ 7.98◦E, 3570 m asl), respectively. The latter has an
effective vertical cutoff rigidity of 4.49 GV [10]. It was
chosen for this comparison because of its geographic
proximity to Karlsruhe. The two most recent detected
events compared to the neutron monitor counting rate
are depicted in Fig. 1. To display their development, the
muon telescope rates are smoothed by a running mean
over 24 hours. Attention should be paid to the different
scales for the muon rate (left-hand scale) and for the
neutron monitor rate (right-hand scale). The apparently
significant excesses on 2005/09/09-10 and 2005/09/22
are artefacts of the smoothing and caused by individual
high data-points at the boundaries of detector down-
time. It is worth to point out that the rate development
observed at 4.5 GV (Jungfraujoch) and for the muon
telescope (15 GeV) are quite similar, despite of their
different energy thresholds. This illustrates that Forbush
decreases are clearly detectable with a muon detector
with 15 GeV peak energy. Forbush decreases were
already detected with the GRAND muon detector [11]
at 10 GeV peak energy. With the Karlsruhe Muon Tele-
scope, we push the detection towards higher energies.
Many structures in these Forbush decreases are visible
at both energies. A closer look [6] reveals that for events
7, 8, 9, and 10 (close to the solar minimum), the rates
of both detectors follow each other extremely closely.
On the other hand, for events 1, 2, 4, and 6 there are
systematic differences between the two energies in the
behavior before or after the Forbush decrease. For the
Forbush decrease in the year of the solar maximum (#
5), the strongest differences between the two rates are
observed. It appears as during solar maximum there are
significant differences between the fluxes observed at
4.5 GV and 15 GeV, while the fluxes are correlated well
during periods of low solar activity.
To study the energy dependence of the amplitudes of
a Forbush decrease, the spectral indexγ, i.e. the change
of amplitude per decade in energy has been calculated
according to
γ = (Aµ − An) / (log(E
µ
M ) − log(E
n
M )), (2)
EµM ∼ 15 GeV andE
n
M ∼ 4.5 GeV being the most
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propable primary energies for the muon telescope and
the neutron monitor, respectively.γ is listed in the last
column of Table I. No clear correlation between the
amplitude change per energy decade and the interna-
tional sunspot number (taken from [12]) is found [6].
Thus, earlier claims by [13] cannot be confirmed. A
study of the energy-dependence of the recovery time of
Forbush decreases including data from Karlsruhe Muon
Telescope is published elsewhere [14].
IV. GROUND LEVEL ENHANCEMENTS
Due to their relatively short duration, Ground Level
Enhancements (GLEs) are difficult to detect with the
Karlsruhe Muon Telescope. Therefore, the data were
scanned for correlations with all events marked in the
GLE database, as provided by the Bartol group [15].
For a detailed list of muon telescope activity at the time
of these events see [6].
For GLE 57, no significant excess was observed in the
muon counting rate. However, about seven hours before
the Ground Level Enhancement a small peak is visible
in the registered muon flux. For GLE 58, no significant
muon excess has been observed.
GLE 59, the ”Bastille day event” on July 14, 2000
has been registered by many detectors, including neutron
monitors and space crafts [16], [17]. In particular, the
event could be measured for primary cosmic rays with
GeV energies [18]. It has been detected by the GRAND
muon detector (10 GeV most probable energy) [19], by
the L3+C detector at CERN (≈ 40 GeV primary energy)
[20] and also by the Karlsruhe Muon Telescope. An
excess in the muon counting rate can be recognized
a few hours before the event. The significance of this
structure is under investigation. If real, it is a possible
hint for energy dependent propagation effects or the
strongly anisotropic nature of this event.
On Easter day 2001 (April 15), an event occured (GLE
60) which has been observed and discussed by several
groups [21], [22], [23], [24], [17]. A muon count excess
can be recognized at the time of GLE 60, while no signal
is observed from GLE 61. It should also be noted that
the Jungfraujoch neutron monitor detects GLE 60 with
a large signal. On the other hand, the muon flux is only
slightly increased at the time of the event.
Some of the greatest bursts in the 23rd solar cy-
cle occurred on 28/29 October and 2 November 2003
(GLE 65 − 67). They are extensively discussed in the
literature, e.g. [25], [26], [27], [28]. Unfortunately, the
muon telescope was not active during GLEs 65 and
67. At the time of GLE 66, no significant signal is
seen in the muon count rate. However, about one day
before GLEs 65 and 66 a peak can be recognized in
the registered muon flux. It is not clear whether these
increases are statistically significant, since there are gaps
in the observing time. Thus, it is not obvious whether the
detected rate variations are correlated with the Ground
Level Enhancements.
V. CONCLUSIONS
The Karlsruhe Muon Telescope provides information
about effects of solar activity on the cosmic-ray flux
observed at Earth since 1993. The recorded muon flux
corresponds to 15 GeV peak energy (40 GeV median
energy) for primary protons.
Several strong Forbush decreases, i.e. a rapid decrease
in the observed galactic cosmic-ray intensity, could be
measured with the muon telescope, indicating that these
effects can be seen at energies exceeding the typical
energies of neutron monitors. Comparing the observed
amplitudes to the Jungfraujoch neutron monitor data,
the spectral index of the events has been estimated. No
dependence of the spectral index on the sunspot number
has been found. However, there are significant differ-
ences in the timely development of the rates observed
at 4.5 GV and 15 GeV for different states of solar
activity. For Forbush decreases during solar maximum,
the rates of the muon telescope and the neutron monitor
behave quite differently, while they are well correlated
for periods of low solar activity.
It has been investigated whether Ground Level En-
hancements connected to large solar flares, observed
between 1997 and 2005 can be detected in the registered
muon flux. For the strong Ground Level Enhancements
59 and 60, a clear signal can be seen in the muon count
rate at the times of the events. This provides direct
evidence for particles being accelerated to energies as
high as 15 GeV during solar flares. Indirect evidence
has been previously obtained by observations of lines
in the gamma ray spectrum measured during solar flares
[29], [30]. On the other hand, no signal has been detected
for the GLEs 58, 61, 66, 68, and 69. If the underlying
physics processes of all Ground Level Enhancements are
the same, this means that the energy spectra of GLEs
59 and 60 differ from the spectra of the other GLEs.
Another possibility is that the angular distribution of the
emitted particles is different for different GLEs, i.e. in
cases with highly anisotropic emission no signal was
detected in the muon counting rate.
ACKNOWLEDGMENTS
We are grateful to Mrs. Heike Bolz for her enthusiastic
efforts in continuously operating the Karlsruhe Muon
Telescope and to Jürgen Wochele for his help during
the construction of the detector. We thank the team
operating the Jungfraujoch neutron monitor for making
their data publicly available. We acknowledge the help of
the Deutscher Wetter-Dienst (DWD) and the Institut für
Meteorologie und Klimaforschung of Forschungszen-
trum Karlsruhe providing atmospheric data.
REFERENCES
[1] S. E. Forbush,Worldwide cosmic ray variations, J. Geophys.
Res., 59, 525 - 542, 1954.
[2] E.N. Parker,The passage of energetic charged particles through
interplanetary space, Planetary and Space Science 13, 9-49,
1965.
163












0 20 40 60 80 100 120 140







































0 50 100 150 200 250
































Fig. 2: Hourly count rates registered by the Karlsruhe Muon Telescope and the Jungfraujoch neutron monitor for
several Ground Level Enhancements, as marked in the figures, see also [6]. Jungfraujoch data are scaled by factor
100, muon counting rates smoothed over a period of three hours.
[3] M-B. Kallenrode,Current views on impulsive and gradual solar
energetic particle events, J. Phys. G: Nucl. Part. Phys., 29, 956-
981, 2003.
[4] J.A. Simpson,The cosmic ray nucleonic component: the inven-
tion and uses of the neutron monitor, Space Sci. Rev. 93, 11-32,
2000.
[5] J. Engler, F. Fessler, J.R. Hörandelt al. , A warm-liquid
calorimeter for cosmic-ray hadrons, Nuclear Instruments and
Methods A 427, 528-542, 1999.
[6] I. Braun, J. Engler, J.R. Hrandelt al. , Forbush decreases and
solar events seen in the10 − 20 GeV energy range by the
Karlsruhe Muon Telescope, Advances in Space Research 43,
480-488, 2008.
[7] Heck, D., Knapp, J., Capdevielle, J.et al. , CORSIKA: a Monte
Carlo code to simulate extensive air showers, Report FZKA
6019, Forschungszentrum Karlsruhe, 1998.
[8] GEANT 3.15,Detector Description and Simulation Tool, CERN
Program Library Long Writeup W5013, CERN, 1993.
[9] T.-P. Li and Y.-Q. Ma,Analysis methods for results in gamma-ray
astronomy, Astrophysical Journal, 272, 317-324, 1983.
[10] Bern Cosmic Ray Group, Physikalisches Institut, University of
Bern http://cosray.unibe.ch.
[11] J. Poirier, M. Herrera, P. Hemphill,et al. , A study of the Forbush
decrease event of September 11, 2005 with GRAND, Proceedings
30th International Cosmic Ray Conference, Merida, 2007.
[12] SIDC: Sunspot Index Data Center, Royal Observatory of Bel-
gium, http://sidc.oma.be
[13] S.O. Ifedili, Spacecraft measurement of forbush decreases in the
cosmic radiation, Solar Physics 168, 195-203, 1996.
[14] I.G.Usoskin, I. Braun, O.G. Gladyshevaet al. , Forbush de-
creases of cosmic rays: Energy dependence of the recovery
phase, Journal of Geophysical Research, 2008.
[15] Bartol Research Institute neutron monitor program,
http://neutronm.bartol.udel.edu.
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servations of the Easter 2001 solar particle event, Astrophysical
Journal 601, L103-106, 2004.
[24] A.J. Tylka, C.M.S. Cohen, W.F. Dietrich,et al. , Shock geometry,
seed populations, and the origin of variable elemental compo-
sition at high energies in large gradual solar particle events,
Astrophysical Journal 625, 474-495, 2005.
[25] K. Watanabe, M. Gros, P.H. Stokert al. , Solar Neutron Events
of 2003 OctoberNovember, Astrophysical Journal 636, 1135-
1144, 2006.
[26] Y. Liu and K. Hayashi,The 2003 October-November fast halo
coronal mass ejections and the large-scale magnetic field struc-
tures, Astrophysical Journal 640, 1135-1141, 2006.
[27] G.J. Hurford, S. Krucker, R.P. Linet al. , Gamma-ray imaging of
the 2003 October/November solar flares, Astrophysical Journal
644, L93-96, 2006.
[28] E. Eroshenko, A. Belov, H. Mavromichalakiet al. , Cosmic-ray
variations during the two greatest bursts of solar activity in the
23rd solar circle, Solar Physics 224, 345-358, 2004.
[29] E. Rieger,Solar flares: high-energy radiation and particles, Solar
Physics 121, 323-345 1989.
[30] L. Fletcher, Energetic particles in the solar atmosphere, Proc.
10th European Solar Physics Meeting, Prague, Czech Republic,
ESA SP-506, 223-232, 2002.
164
PROCEEDINGS OF THE 31st ICRC, ŁÓDŹ 2009 1
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H. Schieler1, A. Schmidt3, F. Schröder1, O. Sima13, K. Singh4,16, G. Toma7, G.C. Trinchero9,
H. Ulrich1, A. Weindl1, J. Wochele1, M. Wommer1, J. Zabierowski12, J.A. Zensus6
1Institut für Kernphysik, Forschungszentrum Karlsruhe, Germany
2Institut für Experimentelle Kernphysik, Universität Karlsruhe, Germany
3IPE, Forschungszentrum Karlsruhe, Germany
4Department of Astrophysics, Radboud University Nijmegen, The Netherlands
5Dipartimento di Fisica Generale dell’Università di Torino, Italy
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A. Filipčič72, 73, I. Fleck42, S. Fliescher40, C.E. Fracchiolla85, E.D. Fraenkel66, W. Fulgione54,
R.F. Gamarra2, S. Gambetta44, B. Garcı́a8, D. Garcı́a Gámez77, D. Garcia-Pinto75, X. Garrido37,
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