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Abstract
Localized noncommutative structures for manifolds with connection are constructed based on
the use of vertical star products. The model’s main feature is that two points that are far away
from each other will not be subject to a deviation from classical geometry while space-time
becomes noncommutative for pairs of points that are close to one another.
1 Introduction
Models of noncommutative space-times have become increasingly popular in the recent past and
are believed to be reasonable candidates for Planck scale physics, at least as an intermediate step
towards a full quantum mechanical treatment of geometry. The main idea is that in the regime
where quantum theory and general relativity are no longer independent, the notion of a point in
space-time becomes meaningless, and a finite minimal length or uncertainty relations for coordinate
functions have to be postulated in order to prohibit the localization of points with arbitrarily high
precision. Models with uncertainty relations are usually implemented by considering noncommuting
coordinate operators, replacing the coordinate functions.
More concretely, the situation can be seen as follows: for the noncommutative algebra describing
the noncommutative space-time one chooses a symbol calculus resulting in a Poisson structure θ
on the classical space-time together with a corresponding quantization of some reasonable class of
functions on M . Quantization is achieved either analytically, see e.g. [15, 28], or in the context of
deformation quantization [3] in form of a star product, see e.g. [21]. A particularly simple and well-
studied example is the noncommutative Minkowski space M = R1,3 where the Poisson structure
is chosen to be constant and symplectic. Of course, this is a highly non-geometric situation and
in view of an aim towards general relativity, this model has to be understood as a toy-model that
should be surpassed by a more geometric approach.
Having established a noncommutative space-time, it is of particular interest to study dynamics
in it, usually in form of a quantum field theory defined on such a space-time; and much work has
been done in that direction. However, various technical but more importantly, also conceptual
problems occur in this case, one of which we want to address here: the global nature of the Poisson
structure, in particular in the case of constant θ on Minkowski space-time, necessarily results in
effects that are visible at large distances.
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In quantum mechanics, this situation occurs in the sense that large momenta certainly play a
crucial role in quantum effects, i.e. quantum mechanics is very well observable at large distances
in phase space. However, there is a polarization separating momenta and coordinates from one
another and their respective ‘magnitudes’ are comparable only after a suitable scaling involving
characteristic parameters of the system as well as Planck’s constant ~. Clearly, with regard to the
commutation relations, the case of constant nondegenerate θ in noncommutative Minkowski space
is mathematically equivalent to quantum mechanics in a space of half the dimension. In this case,
however, all noncommuting operators are of the same kind, and short distance/long distance effects
are expected to mix.
In any case, more sophisticated investigations seem to indicate that a constant θ leads to
macroscopic effects that (if the theory’s predictions are taken seriously) would have to be visible.
A prominent example is the mixing of ultraviolet and infrared divergences that appears in Euclidean
noncommutative field theories. A related effect is the modification of the dispersion relation in field
theories with Lorentz signature, where the largest deviation from the ordinary relation appears at
small momenta, see e.g. [24].
Moreover, a violation of microcausality at all scales of distances results from the application of
the highly nonlocal twisted convolution product (i.e. the Weyl-Moyal product in its integral form),
see however the discussion of the cluster decomposition property in [1]. It should be noted that for
Lie-type Poisson structures, i.e. linear Poisson structures on Minkowski space-time, or quadratic
Poisson structures as arising from a quantum group approach, this situation is even worse.
This leads to the following natural question: can we modify the noncommutativity in such a way
that it decays in a reasonable way for large distances? Considering a non-constant θ that vanishes
in (spatial) infinity does of course not solve the problem: in such a scenario, the noncommutativity
would vary within the universe, such that some regions would have ‘more’ or ‘less’ noncommutativity
than others, depending on the absolute position.
Instead, our suggestion is to take the concept of distance as a starting point and consider
the distance of two points. Hence, in our approach, M ×M is endowed with a noncommutative
structure, instead of M itself alone. It is now straightforward to define noncommutativity only
at small distances: we simply consider a Poisson structure and a corresponding star product on
M ×M that is nontrivial only close to the diagonal ∆M in M ×M and zero or quickly decreasing
away from ∆M .
The aim of this paper now is to set up a kinematical framework for such types of noncommuta-
tivity and explore some of their features. The whole approach has to be understood as a first step
as we have not yet investigated any form of dynamics on our locally noncommutative space-time.
This will be subject to future projects.
Our paper is organized as follows: In Section 2 we first discuss the general framework of star
products on M ×M localized close to the diagonal and use the exponential map of the Levi-Civita`
connection of the space-time manifold M to pull-back everything to the tangent bundle TM of M .
As crucial condition the verticality of the Poisson structure and the star product is discussed in
detail. In Section 3 we investigate further properties of the vertical star product and show how
they can be used to endow every point of M with a small noncommutative neighborhood. Then
we discuss in detail states and the corresponding expectation values of our observables including
in particular the measurement of the (Lorentz) metric on M itself. Section 4 is devoted to the
particular example of flat Minkowski space-time. Though our approach is fully geometric in general,
this provides an important and simple example which we investigate in detail. The last Section 5
contains a discussion of further open questions and possible extensions and limitations of the model.
In Appendix A we have included a detailed technical discussion of vertical Poisson structures,
vertical star products and the vertical formality theorem governing their existence and classification.
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2 Noncommutative Structure at Small Distances
Starting point of our construction is a smooth n-dimensional manifoldM which allows for a Lorentz
metric g. Note however, that our construction only depends on the respective Levi-Civita` connec-
tion, such that we may (and frequently will) consider Riemannian metrics as well. Our aim is to
define a noncommutative structure on M whose effects are visible only at small distances in the
sense that a pair of points q, q′ ∈ M will ‘feel’ noncommutative effects only when they are in the
close vicinity of the diagonal ∆M in M ×M .
2.1 Classical space-time prerequisites
Let us first recall some well-known constructions from differential geometry we shall need later
on. The Levi-Civita` connection ∇ of g determines the geodesic structure of M and thereby the
exponential map exp, which is defined on some open neighborhood of the zero section of the tangent
bundle π : TM −→ M . We choose once and for all such an open neighborhood U ⊆ TM of the
zero section with the property that the map
Φ : TM ⊇ U ∋ vp 7→ Φ(vp) =
(
expp (−vp) , expp (vp)
) ∈M ×M where vp ∈ TpM, (2.1)
is a diffeomorphism onto its image V ⊆M×M . Here, vp ∈ TpM denotes a tangent vector at p ∈M
and expp is the exponential map at p, i.e. t 7→ expp(tvp) is the geodesic through p at t = 0 with
initial velocity vp. Clearly, Φ maps the zero section diffeomorphically to the diagonal ∆M ⊆M×M
and V is an open neighborhood of ∆M .
For p ∈ M we set Up = U ∩ TpM which is an open neighborhood of 0p ∈ TpM . Its image
Vp = expp (Up) is an open neighborhood of p ∈ M . As usual, we obtain the well-known normal
coordinates x1, . . . , xn : Vp −→ R on Vp by choosing linear coordinates ξ1, . . . , ξn with respect to
some vector space basis e1, . . . , en on TpM and setting x
i = ξi ◦ exp−1p . As TpM is equipped with
the metric gp we can even choose e1, . . . , en to be orthonormal.
The geometric interpretation of Φ is now the following: suppose (q, q′) ∈ V ⊆ M ×M are
within the image of Φ. Then Φ−1(q, q′) = vp ∈ Up ⊆ TpM and vp is such that expp(−vp) = q
and expp(vp) = q
′. Thus the point p is the geodesic midpoint between q and q′. The normal
coordinates around p can be seen as the geodesic relative coordinates of (q, q′) with respect to
their ’center of mass’ p. This explains our definition of Φ since this way the situation for q and q′
becomes most symmetric: we denote by τM×M : M ×M −→ M ×M the global diffeomorphism
τM×M(q, q
′) = (q′, q) and by τTM : TM −→ TM the global diffeomorphism τTM (vp) = −vp. Then
we have
Φ ◦ τTM = τM×M ◦Φ (2.2)
on U ∩ τTM(U). Thus it is natural to demand that U is invariant under the reflection τTM . We
will always assume that this is the case. As a consequence also V is symmetric under the exchange
τM×M .
2.2 Noncommutativity at small distances
We will now give a definition of a noncommutative structure that is nontrivial only in a vicinity of
the diagonal ∆M inM×M . For technical reasons, we will use formal star products, i.e. we equip the
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Figure 1: The exponential map Φ transports θ from TM to θ˜ on M ×M .
algebra of functions C∞(M ×M) (which serve as the theory’s observables) with a noncommutative
product given by a star product ⋆˜.
Recall that a star product [3] on a manifold N is a formal C[[λ]]-bilinear associative deformation
⋆ of the algebra of smooth functions C∞(N) written as
f ⋆ g =
∞∑
r=0
λrCr(f, g), (2.3)
where f, g ∈ C∞(N)[[λ]], the Cr are bidifferential operators such that ⋆ is associative and 1⋆f = f =
f ⋆ 1 for all f . Additionally, we want ⋆ to be a deformation of the ordinary product of functions
in the sense that C0(f, g) = fg is the undeformed commutative product. As a consequence of
associativity, {f, g} = 1i (C1(f, g) − C1(g, f)) defines a Poisson bracket and thus a Poisson bivector
field θ ∈ Γ∞(Λ2TN) by {f, g} = 〈θ,d f ⊗ d g〉. The Jacobi identity for {·, ·} is equivalent to
Jθ, θK = 0 where J·, ·K denotes the Schouten-Nijenhuis bracket of multivector fields. Recent reviews
on deformation quantization can be found in [13,18]. For an elementary introduction see [33].
In our case, we consider a star product ⋆˜ on M ×M whose first order term yields a Poisson
bivector θ˜ ∈ Γ∞(T (M ×M)) on M ×M (conversely, any such Poisson bivector can be ‘quantized’
into a star product ⋆˜). The deformation parameter λ is a formal parameter, but may be thought
of as a Planck area in our context. Our crucial requirement now is that the support of θ˜ be close
to the diagonal ∆M ⊂ M ×M , such that the product of functions differs from the pointwise one
only at small distances.
First, we require that supp θ˜ ⊆ V ⊆M ×M . This allows to pull-back θ˜ via the diffeomorphism
Φ in order to obtain a Poisson bivector θ = Φ∗θ˜ ∈ Γ∞(Λ2TU). Since supp θ˜ ⊆ V ⊆ M ×M , the
Poisson bivector θ extends to a globally defined Poisson bivector on TM with support supp θ ⊆ U,
see also Figure 1. Secondly, we require that supp θ ∩ TpM is compact in TpM . This expresses
in a purely topological manner that the support of θ is ‘small’: instead of using the (Lorentz)
metric explicitly, we simply fix the ’range of noncommutativity’ (given by the support of θ, or θ˜
respectively) to remain finite.
The last requirement is to admit only such Poisson bivectors θ˜ as are invariant under τM×M .
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Figure 2: Some pairs of points are within the range of noncommutativity, some are not. Here the
support of θ˜ is symmetric under the canonical flip τ .
By (2.2), this ensures invariance of θ under τTM , such that a pair of points (q, q
′) is within the
range of noncommutativity if and only if (q′, q) is, see Figure 2.
Starting from such a Poisson bivector θ˜ as first order term in the star product, the construction
methods for star products like those in [12,14,16,22] will yield star products ⋆˜, whose higher order
bidifferential operators C˜r for r ≥ 1 still have support contained in supp θ˜. In principle, there exist
more general star products not obeying this support condition but we shall only use star product
with supp C˜r ⊆ supp θ˜. Clearly, such star products will reduce to the ordinary pointwise product
of functions outside the support of θ˜,
(f ⋆˜ g)
∣∣∣
M×M\supp θ˜
= (fg)
∣∣∣
M×M\supp θ˜
(2.4)
for all f, g ∈ C∞(M ×M)[[λ]]. Finally, one can easily arrange that the symmetry τM×M remains
a symmetry for ⋆˜, i.e. that
τ∗M×M(f ⋆˜ g) = (τ
∗
M×Mf) ⋆˜ (τ
∗
M×Mg) (2.5)
for all f, g ∈ C∞(M ×M)[[λ]]. In the following we shall always assume that ⋆˜ meets all these
requirements. In fact, we shall discuss even more particular star products and give a concrete
construction for them later.
Thanks to the support properties of ⋆˜ we can pull back each bidifferential operator C˜r to a
bidifferential operator Cr on U ⊆ TM via the diffeomorphism Φ : U −→ V. Then these bidifferential
operators yield a star product ⋆ on U with first order term corresponding to θ. Thanks to suppCr ⊆
supp θ ⊆ U for all r ≥ 1, the star product ⋆ extends to TM . Conversely, any star product ⋆ for θ
with the property suppCr ⊆ supp θ ⊆ U for all r ≥ 1 can be pushed forward via Φ to give a star
product ⋆˜ on V which extends toM×M . Thus both points of view are entirely equivalent as long as
we impose the support conditions. In particular, for f, g ∈ C∞(M×M)[[λ]] with supp f, supp g ⊆ V
we have
Φ∗(f ⋆˜ g) = Φ∗f ⋆ Φ∗g. (2.6)
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Figure 3: The dashed lines indicate the locally defined geodesic ‘relative coordinates’ transversal
to the diagonal. They are only defined within V using the local diffeomorphism Φ.
The property (2.5) translates into the symmetry
τ∗TM(f ⋆ g) = τ
∗
TMf ⋆ τ
∗
TMg (2.7)
for all f, g ∈ C∞(TM)[[λ]]. In the following we shall use both descriptions and pass from one to
the other freely.
2.3 Vertical star products
Up to now, the bivectors θ and θ˜ as well as the corresponding star products ⋆ and ⋆˜, respectively,
can still be very general as the support conditions alone are not very restrictive.
We now impose one further condition which implements the idea that it is only the distance
between two points that determines whether noncommutativity is present, while their absolute
position in space-time should not matter (though their absolute position may influence the specific
form of noncommutativity via the bivector’s parametric dependence on p). There being no intrinsic
coordinates on M × M transversal to ∆M , we first use the map Φ to define geodesic relative
coordinates near ∆M , see also Figure 3. We now ask ⋆˜ to meet the following additional property:
if after restriction to the open subset V, a function f ∈ C∞(M ×M)[[λ]] is constant with respect
to the relative coordinates, then for any other function g ∈ C∞(M ×M)[[λ]] we require
f ⋆˜ g = fg = g ⋆˜ f. (2.8)
Note that (2.8) is trivially fulfilled outside of supp θ˜ by (2.4). In more physical terms, observables
not sensitive to the relative coordinates should behave entirely classical, i.e. commutative. This
makes our idea more precise, that M ∼= ∆M ⊆ M ×M should remain commutative as we have
argued in the introduction: Indeed, functions f ∈ C∞(M)[[λ]] can be prolongated at least locally
on V from M ∼= ∆M to functions on M ×M by defining them to be constant along the relative
coordinates. Thus a non-trivial star product between such functions would result in a non-trivial
multiplication law for functions on M .
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Again, we can translate (2.8) back to an equivalent statement regarding ⋆ on TM . Here, if
f ∈ C∞(TM)[[λ]] is constant along the fibers, i.e. of the form f = π∗u with some u ∈ C∞(M)[[λ]],
then for any other g ∈ C∞(TM)[[λ]] the star product becomes trivial,
g ⋆ π∗u = gπ∗u = π∗u ⋆ g. (2.9)
A more direct characterization of star products with this additional property is provided by the
following theorem:
Theorem 2.1 A star product ⋆ on TM satisfies (2.9) if and only if ⋆ is vertical, i.e. each bidif-
ferential operator Cr differentiates only in vertical directions.
Note that for the non-trivial direction of this statement we have to use the associativity of ⋆. In
the Appendix A we have collected informations on vertical Poisson structures and vertical star
products including their existence and classification by means of a vertical formality theorem. As
Theorem A.13 provides us a functorial construction of ⋆ out of a given θ guaranteeing all our
requirements, the reader not interested in the technical details may safely proceed from here on.
We summarize the data and requirements of our model in Table 1.
Semiclassical θ ∈ Γ∞(Λ2T (TM)) Formal deformation ⋆ =∑∞r=0 λrCr
Jθ, θK = 0 (Jacobi identity) ⋆ associative formal star product
θ vertical ⋆ vertical
supp θ ⊆ U suppCr ⊆ suppC1 ⊆ U for all r ≥ 1.
τ∗TMθ = θ τ
∗
TM is automorphism of ⋆
supp θ ∩ TpM compact for all p ∈M suppCr ∩ TpM compact for all p ∈M
Table 1: Summary of the model
To make ourselves familiar with vertical star products, let us now give some local formulas. Let
(x1, . . . , xn) be local coordinates on U ⊆M and denote by (q1 = x1 ◦π, . . . , qn = xn ◦π, v1, . . . , vn)
the induced coordinates on TU ⊆ TM . Here, as usual, a tangent vector vp ∈ TpM is written as
vp = v
i(vp)
∂
∂xi
, thus specifying the linear coordinates (v1, . . . , vn) on the fibers. Now, a bivector
θ ∈ Γ∞(Λ2T (TM)) is vertical if and only if locally
θ
∣∣∣
TU
=
1
2
θij
∂
∂vi
∧ ∂
∂vj
, (2.10)
where θij ∈ C∞(TU) are local coefficient functions depending on all variables, q’s as well as v’s. The
condition τ∗TMθ = θ means that the functions θ
ij must be even functions of the v’s. The support
condition is equivalent to θij(q, ·) having compact support with respect to the v-coordinates for
fixed q1, . . . , qn. It follows directly from the definition that the star product ⋆ is vertical if and only
if locally the bidifferential operators Cr are of the form
Cr(f, g)
∣∣∣
TU
=
∑
I,J
CIJr
∂|I|f
∂vI
∂|J |g
∂vJ
, (2.11)
with multi-indices I and J , and where the local coefficient functions CIJr ∈ C∞(TU) may again
depend on q’s as well as v’s. The important point is that both functions are differentiated only in
7
direction of the fiber variables. Of course, the CIJr are subject to further conditions arising from
the associativity of ⋆.
Local expressions for θ˜ and ⋆˜ are more complicated as they require knowledge of the explicit form
of the exponential map. This is only in very limited cases accessible whence we shall mainly work
with TM instead of M ×M . Note however, that for the interpretation of functions f ∈ C∞(TM)
as observables one should rather consider their counterparts on M ×M .
3 Further properties of vertical star products
Consider now a vertical Poisson structure θ and a corresponding star product ⋆ on TM obeying
the support conditions as well as the reflection symmetry τ∗TMθ = θ and (2.7), respectively. Let
ιp : TpM −→ TM (3.1)
denote the embedding of the tangent space at p ∈M into the tangent bundle. As discussed in Ap-
pendix A.1 and Theorem A.13 we can restrict θ and ⋆ to a Poisson structure θp with corresponding
Poisson bracket {·, ·}p and a star product ⋆p on TpM ,
ι∗p ({f, g}) =
{
ι∗pf, ι
∗
pg
}
p
(3.2)
and
ι∗p (f ⋆ g) = ι
∗
pf ⋆p ι
∗
pg (3.3)
for all f, g ∈ C∞(TM)[[λ]]. Here, it is important that the Poisson structure θ as well as the
star product ⋆ are vertical, i.e. that all derivatives are only in the direction of the fibers. By
construction, both structures are non-trivial only on Up.
In a last step we can push forward both θp and ⋆p to M via the exponential map expp. Since
supp θp ⊆ Up and expp is a diffeomorphism expp : Up −→ expp(Up) = Vp by our choice of U, this is
well-defined and yields a Poisson bivector θ˜p ∈ Γ∞(Λ2TVp). Again, the support conditions enable
us to extend θ˜p to all of M , whence we obtain a Poisson bivector θ˜p ∈ Γ∞(Λ2TM). Analogously,
we obtain a star product ⋆˜p on M which quantizes θ˜p. Now, by the very construction of θ˜p and ⋆˜p,
for f, g ∈ C∞(M)[[λ]] with supp f, supp g ⊆ Vp,{
exp∗p f, exp
∗
p g
}
θp
= exp∗p{f, g}θ˜p (3.4)
and
exp∗p f ⋆p exp
∗
p g = exp
∗
p (f ⋆˜p g) . (3.5)
This way, every point p ∈M obtains its own star product ⋆˜p being non-trivial only in a neighbor-
hood of the point p.
Consider, for example, the linear fiber coordinates vi ∈ C∞(TpM)[[λ]], viewed as functions on
the tangent space. Then vi ⋆ vj = vivj + λC1(v
i, vj) + · · · whence [vi, vj ]⋆ = iλθijp + · · · . In fact,
the star product ⋆ can be chosen in such a way that for the linear coordinates vi the commutator
has only the first order terms in λ. In any case, note that θijp is not a constant but a function on
TpM with compact support in Up. On M , this yields
[xi, xj ]⋆˜p = iλθ˜
ij
p + · · · (3.6)
for the geodesic normal coordinates xi, viewed as local functions on M . Here, the coefficient
functions θ˜ijp are zero outside a neighborhood of p contained in Vp.
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Figure 4: The points q and q′ are in within the noncommutative bubble around their geodesic
midpoint p, the points u and u′ are still outside.
Remark 3.1 Let us emphasize now clearly the interpretation of the star products ⋆˜p compared to
the usual star products on the space-time manifoldsM as mentioned in the introduction. The main
difference is that we now have a whole family of star products {⋆˜p}p∈M instead of just one. The
interpretation of the algebra (C∞(M)[[λ]], ⋆˜p) comes from the global picture (C
∞(M ×M)[[λ]], ⋆˜).
We are still discussing observables of two points, i.e. functions f on M ×M and not functions
on M . However, we may be interested in states, like the δ-functionals δq,q′ on M ×M and their
quantum analogs, say for (q, q′) ∈ V to make things non-trivial. Then, thanks to verticality, all
we have to know to evaluate observables in such a state are their restrictions to the dashed lines
in Figure 3 through their geodesic midpoint p, see Figure 4. Then we can equivalently work with
(C∞(M)[[λ]], ⋆˜p) and the restriction of the observable f to such a dashed line eventually yields a
corresponding function on M via ι∗p and (expp)∗. Clearly, we have to make precise what notion of
states we are going to use.
3.1 Hermitean vertical star products and their states
The observables of our theory are functions f ∈ C∞(M ×M)[[λ]]. We will now specify states
and the corresponding expectation values for these observables, employing the usual techniques of
deformation quantization, which are a straightforward analogue of the well-known approaches in
C∗-algebra or O∗-algebra theory, see e.g. [32] for a review.
First we make the additional assumption that ⋆˜ and hence also ⋆, ⋆p and ⋆˜p are Hermitean, i.e.
we require
f ⋆˜ g = g ⋆˜ f (3.7)
for all f, g ∈ C∞(M ×M)[[λ]], where λ = λ is treated as a real quantity. If we construct ⋆˜ out
of θ˜ or, equivalently, ⋆ out of θ using a formality as in Theorem A.13, then the reality θ = θ of
the Poisson structure implies that the corresponding star product is Hermitean. We can therefore
safely assume (3.7) for ⋆˜, ⋆, ⋆p and ⋆˜p in the following.
The complex conjugation now being an involution, we define states as positive C[[λ]]-linear
functionals
ω : C∞(M ×M)[[λ]] −→ C[[λ]] with ω(f ⋆ f) ≥ 0, (3.8)
where the positivity is understood in the sense of formal power series (a real formal power series
a =
∑∞
r=r0
λrar ∈ R[[λ]] is positive, if the lowest non-vanishing coefficient ar0 is positive, ar0 > 0).
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In addition to (3.8) we require that states be normalized, ω(1) = 1. The C[[λ]]-linearity implies
that ω is of the form
ω =
∞∑
r=0
λrωr with C-linear maps ωr : C
∞(M ×M) −→ C. (3.9)
In particular, ω0 turns out to be a positive C-linear functional of the commutative
∗-algebra
C∞(M × M), i.e. ω0(ff) ≥ 0 for all f ∈ C∞(M × M). It follows that ω0 is the integration
with respect to a compactly supported positive Borel measure on M ×M .
Conversely, and this is the important point here, one can show that any classical ω0 can be
deformed into a functional ω which is a state with respect to ⋆˜, see [9]. Note that the ‘quantum
corrections’ ωr to ω0, which, in general, are necessary to ensure positivity, are by no means unique:
there are many quantum states ω with the same classical limit ω0. Although it is generally very
difficult to find the corrections explicitly, one can show that they can always be chosen to be of the
form ωr = ω0 ◦ Sr with a differential operator Sr. In such a case, the support of ω coincides with
that of ω0.
Due to the positivity of ω, we may interpret ω(f) as the expectation value of the observable
f in the state ω. Now, ω still satisfies a Cauchy-Schwarz inequality (in the sense of formal power
series), allowing us to write down uncertainty relations. As usual, we define the variance of an
observable f in the state ω by
Varω(f) = ω
(
(f − ω(f)) ⋆˜ (f − ω(f))
)
≥ 0. (3.10)
Then for two Hermitean elements f = f and g = g, i.e. observables in the stricter sense, we find
the usual uncertainty relation
4Varω(f)Varω(g) ≥ ω ([f, g]⋆˜)ω ([f, g]⋆˜) , (3.11)
where the Cauchy-Schwarz inequality for ω has been used. As usual, these inequalities justify the
identification of positive functionals with states.
Remark 3.2 We should note that the notion of positivity we are using is on one hand the only
reasonable from an algebraic point of view: it is the unique one which makes R[[λ]] an ordered ring
such that λ > 0. On the other hand, there is a more concrete motivation coming from asymptotics:
if we think of our formal star product ⋆ as being the asymptotic expansion of some convergent
product, say in a C∗-algebraic approach, then one can also asymptotically expand positive linear
functionals which yield precisely the ones we are studying. In this sense, the notion of positivity
we are using is the best we can have. See also [32] for a more detailed discussion of states in
deformation quantization.
Remark 3.3 It will be important for the physical interpretation to note how the noncommutative
structure has entered here: ω is a deformed classical state ω0 whose quantum corrections depend
on ⋆˜, such that the expectation values of the observable f is changed when we pass from classical to
noncommutative space-time. It is the main feature of the deformation approach that the observable
f itself remains unchanged : it is still the same function with the same physical interpretation as
observable. We only changed the product structure and hence the states.
One effect of noncommutativity is that the variances of observables will in general be strictly
larger than the classical ones. In particular, the δ-functionals δ(q,q′) for (q, q
′) ∈M×M are no longer
positive with respect to ⋆˜, but require quantum corrections, and we will always find observables
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such that the variances in these deformed δ-functionals are strictly positive (while the classical ones
are of course 0). We shall come back to explicit examples in Section 4.
Let us now discuss why our model meets the physical requirements which we have argued for.
We consider now a classical state ω0, i.e. a positive Borel measure on M ×M whose (compact)
support suppω0 is far away from the diagonal ∆M , and in particular, suppω0 ∩ supp θ˜ = ∅. It
immediately follows that ω0 is a state with respect to ⋆˜, since ⋆˜ is non-trivial only in supp θ˜.
Indeed, we have
ω0(f ⋆˜ g) = ω0(fg) (3.12)
for all f, g ∈ C∞(M ×M)[[λ]] in this case. Therefore, all variances and covariances of f and g
with respect to ω0 are the classical ones. In particular, only the classical variances appear in (3.11)
and the right hand side is zero, although [f, g]⋆˜ may be different from zero. This shows that if we
evaluate observables f ∈ C∞(M×M)[[λ]] far away from the diagonal, no noncommutative behavior
can be seen. The noncommutativity only appears close to the diagonal as is expected from the
support conditions on θ˜ and ⋆˜. This is precisely the behavior we wanted. At large distances our
locally noncommutative space-time behaves entirely classically.
3.2 Distance measurements and the causal structure
Let us now reconsider the interpretation of our noncommutative structure from the point of view
of distance measurements. Since the concept of ‘distance’ is of course misleading in a pseudo-
Riemannian context, we shall not measure a distance function, but measure the metric directly. It
turns out that this can be done most natural in our framework.
As a motivation one may think of a Riemannian situation where the metric distance d(q, q′)
between two points q and q′ is defined as the infimum over the lengths of all paths joining the two
points. In general, this is a highly non-trivial quantity. However, if the points are close enough
then one finds a unique shortest geodesic joining them, whose length realizes d(q, q′). In fact, if
(q, q′) ∈ V then this is the case and the geodesic is precisely the one starting from the geodesic
midpoint p in opposite directions where −vp = exp−1p (q) and vp = exp−1p (q′). In this case, the
distance is given by d(q, q′) = 2
√
gp(vp, vp). In particular, the square of the distance function is
the smooth function d2(q, q′) = 4gp(vp, vp). In general, the distance function is only smooth close
to the diagonal.
In the general situation we shall therefore use the function d2 ∈ C∞(TM) defined by
d2(vp) = gp(vp, vp) (3.13)
as a good replacement for the geodesic distance function. It is a quadratic function on TM which
is everywhere smooth and in the neighborhood U it is indeed the square of the distance function
in the Riemannian case. Since we are only interested in the behavior close to the diagonal ∆M as
the noncommutativity is only present here, this will be a perfect observable to measure the metric.
The quantum effects will now come into the game in the expectation values of this observable
d2 if we evaluate it in some state. In particular, we are interested in those states which are as
close as possible to the δ-functionals at some point vp. Thanks to our verticality condition we can
consider even the restricted situation, i.e. the observable ι∗pd
2 ∈ C∞(TpM)[[λ]]. Then we need a
deformation of the δ-functional
δ
(⋆p)
vp = δvp ◦ Svp , where Svp = id+
∞∑
r=1
λrS(r)vp , (3.14)
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into a positive functional for ⋆p. Then the quantum distance square between q and q
′ is now (up
to the factor 4) the evaluation
δ
(⋆p)
vp (d
2) = d2(vp) + λ
(
S(1)vp d
2
)
(vp) + · · · , (3.15)
which is clearly a deformation of the classical distance square. Moreover, in general we obtain a
non-trivial variance of this measurement according to (4.13) since on one hand d2 ⋆p d
2 is not just
the pointwise product and on the other hand the correction terms S
(r)
vp contribute as well. This
way we arrive at the observation that the geometry indeed becomes fuzzy. Note however, that the
choice for a deformation of δvp is not unique at all.
Let us also remark already at this point that in the Lorentz situation the sign of the classical
evaluation d2(vp) determines whether vp is a space-like, light-like or time-like vector. In our case,
this characterization needs no longer to be valid, in particular, the light-like vectors with d2(vp) = 0
might get correction terms from the deformed δ-functional which makes them space-like or time-like.
Note however, that this again depends of course on our choice of the deformation δ
(⋆p)
vp : this simply
reflects again that there are no ‘classical’ points any more in a truly noncommutative space-time.
4 The Noncommutative Minkowski Space
In order to analyze our construction’s properties more explicitly, we now discuss the case where M
is a vector space of dimension n in more detail. We chose ∇ to be the canonical flat connection.
Then the exponential map at each point is a global diffeomorphism, and so is Φ. In fact, the
exponential map implements a diffeomorphism of TpM to M given by the translation,
expp(v) = p+ v ∈M ∀ v ∈ TpM, (4.1)
and the local formulae of the previous section are now globally defined. In particular, for any pair
of points (q, q′) ∈M ×M , the midpoint p = (q+ q′)/2 and the relative coordinates v = (−q+ q′)/2
are now globally defined. For this reason, the dashed lines from Figure 3 which denote the geodesic
relative coordinates and in the general case are defined only in some open neighborhood V ⊂M×M
of the diagonal ∆M , now become straight lines extending to infinity, see Figure 5. Note also, that
up to now we have only used the connection ∇ but no metric.
Let f, g ∈ C∞(TM)[[λ]], then
f ⋆ g =
∑
λrCr(f, g), (4.2)
where
Cr(f, g) =
∑
I,J
CIJr
∂|I|f
∂vI
∂|J |g
∂vJ
, (4.3)
with multi indices I, J ⊂ {1, . . . , n}, |I|, |J | ≤ r. Note that Cr differentiates only in direction of
the tangent spaces, i.e. in v-directions. Thanks to the simple form of the exponential map (4.1) we
find from (2.6) for all f, g ∈ C∞(M ×M)[[λ]]
f ⋆˜ g =
∑
λr
∑
I,J
C˜IJr
∏
i∈I
(
− ∂
∂qi
+ ∂
∂q′i
)
f
∏
j∈J
(
− ∂
∂qj
+ ∂
∂q′j
)
g, (4.4)
where C˜IJr = C
IJ
r ◦ Φ−1. Here, we have used that ∂v(Φ∗f)(p, v) =
(
(−∂1 + ∂2)f
)
(Φ(p, v)) with ∂i
denoting the derivative with respect to the ith argument.
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Figure 5: In the case of Minkowski space the map Φ is a global diffeomorphism and introduces
the global center of mass and relative coordinates on M ×M .
4.1 Global constant Poisson structure
As Φ is a global diffeomorphism on flat space, there is in principle no need to restrict the range of
noncommutativity, i.e. to have θ˜ compactly supported. We will however, of course choose to still
impose such restrictions in order to implement localized noncommutativity, see Figure 5. But for
the time being, in order to compare our approach to more commonly analyzed settings, we now
restrict ourselves to the special case of a constant vertical Poisson structure
θ =
1
2
θij
∂
∂vi
∧ ∂
∂vj
with θij = −θji ∈ R. (4.5)
Then, the star product on TM can be chosen to be the usual Weyl-Moyal product
f ⋆ g =
∞∑
r=0
1
r!
(
iλ
2
)r
θi1j1 · · · θirjr ∂
rf
∂vi1 · · · vir
∂rg
∂vj1 · · · vjr . (4.6)
It is obviously invariant under reflections in the sense of (2.7). With such a constant Poisson
structure, any pair of points is within the range of noncommutativity of their midpoint, since
supp θ˜p = TpM .
Clearly, the dependence on p is only in the functions f and g and we recognize that (4.6)
restricts to the Weyl-Moyal star product on TpM with respect to θ, i.e.
f ⋆p g = µ ◦ exp
(
− iλ
2
θij∂vi ⊗ ∂vj
)
(f ⊗ g) (4.7)
for f, g ∈ C∞(TpM)[[λ]] where µ(f ⊗ g) = fg is the usual pointwise product. Although in fact,
the star product is independent of p, we keep the notation ⋆p in order to remember that we are
considering some fixed TpM . Likewise, we find for f, g ∈ C∞(M ×M)[[λ]]
f ⋆˜ g = µ ◦ exp
(
iλ
2
θij
(
− ∂
∂qi
+
∂
∂q′i
)
⊗
(
− ∂
∂qj
+
∂
∂q′j
))
(f ⊗ g). (4.8)
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Obviously, the differentiation is in the direction of the line through q and q′ (i.e. perpendicular to
the diagonal).
As in Section 3.2 we now ask ourselves how close two points (q, q′) ∈ M ×M may be to one
another. In order to do so, we consider the situation on TpM , and modify the δ-distribution such
that it is a positive functional with respect to the star product ⋆p. As discussed in Section 3.1, this
deformation is not unique, but as a natural candidate we use the formal version of the coherent
states of quantum mechanics, see the discussion in [8, 9]. For simplicity we assume that θ is non-
degenerate, i.e. a symplectic Poisson tensor. Hence in particular, M has to be even dimensional.
Then we consider
δ(⋆p) = δ ◦ e 14λ∆g (4.9)
and likewise for the translates of the δ-distribution δw, w ∈M . Here, g−1 is a positive compatible
scalar product with θ, i.e. there exists a linear complex structure J ∈ End(TpM), J2 = − id with
g−1(v,w) = ωθ(v, Jw) for all v,w ∈ TpM , where ωθ is the associated symplectic form to θ. Finally,
∆g denotes the usual Laplacian with respect to g
−1. In the following we shall mainly consider the
standard symplectic form θ and chose for g−1 the identity matrix with respect to some given choice
of Darboux coordinates on TpM .
Now, for any quadratic form A ∈M(n,R), fA(v) = vtAv and for a Laplacian ∆g with respect
to some symmetric form g−1, we find
e
1
4
λ∆gfA = fA +
λ
2 tr(gA) (4.10)
and, after a short calculation,
e
1
4
λ∆g(fA ⋆ fA) = f
2
A + λfA tr gA+ 2λfAgA +
λ2
4
(
2 tr(AθAθ) + (tr gA)
2 + 2 tr gAgA
)
, (4.11)
where (Aθ)
r
j = θ
rsAsj and where we have used ∆g(fAfA) = 4fA(tr gA) + 8fAgA and ∆
2
g(fAfA) =
8(tr gA)2 + 16 tr gAgA.
Following our general discussion in Section 3.2, let us now investigate the Lorentz square in
4 dimensions, i.e. consider fη where η = diag (+,−,−,−) and n = 4. By (4.10), a distance
measurement as above yields for the squared distance,
δ
(⋆p)
vp (fη) = fη(vp) +
λ
2
tr(ηg) = η(vp, vp)− λ, (4.12)
whence all Lorentz squares acquire a negative offset independent of vp in this particular deformation
of the classical δ-functional. The resulting deformed light cone on TpM , defined by δ
(⋆p)
v (fη) = 0,
then takes the form of two hyperbolae, v0 = ±
√
λ+ ~v2 (i.e. a “mass shell” of mass λ), approaching
the ordinary light-cone for distances ‖v‖ ≫ λ, see Figure 6. The time-like vectors are characterized
by v20 > λ+ ~v
2, and the space-like vectors are those with v20 < λ+ ~v
2. To interpret this picture we
recall that the point p does not have meaning in itself, but only as the geodesic midpoint of two
other points expp(±vp) = p± vp, such that the points vp and −vp are connected by a time-/space-
or light-like line (in the deformed sense). The gap between future and past time-like lines around
0p is of the order λ and is to be interpreted as follows: if the two points in M , p ± vp, approach
each other, the causal structure is lost. This is however, by construction in accordance with our
minimal resolvable distance.
Note that the offset would have opposite sign, had we used η = diag(−,+,+,+), so also in this
case, the light-cone is deformed in the same manner as above. For the variance we find
Var
δ
(⋆p)
vp
(fη) = fη2(vp) + 2λ
2 (4.13)
by (4.11) and the fact that fη ⋆p fη = fηfη since
∑
r,j(ηθ)
r
j(ηθ)
j
r = −
∑
(θrj)2 ηjjηrr = 0.
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-vp
Figure 6: The ordinary and the deformed light-cone in the case of constant θ. Two spatial
dimensions of v ∈ TpM are suppressed.
Remark 4.1 We also would like to note that the measurements of the distance square are not an
artifact of our approach but an intrinsic feature of the noncommutative Minkowski space-time with
constant θ.
4.2 Non-constant Poisson structures
In a slightly more general scenario, we might want to employ a Poisson structure which is constant
along each fiber TpM , but varies depending on the absolute position of the center of mass, p.
In this case, the formulae (4.6) and (4.8) from the previous discussion remain valid; the only
difference being that θij now explicitly depends on p. This however, seems to be a rather unnatural
scenario, since translation invariance is unnecessarily broken. In any case, we set out to construct
a noncommutative structure that vanishes in the limit of large distances. In particular, we require
that an appropriate deformation δ
(⋆˜)
q,q′ of the δ-Distribution on C
∞(M ×M), fulfills (3.12) for (q, q′)
far away from the diagonal ∆M , i. e. that for f, g ∈ C∞(M ×M)[[λ]], δ(⋆˜)q,q′(f ⋆˜ g) = δq,q′(fg)
(or equivalently, on TpM , that for f, g ∈ C∞(TpM)[[λ]], δ(⋆p)vp (f ⋆p g) = δ(⋆p)vp (fg) for large vp).
Obviously, this is not true for a nontrivial Poisson structure that is constant along the fiber TpM
whether it depends on p in a non-trivial way or not.
Let us therefore now turn to a scenario which actually exhibits the features our more general
approach allows for and choose supp θp to be compact. For concreteness’ sake we may think of
the special Poisson structure for which θp is constant on a ball Br(0p) around 0p ∈ TpM and then
decreases quickly to 0, such that supp θp ⊂ Br+ǫ(0p) for some ǫ. To implement flip symmetry (2.5)
we moreover impose that θijp (vp) = θ
ij
p (−vp) for all vp ∈ TpM (on Br(0p) this is of course trivially
fulfilled). Such Poisson structures exist, see Example A.12, and meet all our requirements. Clearly,
we can use the same such θp for all p whence we easily can implement translation invariance. In
particular, the support supp θ ∩ TpM is of the same size for all p ∈M .
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In such a scenario we again consider a distance measurement. Although the deformation δvp ◦
e
1
4
λ∆g we previously employed, may no longer be a positive functional for (C∞(TpM)[[λ]], ⋆p) for
all classical points vp ∈ TpM , it will be positive for vp contained in Br(0p). Here, θp is constant,
and the star product coincides with the Weyl-Moyal star product as in (4.6). If we are interested
only in smallest distances, this set of states is sufficient and evaluating the function fη in δ
⋆p
vp with
vp ∈ Br(0p), we gain the same results as in the case of globally constant θp above. Of course, if
we consider states corresponding to δ-functionals δvp for larger vp, we will have to consider some
other deformation. Moreover, in the area where θp drops to zero as a function of vp, the additional
derivatives of θp will contribute significantly to the distance measurement, see also Figure 7. Thus,
T Mpθp
complicated
zero
constant
Figure 7: Schematic view of a Poisson structure θp being constant around 0p with compact support
it will be of major importance to understand the state space of formal star products better. Hence,
a priori the passage from very small to large distances is not yet very well controlled in such models.
We hope to come back to this question at a later stage.
4.3 Symmetries
It is natural now to consider the behavior of our construction with respect to Poincare´ transfor-
mations. In the discussion above we have already seen that translation invariance can easily be
accounted for by choosing θp and ⋆p to be independent of the geodesic midpoint p, i.e. to choose
the same structure on all TpM . It is furthermore quite simple to implement invariance of the star
product under orthogonal transformations with respect to some positive definite scalar product,
simply by asking that R∗θp = θp for all R ∈ O(4). Note that reflections at 0p are already taken
care of by implementing the flip symmetry.
Lorentz symmetry on the other hand, cannot be implemented in such a simple manner. The
reason is that on one hand the diagonal action of the Lorentz group on M ×M induces the usual
action on the relative coordinates in TpM . On the other hand, it is well-known that there is no
Lorentz invariant antisymmetric bivector on TpM beside θp = 0. Thus we necessarily break Lorentz
invariance already on the semi-classical level of θp.
For a constant and also translation invariant θp we might however mimic the approach taken
in [15] and consider along with some fixed θp the whole orbit under Lorentz transformations. Thus
with this covariant transformation law for θp we would obtain an action of the Lorentz group on
the whole algebra but of course we have introduced this additional orbit which affects the classical
limit in a non-trivial way [15].
5 Further Questions and Outlook
Let us conclude with some open questions and further remarks.
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5.1 Dynamics and Field Theories
Up to now we have only set up a kinematic framework for a locally noncommutative space-time.
This is of course not in the least enough to have a reasonable model for space-time at small distances:
We certainly have to include some sort of dynamics into our description. Here one should try to
proceed in the usual stages.
A first approach would be to investigate the behaviour of point-like classical or quantummechan-
ical particles moving in such a locally noncommutative space-time. Especially for non-relativistic
considerations, it seems reasonable to consider as a first step only a locally noncommutative space
and treat time as an ordinary real parameter.
In a second step, one can consider classical field theories on our locally noncommutative space-
time. A good starting point is provided by deformed vector bundles in the sense of [7, 30, 31]
concerning the matter part. It is however, not yet clear how to define interaction terms, though
one might hope to do so using suitably deformed Hermitian fiber metrics. For gauge fields one can
then rely on [20,21], formulated in a suitable geometric fashion.
In a third step, one wants to construct quantum field theories corresponding to the classical
field theories on a locally noncommutative space-time. We shall discuss this in more detail in the
next section.
Note however, that for a consistent dynamical treatment we have to go at least one step further:
the Poisson structure θ itself (and hence the corresponding star product) should be considered as
a dynamical quantity instead of a fixed background field. This is of course desirable in any model
of noncommutative space-time and therefore poses a general open problem in such approaches to
Planck scale physics. Here, the principle difficulty is to impose field equations on θ which are
compatible with the Jacobi identity Jθ, θK = 0 and still allow some interesting coupling to other
fields.
5.2 Quantum Field Theories
We continue with some heuristic remarks on possible quantum field theories on a locally noncom-
mutative space-time.
The main goal of our construction is the avoidance of a violation of locality at large distances
in field theory. To get a first glimpse on how powerful our ideas might turn out to be, consider
the flat Minkowski space M with a star product on M ×M meeting our requirements of compact
support in relative coordinate directions. Let us assume that the free field φ(x) is the ordinary
one, i.e. φ(x) =
∫
φˆ(k) eikx d k with the operator valued distribution φˆ(k) acting on Fock space as
annihilation and creation operators, respectively.
Now consider two fields at different points x and y in space time (to be precise, we have to
evaluate φ in suitable test functions supported around x and y). In order to fit them into our
framework, we consider the operator-valued distributions
f(x, y) = φ(x) and g(x, y) = φ(y) (5.1)
Using the globally defined exponential map, we now define for p = x+y2 and v =
x−y
2
F (p, v) = φ(p + v) and G(p, v) = φ(p− v) (5.2)
and consider their star product (ignoring all problems that arise in taking such products of dis-
tributions). We then find that for v /∈ supp θp, the star product becomes the ordinary one and in
particular, the commutator of fields is unchanged,
[F,G]⋆p(p, v) = [φ(p + v), φ(p − v)]⋆p = [φ(p+ v), φ(p − v)] for v /∈ supp θp (5.3)
17
Clearly, for v large enough we thus recover micro-locality (in particular, vanishing of the com-
mutator for space-like separated points). The classic no-go theorems on nonlocal fields [5, 26] are
circumvented as the product of the fields itself is changed.
It remains an open and difficult problem to define a sensible interaction term. Possibly, one
should employ the deformed δ-distributions (much in the spirit of [2]) or try to generalize the
approach to more than two points.
Our hope is however, that once this has been achieved, the field theory’s properties regarding
renormalization should be considerably improved compared to both the ordinary one as well as the
one based on models with constant θ (as the infrared regime is clearly separated from the ultraviolet
one). In the long run, it would have to be investigated whether a quickly decreasing (instead of a
compactly supported) noncommutative structure would suffice for the purposes of renormalization
such that problems with the Lorentz structure could be avoided – though the construction possibly
only admits this for flat space (where the exponential map defines a global diffeomorphism).
5.3 Further extensions of the model
Let us finally mention some possible extensions of the locally noncommutative space-times as pre-
sented above. Once having realized that not M but M × M is relevant when discussing small
distance behavior one can of course go one step further: In principle one can also discuss noncom-
mutativity which only becomes present when three points come close together. This would give
a noncommutativity on M ×M ×M located again close to the diagonal. Analogously, one can
consider Poisson structures θ(k) on Mk = M × · · · ×M for arbitrary k ∈ N with support close
around the total diagonal. It would be clearly a very interesting investigation how one can combine
all these θ(k) and formulate compatibilities between them for different k. In particular, it would be
interesting to find a reasonable replacement for the verticality requirement.
The last extension we want to mention is the passage from formal star products to convergent
deformations. This is known to be a serious problem in deformation quantization and not much
can be said on a general level. However, for certain Poisson structures there exist convergent
star products quantizing them, usually by means of suitable integral formulas, see e.g. [4, 23, 27].
Eventually, the result will be a C∗-algebraic approach like in [15] which will be necessary for all
questions concerning quantum field theories in the locally noncommutative space-time. For vertical
Poisson structures θ arising from actions of some Rd one can rely on Rieffel’s general construction
[27] to obtain a C∗-algebraic deformation. This will be investigated in a future project [19].
A Vertical formality and vertical star products
In this appendix we collect some results on star products on vector bundles which seem to be new
but follow essentially in a straightforward manner from Kontsevich’s formality theorem for Rd.
Thus we only indicate the proofs and outline the ideas.
A.1 Vertical multivector fields on a vector bundle
Let us first recall some standard results in order to fix our notation. We consider a real vector
bundle π : E −→M with with fiber dimension d.
Recall that a tangent vector X ∈ TvE at v ∈ E is called vertical if TvπX = 0. The subbundle
of vertical tangent vectors is denoted by Ver(E) ⊆ TE. Moreover, we obtain vertical contravari-
ant tensors
⊗k Ver(E) ⊆⊗k TE as well, in particular the vertical symmetric and antisymmetric
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contravariant tensor bundles SkVer(E) ⊆ SkTE and Λk Ver(E) ⊆ ΛkTE, respectively. The corre-
sponding sections are the vertical contravariant tensor fields Γ∞(
⊗kVer(E)) ⊆ Γ∞(⊗k TE) where
we are most interested in the vertical multivector fields X•ver(E) = Γ
∞(Λ•Ver(E)).
In the sequel we make use of local expressions. Thus fix a locally defined basis of sections
e1, . . . , ed ∈ Γ∞(E|U ) where U ⊆ M is a suitable open subset and E|U = π−1(U). The corre-
sponding dual basis is denoted by e1, . . . , ed ∈ Γ∞(E∗|U ). The choice of such a basis induces
linear coordinates s1, . . . , sd ∈ C∞(E|U ) along the fibers by setting sα(v) = 〈eα(π(v)), v〉 as
usual, locally trivializing E|U ∼= U × Rd. If (x1, . . . , xn) are local coordinates on U ⊆ M then
(x1 ◦ π, . . . , xn ◦ π, s1, . . . , sd) are local coordinates of E defined on E|U . The local tangent vector
fields ∂
∂sα
are vertical and provide a basis of sections for Ver(E)|U .
We can lift sections s ∈ Γ∞(E) to vertical vector fields sv ∈ X1ver(E) by setting
sv(v) =
d
d t
∣∣∣
t=0
(v + ts(π(v))) (A.1)
for v ∈ E, whence clearly ∂
∂sα
= evα. Hence the tangent vector fields
∂
∂sα
do not depend on the
choice of the local coordinates (x1, . . . , xd) but only on the frame e1, . . . , ed.
We can extend the vertical lift to arbitrary tensor fields X ∈ Γ∞(⊗k E) in the usual way,
compatible with the tensor product, where a 0-tensor field u ∈ Γ∞(⊗0E) = C∞(M) is lifted via
uv = π∗u. Locally, any vertical tensor field X ∈ Γ∞(⊗k Ver(E)) can be written as
X
∣∣
π−1(U)
= Xα1···αkevα1 ⊗ · · · ⊗ evαk (A.2)
with Xα1···αk ∈ C∞(π−1(U)). Then X is a vertical lift iff the functions Xα1···αk are pull-backs of
functions in C∞(U). Denote by ξ ∈ Γ∞(Ver(E)) the Euler vector field, defined via its flow (t, v) 7→
etv. Locally, ξ|π−1(U) = sα ∂∂sα and hence X ∈ Γ∞(
⊗k Ver(E)) is a vertical lift iff LξX = −kX.
More generally, we say that X ∈ Γ∞(⊗k Ver(E)) is polynomial along the fibers of degree ℓ if
LξX = (ℓ − k)X. Clearly, this is equivalent to the local statement that all coefficient functions
Xα1···αk are polynomials in the fiber variables s1, . . . , sd of degree ℓ. The vertical tensor fields
X ∈ Γ∞(⊗k Ver(E)) polynomial along the fibers of degree ℓ are in canonical bijection to tensor
fields X˜ ∈ Γ∞(SℓE∗ ⊗⊗k E) via the relation
X(v) =
(
X˜
∣∣
π(v)
(v, . . . , v)
)
v
, (A.3)
where we first insert the point v ∈ Eπ(v) in the SℓE∗-part ℓ-times and then lift the
⊗k E-part
vertically. In particular, vertical lifts are those vertical tensor fields which are constant along the
fibers.
A vertical tensor field X ∈ Γ∞(⊗k Ver(E)) can be restricted to a fiber Ep ⊆ E for p ∈M and
yields a tensor field in Γ∞(
⊗k TEp). This follows from the fact that canonically ker Tvπ ∼= Tv(Ep)
for v ∈ Ep. Let ιp : Ep →֒ E denote the inclusion map then we denote the restriction by ι∗pX ∈
Γ∞(
⊗k TEp). In particular, if X ∈ Γ∞(⊗k Ver(E)) is polynomial along the fibers of degree ℓ then
ι∗pX is a tensor field on the vector space Ep which is polynomial of degree ℓ in the usual sense.
Finally, we focus on vertical multivector fields. The following is folklore and consists in a
straightforward verification:
Proposition A.1 Let π : E −→M be a vector bundle.
i.) The vertical multivector fields X•ver(E) are a Gerstenhaber subalgebra of X
•(E).
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ii.) The restriction map ι∗p : X
•
ver(E) −→ X•(Ep) is a surjective homomorphism of Gerstenhaber
algebras, i.e. for all X,Y ∈ X•ver(E) we have
ι∗p(X ∧ Y ) = ι∗pX ∧ ι∗pY and ι∗p(JX,Y K) =
q
ι∗pX, ι
∗
pY
y
. (A.4)
iii.) The vertical multivector fields which are polynomial along the fibers are a Gerstenhaber sub-
algebra of X•ver(E) isomorphic to the Gerstenhaber algebra
⊕∞
ℓ=0 Γ
∞(SℓE∗ ⊗ Λ•E), equipped
with its canonical fiberwise Gerstenhaber algebra structure.
Note that for X,Y ∈ Γ∞(Λ•TE) we have
JXv, Y vK = 0. (A.5)
A.2 The vertical Hochschild-Kostant-Rosenberg theorem
Recall that k-vector fields X ∈ Xk(E) can be viewed as totally antisymmetric first order k-
differential operators by use of the Hochschild-Kostant-Rosenberg map (for short: HKR map)(
U(1)(X)
)
(f1, . . . , fk) =
1
k!
〈X,d f1 ⊗ · · · ⊗ d fk〉 , (A.6)
where f1, . . . , fk ∈ C∞(E). We denote by HCkdiff(C∞(E)) the differential Hochschild k-cochains
with values in C∞(E), i.e. the k-differential operators
φ : C∞(E)× · · · × C∞(E)︸ ︷︷ ︸
k-times
−→ C∞(E). (A.7)
Then φ ∈ HCkdiff(C∞(E)) is called vertical if
φ(f1, . . . , π
∗ufi, . . . , fk) = π
∗u φ(f1, . . . , fk) (A.8)
for all f1, . . . , fk ∈ C∞(E), u ∈ C∞(M) and i = 1, . . . , k. We denote the vertical k-differential
operators by HCkdiff,ver(C
∞(E)). Clearly, U(1)(X) ∈ HCkdiff,ver(C∞(E)) for a vertical k-vector field
X. The restriction of U(1) to vertical multivector fields is denoted by
U(1)ver : X
•
ver(E) −→ HC•diff,ver(C∞(E)). (A.9)
Let R = (r1, . . . , rk) ∈ Nk be the multi-order of φ ∈ HCkdiff,ver(C∞(E)). Then locally
φ(f1, . . . , fk)
∣∣
π−1(U)
=
R∑
L=0
1
L!
φ
α11···α
1
ℓ1
···αk1 ···α
k
ℓk
L
∂ℓ1f1
∂sα
1
1 · · · ∂sα1ℓ1
· · · ∂
ℓkfk
∂sα
k
1 · · · ∂sαkℓk
(A.10)
with unique functions φ
α11···α
1
ℓ1
···αk1 ···α
k
ℓk
L ∈ C∞(π−1(U)), totally symmetric in (αi1, . . . , αiℓi) for all
i = 1, . . . , k. Conversely, if φ ∈ HCkdiff(C∞(E)) is locally of this form, then φ is vertical. In this
case it is easy to see that for all L ≤ R
σL(φ)
∣∣
π−1(U)
=
1
L!
φ
α11···α
1
ℓ1
···αk1 ···α
k
ℓk
L
∂
∂sα
1
1
∨ · · · ∨ ∂
∂s
α1
ℓ1
⊗ · · · ⊗ ∂
∂sα
k
1
∨ · · · ∨ ∂
∂s
αk
ℓk
(A.11)
defines a global tensor field σL(φ) ∈ Γ∞(Sℓ1 Ver(E) ⊗ · · · ⊗ Sℓk Ver(E)), the L-symbol of φ. Note
that in general only the leading symbol, i.e. for L = R, has an invariant geometric interpretation
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as a tensor field. Conversely, out of a given tensor field A ∈ Γ∞(Sℓ1 Ver(E)⊗ · · · ⊗ Sℓk Ver(E)) one
can build a unique vertical k-differential operator QL(A) of multi-order L in a canonical way, such
that σL(QL(A)) = A and σL′(QL(A)) = 0 for all L
′ 6= L.
Vertical multidifferential operators can again be restricted to fibers and yield multidifferential
operators on Ep for each p ∈M . We denote the restriction again by
ι∗p : HC
•
diff,ver(C
∞(E)) −→ HC•diff(C∞(Ep)). (A.12)
Vertical multidifferential operators behave well under multicomposition: if φi ∈ HCℓidiff,ver(C∞(E))
for i = 1, . . . , k and φ ∈ HCkdiff,ver(C∞(E)) are given then φ ◦ (φ1⊗ · · · ⊗φk) ∈ HCℓ1+···+ℓkdiff,ver (C∞(E)).
This is obvious from the definition (A.8). Moreover, in this case we have
ι∗p (φ ◦ (φ1 ⊗ · ⊗ φk)) =
(
ι∗pφ
) ◦ (ι∗pφ1 ⊗ · · · ⊗ ι∗pφk) . (A.13)
From this we immediately have the following statement:
Proposition A.2 Let π : E −→M be a vector bundle and p ∈M .
i.) The vertical differential Hochschild cochains HC•diff,ver(C
∞(E)) are closed under the cup-
product ∪, the Hochschild differential δ, and the Gerstenhaber bracket [·, ·].
ii.) The restriction map
ι∗p : HC
•
diff,ver(C
∞(E)) −→ HC•diff(C∞(Ep)) (A.14)
is compatible with the cup-products, the Hochschild differentials and the Gerstenhaber brackets,
respectively.
Proof: See e.g. [17] for the definition of ∪, δ, and [·, ·]. The statement follows immediately from
the compatibility with the multicomposition and (A.13). 
In particular, HC•diff,ver(C
∞(E)) is a subcomplex of the usual differential Hochschild complex
of C∞(E). Its cohomology, the vertical Hochschild cohomology of C∞(E), will be denoted by
HH•diff,ver(C
∞(E)). It is well-known that the cup-product and the Gerstenhaber bracket pass to the
differential Hochschild cohomology HH•diff(C
∞(E)) which then becomes a Gerstenhaber algebra. To
show the appropriate algebraic identities between ∪ and [·, ·] one has to construct explicit cobound-
aries, see [17]. From these explicit formulas it can easily be seen that the relevant coboundaries
can be chosen vertical if all involved cocycles are vertical. Hence one has the following result:
Proposition A.3 Let π : E −→M be a vector bundle and p ∈M .
i.) The vertical differential Hochschild cohomology of C∞(E) becomes a Gerstenhaber algebra
with respect to the cup-product and the Gerstenhaber bracket. The canonical map
HH•diff,ver(C
∞(E)) −→ HH•diff(C∞(E)) (A.15)
is a map of Gerstenhaber algebras.
ii.) The restriction map ι∗p induces a map of Gerstenhaber algebras
ι∗p : HH
•
diff,ver(C
∞(E)) −→ HH•diff(C∞(Ep)). (A.16)
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Let us now compute HH•diff,ver(C
∞(E)). We start with the trivial vector bundle E = U × Rd.
In this case we consider C∞(U ×Rd) as a symmetric C∞(Rd)-bimodule in the canonical way. If
φ ∈ HCkdiff(C∞(Rd), C∞(U×Rd)) is a k-differential operator on C∞(Rd) with values in C∞(U×Rd)
we can view this as a vertical k-differential operator φ˜ ∈ HCkdiff,ver(C∞(U ×Rd)) by setting(
φ˜(f1, . . . , fk)
)
(u, v) = (φ(f1(u, ·), . . . , fk(u, ·))) (u, v). (A.17)
Conversely, let Φ ∈ HCkdiff,ver(C∞(U×Rd)) then we can simply restrict Φ to the subalgebra C∞(Rd)
of C∞(U ×Rd) and obtain Φ̂ ∈ HCkdiff(C∞(Rd), C∞(U ×Rd)). The following is obvious:
Lemma A.4 The extension φ 7→ φ˜ and the restriction Φ 7→ Φ̂ are mutually inverse isomorphisms
of Hochschild complexes
HCkdiff(C
∞(Rd), C∞(U ×Rd)) ∼= HCkdiff,ver(C∞(U ×Rd)). (A.18)
Since C∞(U × Rd) is a symmetric C∞(Rd)-bimodule, we easily can compute its differential
Hochschild cohomology using the Koszul ‘resolution’ as in [6]:
Lemma A.5 The HKR map induces an isomorphism
X•ver(U ×Rd) ∼= Λ•Rd⊗C∞(U ×Rd) −→ HH•diff(C∞(Rd), C∞(U ×Rd)) ∼= HHdiff,ver(C∞(U ×Rd)).
(A.19)
In particular, if φ ∈ HC•diff,ver(C∞(U ×Rd)) is a cocycle then
φ = U(1)(X) + δψ (A.20)
for some ψ ∈ HC•−1diff,ver(C∞(U × Rd)) and a unique X ∈ X•ver(C∞(U × Rd)), given by the total
antisymmetrization of φ.
From this local statement the standard globalization argument as e.g. in [10] using a suitable
partition of unity of M and local trivializations of E gives the following statement:
Lemma A.6 If φ ∈ HC•diff,ver(C∞(E)) is a cocycle then there exists a unique vertical multivector
field X ∈ X•ver(E) and a vertical ψ ∈ HC•−1diff,ver(C∞(E)) such that
φ = U(1)ver (X) + δψ, (A.21)
and X is obtained from the total antisymmetrization of φ. In particular,
U(1)ver : X
•
ver(E) −→ HH•diff,ver(C∞(E)) (A.22)
is an isomorphism.
Finally, U(1)ver as in (A.22) is not only an isomorphism of vector spaces but compatible with the
Gerstenhaber algebra structures: First it is clear that on the level of cochains U(1)ver maps ∧-products
to the total antisymmetrization of the corresponding ∪-products. Passing to cohomology, ∪ becomes
supercommutative whence U(1)ver maps ∧-products to ∪-products in cohomology. Moreover, U(1)ver
is easily verified to map Schouten brackets of functions and vector fields to the corresponding
Gerstenhaber brackets already on the level of cochains. Since functions and vector fields generate
X•ver(E) by ∧-products and since J·, ·K as well as [·, ·] satisfy the same Leibniz rule (the latter only in
cohomology) and since U(1)ver is an isomorphism of associative supercommutative algebras, it follows
that U(1)ver also maps Schouten brackets to Gerstenhaber brackets in cohomology. Note that on the
level of cochains this is not true for higher multivector fields. We summarize the result of this
section:
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Theorem A.7 (Vertical Hochschild-Kostant-Rosenberg Theorem) Let π : E −→ M be a
vector bundle and p ∈M .
i.) The vertical HKR map gives an isomorphism of Gerstenhaber algebras
U(1)ver : X
•
ver(E) −→ HH•diff,ver(C∞(E)). (A.23)
ii.) Let U
(1)
p : X•(Ep) −→ HH•diff(C∞(Ep)) be the usual HKR map on the vector space Ep. Then
X•(Ep) HCdiff(C
∞(Ep))
U
(1)
p
X•ver(E)
ι∗p
HC•diff,ver(C
∞(E))
U
(1)
ver
ι∗p
(A.24)
commutes and all maps are homomorphisms of Gerstenhaber algebras.
A.3 The vertical formality
We come now to the main theorem of this appendix, for which we shall recall some basic notions of
formal deformation theory, see e.g. [11] or [6, Appendix], and the language of coalgebras, see e.g. [25,
29]. Let g =
⊕
k∈Z gk be a differential graded Lie algebra with Lie bracket [·, ·] and differential δ
of degree +1. This structure can alternatively be described as follows. We denote the same vector
space with shifted degree by +1 by g[1] and consider the graded symmetric algebra S(g[1]). With
the graded symmetric tensor product ∨ and the graded cocommutative shuffle coproduct ∆sh one
obtains a bialgebra S(g[1]) with unit 1 and counit ǫ being just the projection on the tensor degree
0. As coalgebra, S(g[1]) is cofree within the category of augmented graded cocommutative counital
coalgebras CCAN with nilpotent augmentation ideal ker ǫ, where a coalgebra is called augmented if
there is exactly one group-like element denoted by 1. Note that S(g[1]) is not cofree within the
category of all graded cocommutative coalgebras, see [6, 25,29] for further details. The differential
δ and the bracket [·, ·] can be combined to a single map d = δ+ [·, ·] : S(g[1]) −→ g[1] of degree +1.
Since S(g[1]) is in CCAN and thanks to the cofreeness, this map extends uniquely to a coderivation
d : S(g[1]) −→ S(g[1]) such that prg[1] ◦ d = d. Then δ2 = 0, the compatibility between δ and [·, ·]
and the Jacobi identity for [·, ·] are all encoded in d2 = 0.
Generalizing this gives the definition of an L∞-algebra (or Lie algebra up to homotopy): a
graded vector space g is called L∞-algebra if S(g[1]) is equipped with a coderivation d of degree
+1 and d2 = 0. If g and h are L∞-algebras then an L∞-morphism is a coalgebra morphism
U : S(g[1]) −→ S(h[1]) such that U ◦ dg = dh ◦ U. Clearly, in the above example of a differential
graded Lie algebra, any morphism of differential graded Lie algebras induces an L∞-morphism.
However, in general, there are more general L∞-morphisms than these: this is the key idea of
Kontsevich’s formality theorem.
If g has an L∞-structure then the coderivation d is uniquely determined by d = prg[1] ◦ d.
Similarly, an L∞-morphism U is determined by U = prh[1]◦U . Finally, each d and U are determined
by their Taylor coefficients
d =
∞∑
n=1
d(n) and U =
∞∑
n=0
U(n), (A.25)
where d(n) : Sn(g[1]) −→ g[1] and U(n) : Sn(g[1]) −→ h[1], respectively. Necessarily, U(0) maps
1S(g[1]) to 1S(h[1]).
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In general, δ = d(1) : g[1] −→ g[1] satisfies δ2 = 0 and [·, ·] = d(2) defines a Lie bracket ‘up
to δ-homotopy’, i.e. [·, ·] induces a graded Lie bracket on the δ-cohomology. This explains the
name L∞-algebra. Moreover, an L∞-morphism induces a morphism of graded Lie algebras in
cohomology. One calls U an L∞-quasiisomorphism or formality if the induced map in cohomology
is an isomorphism.
In [22] Kontsevich constructed an L∞-quasiisomorphism U between g = X
•(Rd)[1] viewed
as L∞-algebra with d = d
(2) = J·, ·K, and h = HC•diff(C∞(Rd))[1] viewed as L∞-algebra with
d = d(1)+d(2) = δ + [·, ·]. We recall the basic properties of this formality map:
Theorem A.8 (Kontsevich’s Formality for Rd) There exists an L∞-quasiisomorphism
U
R
d : S(X•(Rd)[2]) −→ S(HC•diff(C∞(Rd))[2]), (A.26)
such that the Taylor coefficients U
(n)
R
d have the following properties:
i.) U
(1)
R
d is the HKR map.
ii.) U
(n)
R
d is a real n-differential operator on its n arguments in X
•(Rd) with constant coefficients.
iii.) U
(n)
R
d is GL(d,R)-invariant in the sense that for X1, . . . ,Xn ∈ X•(Rd), f1, . . . , fm ∈ C∞(Rd),
and A ∈ GL(d,R) one has
A∗
((
U
(n)
R
d (X1, . . . ,Xn)
)
(f1, . . . , fm)
)
=
(
U
(n)
R
d (A
∗X1, . . . , A
∗Xn)
)
(A∗f1, . . . , A
∗fm), (A.27)
where A acts by x 7→ Ax as usual.
The important point for us is the GL(d,R)-invariance. Using a local frame e1, . . . , ed ∈
Γ∞(E|U ), on a local trivialization E|U ∼= U ×Rd we can define
U(n)ver (X1, . . . ,Xn)
∣∣
Ep
= U
(n)
R
d (X1(u, ·), . . . ,Xn(u, ·)) , (A.28)
for X1, . . . ,Xn ∈ X•ver(E) and p ∈ U . We only use the linear coordinates (s1, . . . , sd) on E|U and
apply U
(n)
R
d with respect to those, treating the U -directions as parameters not affected by U
(n)
R
d . Then
from (A.27) it follows immediately, that for vertical X1, . . . ,Xn the operator U
(n)
ver (X1, . . . ,Xn) is
actually defined globally and independent on the choice of the trivialization. From this we obtain
immediately the main result of this appendix, the vertical formality theorem:
Theorem A.9 (Vertical formality theorem) Let π : E −→M be a vector bundle. Then there
exists a unique L∞-quasiisomorphism
Uver : S(X
•
ver(E)[2]) −→ S(HC•diff,ver(C∞(E))[2]) (A.29)
which has the following properties:
i.) The Taylor coefficients U(n)ver are real vertical n-differential operators on their n arguments
with constant coefficients.
ii.) U(1)ver is the HKR map.
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iii.) Uver restricts to an L∞-quasiisomorphism Up
S(X•(Ep)[2]) S(HC
•
diff(C
∞(Ep))[2])Up
S(X•ver(E)[2])
ι∗p
S(HC•diff,ver(C
∞(E))[2])
Uver
ι∗p
(A.30)
such that Up coincides with Kontsevich’s formality on the vector space Ep for all p ∈ M .
Here ι∗p is the canonical extension of the restriction ι
∗
p to a coalgebra morphism.
Proof: If Uver is a vertical L∞-morphism like in (A.29) which satisfies the first part, then it clearly
restricts to a L∞-morphism Up for all p ∈M such that (A.30) commutes. Moreover, such a Uver is
completely determined by its restrictions Up which proves uniqueness. For existence, we see that
Uver constructed above is an L∞-morphism since this can be checked locally whence we can rely
on Theorem A.8. Moreover, the first and third part are clearly satisfied by construction and the
second part follows from Theorem A.8 as well as Theorem A.7. Since by Theorem A.7 the vertical
HKR map induces an isomorphism in cohomology, Uver is a quasiisomorphism since this is always
decided by the first Taylor coefficient. 
A.4 Vertical Poisson structures and vertical star products
A vertical Poisson structure θ is a vertical bivector field θ ∈ X2ver(E) with Jθ, θK = 0. Analogously,
one defines a formal vertical Poisson structure θ =
∑∞
r=0 λ
rθr ∈ X2ver(E)[[λ]]. Two formal vertical
Poisson structures θ, θ′ are called vertically equivalent if there exists a formal vertical vector field
X ∈ X1ver(E)[[λ]] such that
θ′ = eλLX (θ). (A.31)
One calls eλLX also a formal diffeomorphism. Note that in this case the zeroth order parts of θ
and θ′ coincide θ0 = θ
′
0.
If θ is a vertical Poisson structure then θp = ι
∗
pθ ∈ X2(Ep) is a Poisson structure on the vector
space Ep. The map ι
∗
p : C
∞(E) −→ C∞(Ep) then becomes a Poisson map. Clearly, vertically
equivalent θ, θ′ ∈ X2ver(E)[[λ]] restrict to equivalent θp, θ′p ∈ X2(Ep)[[λ]] via the restriction Xp = ι∗pX
of X.
A Poisson structure θ ∈ X2(E) induces a Poisson bracket {·, ·}θ on C∞(E) as usual by {f, g}θ =
〈θ,d f ⊗ d g〉. Then θ is vertical iff {f, π∗u}θ = 0 for all f ∈ C∞(E) and u ∈ C∞(M), i.e.
π∗C∞(M) ⊆ C∞(E) is part of the Poisson center of {·, ·}θ .
Example A.10 Let X ∈ Γ∞(Λ2E) be an arbitrary section. Then the vertical lift θ = Xv is a
vertical Poisson structure by (A.5). Clearly, θp is a constant Poisson structure on Ep.
Example A.11 Let Ep be equipped with a Lie algebra structure [·, ·]p depending smoothly on
p ∈M . Then on E∗ we have a linear vertical Poisson structure in the usual way, which restricts to
the canonical linear Poisson structure on each E∗p induced by the Lie bracket [·, ·]p. More generally,
one can consider quadratic and higher order vertical Poisson structures.
Example A.12 Consider first the local situation E|U ∼= U×Rd. Then we can choose d commuting
vector fields X1, . . . ,Xd on R
d whose supports are contained in a small ball Bǫ(0) around 0 and
such that Xα(0) = eα for all α = 1, . . . , 0. It is well-known that such vector fields exist. Moreover,
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let Θ ∈ Γ∞(Λ2E|U ) be an arbitrary section of Λ2E|U , locally written as Θ = 12Θαβeα ∧ eβ . Then
θ = 12π
∗ΘαβXα ∧Xβ ∈ X2ver(E|U ) is a Poisson structure such that θp has compact support around
0p ∈ Ep and θ(0p) = Θv(0p) for all p ∈ U . Hence there are ‘many’ vertical Poisson structures
with compactly supported θp. In the global situation we still have many of them but it is not clear
whether we also can arrange to get every vertical lift at the zero section.
Let us now turn to star products. A star product ⋆ =
∑∞
r=0 λ
rCr is called vertical if all Cr
are vertical bidifferential operators. In particular, the antisymmetric part of C1 defines a vertical
Poisson structure θ by {f, g}θ = 1i (C1(f, g)− C1(g, f)). In this case we say that ⋆ quantizes θ.
A star product ⋆ is vertical iff
f ⋆ π∗u = fπ∗u = π∗u ⋆ f (A.32)
for all f ∈ C∞(E) and u ∈ C∞(M). Two vertical star products ⋆ and ⋆′ are vertically equivalent
is there exists a formal series S = id+
∑∞
r=1 λ
rSr of vertical differential operators Sr such that
S(f ⋆′ g) = Sf ⋆ Sg and S1 = 1. (A.33)
Analogously to vertical Poisson structures we can also restrict vertical star products ⋆ to star
products ⋆p for C
∞(Ep)[[λ]]. Clearly, ⋆p is still associative by (A.13) and we have
ι∗p(f ⋆ g) = ι
∗
pf ⋆p ι
∗
pg. (A.34)
Moreover, vertically equivalent ⋆ and ⋆′ restrict to equivalent ⋆p and ⋆
′
p.
Using the vertical formality theorem one immediately obtains the following existence and clas-
sification theorem by general arguments analogous to [22]:
Theorem A.13 (Vertical star products) Let π : E −→ M be a vector bundle and Uver the
vertical formality from Theorem A.9.
i.) For a formal vertical Poisson structure θ ∈ X2ver(E)[[λ]] the definition
f ⋆θ g = fg +
∞∑
r=1
(
iλ
2
)r (
U(r)ver (θ, . . . , θ)
)
(f, g) (A.35)
yields a vertical star product ⋆θ quantizing θ0. If θ = θ is real, ⋆θ is Hermitean.
ii.) The map θ 7→ ⋆θ induces a bijection on the level of vertical equivalence classes of formal
vertical Poisson structures and vertical star products, respectively.
iii.) The restriction (⋆θ)p coincides with ⋆θp which is the Kontsevich star product corresponding
to θp on the vector space Ep for p ∈M .
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