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Abstract
This is a survey of the present knowledge on the analytical determination of the Shannon information entropies for simple
quantum systems: single-particle systems in central potentials. Emphasis is made on D-dimensional harmonic oscillator
and Coulombian potentials in both position and momentum spaces. First of all, these quantities are explicitly shown to be
controlled by the entropic integrals of some classical orthogonal polynomials (Hermite, Laguerre and Gegenbauer). Then,
the connection of these integrals with more common mathematical objects, such as the logarithmic potential, energy and
Lp-norms of orthogonal polynomials, is brie:y described. Third, its asymptotic behaviour is discussed for both general and
varying weights. The explicit computation of these integrals is carried out for the Chebyshev and Gegenbauer polynomials,
which have a bounded orthogonality interval, as well as for Hermite polynomials to illustrate the di;culties encountered
when the interval is unbounded. These results have allowed us to <nd the position and momentum entropies of the ground
and excited states of the physical systems mentioned above. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Orthogonal polynomials; Quantum information entropies; Harmonic oscillator; Coulomb potential; Probability
measures; D-dimensional physics
1. Introduction
According to the modern density functional theory [24,31,34,37,41], the physical and chemical
properties of fermionic systems (atoms, molecules, nuclei, solids) may be completely described by
means of the single-particle probability densities in the position and momentum spaces. The position
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probability density of an N -particle system is de<ned as
(r) =
∫
|(r1; r2; : : : ; rN )|2 dr2 · · · drN ;
where the wave function (r1; r2; : : : ; rN ) is the solution of the time-independent SchrIodinger equation
in D-dimensional position space,
H(r1; r2; : : : ; rN ) = E(r1; r2; : : : ; rN ); r = (x1; : : : ; xD): (1)
Analogously, the wave function in momentum space ˆ(p1; p2; : : : ; pN ), which is the Fourier transform
of (r1; r2; : : : ; rN ), gives the momentum probability density,
(p) =
∫
|ˆ(p1; p2; : : : ; pN )|2 dp2 · · · dpN :
Here we shall restrict our attention to single-particle systems, for which the expressions of the
probability densities simplify to
(r) = |(r)|2 ; (p) = |ˆ(p)|2:
From Shannon’s information theory [47] we know that the position-space entropy
S() =−
∫
(r) ln (r) dr (2)
measures the uncertainty in the localization of the particle in space. The lower is this entropy the
more concentrated is the wave function, the smaller is the uncertainty, and the higher is the accuracy
in predicting the localization of the particle. In the same way, the momentum-space entropy
S() =−
∫
(p)ln (p) dp
measures the uncertainty in predicting the momentum of the particle. These entropies are closely
related to fundamental and=or experimentally measurable quantities, such as, e.g., the kinetic energy
and the magnetic susceptibility, which makes them useful in the study of the structure and dynamics
of atomic and molecular systems [3,2,4,25,26,53]. Moreover, they have been applied to a wide range
of quantum-mechanical problems, such as the position-momentum uncertainty principle [1,12,14] and
its relationship with wave–particle duality [45], the spreading of wave packets [28], approximate
calculations of energy eigenvalues and eigenstates by means of the maximum-entropy principle [20],
and time evolution of chemical reactions [11]. For instance, it has been established [12,14] that for
any pair of densities (r) and (p) in D-dimensional space, we have the sharp inequality
S() + S()¿D(1 + ln ): (3)
The boundedness from below of this entropy sum means that the total uncertainty in position and
momentum cannot be decreased beyond the given value, which yields the optimal entropic uncer-
tainty relation for the position–momentum pair. In the framework of Shannon’s information theory
[47], entropy is proved to be the only rigorous mathematical measure of the lack of knowledge
or uncertainty associated to a random variable, so that entropic uncertainty relations such as (3) do
properly express the physical contents of the uncertainty principle, that is, the impossibility of having
a complete and simultaneous information about the values of a pair of observables without common
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eigenstates. Furthermore, using the variational inequality relating entropy and standard deviation for
arbitrary one-dimensional random variables [14,47],
S(A)6 12 + ln(
√
2OA); (4)
the entropic uncertainty relation (3) with D=1 leads to the standard Heisenberg uncertainty relation
OxOp¿ 12 ; (5)
which means that inequality (3) is stronger. The calculation of position and momentum entropies for
physically interesting quantum states has been the subject of considerable ePort in recent years. It has
been shown [22,54] that, for the stationary states of many important systems, such as D-dimensional
harmonic oscillator and hydrogen atom, the computation of the entropy boils down to the integrals
of the form
E(pn) =−
∫
xp2n(x)ln(p
2
n(x))!(x) dx; (6)
where pn are orthogonal polynomials with respect to the weight function !, and ∈R. In the most
important particular case  = 0, the integrals
E0(pn) = E(pn) =−
∫
p2n(x)ln(p
2
n(x))!(x) dx; (7)
are usually referred to as the entropies of the orthogonal polynomials pn [5–7,22,50]. The main
problems we face concerning these integrals are: (i) their explicit computation for every <xed n,
which is usually rather cumbersome save for the two Chebyshev cases [22,54], and (ii) the study
of their asymptotic behaviour when n → ∞, a problem that has a special interest in the study of
the highly excited (Rydberg) states of quantum-mechanical systems. Observe that even a numerical
evaluation of these functionals by means of quadratures is not a simple task: since all the zeros of
pn belong to the interval of orthogonality, the increasing amount of integrable singularities spoils
any attempt to achieve reasonable accuracy even for rather small n.
Our aim here is to review the state-of-the-art in the mathematical description of the information
entropies of single-particle quantum systems whose wave functions are expressed in terms of the three
classical families of continuous hypergeometric-type polynomials orthogonal on the real axis, i.e.,
Hermite, Laguerre and Jacobi. We use the standard normalizations and weights (see e.g., [40,48]) for
the polynomials Hn (Hermite), L()n (Laguerre), P
(;)
n (Jacobi), C
()
n (Gegenbauer or ultraspherical),
while we denote by H˜ n; L˜
()
n ; P˜
(;)
n , C˜
()
n the corresponding orthonormal polynomials.
This paper is organized as follows: In Section 2, we describe in detail the position and momentum
entropies of the two most important single-particle quantum systems, namely the D-dimensional
(D¿1) harmonic oscillator and hydrogen atom. The analytical expressions of these entropies are
given in terms of entropic integrals of the involved classical orthogonal polynomials. Section 3
explores the connection of the entropy with the logarithmic potential and the Lp-norms of the
polynomials, which leads to the asymptotic results stated in Section 4. The problem of the explicit
computation of the entropic integrals is discussed in Section 5 for Chebyshev and Gegenbauer
polynomials, and in Section 6 Hermite polynomials. These examples illustrate the di;culties that
one <nds in the evaluation of the entropy of polynomials with orthogonality interval of bounded and
unbounded types; contrary to the Chebyshev entropies, whose values have a very simple form, the
entropies for general Gegenbauer and Hermite polynomials have a very involved explicit expression.
Finally, in Section 7, some concluding remarks are given and some open problems are formulated.
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2. Information entropies of simple quantum systems involving orthogonal polynomials
Let us <rst consider the simplest case of a single-particle one-dimensional quantum system whose
Hamiltonian has the form
H =−1
2
d2
dx2
+ V (x)
(throughout this paper we use atomic units in order to simplify the notation). An important instance
of such a system is the one-dimensional harmonic oscillator, for which
V (x) =
2
2
x2; ∈R:
It is well known (see, e.g., [16]) that in the nth eigenstate of this system both the position and
momentum density functions, (x) = |n(x)|2 and (p) = |ˆn(p)|2, can be expressed by means of
the Hermite polynomials Hn(x),
(x) =
√


1
2nn!
(Hn(
√
x))2e−x
2
; (p) =
1


(
p

)
:
Using the p= 0 and p= 1 cases of the integral formula [52]∫ ∞
−∞
x2pe−x
2
[Hn(x)]
2 dx =
2n−pn!(2p)!
√

p!
p∑
j=0
(
p
j
)(
n
p− j
)
1
2 j
;
we <nd [22] that the corresponding position and momentum entropies satisfy
Sn() + 12 ln = Sn()− 12 ln  ≡ Sn; (8)
where Sn can be written in terms of the Hermite entropic integrals de<ned by (7) as
Sn = ln(2nn!
√
) + n+ 1
2
+
1
2nn!
√
E(Hn) = n+
1
2
+ E(H˜ n): (9)
Another important example is the one-dimensional analogue of the hydrogen atom, with the
Coulomb potential
V (x) =−1=|x|:
It can be shown [54] that, in this case, the position density (x) for the degenerate ground state
(n= 0) and the momentum density (p) for all stationary states have simple analytical expressions
that do not involve orthogonal polynomials, and the corresponding entropies can be easily evaluated
in closed form. On the other hand, for the excited states (n¿1), the position density (x) can be
expressed in terms of Laguerre polynomials as
(x) =
2
n5
e−2|x|=nx2[L(1)n−1(2|x|=n)]2:
Using the results∫ ∞
0
t+e−t[L()n (t)]
2 dt =
n∑
r=0
(

n− r
)2 (+  + r + 1)
r!
; (10)
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∫ ∞
0
t+e−t[L()n (t)]
2 ln t dt =
n∑
r=0
(

n− r
)2 (+  + r + 1)
r!
×[2 ( + 1) +  (+  + r + 1)− 2 ( + r + 1− n)]; (11)
where  (z) = ′(z)=(z) is the digamma function, a straightforward calculation shows that the
corresponding entropy can be expressed in terms of the Laguerre entropic integrals de<ned by (6)
as [23]
Sn() = ln(2n3) + 3n− 2 + 1n − 2 (n+ 1) +
1
2n2
E1(L
(1)
n−1)
= ln(2n2) + 3n− 2 + 1
n
− 2 (n+ 1) + 1
2n
E1(L˜
(1)
n−1): (12)
Let us also mention here that there are other one-dimensional potentials whose eigenfunctions involve
Jacobi and Gegenbauer polynomials [10,15,56]. Some of them have been used to model spatially
con<ned quantum systems, allowing the determination of the spectra of luminiscence centres in some
solids and the vibronic spectra of molecules and solids [15].
Next we consider the simplest quantum-mechanical system in D-dimensional space (D¿2), namely,
a spinless particle in a central potential V (r). The time-independent SchrIodinger equation (1) now
takes the form
(− 12B2 + V (r))(r) = E(r); (13)
and is separable in the hyperspherical polar coordinates (r; D), where r= |r|; D=(1; : : : ; D−2; ’).
Taking advantage of this fact, it can be shown that the corresponding eigenfunctions have the form
n;l;{"}(r) = Rn;l(r)Yl;{"}(D); (14)
where n∈N0 is the principal quantum number, l∈N0 is the hyperangular momentum or “orbital”
quantum number, and {"} ≡ {"1; "2; : : : ; "D−1}; "j ∈N0, where "1 ≡ l and the “magnetic” quantum
numbers "2; : : : ; "D−1 satisfy the chain of inequalities l ≡ "1¿"2¿ · · ·¿"D−1 ≡ |m|, with m∈Z
such that −l6m6l [9]. The radial component Rn;l(r) solves the radial SchrIodinger equation[
−1
2
(
d2
dr2
+
(D − 1)
r
d
dr
− l(l+ D − 2)
r2
)
+ V (r)
]
Rn;l(r) = En;lRn; l(r);
so that it depends on the particular form of the potential V (r), while the hyperspherical harmonics
Yl;{"}(D) are given by [9]
Yl;{"}(D) = Nl;{"}eim’
D−2∏
j=1
C(j+"j+1)"j−"j+1 (cos j)(sin j)
"j+1 ; (15)
where j = (D − j − 1)=2; C()n (x) is the Gegenbauer polynomial, and the normalization constant
Nl;{"} is given by
[Nl;{"}]
2 =
1
2
D−2∏
j=1
(j + "j)("j − "j+1)![(j + "j+1)]2
21−2j−2"j+1(2j + "j + "j+1)
≡ 1
2
D−2∏
j=1
N ( j)l;{"}:
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Going back to the entropy (2), we see that [55]
S() ≡ Sn; l;{"}() = Sn; l(R) + Sl;{"}(Y );
where
Sn; l(R) =−
∫
rD−1R2n; l(r)ln R
2
n; l(r) dr;
Sl;{"}(Y ) =−
∫
|Yl;{"}(D)|2 ln |Yl;{"}(D)|2 dD:
Observe that the angular part Sl;{"}(Y ) does not depend on the potential V , while the radial compo-
nent Sn; l(R) is independent from the “magnetic” quantum numbers "2; : : : ; "D−1. Taking the Fourier
transform of n;l;{"}(r) in (14), we see that the momentum space wave functions ˆn; l;{"}(p) can
also be written in the form
ˆn; l;{"}(p) = Pn;l(p)Yl;{"}(ˆD);
where (p; ˆD) are the spherical polar coordinates in momentum space, p=|p|; ˆD=(ˆ1; : : : ; ˆD−2; ’ˆ).
Therefore, the momentum entropy S() can likewise be split into a radial and an angular potential-
independent part, as
S() ≡ Sn; l;{"}() = Sn; l(P) + Sl;{"}(Y );
where
Sn; l(P) =−
∫
pD−1P2n; l(p)ln P
2
n; l(p) dp:
Using (15) together with the result [51]∫ 1
−1
(1− t2)−1=2[C()n (t)]2 ln(1− t2) dt
=
22−2(n+ 2)
(n+ )n![()]2
(
 (n+ 2)−  (n+ )− ln 2− 1
2(n+ )
)
; (16)
it has been found [55] that, for D¿2, the angular component Sl;{"}(Y ) can be written in terms of
the entropy of Gegenbauer polynomials de<ned by (7),
Sl;{"}(Y ) = ln(2)−
D−2∑
j=1
lnN ( j)l;{"} +
D−2∑
j=1
N ( j)l;{"}E(C
(j+"j+1)
"j−"j+1 )
−2
D−2∑
j=1
"j+1
[
 (2j + "j + "j+1)−  (j + "j)− ln 2− 12(j + "j)
]
= ln(2) +
D−2∑
j=1
E(C˜
(j+"j+1)
"j−"j+1 )
−2
D−2∑
j=1
"j+1
[
 (2j + "j + "j+1)−  (j + "j)− ln 2− 12(j + "j)
]
:
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The radial components of the position and momentum entropies, Sn; l(R) and Sn; l(P), cannot be
calculated without knowing the speci<c form of the central potential V (r). In the following we shall
consider the two simplest and most important models, namely the harmonic oscillator and Coulomb
potentials.
For the D-dimensional (isotropic) harmonic oscillator, the potential in the SchrIodinger equation
(13) is
V (r) =
2
2
r2; ∈R:
The radial components of the wave functions in position and momentum spaces can now be expressed
in terms of the Laguerre polynomials L()n (cf. [54]),
Rn;l(r) =
(
2n!+1
(n+ + 1)
)1=2
rle−r
2=2L()n (r
2); Pn; l(p) =
1
D
Rn; l
(
p

)
;
where n; l∈N0 and  = l − 1 + D=2. Using Eqs. (10) and (11), we <nd that the corresponding
position and momentum radial entropies verify [22,46,54]
Sn; l(R) +
D
2
ln = Sn; l(P)− D2 ln  ≡ Sn; l;
where
Sn; l =2n+ + 1− ln
(
2n!
(n+ + 1)
)
− l (n+ + 1) + n!
(n+ + 1)
E(L()n )
= 2n+ + 1− ln 2− l (n+ + 1) + E(L˜()n ): (17)
For the D-dimensional radially symmetric Coulomb potential,
V (r) =−1=r;
which describes the D-dimensional analogue of the hydrogen atom, the radial parts of the wave
functions in position and momentum spaces are (cf. [54]),
Rn;l(r) =
2&
'&+1
(
k!
(k + )!
)1=2
rle−r='L()k
(
2r
'
)
;
Pn; l(p) =
(
k!
2(k + )!
)1=2
2+2'&+1(&)
pl
(1 + '2p2)&+1
C(&)k
(
1− '2p2
1 + '2p2
)
;
where n∈N, l= 0; 1; : : : ; n− 1,
k = n− l− 1; &= l+ D − 1
2
; '= k + &= n+
D − 3
2
; = 2&− 1 = 2l+ D − 2:
The radial entropies can now be expressed in terms of the entropic integrals de<ned by Eqs. (6) and
(7), respectively. Using (10) and (11), we have the following value for the position radial entropy
[22,46,54]:
Sn; l(R) =−ln
(
2D−1k!
'D+1(k + )!
)
− 2l
[
2k + 1
2'
+  (k + + 1)
]
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+
6k2 + (+ 1)(6k + + 2)
2'
+
k!
2'(k + )!
E1(L
()
k )
=−ln
(
2D−1
'D+1
)
− 2l
[
2k + 1
2'
+  (k + + 1)
]
+
6k2 + (+ 1)(6k + + 2)
2'
+
1
2'
E1(L˜
()
k ):
On the other hand, using the normalization integral for Gegenbauer polynomials [48], Eq. (16) and
the additional result [51]∫ 1
−1
(1− t2)−1=2[C()n (t)]2(1 + t)ln(1 + t) dt
=
21−2(n+ 2)
(n+ )n![()]2
(
1− ln 2 +  (n+ 2)−  (n+ )− 2(n+ )(2− 1)
4(n+ )2 − 1 −
1
2(n+ )
)
;
we <nd the following value for the momentum radial entropy:
Sn; l(P) =−ln
(
'D+1[(&)]2k!
8(k + )!
)
− (+ 3)[ (k + 2&)−  (')] + &+ 1
'
−(D + 1)
(
1− 2'
4'2 − 1
)
+
2'[(&)]2k!
(k + )! E(C
(&)
k )
=−ln
(
'D
2+3
)
− (+ 3)[ (k + 2&)−  (')] + &+ 1
'
−(D + 1)
(
1− 2'
4'2 − 1
)
+ E(C˜
(&)
k ):
3. Entropies, logarithmic potentials and norms of orthogonal polynomials
In this section, we explore the connections of the entropic integrals of orthogonal polynomi-
als with other related functionals, such as the logarithmic potential, the energy and the Lp-norms
[5–7,22]. Let {pn} (n = 0; 1; : : :) denote a sequence of orthonormal polynomials with respect to a
positive measure " on the real line. The integral
E(pn) =−
∫
p2n(x)lnp
2
n(x) d"(x) (18)
is called entropy of the polynomial pn. Whenever the measure " is absolutely continuous with
respect to the Lebesgue measure, Eq. (18) can be written in the equivalent form (7), with ! ≡ "′.
If " and & are Borel (generally speaking, signed) measures on C, we denote by
V (z; ") =−
∫
ln |z − t| d"(t)
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the logarithmic potential of " and by
I(&; ") =
∫
V (&; x)d"(x)
the mutual energy of these two measures. Additionally,
E[&; "] =−
∫
ln
(
d&
d"
)
d&
is the relative entropy or Kullback–Leibler information of & and ". De<ning for n¿0 the measure
d&n(x) = p2n(x) d"(x);
where pn are orthonormal with respect to ", we readily see from (18) that,
E(pn) =−E[&n; "]:
On the other hand, putting
pn(x) = knPn(x) = kn
n∏
j=1
(x − *n; j); kn ¿ 0;
we have,
E(pn) = 2 ln kn +
∫
p2n(x)ln P
2
n(x) d"(x) = 2 ln kn − 2
n∑
j=1
V (*n; j; &n): (19)
If the support of " is compact, the potential V (x; &n) oscillates on supp(") around the Robin (or
extremal) constant of this compact. As shown in [22], the zeros *n; j are points of local minima for
the potential V (x; &n); in other words, in order to compute E(pn) we need to sum up the values of
the logarithmic potential V (z; &n) at its local minima.
If we introduce the zero-counting measure
n =
1
n
n∑
k=1
,*n; k ;
then from (19) we obtain another equivalent expression, now in terms of the mutual energy:
E(pn) = 2 ln kn − 2nI(n; &n): (20)
Finally, let us point out the connection of the entropy with the Lq-norms,
N (q)n =
∫
|pn(x)|q d"(x); (21)
whose study has an independent interest in the theory of general orthogonal and extremal polynomials
[5]. It is easy to observe that for orthonormal polynomials pn,
E(pn) = lim
q→1
1
q− 1lnN
(2q)
n =
d
dq
N (2q)n
∣∣∣∣
q=1
: (22)
So, a precise knowledge of the logarithmic potential, the mutual energy or the relative entropy of
the measure, as well as of the Lq-norms of the orthonormal polynomials, can give information on
the entropy E(pn); proofs and further details are given in Refs. [5–7,22]. Let us also mention here
that, very recently [30], an attempt has been made to express the entropies E(pn) of the classical
orthogonal polynomials pn(x) in terms of the associated Jacobi matrix and the weighted moments
of p2n(x).
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4. Asymptotics of entropic integrals
The explicit computation of the entropies E(pn) for all n is a formidable task which we discuss
in the next sections. Here we deal with the behaviour of E(pn) as n→∞, based on the asymptotics
of orthogonal polynomials, theory which has experienced great development in the last twenty years.
Asymptotics of E(pn) has been thoroughly studied for general orthogonal polynomials on a <nite
interval [7], as well as for polynomials orthonormal on R with respect to Freud weights !(x) =
exp(−|x|m); m¿ 0 [5,6,50].
First, let us go back to (20); both measures involved here give interesting information on the
monic polynomial Pn and its zeros. In particular, n has all its mass concentrated in the zeros of
Pn, whereas &n has little mass in the neighborhood of the zeros. The asymptotic behaviour of these
measures is a traditional object of study. For example, in the Nevai’s class M (1; 0) (see [39]) it
holds that &n weakly converges to the equilibrium distribution "0 of the interval [− 1; 1], given by
its density
0(x) =
d"0
dx
=
1

√
1− x2 ; x∈ (−1; 1): (23)
In a larger class ("∈Reg, see [49]), we also have n → "0 and limn→∞ k1=nn = 2. Hence for or-
thonormal polynomials in M (1; 0) one expects I(n; &n) → I("0; "0) = ln 2; in other words, in (20)
both terms are of the same order. A re<nement of the asymptotic behaviour described above would
lead to a more informative result on E(pn) as n→∞.
Eq. (22) has turned out to be a more successful line of attack. Certainly, we cannot expect closed
expressions for the norms N (p)n ; however, their asymptotics as n →∞ has been studied already by
Bernstein. In a recent work [5] <ne results have been established for polynomials orthogonal with
respect to some general classes of weights. For instance, for ! on [− 1; 1] de<ne
!0(x) = 
√
1− x2 !(x) ≡ !(x)
0(x)
(the so-called trigonometric weight). Assume that ! belongs to the Szego˝ class,∫ 1
−1
0(x) ln!(x) dx¿−∞:
Then the classical Bernstein–Szego˝’s theorem says that the orthonormal polynomial pn on [− 1; 1]
is asymptotically given by
pn(x) = [!0(x)]
−1=2 cos[n+ ()] + o(1); x = cos :
We could try to plug this expression into (21) and obtain the asymptotics for N (q)n . Working it out
formally we would get
lim
n→∞N
(q)
n =
2q=2
2
(1=2)(q=2 + 1=2)
(q=2 + 1)
∫ 
0
!0(cos )1−q=2 d: (24)
In order to justify the use of (22) in the limit n → ∞, we need (24) to hold uniformly for all
q∈ (0;+∞). In the framework of the Szego˝ class this could be proved (see [5]) only for q∈ [0; 2];
the desired result was established for a subset of weights: when either ! belongs to the Bernstein
class,
0¡¡!0(x)¡L; x∈ [− 1; 1];
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|!0(x + ,)− !0(x)||ln ,|1+0 ¡K; 0; K ¿ 0;
or it is the Jacobi weight !(x) = (1− x)(1 + x), with ; ¿− 1.
The uniform limit (24) for q∈ (0;+∞) yields
lim
n→∞E(pn) = ln 2− 1− I(0; !):
For !(x) = (1− x)(1 + x) we can compute it explicitly:
lim
n→∞E(P˜
(;)
n ) = ln − 1− (+ )ln 2:
In particular, for the orthonormal Gegenbauer polynomials, putting =  = − 1=2 we have,
lim
n→∞E(C˜
()
n ) = ln − 1− (2− 1)ln 2: (25)
The extension of these results for the whole Szego˝ class is still an open problem.
When the support of " is unbounded the behaviour of the polynomials pn and their norms is essen-
tially diPerent. A representative family here is the class of Freud weights !(x)= exp(−|x|); ¿ 1.
For the corresponding orthonormal polynomials F˜
()
n (x), the asymptotics of N
(q)
n has also been found
in [5]:
E(F˜
()
n ) =−
2n+ 1

+
1

ln (2n)− 1

ln
√
(=2)
2((+ 1)=2)
− 1 + ln + o(1):
In the particular case = 2, we obtain for the orthonormal Hermite polynomials,
E(H˜ n) =−n+ 12 ln n+ 12 ln 2− 32 + ln + o(1):
This expression, together with the second equation in (9), has allowed us to <nd the following value
for the entropy of the one-dimensional harmonic oscillator in highly excited (Rydberg) states [50]:
Sn = 12 ln n+ ln +
1
2 ln 2− 1 + o(1): (26)
This asymptotic formula can also be derived by use of the semiclassical (WKB) approximation
[36,42]. The rate of convergence of the estimate (26) was examined by comparison with the exact
numerical values of Sn computed up to n= 500 in [54].
The same technique can be used to <nd the asymptotic behaviour of the more general integrals
(6) for the orthonormal Laguerre polynomials (weight !(x) = xe−x, ¿− 1):
E(L˜
()
n ) =−
22+2( + 3=2)√
( + 2) n
+1 +
22(+ 1)( + 1=2)√
( + 1) n
 ln n
−2
2−1( + 1=2)√
( + 1) [2(+ 1) ( + 1)− (2+ 1) ( + 1=2)− 2 ln 
− 4(− 1)ln 2 + + 4 + 2(+ 2) + 4]n + o(n);
where  is Euler’s constant. In the particular cases  = 0 and  = 1, we obtain,
E(L˜
()
n ) =−2n+ (+ 1)ln n− − 2 + ln(2) + o(1);
E1(L˜
()
n ) =−6n2 + 2(+ 1)n ln n+ 2(ln 2− 2− 4)n+ o(n):
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These results, together with Eqs. (12) and (17), have led [23] to <nd the values of the position
entropies in Rydberg states for the one-dimensional hydrogen atom,
Sn() = 2 ln n+ 2 ln 2 + ln − 2 + o(1); n 1;
and the two-dimensional harmonic oscillator,
Sn; l() + ln = Sn; l()− ln = ln n+ ln 2 + 2 ln − 1 + o(1); n 1; D = 2:
Finally, let us consider the asymptotics of the entropic integrals of polynomials orthogonal with
respect to a classical weight !n(x) whose parameters depend on the polynomial degree n [18]. This
problem is mathematically much more involved, requiring a deep knowledge of potential theory,
and physically very relevant because the wave functions of numerous solvable quantum-mechanical
potentials [10,54] involve orthogonal polynomials with varying classical weights; this is the case,
e.g., of the real (D=3) hydrogen atom, whose radial wavefunction in position space is controlled by
a varying Laguerre polynomial and depends on the quantum numbers (n; l), with l= 0; 1; : : : ; n− 1.
Thus, let !n be now a sequence of weights on 3⊂R, and pn(x) = kn∏nj=1(x − *n; j), satisfying∫
3
pn(x)pm(x)!n(x) dx = ,m;n; 06m6n; n∈N:
Let ’ be continuous in the interior of 3, such that uniformly on compact subsets inside 3,
lim
n
1
2n
ln!n(x) =−’(x);
and if 3 is unbounded,
lim
x→∞; x∈3
(’(x)− ln |x|) = +∞:
Once again, we can obtain the description of the asymptotic behaviour of the entropy in terms of
the potential theory. From [27,38] it follows that there exists a unique probability measure =(’),
with K = supp ⊂3, such that for x∈K ,
V (x; ) + ’(x) = 4=min
x∈3
(V (·; ) + ’)(x);
where  is the equilibrium measure with the external :eld ’, and 4=4(’) is the extremal constant.
Furthermore,
4= K +
∫
’ d"K;
where K and "K are the Robin constant and the Robin distribution of the compact set K , respectively.
In particular, if K = [a; b] then
[a;b] =−ln
(
b− a
4
)
and d"[a;b](x) =
dx

√
(b− x)(x − a) :
Under suitable assumptions, the sequences of measures n and &n again have weak limits; unlike the
standard orthogonality, the limits now should not coincide. In fact, we may have
n =
1
n
n∑
k=1
,*n; k
∗→ ; k1=nn → 4;
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so that
lim
n
1
n
ln |pn(x)|= 4− V (x; ); uniformly for x∈R \ K;
but
d&n(x) = p2n(x)!n(x) dx
∗→!K:
This fact allowed to establish in [18] that for !n(x) = (1 − x)n(1 + x)n , 3 = [ − 1; 1], and for
!n(x) = xn exp(−nx); 3= [0;+∞), with n = n+ o(n); n = n+ o(n), we will have
E(pn) =−2n(4(’)− K) + o(n) =−2n
∫
’ d"K + o(n); n→∞: (27)
It would be interesting to prove (27) for a more general class of weights on R.
5. Entropy of Gegenbauer polynomials
The simplest representatives of the Gegenbauer polynomials are the Chebyshev polynomials of
the <rst and second kinds. We recall that the polynomials of the <rst kind Tn(x) = cos(n arccos x)
are orthogonal on [− 1; 1] with respect to the weight 0 de<ned in (23), and the polynomials of the
second kind,
Un(x) =
1
n+ 1
T ′n+1(x) (28)
are orthogonal on the same interval with respect to !(x) = 2
√
1− x2=. Thus, up to an a;ne
transformation, the Chebyshev entropy E(Tn) for the weight 0 is equal to
1

∫ 1
−1
T 2n (x)ln T
2
n (x)
dx√
1− x2 =−
1
n
∫ 1
−1
Tn(x)ln T 2n (x) d(
√
1− x2 Un−1(x)):
Integrating by parts and using (28), we get
1

∫ 1
−1
T 2n (x)ln T
2
n (x)
dx√
1− x2
=
1

∫ 1
−1
√
1− x2U 2n−1(x)ln T 2n (x) dx +
2

∫ 1
−1
√
1− x2U 2n−1(x) dx:
Use of Euler’s formula (1− x2)U 2n−1(x) + T 2n (x) = 1 and the identity
1

∫ 1
−1
ln T 2n (x)
dx√
1− x2 =−2 ln 2
<nally give the following result [22,54]:
− 1
∫ 1
−1
T 2n (x)ln T
2
n (x)
dx√
1− x2 =
{
0 when n= 0;
ln 2− 1 when n¿1: (29)
In an analogous way, for the Chebyshev polynomials of the second kind Un(x), we have [54]
− 2
∫ 1
−1
U 2n (x)lnU
2
n (x)
√
1− x2 dx = 1
n+ 1
− 1: (30)
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An interesting open question in this sense is whether a constant entropy for n∈N is a characterizing
property of the sequence Tn.
Let us now consider the entropy of the Gegenbauer polynomials C()n (x) for ¿ − 1=2. Since
C()0 (x) = 1 and C
()
1 (x) = 2x, simple calculations show that
E(C()0 ) = 0; E(C
()
1 ) =
−22√(+ 1=2)
(+ 2)
[2 ln() + 2− −  (+ 2)]:
For general n, it is convenient to consider the modi<ed Gegenbauer polynomials G()n (x) de<ned by
the orthogonality relation∫ 1
−1
G()n (x)G
()
m (x)!(x) dx = ,n;m; (31)
where
!(x) = c(1− x2)−1=2; c = (+ 1)√(+ 1=2) :
The leading coe;cient kn of G
()
n (x) ≡ kn xn + · · · is given by [19],
kn =
2n(n+ )
(+ 1)
(
(n+ )(2)
(n+ 2)n!
)1=2
¿ 0: (32)
With this de<nition, the entropies E(G()n ) are related to those of the standard and orthonormal
Gegenbauer polynomials by
E(C()n ) =
(n+ 2)(+ 1=2)
√

(n+ )n!(2)(+ 1)
[
−ln
(
(n+ 2)
(n+ )n!(2)
)
+ E(G()n )
]
;
E(C˜
()
n ) =−ln
(
(+ 1)√
(+ 1=2)
)
+ E(G()n ):
Unfortunately, there is no simple analogue of the Euler’s formula mentioned above, and we need to
explore a diPerent approach. One idea, exploited in [22,55], consists in evaluating in closed form
the logarithmic potentials of the Gegenbauer polynomials,
V (t; &n) = V ln(t) =−
∫ 1
−1
[G(l)n (x)]
2(1− x2)l−1=2 ln |x − t| dx: (33)
Using the Fourier expansion of the logarithmic kernel in terms of the Chebyshev polynomials Tn,
−ln |x − t|= ln 2 + 2
∞∑
k=1
Tk(x)Tk(t)
k
;
and taking into account (31), (33), and the symmetry of Gegenbauer polynomials, we obtain
V ln(t) =
ln 2
cl
+
∞∑
k=1
T2k(t)
k
∫ 1
−1
[G(l)n (x)]
2(1− x2)l−1=2T2k(x) dx: (34)
Using the well-known hypergeometric series representation of G(l)n [8, p. 77] and the Clausen formula
[8, p. 76], we can <nd an expression for the square [G(l)n ]
2 as a 3F2 function. Substituting it into
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(34), after some computation (where the PfaP-SaalschIutz theorem [35, p. 103] is used) we <nally
obtain
V ln(t) =
21−2l(n+ 2l)
(n+ l)n![(l)]2
ln 2 +
(
(2l)n
n!
)2√

(
l+
1
2
)
(l+ 1)
×
∞∑
k=1
(−1)kT2k(t)
k(l+ 1− k)(l+ 1 + k) 4F3

 −n; n+ 2l; l; l+ 1 1
2l; l+ 1− k; l+ 1 + k

 : (35)
In the case when l∈N, the sum over k in (35) terminates, and we can write the previous expression
as
V ln(x) = ln 2 +
2(n+ l)(l− 1)!l!
n!
×
n+l∑
k=1
(−1)k T2k(x)
2k
Wn(− 14 ; l+ 12 ; l− 12 ; k + 12 ;−k + 12)
(n+ l+ k)!(n+ l− k)!
where Wn are Wilson polynomials [33], de<ned by
Wn(x2; a; b; c; d) = (a+ b)n(a+ c)n(a+ d)n
×4F3
(−n; n+ a+ b+ c + d− 1; a+ ix; a− ix
a+ b; a+ c; a+ d
1
)
:
Now in order to compute E(G(l)n ) it remains to <nd the zeros =n; j of G
(l)
n and substitute them into
Eq. (19), with account of (32). This strategy can be e;ciently carried out when the degree is not
very large, but for greater n the issue of numerical stability comes up and a diPerent approach is
needed.
A fresh idea came from the well-known relation
G(l)n (x) = g
l
nT
(l)
n+l(x); g
l
n =
(
2n!
cl(n+ l)(n+ 2l− 1)!
)1=2
¿ 0;
where T (l) denotes the lth derivative of T . This formula leads to the following recurrent relation for
the potentials V ln in (33): for x∈ [− 1; 1],
V ln(x) = V
l−1
n+1 (x)−
1
n+ 2l− 1 + cl(g
l
n)
2(1− x2)T (l)n+l(x)Ql−1n+1(x); (36)
where the function of the second kind,
Qln(x) =
∫ 1
−1
T (l)n+l(t)
t − x (1− t
2)l−1=2 dt;
is in fact a polynomial because
√
1− t2!l also belongs to P, the class of algebraic polynomials
with real coe;cients [19]. Additionally, the initial value V 0n+l was obtained in [22]:
V 0n+l(x) = ln 2−
1
2(n+ l)
+
T (2)n+l(x)
n+ l
; x∈ [− 1; 1]: (37)
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By (36) and (37), V ln ∈P for x∈ [ − 1; 1]. This property, which is only true for integer l, plays a
key role in the computation of V ln for l∈N. In fact, V ln not only can be calculated recursively, but
with the aid of the Cauchy residue theorem the sum of n terms in (19) can be replaced by a sum
with a <xed number of terms.
This idea, initially exploited in [17], was developed later in [19] to the following algorithm. Fixed
l∈N, l¿ 2, generate the polynomials P−1 = 0, P0 = 1; : : : ; P2l−2 by
Pj+1(x) = (2l− 2j − 3)xPj(x)− (n+ j + 1)(n+ 2l− j − 1)(1− x2)Pj−1(x):
Denote P(x) = P2l−2(x) = nl
∏2l−2
j=1 (x − =j) and
H (x) =
2l−2∑
j=0
(−1) jPj−1(x)P2l−j−3(x) = nlx2l−4 + lower degree terms:
Then the entropy of the Gegenbauer polynomial G(l)n is given by
E(G(l)n ) =−snl − rnl
2l−2∑
j=1
(1− =2j )
[
H
P′
G(l+1)n−1
G(l)n
]
(=j);
where
snl = 2 ln
(
kln
2n
)
− n
n+ l
+ 2n(n+ l)
nl
nl
+ 2n
2l−1∑
j=l
1
n+ j
;
rnl = 2(n+ l)
√
2(l+ 1)n(n+ 2l)
2l+ 1
:
The leading coe;cient kln of G
(l)
n , appearing above, is given in (32). Recall that for l=0 and l=1
the Gegenbauer entropy has been obtained before (cf. (29) and (30)). For l= 2, the application of
the algorithm yields
E(G(2)n ) =−ln
(
3(n+ 1)
n+ 3
)
− n
3 − 5n2 − 29n− 27
(n+ 1)(n+ 2)(n+ 3)
− 1
n+ 2
(
n+ 3
n+ 1
)n+2
:
This formula is rather discouraging if we aspire to have a closed and simple formula for E(G(l)n ).
However, the algorithm presented above allows not only the explicit computation of E(G(l)n ) for
rather large values of n but also to <nd a re<nement of the asymptotic result (25), which with our
new normalization reads
lim
n→∞E(G
(l)
n ) = E
l
∞ =−1− ln
(2l)
(l)(l+ 1)
:
For instance, we can obtain the next term of the asymptotics [19]:
E(G(l)n ) = E
l
∞ +
l
n
+O(n−2);
where l is given constructively: <xed l∈N, l¿ 2, generate S−1 = 0; S0 = 1; : : : ; S2l−2 by
Sj+1(x) = (2l− 2j − 3)Sj(x)− xSj−1(x); S = S2l−2;
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and
R(x) =
2l−2∑
j=0
(−1) jSj−1(x)S2l−j−3(x):
Then,
l = 2l2 + l− 2 + 2
l−1∑
j=1
√
zj
R
S ′
Jl+1=2
Jl−1=2
(
√
zj);
where zj; j = 1; : : : ; l− 1 are the zeros of S, and J is the Bessel function of order .
6. Entropy of Hermite polynomials
The Hermite polynomials Hn illustrate what happens for orthogonal polynomials on unbounded
intervals. We have,
Hn(x) = 2n
n∏
j=1
(x − xn; j):
Elementary calculations show that
E(H0) = 0; E(H1) =−2(2− )
√
; (38)
where  is Euler’s constant. For general values of n, using the orthogonality relation for Hermite
polynomials in (19), the entropy E(Hn) is [22]
E(Hn) = 2nn!
√
 ln(22n)− 2
n∑
i=1
Vn(xn; j); (39)
where again
Vn(t) = V (t; &n) =−
∫ ∞
−∞
(Hn(x))2 ln |x − t|e−x2 dx: (40)
A recursive formula for Vn(t), similar to that for Gegenbauer polynomials, was derived in [22].
In order to calculate Vn(t) we make use of an alternative approach, based on a linearization formula
for Hermite polynomials,
(Hn(x))2 = 2nn!
n∑
k=0
(
n
k
)
H2k(x)
2kk!
(see, e.g., [32]). Substituting this equation into (40), we <nd
Vn(t) = 2nn!
n∑
k=0
(
n
k
)
V2k(t)
2kk!
;
where V2k(t) is the logarithmic potential V2k(t) of the signed weight H2k(x)e−x
2
,
V2k(t) =−
∫ ∞
−∞
H2k(x)ln |x − t|e−x2 dx:
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Taking advantage of the Rodrigues’ formula for Hermite polynomials and Leibniz’s rule for diPer-
entiating the integrand, we can evaluate V2k(t) in terms of con:uent hypergeometric functions, thus
obtaining a closed-form expression for the logarithmic potential Vn(t) in (40) [43,44],
Vn(t) = 2nn!
√

(

2
+ ln 2− t2 2F2
(
1; 1;
3
2
; 2;−t2
)
+
1
2
n∑
k=1
(
n
k
)
(−1)k2k
k 1
F1
(
k;
1
2
;−t2
))
: (41)
This expression can be used to derive the complete asymptotic expansion of Vn(t) when |t|  1,
which is expressed in terms of 2F0 and 3F1 divergent hypergeometric series [43]. In the particular
case t = 0, using the identity [44]
+ 2 ln 2 +
n∑
k=1
(
n
k
)
(−1)k2k
k
=− 
(
n+ 0+ 1
2
)
; (42)
where
0= n− 2
[
n
2
]
=
{
0 for n even;
1 for n odd;
Eq. (41) reduces to
Vn(0) =−2n−1n!
√
 
(
n+ 0+ 1
2
)
: (43)
Now a formula for the Hermite entropy, which generalizes Eq. (38) to arbitrary values of n, can be
obtained by combining (39), (41) and (43),
E(Hn) = 2nn!
√

(
n− 2
n∑
i=1
x2n; i 2F2
(
1; 1;
3
2
; 2;−x2n; i
)
+
n∑
k=1
(
n
k
)
(−1)k2k
k
n∑
i=1
1F1
(
k;
1
2
;−x2n; i
))
: (44)
This equation enables us to write fully analytic (though increasingly cumbersome) expressions for
the Hermite entropy whenever n69, since then Hn(x) = x0H˜m(x2), where H˜m(x) is a polynomial of
degree m64 [43,44].
Recall that the zeros xn; i of Hn are the local minima of the potential Vn. Numerical experiments
show [44] that the values of Vn at these minima decrease monotonically, so that
Vn(xn; i)¡Vn(0); i¿1: (45)
Using Eqs. (39) and (43), the conjectured inequality (45) yields an upper bound for E(Hn),
E(Hn)6− 2nn!
√

(
ln(22n) + n 
(
n+ 0+ 1
2
))
: (46)
For n = 0 and n = 1, the upper bound in this inequality coincides with the exact value of E(Hn)
given by Eq. (38). When n is even, the validity of (46) follows from the rigorous upper bound
on E(Hn) provided by Eqs. (4) and (9), which in that case turns out to be stronger [44]; however,
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the problem of <nding a proof of Eq. (46) for n odd (n¿ 1) remains open. On the other hand,
Vn(0)¡ 0 for all n¿1, since then [29,35]
 
(
n+ 0+ 1
2
)
=−− 2 ln 2 + 2
m+0∑
k=1
1
2k − 1 ¿ 0:
Therefore, we see from Eq. (45) that the absolute value of Vn(xn; i) increases monotonically with
|xn; i|, which in turn implies, in view of Eq. (39), that the contribution of the zeros of Hn(x) to the
entropy E(Hn) increases as so does their absolute value.
Taking advantage of Eq. (42), the expression (41) for the logarithmic potential can alternatively
be written in terms of the Gauss hypergeometric function 2F1(a; b; c; z) as [43,44]
Vn(t) = 2n−1n!
√

(
− 
(
n+ 0+ 1
2
)
+
∞∑
r=1
(−1)r22r(r − 1)!
(2r)! 2
F1(−n; r; 1; 2)t2r
)
:
The entropy of the Hermite polynomials de<ned by Eq. (39) can thus be written in the form
E(Hn) = 2nn!
√

(
−ln(22n)− n 
(
n+ 0+ 1
2
)
+ n
∞∑
r=1
(−1)r22r(r − 1)!
(2r)! 2
F1(−n; r; 1; 2)"2r(n)
)
; (47)
where "r(n) (r = 0; 1; 2; : : :) are the spectral moments around the origin of the Hermite polynomial
Hn(x), i.e., the quantities
"r(n) =
1
n
n∑
i=1
(xn; i)r :
This new formula for E(Hn) is not useful for practical calculations since, unfortunately, no closed-form
expression is known for the moments "2r(n), but they have to be recurrently generated; for Hermite
polynomials, "r(n) vanishes when r is an odd integer, while it can be shown [21] that
"0(n) = 1; "2(n) =
n− 1
2
;
and for r¿2 the even spectral moments "2r(n) are determined by means of the nonlinear recurrence
formula
(2n+ 2− s)"s−3(n)− 2"s−1(n) + n
(
s−4∑
t=1
"s−3−t(n)"t(n)
)
= 0 (s¿5):
However, Eq. (47) turns out to be useful for the study of the asymptotic behaviour of the Her-
mite entropy. For instance, comparison of the n  1 limit of (47) with (26) shows that (46) is
asymptotically valid [44].
Substitution of Eq. (44) (or, alternatively, (47)) into (9) allows us to <nd explicit (though generally
involved) expressions for the entropies of the one-dimensional harmonic oscillator in arbitrary states
[43,44]. In the two simplest cases, namely the ground state (n=0) and the <rst excited state (n=1),
we have
S0 = ln(
√
) + 12 ; S1 = ln(2
√
)− 12 + :
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In particular, recalling Eq. (8), we notice that in the ground state the one-dimensional entropic
uncertainty relation (3) is exhausted, as happens for the Heisenberg relation (5) [14].
7. Concluding remarks and open problems
The study of the Shannon information entropies of simple quantum systems in both position
and momentum spaces requires the analytical determination of entropic integrals of polynomials
orthogonal with respect to the standard and varying classical weights. First, we have described that
• the entropy of Hermite polynomials (or just Hermite entropy) E(Hn), given by Eq. (7), controls
the information entropies of the one-dimensional harmonic oscillator in the two complementary
spaces;
• the Laguerre entropy E(L()n ) determines the position-space information entropy of the one-dimen-
sional hydrogen atom as well as the information entropies of the D-dimensional (D¿2) harmonic
oscillator in both position and momentum spaces;
• the Laguerre entropy-like integral E1(L()n ), given by Eq. (6), controls the position-space radial
information entropy of the D-dimensional analogue of the hydrogen atom with D¿2;
• the Gegenbauer entropy E(C(&)n ) determines the angular part of the information entropy of a
spinless single-particle system in a D-dimensional central potential with D¿2, as well as the
momentum-space radial information entropy of the D-dimensional (D¿2) analogue of the hydro-
gen atom.
An important observation is that these entropic integrals involve, at times, varying weights (i.e.
weights with parameters depending on the polynomial degree). For example, this is the case for the
real (D = 3) hydrogen atom where the orbital quantum number l may only have the integer values
06l6k − 1 for a given principal quantum number k.
Second, we have explored how the entropy E(pn) of the polynomials pn(x) orthogonal with respect
to a Borel measure "(x) on C (see Eq. (18)), is connected to other related functionals frequently
used in potential theory: mutual energy, relative entropy, logarithmic potential and Lp-norms. So,
the entropy E(pn) is equal to minus the mutual energy of the measures "(x) and &n(x), being
d&n(x) = p2n(x) d"(x); also, it is determined by the relative entropy of the zero-counting measure
n(x) and the measure &n(x), as shown by Eq. (20). Moreover, let us highlight that
• the entropy E(pn) can be calculated by the (<nite) summation of the values of the logarithmic
potential V (z; &n) of the measure &n(x) at its local minima, as shown by Eq. (19);
• the entropy E(pn) is equal to the derivative of a Lq-norm with respect to q, evaluated at q = 1,
as given by Eq. (22).
Relationship (19) is the cornerstone of various algorithms which allow for the explicit computation
of the entropies of orthogonal polynomials with compact and noncompact supports. The entropies of
Chebyshev polynomials of <rst and second kind [22,54], Gegenbauer polynomials [19,22,54,55] and
Hermite polynomials [22,43,44] have been explicitly computed using this method. A variant of this
method has also led to <nd the entropy of Jacobi polynomials, but in the form of a nonterminating
series [13]. Save in the Chebyshev cases, these explicit expressions for the entropies require the
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previous computation of the zeros of either the involved polynomial or a related one. The two
Chebyshev entropies are particularly simple, being constant (i.e. independent of the degree n) in the
case of the polynomials of the <rst kind; in fact, these two entropies can also be found with a purely
algebraic method [53], partially because of the so simple Euler formula satis<ed by the Chebyshev
polynomials.
The asymptotics of the entropy E(pn) and the entropy-like integrals E(pn) is very important not
only from a mathematical point of view but also in physical applications; for example, to study the
highly excited (Rydberg) region of hydrogenic systems with light and heavy nuclear charges which
has been recently shown to be experimentally accesible. It is just in this elusive region where the
transition between classical and quantum mechanics takes place and where the Bohr correspondence
principle operates. Up to now, the main and most informative strategy to study the asymptotic be-
haviour of the entropic integrals of orthogonal polynomials is based on Eq. (22), which requires the
asymptotical values of the Lq-norms of the involved polynomials de<ned by Eq. (21). These values
are obtained by use of strong asymptotics of the polynomials on compact [48] and nonbounded [5]
sets. This method has allowed to <nd the entropy E(pn) as n→∞ for the polynomials pn(x) orthog-
onal with respect to a weight !(x) belonging to (i) a subset of weights of the Szego˝ class, namely
when either !(x) belongs to the Bernstein class or it is the Jacobi weight [5,6,23], which have a
bounded support, and (ii) the class of Freud weights (which includes the Hermite weight as a particu-
lar case) [5,50], which have an unbounded support. Also, the asymptotics of the Laguerre entropy-like
integrals E(L()n ), ∈R, has been thoroughly studied [23]. Thus, in particular, we may say that
• the asymptotic behaviour of the entropy of the classical orthogonal polynomials on the real line
is <rmly established. When the orthogonality interval is <nite, this behaviour is intimately related
to the relative entropy I(0; !) of the equilibrium measure 0(x) and the weight !(x).
Moreover, the asymptotic behaviour of the entropies of the polynomials orthogonal with respect
to a Jacobi or Laguerre weight function !n(x) whose parameters grow linearly with the polynomial
degree n has been described [18]. It is observed that this behaviour is controlled by the Robin
distribution of the support of the equilibrium measure in an external <eld, arising from the limit of
the nth root of the sequence of weights.
More re<ned asymptotical results for the entropic integrals of orthogonal polynomials may be
obtained by use of the aforementioned algorithms which lead to explicit expressions. Chebyshev
cases apart, this has been illustrated recently for the Gegenbauer polynomials [19].
Finally, let us collect a few open problems encountered in this topic:
(1) Is the constancy of the entropy a characterization property of the orthonormal Chebyshev poly-
nomials of the <rst kind?
(2) To design a new strategy to calculate the entropic integrals of (classical) orthogonal polynomials
without the requirement of the previous computation of the zeros of the involved polynomials
or some related functions. Possibly the purely algebraic method might have a chance provided
that an appropriate and simple enough Euler-like formula is found for the involved orthogonal
polynomials.
(3) Do the values of the logarithmic potential Vn at its local minima (i.e. at the zeros of the involved
polynomial) have a monotonically decreasing behaviour, as found by numerical experiments in
the Hermite case?
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(4) To extend the asymptotics of entropic integrals already found for the Bernstein and Jacobi
orthogonality to the whole class of Szego˝ weights.
(5) To <nd the asymptotic behaviour for the entropies of polynomials orthogonal with respect to
varying weights other than the Jacobi and Laguerre weights considered up to now. It would be
interesting to prove (27) for a more general class of weights on R.
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