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We explore the dynamics of artificial one- and two-dimensional Ising-like quantum antiferromagnets with
different lattice geometries by using a Rydberg quantum simulator of up to 36 spins in which we dynamically
tune the parameters of the Hamiltonian. We observe a region in parameter space with antiferromagnetic (AF)
ordering, albeit with only finite-range correlations. We study systematically the influence of the ramp speeds
on the correlations and their growth in time. We observe a delay in their build-up associated to the finite speed
of propagation of correlations in a system with short-range interactions. We obtain a good agreement between
experimental data and numerical simulations taking into account experimental imperfections measured at the
single particle level. Finally, we develop an analytical model, based on a short-time expansion of the evolution
operator, which captures the observed spatial structure of the correlations, and their build-up in time.
I. INTRODUCTION
The study of non-equilibrium dynamics is currently one of
the most challenging areas of quantum many-body physics. In
contrast to the equilibrium case, where statistical physics pro-
vides a general theoretical framework and where very pow-
erful numerical methods are available, the out-of-equilibrium
behavior of quantum matter presents a wide variety of phe-
nomena and is extremely hard to simulate numerically, es-
pecially in dimensions d > 1. When the parameters of a
quantum many-body system are quenched abruptly, or more
generally ramped with a finite rate into a new quantum phase,
correlations and entanglement build up and propagate over the
system, which may, at long times, either thermalize or retain
memory of its initial state when many-body localization oc-
curs [1, 2]. The speed at which the correlations propagate
depends on the range of the interaction and is limited by the
Lieb-Robinson bounds [3–8].
An attractive way to study this physics has emerged in the
last years, and consists in using quantum simulators, i.e. well-
controlled, artificial quantum systems that implement exper-
imentally the Hamiltonian of interest [9]. Spin Hamiltoni-
ans that are used in condensed-matter physics to describe
e.g. quantum magnets are arguably the simplest quantum
many-body systems that can be used to study non-equilibrium
dynamics: even though they involve distinguishable parti-
cles with only internal degrees of freedom, the interplay be-
tween interactions, geometry and dimensionality provides a
wealth of distinct quantum phases into which the system can
be driven. In recent years, many experimental platforms for
the quantum simulation of spin Hamiltonians have been devel-
oped using the tools of atomic physics. For example, equilib-
rium properties of synthetic quantum magnets have been stud-
ied using trapped ions [10, 11] or ultra-cold atoms in optical
lattices [12–16] including e.g. the observation of long-range
antiferromagnetic order [17]. Many experiments using these
platforms were also devoted to the study of non-equilibrium
dynamics, including the investigation of the Lieb-Robinson
bound [18–24].
Recently, a new platform, using arrays of individually re-
solved atoms excited to Rydberg states, has been shown to
provide a versatile way to engineer synthetic quantum Ising
magnets [25]. Pioneering experiments in quantum gas mi-
croscopes studied quenches [26] or slow sweeps [27] in a
regime where the blockade radius Rb, i.e. the distance over
which interatomic interactions prevent the excitation of two
atoms, was much larger than the lattice spacing a, rendering
the underlying lattice hardly relevant. In this case, the ob-
served correlations are liquid-like, and observing the crystal-
like ground state of the system [28] would require exponen-
tially long ramps [29]. More recently, experiments with arrays
of optical tweezers allowed exploring the regime Rb & a,
studying non-equilibrium dynamics following quenches [30]
or slow sweeps [31].
Here, we use a Rydberg-based platform emulating an Ising
antiferromagnet to study the growth of correlations during
ramps of the experimental parameters in 1d and 2d arrays
of up to 36 single atoms with different geometries. We op-
erate in the regime Rb ' a where the interactions act to a
good approximation only between nearest neighbors. We dy-
namically tune the parameters of the Hamiltonian and observe
the build-up of antiferromagnetic order. We also observe the
influence of the finite ramp speed on the extent of the cor-
relations, and follow the development in space and time of
these correlations during a ramp. Numerical simulations of
the dynamics of the system without any adjustable parame-
ters are in very good agreement with the experimental data,
and show that single-particle dephasing arising from techni-
cal imperfections currently limits the range of the observed
correlations. Finally, we observe a characteristic spatial struc-
ture in the correlations, which can be understood qualitatively
by a short-time expansion of the evolution operator for both,
square and triangular lattices.
The paper is organized as follows. In Sec. II, we describe
the experimental platform. After recalling the phase diagram
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2FIG. 1. Studying the AF Ising model on 1d and 2d systems. (a) Examples of single-shot fluorescence images of single-atom arrays used in
our experiments: a 24-atom 1d chain with periodic boundary conditions, a 6 × 6 square array, and a 36-atom triangular array. Each atom
is used to encode a spin-1/2, whose internal states |↑〉 and |↓〉 are coupled with Rabi frequency Ω and detuning δ. (b) Time dependence of
the Rabi frequency Ω(t) and detuning δ(t) used to probe the build-up of correlations. (c) Ground state phase diagrams of the Ising model
Eq. (1), in the nearest-neighbor interaction limit, for a 1d chain, a 2d square lattice, and a 2d triangular lattice. AFM: antiferromagnetic. PM:
paramagnetic. OBD: “order by disorder”. (d) Typical experimental correlation functions obtained for these geometries (see text). For the 1d
chain the correlation length ξ = 1.5 sites (bottom left panel).
for the different array geometries (Sec. III), we explore it for
the square array (Sec. IV). In Sec. V A we study the influence
of ramp speeds on the correlations. In Sec. V B, we observe
a delay in the build-up of the spin-spin correlations, a feature
linked to their finite speed of propagation. Finally, in Sec. V C,
we analyze the 2d spatial structure of the AF correlations on
the square and triangular geometries and show that it is qual-
itatively captured by an analytical model based on short-time
expansion.
II. EXPERIMENTAL PLATFORM
Our experimental platform (see Appendix A) is based on
user-defined two-dimensional arrays of optical tweezers, each
containing a single 87Rb atom [30]. Here we use the arrays
shown in Fig. 1(a) containing up to N = 36 atoms: a 1d
chain with periodic boundary conditions (PBC), a square lat-
tice, and a triangular lattice. We achieve full loading of the
arrays using our atom-by-atom assembler [32]. The atoms are
prepared in the ground state |↓〉 = ∣∣5S1/2, F = 2,mF = 2〉
by optical pumping, and then coupled coherently to the Ryd-
berg state |↑〉 = ∣∣64D3/2,mj = 3/2〉 with a two-photon tran-
sition of Rabi frequency Ω and a detuning δ, while the traps
are switched off. The system is described by the Hamiltonian:
H =
∑
i
(
~Ω(t)
2
σxi − ~δ(t)ni
)
+
1
2
∑
i 6=j
Uijninj , (1)
where ni = |↑〉 〈↑|i is the projector on the Rydberg state for
atom i, and σx = |↑〉 〈↓| + |↓〉 〈↑| is the x-Pauli matrix. The
interaction termUij arises from van der Waals interactions be-
tween the atoms, and thus scales as 1/r6ij with the distance rij
between atoms i and j. This short-range character allows us
to neglect interactions beyond nearest-neighbor (NN) atoms
for this work [33], and we thus restrict Eq. (1) to NN terms
only. For the D states we use, the van der Waals interac-
tion is anisotropic [25, 34], and the lattice spacings in the
arrays are tuned such that the NN interactions anisotropy is
3below 10%. We use typical values Ωmax/(2pi) ∼ 2 MHz and
U/h ∼ 1−3 MHz, see Table I. The driving parameters Ω and
δ can be considered being constant over the entire array (see
Appendix A).
The system thus realizes an Ising-like model with a trans-
verse field ∝ Ω and a longitudinal field ∝ δ, which gives
rise to AF order for U > 0 (see below). We probe the sys-
tem by using time-dependent ramps Ω(t) and δ(t) as shown
in Fig. 1(b). The Rabi frequency Ω is switched on and off
in trise, tfall ∼ 250 ns at a constant detuning δ, and, in be-
tween, δ is ramped linearly from δ0/(2pi) = −6 MHz to δfinal
during the time tsweep. The total duration of the ramp is then
ttot = trise + tsweep + tfall. After this, the trap array is switched
on again. Atoms in |↓〉 are observed by fluorescence, while
those in |↑〉 are lost from their trap. For a given set of pa-
rameters, the experiment is repeated a few hundred times to
reconstruct quantities of interest such as the Rydberg density
(equivalent to the magnetization), spin-spin correlation func-
tions, or the sublattice density histogram. When δfinal lies in
the AF region (see Fig. 1c), correlation functions show the
emergence of short-range order [Fig. 1(d)] (see more details
on the measurements in Sec IV).
III. THEORETICAL PHASE DIAGRAMS AND STATE
PREPARATION CONSIDERATIONS
The calculated ground state phase diagrams for the nearest-
neighbor Ising model are shown in Fig. 1(c) for the three ge-
ometries considered in this paper. On the 1d chain, the phase
diagram is well-known and features an AF phase and a para-
magnetic phase delimited by a second-order quantum phase
transition line of the (1+1)d Ising universality class [35]. For
(~δ/U)TFI = z/2, with the coordination number z = 2, the
Hamiltonian corresponds exactly to the analytically solvable
transverse field Ising (TFI) model without longitudinal field,
where in 1d the critical point (~Ω/U)c = 1/2 is known ana-
lytically.
The phase diagram for the NN Hamiltonian on the square
lattice (z = 4) is qualitatively similar to the phase diagram
on the chain, with again an AF phase and a paramagnetic
phase delimited by a second-order quantum phase transition
line in the (2+1)d Ising universality class. For the trans-
verse field Ising line (~δ/U)TFI, the critical point is known
to high precision from Monte-Carlo simulations, (~Ω/U)c =
1.52219(1) [36]. Finally, on the triangular lattice (z = 6) the
NN Hamiltonian features a much richer phase diagram. A Ry-
dberg crystal with filling fraction 1/3 (at Ω = 0), where one of
the three triangular sublattices is occupied by Rydberg states
and the atoms in the other sublattices remain in the ground
state, appears in a region within 0 < ~δ/U < z/2. The conju-
gate crystals obtained by flipping all the spins (filling fraction
2/3 at Ω = 0) lies in the region within z/2 < ~δ/U < z. The
most interesting feature occurs when ~δ/U = z/2, where an
“order by disorder” process occurs (see Appendix B). When
including the open boundary conditions for the square and tri-
angular N = 36 arrays studied here, the “phase diagrams”
present the same phases with some modifications (see Ap-
pendix C).
In the experiments reported here, we initialize the system in
the product state with all atoms in their ground state |↓〉. Since
the system is not at equilibrium with a thermal bath, we cannot
simply cool to the ground state. Therefore we use an exper-
imental protocol involving sweeps of Ω(t) and δ(t) in order
to characterize the ground states. Ideally, we would use adi-
abatic state preparation to reach the targeted ground state. In
order for this approach to succeed, the duration of the sweep,
which scales as the inverse of the square of the energy gap ∆
above the instantaneous ground states [37], should be smaller
than the coherence time of the system. In the 1d chain and
the 2d square lattice, the minimal gap at the quantum phase
transition scales as the inverse of the linear size of the system:
∆ ∼ 1/N in 1d and ∆ ∼ 1/L = 1/√N in 2d [35, 38]. The
gap also depends on the excitation velocity at the quantum
critical point, which can vary substantially along the quantum
phase transition lines. For the triangular lattice, we expect a
first-order quantum phase transition between the paramagnet
to either the 1/3 or 2/3 filling Rydberg crystals, resulting in a
minimal gap exponentially small inN [39]. Due to these scal-
ings, the gaps are small for the number of atoms used here. As
a consequence adiabatic state preparation would require long
pulses. In the absence of any imperfections such as dephas-
ing, pulse durations ttot of a few µs would allow to reach
strong correlations extending over the entire system. While
such durations are experimentally accessible, state-of-the-art
platforms [27, 30, 31] show significant dephasing over these
timescales. For this reason, we approach here the question of
state preparation from the opposite side: we ask how much
correlations and what kind of structures we can expect being
built up in a given amount of time. Answering these ques-
tions also informs us about the minimal time required to build
up highly correlated states starting from a product state [4],
i.e. about a quantum speed limit in our many-body system.
IV. EXPLORING THE SQUARE LATTICE PHASE
DIAGRAM
In a first set of experiments we map out the Ω = 0 “phase
diagram” on a L × L square array with L = 4 and L = 6.
In order to do so, we use the ramps shown in Fig. 1(b) with
~Ωmax/U = 2.3. This value is larger than the critical point
(~Ω/U)c ≈ 1.5, such that the quantum phase transition line
is crossed while ramping down Ω, see Fig. 1(c). From the
analysis of the final fluorescence images, we reconstruct the
Rydberg density n =
∑
i 〈ni〉 /N , and the connected spin-
spin correlation function
g(2)(k, l) =
1
Nk,l
∑
(i,j)
[〈ninj〉 − 〈ni〉 〈nj〉] , (2)
where the sum runs over atom pairs (i, j) whose separation
is ri − rj = (ka, la), and Nk,l is the number of such atom
pairs in the array [40]. For a perfect antiferromagnetic Ne´el
ordering, g(2) takes the values±1/4 for |k|+ |l| even and odd,
respectively.
4FIG. 2. Exploring the Ω = 0 line of the phase diagram for a L×L square lattice with L = 4 and L = 6. (a) Experimental spin-spin correlation
function g(2)(k, l) for different values of the final detuning. (b) Corresponding experimental histograms of the populations of the two Ne´el
sublattices A and B, to be contrasted with those in (c), calculated for uncorrelated random states with the same Rydberg density. (d) Average
Rydberg density n, and (e) Ne´el structure factor SNe´el as a function of the final detuning. The shaded areas highlight the region of the AF phase
in the phase diagram for Ω = 0.
Figure 2(a) shows the spin-spin correlation function at the
end of the ramp as a function of x = ~δfinal/U . We observe
strong AF correlations, i.e. the sign of g(2)(k, l) changes ac-
cording to the parity of the Manhattan distance |k| + |l|, in
the region 0 < x < 4 where AF order is expected, while
the correlations vanish outside of this region. The ampli-
tude of the AF correlations decreases with distance, in a way
which is well captured by an exponential decay with a correla-
tion length ξ, defined by g(2)(k, l) ∝ (−1)|k|+|l| exp[−(|k|+
|l|)/ξ], of about 1.5 sites [see Figs. 1(d) and 3(b)]. Repeating
the same experiment with a 1d chain yields the same corre-
lation length (the particularity of the triangular lattice is dis-
cussed in Appendix G). Importantly, even though the correla-
tion length is smaller than two sites for both the 1d chain and
the square lattice, we are able to detect finite correlations with
the expected sign structure for up to five Manhattan shells, i.e.,
almost over the whole array.
Another way to highlight AF correlations is to partition the
array into the two Ne´el sublattices A and B and plot a two-
dimensional histogram P (nA, nB) with the |↑〉 populations
nA and nB of each sublattice as axes. For a perfect AF or-
dering, one would observe populations only in the two cor-
ners (nA = 0, nB = N/2) and (nA = N/2, nB = 0). The
experimental results in Fig. 2(b) show that for x = 2.5 (cen-
tral plot), the sublattice population histogram is substantially
elongated along the anti-diagonal nB = N/2 − nA, which is
not observed for x < 0 or x > 4. For comparison, Fig. 2(c)
shows the corresponding histograms that would be obtained
for an uncorrelated random state with the same average Ry-
dberg density: there the elongation along the anti-diagonal is
absent.
In Fig. 2(d,e) we locate the boundaries of the AF phase.
Panel (d) shows the mean Rydberg density n. For the Ω = 0
ground state of Eq. (1) in the NN limit with periodic boundary
conditions, it should rise in steps, from 0 for x < 0, to 1/2 for
0 < x < 4, and to 1 for x > 4 [41]. For open boundary
conditions, additional steps are present in the 0 < x < 4
region, see Appendix C. Experimentally, the curve n(x) varies
continuously due to the finite duration of the sweep, as also
observed in Refs. [20, 27]. This mean density is therefore not
a good observable to differentiate the paramagnetic and AF
regions. Instead, we introduce the Ne´el structure factor SNe´el
to detect antiferromagnetic correlations in the AF region of
the phase diagram:
SNe´el = 4×
∑
k,l
(−1)|k|+|l|g(2)(k, l) . (3)
This quantity is an estimator for the correlation volume, i.e.,
the number of spins correlated antiferromagnetically with a
given spin. In a situation with true long range order, SNe´el di-
verges linearly with the total “volume”N of the system, while
it stays almost constant for short-range ordered correlations
when the system sizes are larger than the correlation length.
As shown in Fig. 2(e), this quantity indicates the presence of
substantial short-range AF correlations for 0 < x < 4, as
expected from the phase diagram.
5FIG. 3. Build-up and decay of correlations in a 2d square lattice antiferromagnet for different ramp durations ttot. (a) Experimental results
for the 2d correlation function g(2)(k, l) for four different values of ttot, showing short-range AF ordering, with a pronounced sweep duration
dependence. (b) The correlation function g(2) (averaged within a Manhattan shell m = |k| + |l|) decays exponentially with the Manhattan
distance m, with a correlation length ξ of about 1.4 lattice sites. (c) Ne´el structure factor SNe´el as a function of ttot. The green solid line
shows the result of a numerical simulation using exact diagonalization for a 4 × 4 system without dephasing, while the yellow dashed line
denotes a numerical simulation including dephasing (see Appendix D). (d) Dependence of the correlations on ttot for first-, second-, third- and
fourth-neighbors. One observes a dependence not only on the Manhattan distance |k|+ |l|, but also on k − l (see Sec. V C). The dashed lines
is a numerical simulation including dephasing (the shaded area corresponds to the s.e.m. obtained therein).
The results presented so far demonstrate that by analyzing
the correlation functions we can locate phase boundaries in
the phase diagrams. In the next section, we will study how the
correlations build up in time.
V. EXPLORING THE TIME- AND SPACE-DEPENDENCE
OF CORRELATIONS
In the following we first investigate in Sec. V A how SNe´el
depends on the ramp speed and find a duration ttot that max-
imizes its value. Then, with these settings, we study in
Sec. V B the temporal build-up of correlations during the op-
timized sweep and observe delays between the growth of cor-
relations at increasing distances. Eventually, in Sec. V C, we
analyze the spatial structure of these correlations and give a
qualitative explanation of the observed patterns in terms of a
short-time expansion.
A. Correlations after ramps of varying durations
We perform experiments on a 36-site square lattice us-
ing the sweep shown in Fig. 1(b) with fixed parameters
~δfinal/U = 1.7, ~Ωmax/U = 0.7 < (~Ω/U)c. In contrast to
the previous experiment, the quantum phase transition line is
crossed while ramping the detuning δ and we vary the duration
of the sweep tsweep (and therefore ttot). The initial parameters
are chosen such that the ground state at t = 0 corresponds to
|↓↓ · · · 〉 (no Rydberg excitation) and the ground state at the
final parameters is an AF [42].
Fig. 3(a) shows two-dimensional plots of the experimental
g(2) correlation functions for four different values of ttot. For
the shortest sweeps, the correlations remain weak. For inter-
mediate durations (ttot ∼ 1µs) strong correlations emerge,
with a staggered structure extending over many Manhattan
shells, as shown in Fig. 3(b). For even larger sweep dura-
tions, the correlation signal decreases with increasing sweep
duration. In Fig. 3(c) we show the value of SNe´el as a function
of ttot: starting from small values for short ramps, it exhibits
a broad maximum for ttot ∼ 1µs and slowly decreases for
longer ramp durations.
In order to gain a better understanding of the behavior de-
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FIG. 4. Time evolution of a 6 × 6 square array along the optimized ramp (see text). (a) Build-up of the correlation along the ramp. (b)
Observation of a time delay between the build-up of significant correlations in increasing Manhattan shells m. This is a manifestation of a
Lieb-Robinson type limitation in the build-up of correlations between distant sites (see text). (c) Ne´el structure factor and, (d) correlation
length ξ. All figures: the dotted (dashed) lines correspond to the result of a numerical exact diagonalization simulation for a 4 × 4 lattice
without (with) dephasing.
scribed above, we compare the data with numerical simula-
tions of the dynamics of the system governed by the Hamilto-
nian of Eq. (1) with the full van der Waals interactions for the
sweeps used in the experiment [43]. We show in Fig. 3(c) the
results of the simulation on a 4 × 4 square lattice. The green
line corresponds to a unitary evolution which models well the
experiment only for short sweep durations. The dashed yel-
low line includes the decoherence observed in the experiment
on the excitation of one atom through an empirical dephasing
model (see Appendix D 2). We observe a remarkable agree-
ment between this local (i.e. single atom) dephasing model
with no adjustable parameters and the experiment over a large
range of ttot. This indicates that the saturation and the decay
of the correlations for longer sweeps is due to (single-particle)
decoherence.
We now analyze the spin-spin correlations for different
Manhattan distances |k| + |l|. In Fig. 3(d) we observe the
build up of correlations up to the fourth shell |k|+ |l| = 4, all
of them being antiferromagnetically staggered, g(2)(k, l) ∝
(−1)|k|+|l|. For short sweeps the correlations sharply increase
with increasing duration, saturate for longer sweeps, and de-
cay, again due to decoherence. The simulation including de-
phasing (dashed lines) reproduces well this trend.
B. Build-up of correlations along a ramp of fixed duration
In a subsequent experiment, we analyze how the AF corre-
lations build up in time, during the sweep that maximizes SNe´el
(ttot = 1.0µs) identified in the previous subsection. Stopping
the dynamics after a variable time 0 < t < ttot, Fig. 4 shows
the time evolution of the correlations after entering the AF re-
gion identified in Fig. 2 at δ(t) > 0 (t > 0.5µs). We observe
that most of the correlations build up for 0.6 < t < 0.8µs
and then freeze at larger times. When comparing again to the
numerical simulation of the dynamics including the single-
particle dephasing, we obtain a remarkable agreement with
the data.
Fig. 4 also features a striking effect: we observe a delay
in the build-up of correlations between the different Manhat-
tan shells m = |k| + |l|, highlighting the finite speed for the
spread of correlations. To quantify this effect we normalize
the correlations for each distance such that the corresponding
dephasing-free simulation reaches a maximum of 1 at large
time [Fig. 4(b)]. Fixing an arbitrary threshold of 0.2, we ob-
serve that the nearest neighbor shell (m = 1) reaches this
threshold at t ≈ 0.64µs, the second shell (m = 2) at t ≈
0.71µs and finally the third shell (m = 3) at t ≈ 0.79µs (see
gray vertical lines). This delay is a manifestation of the finite
propagation speed of correlations as theoretically predicted by
Lieb-Robinson bounds [3, 4]. Such bounds are well explored
in the context of quench dynamics [18, 20, 23, 44, 45], but
their importance for state preparation protocols is not equally
well known (see Appendix E for a brief review on Lieb-
Robinson bounds adapted for the present context).
Fig. 4(b) also reveals that when the correlations on the
first shell reach the threshold, correlations for higher Manhat-
tan distances are suppressed, but still detectable for m = 2.
This illustrates the known fact that the correlations outside
the Lieb-Robinson cone are finite, albeit exponentially sup-
pressed (see also Appendix E). To recover this fact, we in-
troduce a simple analytical approach based on a short-time
expansion method (see Appendix F for details and specific
results). We find analytical expressions in powers of the dura-
tion T of the ramp for the connected g(2) correlation func-
tions for different Manhattan distance m valid in the limit
(UT/~,ΩT, δT  1). We obtain nearest-neighbor correla-
tions (m = 1) of order T 6 and next-nearest neighbor corre-
lations (m = 2) of order T 10. More generally, the leading
order of the expansion for two sites separated by a Manhattan
distance m appears at order T 2+4m thus suggesting that at a
given (short) time the correlation decreases exponentially with
m (see more details in Appendix F). This scaling explains
qualitatively the observed time dependence in Figs. 4(a) and
(b), even though strictly speaking the range of applicability
of the short-time expansion is limited to times much shorter
7FIG. 5. Spatial structure of the spin-spin correlations on the 36-site square (a-b) and on the 36-site triangular lattice (c-d). Experimental data
after a sweep is shown in (a) and (c) together with the values of (k, l) for the first three shells |k| + |l| (see Fig. 1(d) for the full range). The
numbers in brackets [c] give the number of linking paths contributing to the short-time expansion. (b) and (d) dependence of the correlation on
(k, l) for several Manhattan distances with a qualitative comparison to binomial coefficients (green dotted lines) and leading-order short-time
expansion (red dashed lines), see text for details. The shaded region corresponds to the s.e.m. of the experimental data.
than those shown there (for which the correlations would still
be extremely small, and thus very challenging to measure ex-
perimentally). However, our numerical exact diagonalization
results without and with dissipation as well as the experiment
show that the qualitative features of the short-time expansion
prevail for the considered non-perturbative times and the ac-
tual ramp shapes.
C. Build-up of spatial structures on the square and triangular
lattices
We finally analyze the spatial structure of the correlations
in more detail. Both Fig. 3(d) and Fig. 4(a,b) show that the
correlations do not depend only on the Manhattan distance
m = |k|+ |l|, but also, for fixed m, on k− l. For instance, for
second neighbors (m = 2), the correlations for (k, l) = (0, 2)
or (2, 0) is about half of those along the diagonal (k, l) =
(1, 1). This spatial structure, absent in a 1d setting, has not, to
our knowledge, been experimentally observed in 2d.
The observed spatial structures in the correlations within a
given Manhattan shell m can also be captured by the short-
time expansion. The leading order coefficient of a given cor-
relator g(2)(k, l) depends on the number of paths on the lattice
linking the two sites as detailed in Appendix F 2. Fig. 5 shows
a comparison of the spatial structure in experimental data for
both a square and a triangular lattice after a ramp of finite du-
ration. In panels (a) and (c), the number of linking paths is
given for k ≥ l ≥ 0 by the binomial coefficient Cmk−l for both
lattices and is shown in brackets. In panels (b) and (d) we
analyze the correlations on the square and triangular lattice.
The green dotted lines show the k− l dependence of g(2)(k, l)
assumed to be given only by the binomial coefficients, nor-
malized to the maximal correlation value for each subplot.
The precision of the experiment even allows us to observe
a small asymmetry in each shell m = const., due to a slight
residual anisotropy of the interaction. An extension of the
short-time expansion to the anisotropic case yields an ana-
lytical expression from which we extract the ratio Uz/Uw
of the nearest-neighbor interactions. We use this interaction
anisotropy in the analytical expression to obtain the correla-
tion for larger |k| + |l|. The results are shown as red dashed
lines.
Interestingly, for triangular lattices, in contrast with the case
of square arrays, the spatial structures of the correlations that
one observes experimentally, and which are well reproduced
by the short-time expansion, do not reflect directly those one
would obtain in the ground state (see Appendix G). A detailed
study of this specific behavior, which may be a dynamical sig-
nature of the frustrated character of the triangular geometry, is
however beyond the scope of the present work.
8VI. CONCLUSION AND OUTLOOK
In conclusion, we have used a Rydberg-based platform to
study antiferromagnetic correlations in a synthetic Ising mag-
net with different geometries. Using dynamical variations of
the parameters, we explored the phase diagram and prepared
arrays exhibiting antiferromagnetic order with pronounced
Manhattan structures. We also studied the growth of the cor-
relations during the sweeps of the parameters. We observed
delays in the build-up of correlations between sites at differ-
ent distances, a feature linked to the Lieb-Robinson bounds
for the propagation of correlations in a system with nearest-
neighbor interactions. We were able to understand the spatial
structure of the correlations after short to intermediate evo-
lution times using an analytical short-time expansion of the
evolution operator. Finally, we obtained remarkable agree-
ment between the data on the dynamics of the correlations
and numerical simulations using a local (i.e. single particle)
dephasing model.
In the future, the time over which coherent simulation can
be performed in such artificial quantum magnets could be
extended by a better understanding of the dephasing mech-
anisms at play in the coherent excitation of Rydberg states
[46]. We will then be able to explore geometric frustration
on triangular or Kagome lattices [47, 48]. Another promising
avenue is the study of magnets described by the XY model im-
plemented using resonant dipole-dipole interactions [49, 50]:
there the coherent drive is obtained by using microwaves, and
much lower dephasing rates are expected; moreover the inter-
action decays slowly, as 1/r3, and long-range effects should
be more prominent [51].
Note: Similar antiferromagnetic correlations in 2d have
been observed recently at Princeton University, using a sys-
tem of Li Rydberg atoms in a quantum gas microscope.
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Appendix A: Experimental details
Here we give more details about our experimental setup and
on the mapping of the Rydberg system onto an Ising antifer-
romagnet.
FIG. 6. Influence of the sign of C6 on the many-body spectrum.
Eigenenergies of a small 2 × 2 square system as a function of δ for
~Ω/U ' 0.5. (a) For a repulsive interaction C6 > 0, the ground
state of H is antiferromagnetic for 0 < ~δ < 2U . It can be reached
from |↓〉⊗4 by adiabatically following the ground state starting from
negative values of δ (trajectory in dashed arrows). (b) For an at-
tractive interaction C6 < 0, the antiferromagnetic state is the most
excited state, and the sign of the detuning needed to reach it from
|↓〉⊗4 is reversed.
We use a two-photon excitation scheme to excite the atoms
to the Rydberg state. The two lasers at 795 nm and 475 nm,
with corresponding Rabi frequencies Ωr and Ωb, and a detun-
ing ∆ ' 2pi×740 MHz from the intermediate ∣∣5P1/2, F = 2〉
state result in an effective Rabi frequency Ω = ΩrΩb/(2∆)
for the coupling between |↓〉 and |↑〉, but also introduce light-
shifts (Ω2r−Ω2b)/(4∆) that add up to the two-photon detuning
δ. In order to generate the ramps shown in Fig. 1(b), we thus
compensate for these additional lightshifts. An AOM is used
for changing dynamically the amplitude and frequency of the
red beam. Due to the finite size of our excitation beams, the
atoms do not all experience exactly the same δ and Ω. For
our arrays with a size ∼ 40 µm, the inhomogeneities of Ω are
below 15%, while the detuning does not differ from its value
on the central atom by more than 150 kHz.
The detection of the state of each atom relies on the loss
of atoms in the Rydberg state, which are not recaptured in
the optical tweezers. This detection method is thus subject to
small detection errors [46]. In particular, an atom actually in
|↓〉 has a small probability ε to be lost and thus incorrectly
inferred to be in |↑〉. As in [30], we measure ε in a calibration
experiment, and then include the effect of detection errors on
all the theoretical curves.
An antiferromagnetic phase is expected when interaction
between parallel spins are repulsive, corresponding to the case
where U > 0 in the Hamiltonian Eq. (1). Fig. 6 (a) shows the
9Figure U/h Ωmax/(2pi) δfinal/(2pi) trise tsweep tfall
(MHz) (MHz) (MHz) (µs) (µs) (µs)
2 1.0 2.3 [−2, 6] 0.25 δfinal − δ0
2pi · 10 (MHz) 0.5
3 2.7 1.8 4.5 0.25 [0.1, 1.3] 0.25
4 2.7 1.8 4.5 0.25 0.44 0.25
5(a) 2.7 1.8 4.5 0.25 0.44 0.25
5(b) 0.8 0.6 1.6 0.25 5.5 0.25
TABLE I. Experimental parameters used for the data presented in the
main text.
energy levels for a 2×2 square matrix of atoms as a function
of the detuning δ, with U > 0 and ~Ω ' 0.5U . The lowest
energy configuration with two |↑〉 spins is then an antiferro-
magnetic state for 0 < ~δ < 2U . Then, starting from a detun-
ing δ < 0 with all atoms in |↓〉, and ramping it up to δ ≈ U/~
(dashed arrow), the lowest energy state is evolving adiabati-
cally to the antiferromagnetic state. In our experiment, the in-
teraction between |↑〉 = ∣∣64D3/2,mj = 3/2〉 spin states are
in fact attractive (U < 0). Consequently, the antiferromag-
netic state is never the lowest energy configuration whatever
the value of δ, see Fig. 6 (b). Nevertheless, starting from a
detuning δ > 0 and ramping it down to δ ≈ U/~, the sys-
tem evolves from the initial state to an antiferromagnetic state
while following the highest-energy level. In this case, prepar-
ing the antiferromagnetic state actually means obtaining the
ground state of −H , hence the change of sign of the detun-
ings needed to reach the correlated phase. For our parameters,
the van der Waals interaction is not only attractive, but it is
also slightly anisotropic [25, 34, 52], being about three times
as small in the horizontal direction as in the vertical one (along
zˆ). We compensated for this difference by slightly distorting
the arrays along zˆ by a factor ∼ 31/6.
Appendix B: Description of the “order-by-disorder” process
As mentioned in Sec. III, the triangular lattice presents an
interesting feature for ~δ/U = z/2: there the model is fully
frustrated in the classical limit; the interactions on the bonds
of each single triangle of the lattice cannot be simultane-
ously satisfied under the given density constraint n = 1/2
leading to an extensive ground-state degeneracy [53]. Upon
switching on the transverse field, this degeneracy is lifted
by a process called “order-by-disorder” (OBD), i.e. the ad-
dition of “disorder” (here the quantum fluctuations provided
by the transverse field Ω) selects a subset of configurations
displaying an ordered pattern. In the case under consider-
ation here, OBD leads to the selection of a 3-sublattice or-
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FIG. 7. Classical (Ω = 0) phase diagrams for arrays with open
boundary conditions. Rydberg density n as a function of x = ~δ/U
for the N = 36 square and triangular arrays used in the experiment.
Blue lines correspond to open boundary conditions while red dashed
lines correspond to periodic boundary conditions (bulk phase dia-
gram). The numbers indicate the degeneracy of the classical config-
urations for the distinct plateaus.
dered phase with Rydberg occupations of the three sublattices
(nA, nB , nC) = (λ, 1 − λ, 1/2), λ 6= 1/2. This phase later
undergoes a quantum phase transition in the 3d-XY universal-
ity class to the paramagnetic phase for a larger Ω [54, 55].
Appendix C: Finite-size effects
The two-dimensional arrays used here present open bound-
ary conditions (OBC). The lattice sites along the boundary
have less neighbors than the sites in the bulk and therefore ex-
perience less interactions. This modifies the “phase diagram”
with respect to the bulk phase diagrams presented in Fig. 1. In
Fig. 7 we show the classical (i.e. Ω = 0) ground-state config-
urations for the N = 36 square and triangular arrays used in
the experiment and compare them to the bulk phase diagrams.
The sites at the boundary are more easily excited to the Ry-
dberg state when δ increases, leading to a larger number of
density plateaus. We have checked that for the parameters
used in this paper the OBC and bulk phases feature the same
typical short-range correlations.
The Ne´el structure factor SNe´el shows almost no finite-size
effects for short-range ordered systems as long as the system
sizes are larger than the correlation length. For finite arrays
the number of pairs of sites with larger distances |k| + |l| is
strongly reduced leading to larger errors for the connected cor-
relations g(2)(k, l) due to reduced statistics. In order to keep
reasonable values and errors for the Ne´el structure factor we
have restricted the summation to |k| + |l| ≤ 4 in the experi-
mental evaluation of SNe´el.
Appendix D: Numerical Methods
We perform numerical exact diagonalization simulations of
the time evolution on medium-size lattices for both Hamilto-
nian systems without any dissipation and the same systems
with additional dephasing terms in the framework of a mas-
ter equation in Lindblad form. In both cases we construct the
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complete many-body Hilbert space of the system on the fi-
nite lattice and do not perform any truncation to calculate the
time evolution. Therefore, during the time evolution the sys-
tem can explore the entire Hilbert space and all phases in the
phase diagram can potentially be obtained.
1. Unitary time evolution
To simulate the unitary time evolution of a time-dependent
Hamiltonian H(t), we approximate H(t) by a piecewise con-
stant Hamiltonian Happrox(t) on nsteps intervals of length ∆t
such that
Happrox(t) =
H(n∆t) +H((n+ 1)∆t)
2
, (D1)
for n∆t ≤ t < (n + 1)∆t. We then compute the evolution
operator within each interval with a Krylov-type matrix expo-
nential approach [56] and use the evolved state of the previous
interval as starting state. We choose nsteps such that the results
do not differ from a simulation with nsteps/2 intervals within
a demanded accuracy. In most of the presented simulations
nsteps = 200.
We are able to calculate the unitary time evolution of sys-
tem sizes of up to about 30 lattice sites with a reasonable
amount of resources. In the present study most of the numeri-
cal results have been obtained on 4×4 and 5×5 square lattices.
Due to the relatively short correlation lengths observed in the
experiments, the numerical results on the smaller systems can
nevertheless be used to model the observed correlation func-
tions on the larger, experimentally realizable lattices.
2. Time evolution in the presence of dephasing
The experimental system features several sources of imper-
fections [46] and the description of its evolution as a pure
Hamiltonian is not exact. In particular, phase noise of the
excitation lasers and Doppler shifts lead to dephasing, already
for a single particle. We thus perform simulations with a phe-
nomenological local dephasing model with a rate γ obtained
by fitting experimental single atom Rabi oscillations. We ob-
tain dephasing rates ~γ/U ≈ 1.1 − 1.4 for the data shown in
this paper. The time evolution of the density matrix ρ(t) of the
many-body system is then described by the following master
equation in Lindblad form
d
dt
ρ = − i
~
[H, ρ] + L[ρ] , (D2)
with a Liouvillian
L[ρ] =
∑
i
γ
2
(2niρni − niρ− ρni) . (D3)
Direct simulations of the master equation are only possible
for small lattices as the memory demand for saving density
matrices grows as O(4N ) for the considered Hilbert space on
N sites. Thus we use a Monte Carlo wave-function (MCWF)
FIG. 8. Illustration of the Lieb-Robinson bounds. “Significant” cor-
relations spread along a light-cone d = 2 v t. Along and inside the
light-cone (grey shaded area) correlations of orderO(1) can develop.
Outside the light-cone d > 2 v t correlations are immediately built
up for each t > 0 but are exponentially suppressed in d− 2 v t.
method [57–59] where only a single wave-function has to be
stored such that one can simulate system sizes of up to around
twenty sites. The MCWF method evolves a starting state with
an effective non-hermitian Hamiltonian; at each time step a
quantum jump corresponding to the given dissipation operator
collapses the evolved state with a given probability. Averaging
over many such quantum trajectories —we use 1280 for the
presented results— allows reconstructing the density matrix
and thus computing any observable during the time evolution.
In practice, to perform simulations with dissipation, we use
the Python toolbox “QuTiP” [60].
Appendix E: Lieb-Robinson bounds
In non-relativistic quantum mechanics, one might believe
that information propagation is instantaneous because there is
no explicit speed of light limiting the propagation. However,
in 1972 Lieb and Robinson [3] proved that in an extended
quantum many-body system with a finite-dimensional local
Hilbert space and sufficiently local interactions, there is nev-
ertheless a characteristic velocity emerging, which defines an
approximate light-cone for the propagation of information and
implementing causality.
In Ref. [4] the Lieb-Robinson bound has been generalized
to equal-time connected correlation functions of two opera-
tors (normalized to unity) acting on spatial regions A and B
(of size |A| and |B|) at a distance d apart from each other after
some time evolution of duration t and starting from an initial
state with exponentially decaying correlations with a corre-
lation length χ. Then the connected equal-time correlation
g(2)(d, t) := 〈OA(t)OB(t)〉−〈OA(t)〉〈OB(t)〉 is bounded as
follows:
|g(2)(d, t)| ≤ c¯(|A|+ |B|) exp[−(d− 2vt)/χ′], (E1)
with χ′ = χ + 2ζ. The coefficients c¯, v and ζ depend on
the Hamiltonian and the considered operators OA and OB .
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FIG. 9. Illustration of the different paths connecting two sites with a
distance (k, l) contribution to the leading-order short-time expansion
on the (a) square lattice and (b) triangular lattice. The number in
brackets shows the binomial coefficient C|k|+|l||k−l| (assuming k, l ≥ 0)
corresponding to the number of distinct paths. The arrows show the
potentially different couplings along paths contributing to the short-
time expansion. The grey lines exemplary show the three distinct
paths contributing to the correlation indicated by a grey square.
The velocity v is particularly important and is called the Lieb-
Robinson velocity.
The importance of this result for the present study is that
correlations at a distance d are exponentially suppressed in
(d− 2vt)/χ′ as long as the time t < d/(2v). After that time,
the correlations are bounded by a number of O(1). This time
dependence is visualized in Fig. 8. In closing we note that
the theorem proves rigorous theoretical bounds, however the
actual dynamics does not necessarily saturate these bounds.
Appendix F: Short-time expansion
In this appendix we provide more details on the short-time
expansion of the connected correlation function g(2).
1. Theoretical description
In order to simplify the notation we use the nearest-
neighbor Hamiltonian (~ = 1):
H(t) =
∑
〈i,j〉
Uij ninj − δ(t)
∑
i
ni + Ω/2
∑
i
σxi . (F1)
Here, we keep the possibility that nearest-neighbor interac-
tions could be different from atom to atom. We consider
simple ramp shapes characterized by a constant Ω, a dura-
tion T and a linear δ(t)-dependence between δ(0) = δ0 and
δ(T ) = δfinal.
We are interested in the limit of very short duration T
and in particular how the correlations at various distances
build up as we vary the duration T . Formally, we com-
pute the full many-body propagator Uˆ(T ) which solves the
time-dependent Schro¨dinger equation for the time-dependent
Hamiltonian Eq. (F1), allowing to determine the many-body
wave function at any time T via |ψ(T )〉 = Uˆ(T )|ψ(0)〉. We
then express the connected correlation function as
g(2)[(k, l)](T ) = 〈ψ(T )|n(0,0)n(k,l)|ψ(T )〉 (F2)
− 〈ψ(T )|n(0,0)|ψ(T )〉〈ψ(T )|n(k,l)|ψ(T )〉
For the linear ramps considered here, a Magnus expan-
sion [61] of the propagator is appropriate. We rely on the
leading Magnus expansion term, which can be written as
Uˆ(T ) ≈ exp[−iTHavg] , (F3)
with
Havg =
1
T
∫ T
0
H(t′)dt′ (F4)
For the ramp shape considered here, Havg is independent of T
and is of the same form as (F1) with Uij and Ω unchanged,
while δ(t) is replaced by δavg = (δ0 + δfinal)/2.
We now calculate symbolic expressions for the power series
in T of the connected correlators (F2) relying on the propaga-
tor in the leading Magnus expansion form and starting from
an initial state with all sites in the atomic ground state. When
(UT/~,ΩT, δT  1), we find the following expressions for
the leading order in T for a single path on a lattice linking
sites (0, 0) and (k, l) (for the sake of simplicity the results are
only given for Uij = U ):
• nearest neighbor correlation |k|+ |l| = 1
g(2)(T ) = − 1
288
(
U2 − 3Uδavg
)
Ω4T 6, (F5)
• next nearest neighbor correlation |k|+ |l| = 2
g(2)(T ) =
Ω6T 10
2419200
(
77U4 − 340U3δavg + 375U2δ2avg
)
,
(F6)
• third nearest neighbor correlation |k|+ |l| = 3
g(2)(T ) = − Ω
8T 14
26824089600
(
4279U6 − 24766U5δavg
+46725U4δ2avg − 28350U3δ3avg
)
. (F7)
While the expressions look complicated, a common struc-
ture emerges: the leading T dependence for a Manhattan dis-
tance m = |k|+ |l| is proportional to T 2+4m. Neglecting the
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FIG. 10. Correlations on the N = 36-site triangular array (only the
first four Manhattan shells are shown). (a) Experimentally measured
correlations after a sweep on the triangular array featuring a pro-
nounced Manhattan shell structure g(2)(k, l) ∝ (−1)m. The num-
bers give the value of m = |k| + |l|. (b) Correlations of the equal
superposition of the classical groundstates for δfinal as reached at the
end of the sweep used in (a). These correlations are in qualitative
agreement with the correlations expected in the 1/3 AF state in the
right panel of Fig. 1(c).
actual value of the coefficients for the moment in an admit-
tedly crude approximation, these results suggest that correla-
tions at a next shell are suppressed by a factor T 4 compared
to the previous shell, suggesting an exponential spatial decay
of the connected correlations at short times with m. These
results also provide an insight as to why more distant shells
require longer times to develop appreciable correlations: they
require larger values of T to overcome the initial high powers
in T suppression of the correlations.
Importantly, the neglected higher-order terms in the Mag-
nus expansions do not alter the leading order in T for the
considered ramp shapes, but only affect the sub-leading T -
coefficients. Finally, we note that at very short times, cor-
relations induced by the direct van der Waals tail of the in-
teractions compete with the high-order nearest-neighbor con-
siderations here. Although strictly speaking this leads to a
breakdown of the exponential suppression of correlations be-
yond the light-cone, the smallness of this effect prevents its
observation in the present experiments.
2. Lattice embedding
The expressions derived above are lattice independent, as
long as there is a chain of m (m = |k| + |l| above) succes-
sive nearest neighbor interactions linking the two considered
sites [62]. These expressions can now be embedded in any
lattice (e.g. cubic, kagome, honeycomb, ...), and the actual
coefficients of the short-time series can be derived by deter-
mining the corresponding embedding coefficients. The em-
bedding counting is illustrated in Fig. 9 for the square and
the triangular lattice, yielding binomial coefficients multiply-
ing the symbolic expressions for a single path derived above.
Note that for the case Uz 6= Uw the coefficients of the single
paths can already differ before taking the embedding factors
into account.
Appendix G: Correlations on the triangular lattice: Short-time
versus ground state correlations
The short-time expansion on the square lattice produces the
same staggered correlation pattern as the one of the ground-
state of an AF ordered phase. There is thus a similarity be-
tween the sign structure of the correlations at short times and
at very long times (i.e. the adiabatic limit).
On the triangular lattice, however, the correlations obtained
in the experiment [see Fig. 10(a)], which are in good agree-
ment with the short-time expansion as shown in Fig. 5(c-d),
differ significantly from the ones expected for the AF ground
state with density 1/3 [Fig. 10(b)]. The origin of this discrep-
ancy may be related to the frustrated character of the triangular
geometry and will be the subject of future work.
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