Particle swarm optimisation (PSO) is an intelligent random search algorithm, and the key to success is to effectively balance between the exploration of the solution space in the early stages and the exploitation of the solution space in the late stages. This paper presents a new dynamic topology called "gradually increasing directed neighbourhoods (GIDN)" that provides an effective way to balance between exploration and exploitation in the entire iteration process. In our model, each particle begins with a small number of connections and there are many small isolated swarms that improve the exploration ability. At each iteration, we gradually add a number of new connections between particles which improves the ability of exploitation gradually. Furthermore, these connections among particles are created randomly and have directions. We formalise this topology using random graph representations. Experiments are conducted on 31 benchmark test functions to validate our proposed topology. The results show that the PSO with GIDN performs much better than a number of the state of the art algorithms on almost all of the 31 functions.
INTRODUCTION
Particle Swarm Optimisation (PSO) was proposed by Eberhart and Kennedy in 1995 [12, 5] . It is inspired by the socially selfPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO '11, July 12-16, 2011 organised populations such as bird flocking and fish schooling. The PSO algorithms (PSOs) have gained increasing popularity in recent years. The PSOs have been widely used in many science and engineering domains [6, 1] . This is mainly due to its fast convergence rate and few parameters to tune.
The vital property of the PSO is the interactions or connections between particles. These connections are generally known as the "neighbourhood topology" of the algorithm. The neighbourhood topologies of the swarm determine the speed of information flow in the entire population, and furthermore, the speed of information flow could be used to control exploration and exploitation of the search space [24] . The most commonly used topologies are gBest (or the fully connected topology) and lBest (or the ring topology) [13] . In the gBest topology, all the particles are connected, and consequently at each iteration, the best position attracts all the particles towards that location. The information flow in the gBest is extremely fast. The PSO with the gBest topology has strong ability on exploitation (the use of known solutions), but could be easily trapped into local optima and cause the premature convergence problem. As for the lBest, each particle is only directly connected with two adjacent neighbours, and therefore the information flow spreads around the population quite slowly, which improves the PSO's ability on exploration (the search for new solutions). However, it eventually affects the convergence speed of the PSO and usually requires a large number of objective function evaluations.
Therefore, we could say that the gBest and lBest topologies represent the two extremes of the information flow speed. But we could also state that the lBest topology meets the requirements of exploration in the early stages, while the gBest topology satisfies the requirements of tuning the search areas in the late stages. If we can dynamically adapt the topologies, it will provide an effective way to balance between exploration and exploitation in the entire convergence period. This paper presents a dynamic neighborhood topology through gradually increasing the number of connections for each particle in the population. We have formalised this topology using random graph representations. In order to validate our proposed method, we have tested the PSO on 31 benchmark test functions. The results show that the changes in the PSO result on better performance than a number of the state of the art algorithms on almost all of the functions.
The rest of this paper is organised as follows. In Section 2, we will give a detailed review on the related work of this paper. The proposed PSO-GIDN is presented in Section 3. In Section 4 we will provide our experimental results and analysis. Finally in Section 5 we will briefly summarise the contributions of this paper.
BACKGROUND RESEARCH
In this section, we first introduce the PSO, and then review the research on the neighbourhood topologies.
Particle Swarm Optimization
In the PSO, there is a population of solutions referred to as particles. Particles fly around the d-dimensional solution space, and are evaluated according to a fitness criteria after each iteration. The i-th particle's position is represented by a vector − → x i,t = (xi1, xi2, . . . , x id ) (where t is the iteration counter). The flying velocity for a particle i is represented by a vector − → v i,t = (vi1, vi2, . . . , v id ). In every iteration, each particle's flying velocity is updated according to the following two positions. The first one is the position at which its best fitness has achieved so far. This position is a "personal best position" (cognitive component) and is denoted by a vector − → pbi,t. The second position is the best position obtained so far by the particles in its neighbourhood. This position is a "neighbourhood best position" (social component) and is represented by − → nbi,t. Traditionally, the velocity update equation is
is a vector of random real numbers distributed over [m, n] , and w is the inertia weight that has been shown to provide improved performance [22] . There are a number of modified versions of the velocity update equation. Clerc and Kennedy [4] introduced the constriction factor χ making the following equation.
where
, ϕ = ϕ1 + ϕ2 and ϕ > 4.0. After updating velocity, each particle updates its position based on its velocity using the following equation.
The PSO using the lBest topology and the Equations (1) and (2) has become the standard PSO [2] . From the discussion above, we can see that the PSO mainly includes two components: the cognitive and social components. The social component plays a key role in the success of the PSO. We usually use the neighborhood topologies to depict the social interactions among particles. There is a body of research on the neighbourhood topologies which we discuss in the followings.
Neighbourhood Topologies in the PSOs
The neighbourhood topology or sociometric structure indicates the connections between particles. It determines the spread of the information 1 . The information flows faster between connected pairs of individuals while slows down by the presence of the intermediaries. The greater connectivity speeds up convergence, but it does not tend to improve the population's ability to discover global optima. The neighbourhood topology has a strong influence on the particles' search behaviour, and subsequently on the PSOs' success.
In order to find a topology that works for a wide range of problems, various topologies have been proposed and examined. In the following, we first discuss the representation of the topologies, and then review the existing topologies including static and dynamic topologies. 1 The information mainly refers to the best positions in the swarm.
Representation
Neighbourhood topologies in the PSOs are usually defined informally, using only ordinary language or diagrams. It is unambiguous for many simple topologies, but not for more complex and dynamic topologies due to its inherent imprecision.
In order to more accurately represent neighbourhood topologies in the PSOs, Mendes used undirected graphs to represent social topologies [17] . Undirected graphs can only be used to model symmetric relations or bidirectional interactions. In order to model more general relationships, such as single direction communications between particles, we need a model of directed graphs. A directed graph or digraph G is a triple consisting of a vertex set V (G), an edge set E(G), and a function (G) assigning each edge an ordered pair of vertices. The first vertex of the ordered pair is the tail of the edge, and the second is the head. Each ordered pair or each edge in a digraph is the (tail, head) pair that represents a link from tail to head. We can see that the population structure in the PSOs can be easily represented by a digraph G. The vertex set V (G) is all the particles (p1, p2, . . . , pn). Note that the neighbourhood topologies may change at each iteration in a dynamic topology. In this case, we can use Gt to denote the topology at iteration t.
The neighbourhood of a particle relates to the concepts of inneighbourhood set and out-neighbourhood set. The group of the particles that exerts influence over the particle pi at iteration t is the in-neighbourhood set H
In other words, the particles from the in-neighbourhood set send their personal best positions to the particle pi. The out-neighbourhood set is the group of particles to whom the particle pi contributes its personal best information. It is formally defined as H − t (pi) = {x ∈ V (G) : pi → x}. These two sets are complementary. Therefore we only need to specify one set when we define a topology. In this paper, we prefer to define the in-neighbourhood set to construct a topology.
The main advantages of using the digraph representation is that we can explicitly model the information flow direction. Most recent work on the neighbourhood topologies has been adopted this representation [20, 16, 21] .
Static Topologies
In the static (or fixed) topologies, the connections do not change over time. The earliest and most common used topologies are the gBest and lBest topologies [7, 22, 2] . In the gBest topology, all particles are fully connected with each other, and the information flows fastest. Subsequently, the PSOs used the gBest converge quickly but are likely to be trapped in local optima. In the lBest topology, each particle shares its information with two adjacent neighbours. Therefore, the flow of information is much slower. The PSOs adopted lBest have stronger ability to explore different regions, but take longer time to converge. Inspired by the idea of "small worlds", Kennedy studied the effects of randomly changed connections of a number of social networks including gBest and lBest [10] . The test results show that the neighbourhood topologies can significantly affect the PSO's performance, and the effects are also dependent on the test functions. Recently, Kennedy and Mendes have systematically examined 70 different topologies [13, 17] . These topologies not only include the traditional regular topology such as von Neumann, pyramid and lBest topologies, but also a large of random graphs 2 with varying degrees of separation or levels of clustering. They find that the von Neumann topology per-forms pretty well among these topologies, but their research has not precisely identified the topology factors that lead to best performance on a range of problems. All the topologies mentioned above are only considered mutual communications between connected pairs of particles. More recently, Muñoz-Zavala et al. have proposed a new neighbourhood structure, called "singly-linked ring". There is no mutual interactions between adjacent particles [21] . In this topology a particle k only communicates with particles k − 2 and k + 1 as neighbors (not k − 1 and k + 1 as in the original ring structure). The information in this topology flows even slower than that in the ring topology. Their simulation results show its superiority over the ring and von Neumann topologies in a small range of problems. These studies above are based on the standard PSOs that each particle is influenced by the best performer among its neighbours. Mendes et al. have proposed a new variant of the PSO, called fully informed particle swarm (FIPS) [18] . The FIPS changes the way of processing the information. Each particle is influenced by all its neighbours and, thus, the particles are "fully informed". The FIPS still faces the same problem of finding a neighbourhood topology that works well on a wide rang of problems. There are already a number of research on this problem [14, 9] .
In summary, researchers still do not find a static topology that performs effectively for a wide range of problems. Recently, randomized topologies and dynamic topologies have been gained more attention.
Dynamic Topologies
In the dynamic topologies, the connections between particles may change over iterations. A number of techniques have been used to manipulate the neighbourhood topologies such as clustering, randomly adding, removing, or migrating edges, and reconstructing neighbourhood periodically.
Suganthan [24] has designed a neighbourhood operator in order to balance the exploration and exploitation. For each particle, a certain percentage of particles close to it were considered as its neighbors. In the early stage, each particle only has a small number of neighbours, while near end of the algorithm, each individual's neighbourhood consists of the entire population. Specifically, a particle pi's neighbourhood is determined by the distance rate between pi and any other particle in the population, and a threshold fraction. The threshold fraction is defined: fra = (3.0t + 0.6max_t)/maxt, where t is the current iteration, maxt is the maximum iteration number. If fra > 0.9, then the pi's neighbours are the entire population, otherwise, it is taken to consist of all particles whose distance d from pi satisfies d/max_d < fra, where max_d is the maximum distance between pi and any other particle in the population.
Kennedy [11] has used a clustering technique (k −means) to reconstruct the populations into several groups at each iteration. The particles in one group or cluster are very close in search space. The effects of using cluster centers as an alternative to using an individual's previous best p b or its neighborhood previous best n b are studied. The preliminary study demonstrates that particle swarm search is relatively effective when individuals are influenced by the centers of their own clusters, and is not generally good when they are influenced by the neighbors' cluster centers. However, the clustering using k − means adds some extra computational cost. Liang and Suganthan [15] have introduced a dynamic multi-swarm PSO (PSO-DMS). In the PSO-DMS, the population is divided into a number of swarms randomly, and the particles in each swarm are organised using the lBest topology. These swarms are regrouped frequently in order to exchange information between swarms.
Mohais et al [20, 19] have proposed to use random neighbourhoods in the PSOs, together with dynamism operators. Their random neighbourhoods can be represented using directed graphs as the relationships between particles are single directional. Both the size and member of the in-neighbourhood set H + t (pi) are generated uniformly. Two methods of dynamism called random edge migration and total re-structuring are given in [20, 19] .
A number of other dynamic topologies have also been examined such as the scale-free characteristics topologies and self-adjusting neighbourhoods [8, 3] .
In summary, the neighbourhood topologies have become an active research direction. These existing studies on the various topologies have gained insight into the effects of the topologies on the performance of the PSOs. However, these studies have the following common disadvantages.
• Only a small number of test functions (usually 6 functions) are used to validate the proposed topologies, and consequently the effectiveness of the topologies is not fully examined.
• Much extra computation cost is added for some complex dynamic topologies, which makes the PSOs run much slower.
In this paper, we present a new dynamic topology in order to balance between exploration and exploitation of search space. To address the disadvantages mentioned above, we validate this topology on a wide range of test functions. Furthermore, our topology requires very little extra computation cost compared with the original PSOs.
PSO WITH GRADUALLY INCREASING DIRECTED NEIGHBOURHOODS
We aim to provide a neighbourhood topology that can effectively balance between the exploration and exploitation of the solution space. In the early stage of the iteration, the PSOs should focus on exploring the whole parameter space in order to find a promising search space, and in the late stage all the particles should work together to exploit the best area found so far.
We design a new neighbourhood topology, called "Gradually Increasing Directed Neighbourhoods (GIDN)", to satisfy the desired balance between exploration and exploitation in the entire stage. Specifically, at the beginning each particle only communicates with a small number of particles. This forms many small swarms in the population and thus, improves the exploration ability in the early stage of the evolution. The neighbourhood of each particle increases over time, and each particle is connected with more individuals. In the late stage, all particles will be connected with each other, and share all the information together which improves the exploitation ability.
In our model, we gradually add connections between particles and these connections between particles are randomly chosen and also have directions. So we choose a random directed graph G(N, b, γ, t) to formally define our GIDN. We define the in-neighbourhood set H + t (pi) for any particle (pi) in the G (N, b, γ, t) first. The size of H + t (pi) at iteration t is determined by the following equation.
where x is the largest integer not greater than x (the floor function), maxt is the maximum iteration number, N denotes the size of the population, b and γ are two parameters. The parameter b is the number of neighbours that each particle begins with. We suggest that b is set to a small number such as 2 or 3 in order to create Algorithm 1: The PSO with Gradually Increasing Directed Neighbourhoods (PSO-GIDN)
Step 1 : Initialisation: randomly generate each particle's position and velocity; Set each particle's neighbour number (|H + t=0 (pi)| = 0); Step 2 : Renew each particle's neighbourhood. Firstly, obtain each particle's neighbour number (|H + t (pi)|) using Equation (3), then update the topology as follows:
Step 3 : Evaluate: update each particle's fitness according to the fitness function;
Step
t;
Step 5 : Update each particle's position and velocity according to Equation (1) and (2) In this paper, we investigate three different strategies. The first one is to choose particles randomly as their new neighbours. Another one is to choose the particles that are nearest in the search space. The last one is to choose nearest particles in the function space. Our results show that these strategies have no significant effects on the PSO's performance. Therefore, we recommend to choose randomly from the population as it adds the least computational cost.
Algorithm 1 shows our proposed algorithm (PSO-GIDN). The step 2 in the PSO-GIDN indicates the process of the GIDN.
EXPERIMENTAL RESULTS
In this section, we first examine the parameter settings for the PSO-GIDN, and then evaluate its performance through comparing with a number of the existing PSOs. Table 1 shows all the test functions used in our experiments. The first 6 functions (f1 ∼ f6) are some standard test problems which have been widely used to validate new algorithms [15, 14] . The rest of 25 functions (f7 ∼ f31) are proposed by Suganthan et al [23] . These 25 functions are constructed from some basic test functions through adding noise, shifting, rotating or hybrid composition, etc. Due to these adjustments, these functions become more challenging to optimise.
We use the following parameter settings for all the experiments unless otherwise specified. The population size (N) is set to 60. The parameter χ is set to 0.72984, both ϕ1 and ϕ2 are set to 2.05, and b is set to 3. For the functions f1 ∼ f6, the iteration number is 1000, while for f7 ∼ f31 it is set to 5000. The dimensions for all the functions are set to 30. Each set of the results are from 25 
Parameter Setting Analysis for PSO-GIDN
The first 6 functions (f1 ∼ f6) are used to analyse the parameter settings in the PSO-GIDN. The main concern for the PSO-GIDN is the parameter γ setting which determines the speed of information flow among particles. While another interesting issue is that how to choose their neighbours when the particles dynamically increase their neighbours. These two parameters are examined in the following.
γ
As discussed earlier, γ determines the evolution of population topologies in the PSO-GIDN. In order to find a proper value for γ, we examine the convergence of the PSO-GIDN under a group of settings. Specifically, γ is set to 0.5, 1, 2 and 3. The particles randomly choose their new neighbours. From Equation (3), we can get:
Therefore, at early stage of the evolution, the convergence rate should be: GPSO > PSO-GIDN (γ = 0.5) > PSO-GIDN (γ = 1) > PSO-GIDN (γ = 2) > PSO-GIDN (γ = 3) > SPSO (the GPSO and SPSO represents the PSO with gBest and lBest topologies respectively). Our experimental results confirm this. However, we are more interested in the performance in the late stage. Therefore, in Figure 1 , we only show the convergence curves in the late stage. From these curves, we observe that no single γ value can always perform better on all the 6 functions. For example, PSO-GIDN (γ = 0.5) performs better on two unimodal functions (Sphere and Rosenbrock), while PSO-GIDN (γ = 1) performs better on Rastrigin. However, PSO-GIDN (γ = 2) generally performs better on most of the multimodal functions and also performs well in the unimodal functions. Accordingly, we recommend that γ is set to 2.
How to choose a neighbour?
In the PSO-GIDN, each particle dynamically increases the size of their neighbourhood. It might be interesting to investigate the impacts of the choosing neighbour strategies on the performance of the PSO-GIDN. We examine three different strategies. The first one is to choose particles randomly as their new neighbours. Another one is to choose the particles that are nearest in the search space. The last one is to choose nearest particles in the function space. Table 2 shows the results obtained from different choosing strategies. Here, γ is fixed to 2. The nearest neighbours in the search space strategy has better performance on first three functions, however, it consumes much more time that the other two strategies. While the randomly choosing neighbour strategy works better on the last three functions that are more difficult to optimise, and it also performs well on the first three functions. Furthermore, this strategy consumes less time than the other two strategies. Based on [20] PSO-DMS Dynamic Multi-swarm [15] these results, we suggest choosing each particle's new neighbours randomly.
Comparisons with Other PSO algorithms
To validate the proposed PSO-GIDN, we compare the PSO-GIDN with a number of existing PSO algorithms on the 31 functions. We select the existing PSO algorithms as comparisons based on neighbourhood topologies. These PSO algorithms are shown in Table 5 . The neighbourhood topologies chosen represent the state of the art topologies. The PSO with the ring topology is known as the standard PSO (SPSO) [2] . The PSO with the gBest topology and von Neumann (or Square) topology are denoted as GPSO and VPSO respectively. The PSO-NO is the PSO with a neighbourhood operator that was proposed by Suganthan [24] . The PSO-RDN is the PSO with randomised directed neighbourhoods and edge migrations [20] . The dynamic multi-swarm PSO (PSO-DMS) uses many small swarms and regroups these swarms frequently [15] . In these 6 topologies, lBest, gBest and von Neumann topologies are static while the rest are dynamic topologies. In order to compare the effects of neighbourhood topologies purely, all these PSO algorithms employ Equations (1) and (2) to update each particle's velocity and position. This setting is different with the original settings in the PSO-DMS and GPSO. The parameters χ, c1 and c2 are set as stated earlier.
For the PSO-RDN, the neighbourhood size for each particle is generated randomly between 1 and 4, and the migration rate of 1 per iteration is used. For the PSO-DMS, each swarm has 3 particles, and the regroup period is set to 10. For the PSO-GIDN, the γ is set to 2, and the randomly choosing neighbour strategy is applied. Table 3 shows the mean value and standard deviation over 25 individual trials for these PSO algorithms. We find that the PSO-GIDN performs better than the other PSO algorithms on almost of all the 31 functions. Specifically, the PSO-GIDN performs better than the SPSO on 26 functions, better than the GPSO on 28 functions, better than the VPSO on 23 functions, better than the PSO-NO on 28 functions, better than the PSO-RDN on 26 functions, and better than the PSO-DMS on 29 functions. Furthermore, in order to verify whether the performance differences are statistically significant, a t-test was conducted. We use the conventional criteria to determine whether differences are significant. That is if the two tailed p value is less than 5%, the difference is statistically significant, or else, it is not. The t-test results are shown in Table 4 . From the summary in Table 4 , there are only a very few cases that the PSO-GIDN performs statistically significant worse than the other PSO algorithms. In contrast, the PSO-GIDN performs statistically significant better over the SPSO, GPSO, PSO-NO, PSO-RDN and PSO-DMS on the majority of the functions. Overall the PSO-GIDN also performs better than the VPSO as it performs statistically significant better on 15 functions and statistically same on 14 functions. From these results, we can conclude that the PSO-GIDN provides a better topology and generally performs better than the existing PSO algorithms.
CONCLUSIONS
Like many other population-based algorithms, the performance of the PSO depends on its ability to balance exploration and exploitation of the search space. In this paper, we aim to improve this trade-off through the neighbourhood structure design. Our study suggests that a productive balance between exploration and exploitation can be achieved by a gradually increasing directed neighbourhood topology. This dynamic topology can support the exploration of promising regions in the search space, while gradually improve the ability of exploitation.
Although our results are promising, future research should continue to test the current topology on more problems and explore other alternative topologies, and we hope that the work we present here represents an important stepping stone to uncovering more nu-anced underpinnings between neighbourhood topologies and performance.
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