Purpose: To investigate the feasibility of using artificial neural networks to estimate stiffness from MR elastography (MRE) data. Methods: Artificial neural networks were fit using model-based training patterns to estimate stiffness from images of displacement using a patch size of $1 cm in each dimension. These neural network inversions (NNIs) were then evaluated in a set of simulation experiments designed to investigate the effects of wave interference and noise on NNI accuracy. NNI was also tested in vivo, comparing NNI results against currently used methods. Results: In 4 simulation experiments, NNI performed as well or better than direct inversion (DI) for predicting the known stiffness of the data. Summary NNI results were also shown to be significantly correlated with DI results in the liver (R 2 ¼ 0.974) and in the brain (R 2 ¼ 0.915), and also correlated with established biological effects including fibrosis stage in the liver and age in the brain. Finally, repeatability error was lower in the brain using NNI compared to DI, and voxel-wise modeling using NNI stiffness maps detected larger effects than using DI maps with similar levels of smoothing. Conclusion: Artificial neural networks represent a new approach to inversion of MRE data. Summary results from NNI and DI are highly correlated and both are capable of detecting biologically relevant signals. Preliminary evidence suggests that NNI stiffness estimates may be more resistant to noise than an algebraic DI approach. Taken together, these results merit future investigation into NNIs to improve the estimation of stiffness in small regions. Magn Reson Med 80:351-360,
INTRODUCTION
Magnetic resonance elastography (MRE) is an MRI-based technique for measuring tissue stiffness (1), akin to manual palpation, which has a long history in the practice of medicine. It is a 3-step process beginning with the introduction of shear waves into the tissue of interest by mechanical vibration. Next, the resulting tissue displacement is imaged by a phase-contrast MRI pulse sequence with motion encoding gradients that are synchronized to the motion. Finally, these displacement images are mathematically inverted to calculate tissue stiffness. MRE is growing in clinical impact, particularly in the liver, where it is used to noninvasively assess fibrosis with high accuracy (2) (3) (4) (5) . Furthermore, brain stiffness has shown sensitivity to a number of physiological processes including neurodegenerative disease (6-10), normal aging (11, 12) , and even behavioral performance (13, 14) . Still, significant motivation remains to improve the effective resolution and robustness of the technique to enable further investigation into the spatial relationship between tissue mechanical properties and pathophysiology and to open up new applications in focal diseases.
Currently, the inversion algorithms used to compute stiffness from the displacement data represent one of the greatest limitations to the resolution of MRE. A number of methods exist for performing this calculation, each with its unique set of advantages and disadvantages. Popular algorithms in the field include, but are not limited to, variations of direct inversion (DI) (15) (16) (17) (18) , local frequency estimation (19) (20) (21) , and non-linear inversion (22) (23) (24) . Each model relies on underlying assumptions that will impact its performance in in vivo data, as well as a number of implementation choices (e.g., tuning parameters and filter settings) that affect the tradeoff between resolution and numerical stability. An algorithm that can provide stable estimates in the presence of noise while maintaining a small spatial filtering footprint could substantially improve the effective resolution of MRE, either by mitigating the need for smoothing or by allowing reliable estimation in smaller regions.
Given the limitations of currently used algorithms, this work investigates the feasibility of a new approach to MRE inversion using artificial neural networks (ANNs). In general, a machine learning approach to MRE inversion is appealing because it is data-driven, providing a straightforward framework for dealing with practical issues (e.g., tissue inhomogeneity, partial volume effects, and noise), and predictions made from these models are effectively bounded by the training data, providing the stability necessary to measure stiffness in smaller regions. ANNs, in particular, are interesting for this application because we do not know a priori the optimal features to extract from the displacement data to estimate stiffness. ANNs with multiple hidden layers are capable of learning abstract representations of the inputs, which are then used by deeper layers to estimate the quantity of interest (i.e., end-to-end learning) (25) . Therefore, this manuscript presents initial results for using ANNs to estimate stiffness from displacement data, beginning with simulation experiments, and followed by applications in in vivo liver and brain data.
THEORY
Interest in ANNs has rapidly accelerated in recent years as they have outperformed competing approaches in several difficult tasks including image classification and speech recognition (25) . Here, we present only a brief overview of ANNs to better understand this work. Comprehensive background on this technique is available elsewhere such as (26) .
ANNs represent a class of function approximators inspired by neural networks found in the brain. These networks consist of a set of model neurons such as the one shown schematically in Figure 1a . The essential properties of this model neuron are (1) it computes the weighted sum of input from upstream neurons (x) as well as a bias term (b), and (2) it applies a nonlinear transfer function to this value, h(x), and sends this output to downstream neurons. A hyperbolic tangent transfer function (also called an activation function) was used in this work, although several other candidate functions are also commonly used. While a number of ANN architectures exist, this work uses feedforward networks with fully connected layers. An example feedforward ANN is shown in Figure 1b , which has 3 inputs (or features), 2 hidden layers with 5 units in each, and finally a single neuron in the output layer. In this type of ANN, each neuron receives input from every neuron in the previous layer and sends its output to every neuron in the following layer. Each of these neurons operates as the model shown in Figure 1b . There are no strict criteria for deciding on the appropriate size of an ANN for a particular application. In general, more neurons will give the model increased capacity to fit complex, nonlinear functions at the cost of increased risk for overfitting. Overfitting can be avoided by providing additional training examples or implementing techniques such as regularization or dropout (27) .
Finally, the weights of the ANN must be learned through the process of training. In the case of supervised training, the weights are adjusted iteratively by the method of backpropagation using a training set consisting of features and known desired outputs (28) . First, the weights are initialized typically with small, random values. Then the ANN is evaluated in the forward direction, and the error is calculated between the ANN prediction and the known target values provided by the training set. Next, the gradient of the error with respect to each weight is computed in the backward direction beginning with the output layer and working progressively upstream, each time using the previously computed gradients to calculate errors in the immediately upstreamlayer according to the chain rule. With the error and gradients computed, any one of a number of nonlinear optimization algorithms can be used to update the weights for the next iteration. This process is repeated until a stopping criterion is reached. Because of the nonconvexity of such problems, resulting from the use of nonlinear transfer functions (h(x)), only local optimality is guaranteed. However, this limitation often does not restrict the efficacy of such methods in practice. In this work, training was stopped when error was no longer reduced in a separate cross-validation set.
METHODS

Simulation Experiments
The feasibility of a neural network inversion (NNI) was first examined in 4 different sets of 2D simulated data with increasing complexity. All analyses were performed in MATLAB R2016a (The MathWorks, Natick, MA). These experiments followed same overall design:
1. Generate 140,000 simulated data sets (100,000 for training, 20,000 for validation, and 20,000 for testing The simulated data sets were 5 Â 5 patches with 2-mm isotropic voxels and 4 phase offsets spaced evenly over 1 period of 60-Hz motion. The stiffness of each example was chosen randomly from a uniform distribution with a range of 0.1 to 10 kPa, where stiffness is defined as the product of density and the square of wave speed (21) . For the simplest simulation, a single point-source was placed in a random location within a circular shell at distance from the center of the patch of 1-2x the stiffest possible wavelength. A sinusoidal wave was computed as a function of distance from that source to produce radially propagating waves with the appropriate wavelength (21) , and no attenuation. The features given to the model for each observation, x i , were the real and imaginary parts of the first temporal harmonic of the displacement data in this 5 Â 5 patch (1 cm Â 1 cm of displacement data), making a total of 50 features. The features of each example were linearly scaled such that the range of 6jx i j was mapped to the range À1 to þ 1.
The remaining 3 experiments gradually added complexity to the simulations. The second experiment added multiple wave sources. Each training example had a random number of sources in the range of 1 to 10, each placed at a random location within the above circular shell. The final simulated displacements were then simply the superposition of the multiple sources divided by the number of sources. For the third experiment, we again considered single-source simulations where each training example was given a randomly chosen signal-tonoise ratio (SNR) taken from a uniform distribution in the range of 1 to 20. Pseudorandom noise with a Gaussian distribution was generated for each data set with zero mean and the standard deviation scaled to provide the prescribed SNR and added to the displacement data (i.e., the simulated MRE phase difference signal before calculating the first temporal harmonic). Finally, the fourth experiment included both multiple wave sources and noise. In all cases, the same features and patch scaling were used as in the first experiment.
In Vivo Experiments
All human studies were performed after obtaining approval from our institutional review board and written informed consent. We considered 2 in vivo applications including the liver and the brain. In general, these experiments began by fitting a neural network using simulated data, with the assumptions underlying those simulations chosen specific to each application. Models for use in vivo were fit with 1 million examples for training and 200,000 for validation. The model was then applied to in vivo data and the results were compared to standard MRE approaches. Details related to each application are below.
Liver Experiment
The liver NNI was trained on 11 Â 11 2D patches with 1-mm isotropic voxels and 4 phase offsets. Simulation parameters included stiffness in the range of 0.1 to 10 kPa for 60-Hz motion, number of wave sources in the range of 1 to 10 placed randomly in a circular shell (distance from center of the patch of 1-2x wavelength at 10 kPa), and SNR in the range of 1 to 20 (noise added to data before taking temporal first harmonic). The liver NNI used 242 features that include the real and imaginary parts of the first harmonic displacement data in an 11 Â 11 patch (maintaining the $1 cm Â 1 cm footprint used in simulation experiments), with each set of features scaled to the range of À1 to þ 1 as above.
MRE exams from 86 subjects for this portion of the work were taken from a previous study (30) . MRE data were acquired on a 1.5T MR scanner (Signa, GE Medical Systems, Milwaukee, WI) with a modified gradient echo sequence with the following parameters: 60-Hz vibration, pulse repetition time ( The data were first inverted by multiple-model direct inversion (MMDI), a variant of direct inversion commonly used for clinical liver MRE exams (31) . MMDI is typically performed following 2D directional filtering to mitigate the effects of interfering waves (32) . This inversion algorithm fits the displacement data with multiple polynomial models and chooses the best fitting model with an F-test. The R 2 values from this modeling serve as a measure of inversion confidence. MMDI also uses total least squares fitting when solving the Helmholtz equation (33) . NNI stiffness maps were then computed by evaluating the NNI at every voxel of the liver exams using wave images after phase unwrapping, removal of background phase (performed by the MMDI algorithm by subtracting the estimated constant term at each voxel), and 2D directional filtering. For both MMDI and NNI, 4 directional filters were used with 90 spacing and cutoffs of 2 and FOV/2 waves per FOV. To account for the different resolutions between patients, all wave images were interpolated to 1-mm isotropic in-plane resolution using cubic spline interpolation before inversion by the neural network. In simulation results, we observed variations in the stiffness maps related to the phase of the underlying displacement data, likely stemming from the amplitude of the spatial derivative of the displacements.
However, once the first harmonic is estimated, the phase can be set arbitrarily. Therefore, to reduce any potential bias in the NNI result related to the phase of the displacement data in a particular patch, NNI was run 32 times with the phase of the input data varied linearly over 1 cycle of motion and the 32 stiffness maps were averaged. This process is analogous to cycle spinning, which is commonly used in wavelet denoising to mitigate artifact (34) . Both inversions were summarized by computing the mean stiffness in a region of interest (ROI) that was the intersection of an expert-drawn ROI and the MMDI confidence map thresholded at an R 2 of 0.95. For comparison, the results were fit by a restricted cubic spline model with 3 knots with 95% confidence intervals computed by bootstrapping. To determine if NNI can detect the effects of fibrosis as has been previously established for MMDI, we also display summary data as a function of fibrosis stage and report the R 2 value of a linear model that predicts stiffness by fibrosis stage (treated as a categorical variable). For display only, NNI stiffness maps were smoothed by a circular median filter with a radius of 7 pixels to roughly match the apparent resolution of MMDI stiffness maps, while maps without smoothing are provided in the Supporting Information.
Brain Experiment
The brain NNI was trained on 5 Â 5 Â 5 3D patches with 3-mm isotropic voxels and 8 phase offsets. Simulation parameters included stiffness in the range of 0.1 to 5 kPa for 60-Hz motion, wave sources in the range of 1 to 10 placed randomly in a spherical shell (distance from center of patch of 1-2x wavelength at 5 kPa), and SNR in the range of 1 to 20 (noise added to data before taking temporal first harmonic). The brain NNI used 54 features that include the real and imaginary parts of the first harmonic displacement data in a 3 Â 3 Â 3 patch taken from the center of the simulated patch, scaled as described above.
Data for this portion of the work were taken from previous studies (11, 35) . MRE data were acquired using a 3T MR scanner (Signa, GE Medical Systems, Milwaukee, WI) with a modified spin-echo echo planar imaging sequence with the following parameters: 60-Hz vibration; TR/TE ¼ 3600/62 ms; FOV ¼ 24 cm; 72 Â 72 imaging matrix zero-padded to 80 Â 80; 48 contiguous 3-mm thick axis slices; one 18.2-ms motion-encoding gradient on each side of the refocusing pulse; x, y, and z motion encoding directions; and 8 phase offsets spaced evenly over 1 period of 60-Hz motion. A 3D T 1 -weighted image was also collected to segment the brain and co-register an atlas to the MRE data. This image was acquired with an IR-SPGR pulse sequence with the following parameters: sagittal orientation, superior-inferior frequency encoding direction, TR/TE ¼ 6.3/2.8 ms, 11 flip angle, TI ¼ 400 ms, FOV ¼ 27 cm, 256 Â 256 imaging matrix, BW ¼ 631.25 kHz, 1.75x ASSET acceleration, and 200 slice locations with 1.2-mm spacing.
From the displacement data, we used edge-aware methods as previously described to compute the curl and then smooth the resulting curl data with a 3 Â 3 Â 3 quartic kernel without using data from outside the prescribed ROI (35). These curl images were then inverted using the algebraic DI approach (17) , and stiffness was summarized as the median over the ROI after eroding the mask by 1 voxel. To avoid passing the inversion algorithms missing data from outside the brain, the curl data were effectively dilated by 1 voxel. This operation was performed by smoothing the curl data with a 3 Â 3 Â 3 median filter (but excluding voxels outside the brain from the calculation) and then creating a composite curl image that was equal to the unsmoothed curl data inside the brain and equal to the smoothed estimate in voxels outside the brain. NNI stiffness maps were then computed by evaluating the trained neural network in every voxel in the ROI using the first temporal harmonic of the curl as the inputs to the trained ANN. Similarly to the liver NNI, the brain NNI was run 32 times while linearly varying the phase of the displacement data and the mean of those results was used as the final stiffness map. The 3 components of the curl were inverted separately and then combined into a single stiffness map by computing the weighted average using the squared amplitude of each component. NNI stiffness was summarized by computing the mean within the same ROI as above (i.e., eroded by 1 voxel).
To compare test-retest repeatability between the DI and NNI methods, we used previously acquired data from 10 healthy volunteers who were each scanned 3 times (35) . Repeatability was assessed by computing the coefficient of variation (CV) for each subject in all ROIs, and this analysis was performed using two sets of ROIs. First we used bilateral ROIs as had been previously reported including the 4 lobes of the brain and a deep gray and white matter ROI. Second, to investigate the effect of reduced ROI size, we used unilateral ROIs by treating the left and right hemispheres separately. To test for differences in the CV between the 2 inversions, the difference in CV was computed (for each subject and ROI) and then fit with a mixed-effects model that included fixed-effects for the mean difference in CV across all regions and categorical regional effects, as well as random slopes and intercepts for each subject. A t-test was then performed on the constant fixed-effect term with P < 0.05 considered significant.
To compare the ability of DI and NNI to detect the established effect of aging on brain stiffness, we used data from 46 subjects with an equal distribution of male and female participants and age ranging from 56 to 89 (mean: 74.2 years, standard deviation: 9.15 years) (11) . First, global stiffness was computed for each subject using both methods across the entire cerebrum. Least squares regression analysis was used to inspect the relationship between DI and NNI summary results using a restricted cubic spline model with 3 knots. The relationship between each stiffness estimate and age was also fit by a linear model. Finally, the effects of age and sex were modeled in the brain at the voxel-level. SPM12 was used to normalize the stiffness maps of each subject to MNI space. The T 2 -weighted magnitude of the MRE data were used as the reference image and this transformation was then applied to the stiffness map using nearest neighbor interpolation to preserve edges. The warped stiffness maps maintained the resolution of the original images (3-mm isotropic voxels). To reduce the amount of missing data for subsequent model fitting, the stiffness maps were then smoothed with a 3 Â 3 Â 3 median filter (but excluding voxels outside the brain from the calculation), and the original stiffness estimates were reimposed for voxels within the brain (effectively dilating stiffness maps without smoothing values inside the brain). Finally, we applied a smoothed brain mask computed by performing morphological closing on the original mask. The data at each voxel (where no more than half of the data were missing) were then fit by a general linear model with predictors including age, sex, and a constant. From this model, we computed the estimated mean stiffness map across all subjects at age 75, as well as maps of the t-statistic for the effects of age and sex. These statistical maps were thresholded at a cluster-level family-wise error (FWE) corrected P < 0.05. This clusterlevel correction (i.e., minimum cluster size) was determined using an approximate permutation test with 1000 random permutations. More specifically, for each permutation, the subjects were randomly re-labeled before model fitting. The resulting t-statistic maps were then thresholded at P < 0.01, and the maximum cluster size in either statistical image (1 each for the age and sex effects) was measured using an 18-connected neighborhood. The 95 th percentile of the distribution of maximum cluster size then represents the minimum cluster size necessary such that the probability of finding at least 1 cluster in either of the 2 parametric maps of interest as a result of chance is the specified error rate of 0.05.
RESULTS
Simulation Experiments
The results of the simulation experiments are summarized in Figure 2 . In this simplest case (noise-free, single-source), both DI and NNI are shown to provide nearly perfect stiffness estimation in the test examples. This experiment represents an important proof of principle for NNI, establishing that it can accurately compute stiffness from data of varied wavelength and with arbitrary directions of propagation. When multiple sources were added, again both the DI and the NNI produced stiffness estimates that were tightly correlated with the known stiffness of the simulation. Of note, the variance of the NNI estimates appears more uniform across the range of stiffness values.
The performance in simulation of DI and NNI diverges more drastically when noise is added to the simulated data. In both the cases of single-and multiple-source simulations, the NNI estimates explain $2 Â the variance explained by DI estimates. However, non-linearity is observed in the NNI estimates near the top of the training range, driven in particular by low SNR examples. 
Liver Experiment
Example stiffness maps using both MMDI and NNI are shown in Figure 3 , including participants with soft (left), moderate (center), and firm (right) livers as assessed by MMDI. An analogous figure with unsmoothed stiffness maps is shown in Supporting Figure S1 . The summary data from all 86 subjects are shown in Figure 4 . The regression analysis indicates a tight relationship between the 2 estimates, although the absolute values of the estimates are not precisely matched. There is significant evidence of a nonlinear relationship, as the NNI values begin to plateau for high stiffness cases (Fig. 4a) . Both MMDI (Fig. 4b) and NNI (Fig. 4c ) detect significant increases in stiffness with increasing fibrosis stage.
Brain Experiment
The results from the test-retest repeatability study are summarized in Figure 5 . Considering the bilateral ROIs, the mean CV using DI was 1.44% whereas the mean CV was reduced to 0.70% using NNI. Considering the unilateral ROIs, the mean CVs using both DI and NNI were 2.02% and 0.92%, respectively. In both cases, a significant difference in CV between the inversion methods was observed.
Example NNI stiffness maps in the brain for 3 subjects are shown in Figure 6 . Whole-brain summary measurements are shown in Figure 7 . As in the liver, we observe a strong correlation between the NNI and DI estimates of stiffness, with the NNI estimates on average 0.43 kPa greater than the DI estimates (Fig. 7a) . Both inversions detect significant decreases in cerebral stiffness with increasing age (Figs. 7b and 7c ), indicating that both are able to detect biologically relevant signals.
The results of voxel-wise modeling are shown in Figure 8 , including the estimated stiffness map at age 75 in the top row. We can observe higher stiffness values in the deep gray nuclei and large white matter tracts relative to the surrounding tissue. Some artifacts are also observed including apparent overestimates at the cortical surface (likely because of the filtering method used to reduce missing data), and apparent underestimates at the midline in superior slices (likely because of phase discontinuities created by the falx). The age-effect is summarized in the bottom row of Figure 8 (FWE corrected P < 0.05). Five clusters (3343 voxels) were detected at this significance level, largely colocalizing with white matter tracts. Images of the sex-effect are not shown as no significant clusters were detected. Analogous images of the age-effect using DI and NNI, each without and with additional smoothing, are shown in Supporting Figure S2 . Using unsmoothed DI stiffness maps, we observe outliers in stiffness and the detectable significant age effect is substantially reduced as compared to the NNI result (405 voxels in 13 clusters). If the DI stiffness maps are first smoothed with a 3 Â 3 Â 3 median filter before voxel-wise modeling, the number of outliers is reduced and the age effect becomes apparent (6203 voxels in 3 clusters). For completeness, the results with NNI stiffness maps that were similarly smoothed are also included, again detecting a substantial effect of age (8247 voxels in 1 cluster).
DISCUSSION
In this study, we investigated the potential to use artificial neural networks to perform inversion of MRE data. In simulation, NNI performed at least as well or better than DI for accurately predicting the known stiffness. In particular, NNI outperformed DI in the presence of noise. In liver and brain data, we showed that the mean FIG. 5. Summary of test-retest repeatability using both DI and NNI in the brain. Coefficient of variation (CV) was computed across 3 trials for each subject in each ROI. The graph displays the mean and standard deviation of the measured CV over the 10 volunteers. Two sets of ROIs were considered. Bilateral ROIs included the lobes of the brain and a ROI including the deep gray matter and white matter. Unilateral ROIs cut the ROI size approximately in half by treating the left and right hemispheres separately. Differences in the CV were tested using a mixed-effects model with a ttest on the term describing the mean difference in CV across all regions and subjects (P < 0.05 considered significant).
FIG. 6. Example images in the brain. Each row shows the stiffness map for 1 subject at 5 slice locations arranged from inferior to superior positions. The age of the subjects increases from top to bottom.
Neural Network Inversion for MRE 357 stiffness computed by NNI was significantly correlated with stiffness estimates obtained by a conventional inversion algorithm. However, while the NNI and DI estimates were correlated in vivo, there was a bias between the 2 measurements. In the brain in particular, estimation of the Laplacian in small windows in the presence of noise typically leads to an underestimate of the actual stiffness. The larger estimates provided by the neural network may be preliminary evidence that these stiffness measurements are less biased. Future studies in samples of known stiffness, such as in phantoms, will be necessary to evaluate the relative accuracy of these methods. Results in the simulation experiments suggested that NNI provides greater accuracy in the presence of noise compared to an algebraic DI approach. In turn, we showed that test-retest repeatability for measuring regional brain stiffness was improved by NNI. Even when the ROIs were reduced to approximately half the original size, measurement error remained below that of DI with bilateral ROIs, demonstrating how this resistance to noise can be traded for improved measurement resolution. Taking advantage of the stability of NNI in the presence of noise, we modeled the effects of age and sex on brain stiffness at the voxel-level. We observed larger stiffness values in white matter tracts, consistent with previous literature that stiffness is associated with high fractional anisotropy in the corona radiata as assessed by diffusion imaging (36) . Stiffness of the deep gray nuclei was also greater than surrounding tissue, consistent with previous findings from our group (35) , as well as Johnson et al. (37) . Also consistent with previous ROI-based analyses, we observed an inverse relationship between age and stiffness throughout most of the brain and small estimated effects because of sex (11, 12) . The estimated voxel-wise age effect was substantially diminished when using the DI stiffness maps, although the effect became more apparent by applying additional smoothing to the stiffness maps. Such additional smoothing will decrease resolution and further increase autocorrelation in these statistical maps, in turn requiring a more stringent criterion for hypothesis testing. It is possible that voxel-wise modeling of the DI stiffness maps by minimizing the absolute error (as opposed to squared error) could improve the performance; however, these models would need to be solved iteratively for every voxel in the volume and therefore may be impractical. Taken together, The estimated stiffness map at age 75 obtained by modeling data from all 46 subjects using NNI stiffness maps is shown in the top row. In the bottom row is a map of the effect of age. Results are thresholded at a FWE corrected P < 0.05 as determined by a permutation test (P < 0.01 primary threshold and cluster size > 82 voxels). The resulting thresholded T-map is overlaid on a grayscale mean stiffness map.
these voxel-wise analyses suggest that NNI is more sensitive to biological signals than DI at a given resolution, but this finding will require further corroboration.
Preliminary evidence suggests that NNIs possesses certain advantages over traditional inversions, such that with further development and validation, NNIs might be a better choice in certain MRE applications. DI algorithms directly solve the equations of motion in a viscoelastic material (15) (16) (17) (18) , typically following some assumptions such as local homogeneity. DI is theoretically capable of handling interfering wave patterns, and the spatial footprint is well understood and easily controlled. However, a major drawback of this algorithm is numerical instability at the voxel-level, which must be stabilized by additional filtering of the displacement data or summarizing the stiffness maps over large ROIs. Both of these approaches substantially limit resolution. Local frequency estimation (LFE) can be used to compute stiffness by applying a filter bank to the displacement data and computing an estimate of spatial frequency from the proportion of energy in each of those filter bands (19) (20) (21) . LFE typically provides stable, smooth stiffness maps, but with low resolution and a bias toward underestimation in the presence of noise. Non-linear inversion (NLI) can theoretically get around some of resolution and noise sensitivity limits that face DI and LFE because it evaluates the forward model and does not assume local homogeneity (22) (23) (24) . However, the iterative approach currently used in NLI, and the requirement for multiple finite element modeling simulations within the algorithm, can lead to long reconstruction times on the order of hours. These long times may pose no problem in a research setting but are infeasible in some potential clinical applications. The NNIs for in vivo data presented here took $8 h to train (including generation of simulated data) and only a few minutes to reconstruct each stiffness map. This reconstruction time is expected to be even faster with a compiled GPU implementation.
Some limitations of this study will serve as the subject of future investigation. First, the simplicity of the simulated data used for training imposes some strict assumptions on the inversion. Specifically, the current model assumes tissue homogeneity in each patch, and also cannot provide information about attenuation and associated viscoelastic tissue parameters. The use of more advanced simulations and more realistic MRI-like noise may further improve accuracy in vivo and allow for NNI estimation of additional mechanical parameters (e.g., storage and loss moduli or damping ratio). Second, this work uses a feedforward network architecture with fully connected layers, which may not take full advantage of spatial information in the displacement images. Implementation of a convolutional network may better leverage this spatial information and allow for more efficient training of deeper nets. Finally, further work is necessary to understand the effects of edges on the NNIs and how to best impute the missing data. The approach used in this study appears to result in overestimated stiffness at edges. Nonetheless older subjects, who have more atrophy and presumably more edge-related bias, still exhibit decreasing stiffness even near the cortical surface. We expect that more accurate approaches to data imputation will provide improved sensitivity to physiological processes.
CONCLUSIONS
In conclusion, this work presents initial attempts to train artificial neural networks to estimate stiffness from images of tissue displacement obtained by MRE. In simulation experiments, the NNI is shown to perform as well or better than a standard direct inversion approach. In both liver and brain applications, NNI is shown to provide stiffness estimates that are tightly correlated with measurements made by standard approaches in the field. Particularly evident in the brain, the NNI stiffness maps were quite stable, which reduced test-retest error and enabled voxel-wise statistical modeling to produce maps of each parameter of interest. Taken together, this study demonstrates the need for further investigation into the use of artificial neural networks to estimate stiffness from MRE data.
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. Fig. S1 . Example images in the liver. Each column shows a single slice of data from 3 subjects with progressively increasing stiffness. The first row is a single phase offset of the wave images. Stiffness maps calculated by MMDI are shown in the second row and maps calculated by NNI without any additional smoothing are shown in the third row. The region of interest for computing the mean stiffness is outlined in white in each case. Fig. S2 . Summary of the estimated age-effect in the brain as a function of inversion choice and smoothing. Each row displays 10 slice locations arranged from inferior to superior positions. The resulting thresholded Tmaps are overlaid on a grayscale mean stiffness map. Statistical maps are thresholded at a cluster-level family-wise error corrected significance level of 0.05 with a primary threshold of P < 0.01 and minimum cluster size, k, as noted above.
