Introduction
In the theory of extreme values, one is interested in the asymptotic distribution of the maximum of random variables. The typical question is the following: for a stationary lR-valued process {Xn : n E N} find un{x) such that the sequence of probabilities (1.1) has a non-trivial limit G(x) as n tends to infinity. For i.i.d. sequences, a complete picture is given, i.e., all possible limiting distributions G(x) are known, and there is a very detailed description of the classes of distribution functions corresponding to the different possibilities of G(x), see e.g. [6] , [4] . For stationary dependent sequences, the first results were obtained in [7] . Generally, two conditions are needed in order to arrive at the usual extreme value distributions for independent maxima. The first one is a strong mixing condition, and the second one requires a control of certain conditional probabilities (see section 2 below for a precise formulation). These two conditions then imply that the statement lim nlP(Xo 2:: un(x)) X Note that the equivalence of (1.2) and (1.3) is trivial in the Li.d. case. Once the equivalence between (1.2) and (1.3) is established, the problem of finding the extreme value distribution is reduced to finding the sequence 'Un(x) of (1. The distribution G(x) = is called the Gumbel distribution. If the limiting distribution is of the form G(ax + b), then one says that it is of Gumbel-type. As we already mentioned, the conditions to obtain the equivalence between (1.2) and (1.3) are a mixing condition, and a condition involving conditional probabilities. The context of one-dimensional Gibbs measures seems therefore well-adapted to this kind of question because Gibbs measures have nice conditional probabilities. Surprisingly, no general results on extreme values for Gibbs measures are available in the literature. It is the aim of this paper to connect both notions. The context of one-dimensional Gibbs measures is then the first test-case. Although the one dimensional spin-systems are "trivial" from the point of view of critical phenomena, the question we address here is rather detailed, and becomes much more complicated in the twodimensional situation.
A natural context in which Gibbs measures can be defined are discrete lattice spin systems.
This means that a Gibbs measure is a probability measure Jt on configurations 0' E {-I, + l}Z, specified by conditional probabilities of the form
where the Hamiltonians Hl (0') is of the form
(1.5)
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An extreme value question which can be asked in this context is the following. which contains only + or -spins? Unhappily, the question asked in this way is not welldefined: due to the discreteness, there is no such asymptotic distribution (not even in the case of independent +, -spins). There are two ways to make the question well-defined. First, one considers all possible limit points of the distributions PN and shows that they lie in a welldefined neighborhood of the Gumbel distribution. Second, we can remove the discreteness of the random variables IN by putting around each spin an interval of exponentially distributed length, to which we give a colour (say black for + spin, white for spin). We then ask for the length of the longest interval of one colour inside [0, N] (denoted by IN)' In the second case, the distribution of IN does converge to a Gumbel-type distribution. Of course, the choice of the exponential interval around each spin seems quite ad hoc. We will see however that this choice is very well adapted to the question, because in the case of independent +, -spins, the length of intervals of the same colour have an exponential distribution.
The paper is organized as follows: in section 2 we introduce the elements of extreme value theory and theory of Gibbs measures which we need, and formulate our results. In section 3 we consider the easy case of independent spins. Section 4 is devoted to the proofs in the general case.
2
Main Theorem
In this section we give some elementary background on Gibbs measures and extreme values and state our results.
Gibbs measures
We consider the configuration space fl = {-I, + 1 rl. is the finite-volume partition function with boundary condition rJ. tL~''1] is thus an rJ-dependent measure on {-I, + 1 }A, and will serve as a candidate conditional probability distribution of the configuration inside A, given that the configuration outside A is specified to be rJ. For a probability measure on n, we denote p/"A to be the conditional probability distribution of the configuration inside A, given rJ outside A (defined for tL-a.e. rJ). The following definition introduces the notion of Gibbs measure in the DLR-sense. Definition 2.9 A probability measure Ii, is a Gibbs measure with interaction U if for tL-a.e. rJ: (2. 10)
The set of all Gibbs measure with interaction U is denoted by Q(U). In words, definition 2.9 states that a Gibbs measure is a measure specified by a priori defined conditional probabilities.
In our concrete one-dimensional context with interactions satisfying (2.4), Q(U) is a singleton (Le., no phase transition, see e.g. Theorem 8.93 in [5] ) and hence we can use the symbol tL(U) to denote the unique Gibbs measure corresponding to U.
Extreme values
In this section we summarize the results on extreme value theory for stationary processes which we need in this paper. These results, and more background can be found in [6] , [1] and [4] . We consider a stationary (two-sided) IR-valued process {Xn : n E Z}. For a finite or infinite A c Z, we denote by FA the (T-field generated by
denotes the distance between A and B: 
(2.12)
In the following definition we write [.] for the greatest of integer function.
Definition 2.13 Let Un be a sequence of real numbers. The stationary sequence is said to satisfy condition D' (un) if
[n/kJ lim sup L JP(Xl ~ Un, Xj ~ un) = O. n ..... oo j=2
Let us denote
The following theorem is proved in [6] (2.17) This theorem implies that as far as the behaviour of the maxima of the stationary sequence is concerned, we can consider it as a sequence of i.i.d. copies of Xl.
The problem
Let /1-be a Gibbs measure with interaction U as in definition 2.1. For a E n we define
We will suppose here that all Xi < 00, excluding configurations a with a half-line of agreeing spins. This is not a restriction, since we will only need /1--typical configurations. We then define the intervals
Inside each interval h the spins are of the same kind. By translation invariance of /1-, conditioned on the event a( -1) =f a(O}, the lengths of the intervals with positive index (2.20) form a stationary sequence. We are interested in the distribution PN of the length of the longest interval of type h inside [0, N] , as N tends to infinity. As explained in the introduction, due to the discrete character of the variables lkl the sequence PN will not converge {cf. example 1.7.15 in [6] ).Therefore we first construct a natural continuous version of the variables hand lk by an extra randomization as follows. Consider a sequence {ek : kEN} of i.i.d. exponential variables. We then define the random variables Zk = :L: ei· iEh(a) and the corresponding random intervals 
The interval lengths IIk I have distribution In this special case we can compute everything explicitly, due to the exact distribution (3.1) of 11 0 1. The following elementary lemma shows that it is enough to know the tail of the distribution of lID I to decide about the tail of the distribution of lID I. 
which gives, using stationarity,
By the a-mixing condition we obtain that for any k fixed:
By taking k-th powers in (4.13) we then obtain
Letting k tend to 00 we obtain 
[n](Tlll(X > To prove that the supremum in the right hand side of (4.31) is finite, we can replace J-t by J-to and vice versa. This can be seen as follows. For a E n let us denote by aX the configuration "flipped" at site x, i.e., aX(y) (_I)cl X ,y a(y). The transformed measure J-tx defined via
which clearly satisfies ( 4.33) where IIUII is the norm introduced in definition 2.1. Note by E the event {a:
For all A E .1'[0,00) we have fAnE dJ-t _ fAnEc dJ-t{ -1) fAnEc dJ-tJAnEc dJ-t (4.34) This gives, together with (4.33),
(4.36)
The bound (4.33) gives the existence of a < Cl < C2 < 00, such that for any A E F[k+!+l,oo): Now we can estimate
Here we used (4.37) to obtain the first inequality, and translation invariance of f.t to arrive at the last equality. Now we can use the following property which is typical for one-dimensional Gibbs measures. For A E F(-oo,-l] and B E F(o,oo) we have the estimate
(4.39)
A30
Using this estimate, we can proceed with (4.38):
11 (4.40) Here in the last steps we used (4.35) and the stationarity of {Ihl : kEN} under J.1,o. From (4.40) we obtain, using (4.37)
Since the estimate in the previous lemma is uniform in a, n, D' (un (x) ) is satisfied for the stationary a-mixing sequence {IInl, n E Z}.
4.3
Step 3: tail probability Proof: We will use c, c' for strictly positive constants, but their value can change from place to place. We have to prove that there exist c, c' E (0,00) such that
By the continuity of the conditional probabilities of J)" the ratio
converges, as n goes to infinity, to (4.46) where + denotes the all-plus configuration, and drt° the Radon Nikodym derivative of J. 1, with respect to spin-flip at the origin. Therefore, it suffices to show that there exists constants c, c'
The probability in the denominator of the Ihs of (4.47) can be rewritten as follows: 
ists and defines a finite constant, where
Proof: We rewrite, as in [5] L U(A,+) The choice of ± spins can be easily generalized to spins taking values in a finite alphabet.
As long as we choose interactions satisfying the summability condition of Definition 2.1, Theorems 2.24 and 2.27 hold once one introduces the obvious modifications of the intervals hand I k • 2. The extra randomization which we introduced in order to make the interval-lengths Ihl into continuous random variables IIkl used the exponential distribution, i.e., ( 
5.1)
If for ej we choose LLd. random variables with distribution F~ having an "exponential tail", then the same results hold. By "having an exponential tail" we mean here that the moment generating function of e has to have a singUlarity of type 1/x when x ~ 1, x < 1. In that case it is easily verified that for X geometrically distributed with P(X n} = pn-l(1 p) the moment generating function of (5.2) has a singularity of type l/x when x ~ 1 p, x < 1 -p.
Acknowledgment:
I am grateful to Pablo Ferrari for useful discussions and warm hospitality at Sao Paulo University where this work was done. I also thank also C. Borgs for useful discussions on reference [2] .
