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Abstract
We have been developing $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ , a toolbox on Maple for solving real algebraic constraints derived
$b\mathrm{o}\mathrm{m}$ various engineering problems. $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ is used as a core engine on which MATLAB toolbeoces
are built. We have implemented quantifier elimination $(\mathrm{Q}\mathrm{E})$ by Collins in which cylindrical algebraic
decomposition (CAD) plays a central role. A visualization tool for representing the possible region of an
output quantifier-free formula for the two-dimensional case is also added in $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ .
1 Introduction
Symbolic computation methods have been more widely applied to solving scientific and engineering
problems, due to the efficient symbolic algorithms introduced or improved for these few decades and to
the advancement of computer technology that has hugely increased the CPU power and memory capacity.
We have been developing a Maple toolbox, called $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ , for solving real algebraic constraints, or
first-order formulas over the reals. $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ stands for a Symbolic-Numeric toolbox for Real Algebraic
Constraints and is aimed at being a comprehensive toolbox including a collection of symbolic, numerical,
and symbolic-numeric solvers for real algebraic constraints derived from engineering problems and the
biological sciences. Our main method is quantifier elimination $(\mathrm{Q}\mathrm{E})$ , which is a procedure removing the
quantified variables from a given formula to return a quantifier-&ae equivalent.
In this paper we present newly implemented procedures in $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ . Among them a CAD-based QE
procedure is our first attempt to implement a general QE algorithm. In [1] two types of special QE
methods as well as some simplification procedures of quantifler-free formulas had been implemented in
$\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$. In [2] QE by virtual substitution for weakly parametric linear formulas and a preliminary version
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of QE by CAD were implemented. The newly implemented functions in the current version of $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$
are following:. general QE by cylindrical algebraic decomposition. visuahzation of a resulting quantifier-free formula (plotting of 2-D CAD)
Against the inherent computational complexity of QE based on a CAD algorithm, several researchers
have focused on QE algorithms specialized to particular types of input formulas; see [3, 4, 5, 6, 7]. This
direction is quite promising in practice since a number of important problems in engineering have been
successfully reduced to a certain type of input formulas and resolved by using speciahzed QE algorithms.
For the concrete applications of these schemes, see [8, 9, 10, 11, 12, 13]. However, there still remain
many significant problems in engineering that cannot be recast as such particular formulas. Therefore,
it is strongly desired to develop an efficient algorithm to realize CAD. Thaee new features extend the
applicability and tractabihty of $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ for solving real algebraic constraints in science and engineering.
This paper is organized as follows. We briefly describe CAD in Section 2 and in Section 3 we show
some example commands of QE by CAD. In Section 4, a tool for visualizing two-dimensional possible
region are shown. We state a conclusion and our future work in Section 5.
2 Cylindrical Algebraic Decomposition
Cylindrical algebraic decomposition (CAD) was discovered by Collins in 1973; see [14] for his monu-
mental work. Coins also proposed a general QE algorithm based on CAD, which has provided a powerful
method for solving real algebraic constraints.
Let $A$ be a finite subset of $\mathrm{Z}[x_{1}, \ldots,x_{n}]$. An algebraic decomposition for $A$ is a collection of mutually
disjoint, semi-algebraic, A-invariant sets that partitions the Euclidean $n$-space $E^{\mathfrak{n}}$ . To define the term
$cylind\dot{n}\epsilon al$, we explain three parts of a CAD procedure–the projection phase, the base phase, and the
lifting phase.
In the projection phase of a CAD procedure, the PROJ function plays a central role. Let $f$ be an
integer greater than 1. PROJ maps a finite set of integral polynomials in $f$ variables to a finite set of
integral polynomials in r–l variables: for $B\subset \mathrm{Z}[x_{1}, \ldots,x,],$ $\mathrm{P}\mathrm{R}\mathrm{O}\mathrm{J}(B)\subset \mathrm{Z}[x_{1}, \ldots,x_{r-1}]$ (Here $B$ is
thought of as a subset of $\mathrm{Z}[x_{1}, \ldots,x_{r-1}][x_{f}].)$ For a given $A\subset \mathrm{Z}[x_{1}, \ldots,x_{n}]$ , we obtain a $\mathrm{l}\mathrm{i}\epsilon \mathrm{t}$
$A=A_{0^{\mathrm{P}}}\mathfrak{B}^{\mathrm{J}\mathrm{P}}A_{1}\mathfrak{B}^{\mathrm{J}\mathrm{P}}A_{2}\mathfrak{B}^{\mathrm{J}\ldots \mathrm{P}}\mathfrak{B}^{\mathrm{J}}A_{\mathfrak{n}-1}$ ,
where $A_{:}\subset \mathrm{Z}[x_{1}, \ldots,x_{n}-:]$ .
The base phaee partitions $E^{1}$ by using a set of univariate polynomials $A_{n-1}\subset \mathrm{Z}[x_{1}]$ ; it finds all the
real zeros of $A_{n-1}$ and partitions $E^{1}$ into $A_{n-1}$ -invariant regions that consist of the zeros of $A_{n-1}$ and
the remaining open intervals. These points and intervals are called sections and sectors, respectively.
The lifting phase inductively constructs a decomposition of $E^{1+1}$ from that of $E^{:},$ $i=1,$ $\ldots,n-1$ .
Suppose $D$ is a decomposition of $E^{*}$ . A lifting of $D$ is a decomposition $\overline{D}$ of $E^{:+1}$ obtained by decomposing
the space $S\mathrm{x}E^{1}$ by using $A_{n-:-1}$ for each region $S\in D$ and putting all of them together. Let $S$ be a
region of a decomposition $D$ of $E^{1}$ . $S\mathrm{x}E^{1}$ is decomposed by the $\mathrm{f}\mathrm{o}\mathrm{U}\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$ ; Take a point $(p_{1}, \ldots,p:)$ in
$S$ and substitute it for $(x_{1}, \ldots,x:)$ in each polynomial in $A,.-j-1$ to obtain a set $A_{n-i-1}’$ of univariate
polynomials in $X:+1$ ; Partition $E^{1}$ into $A_{n-:-1}’$ -invariant regions, say, $L_{1},$ $L_{2},$ $\ldots,$ $L_{2k+1}$ by using the zeros
of $A_{\mathfrak{n}-:-1}’$ ; Regard $S\mathrm{x}L_{1},$ $S\mathrm{x}L_{2},$ $\ldots,$ $S\mathrm{x}L_{2k+1}$ as the resulting decomposition. The condition for this
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process to work is that every polynomial in $A_{n-:-1}$ is delineable on $S$ , roughly speaking, no polynomial
in $A_{n-:-1}$ has vertical tangents and self intersections, and none of the pairs of polynomials in $A_{n-*-1}$
has intersections on $S\mathrm{x}\mathbb{R}$ In such a case the decomposition is independent of the choice of a sample
point. A decomposition $D$ of $E^{r}$ is cylindrical if it is constructed by iterating the above lifting method,
i.e., $r=1$ and $E^{1}$ is decomposed as in the base phase, or $r>1$ and $D$ is a lifting of some cylindrical
decomposition $D’$ of $E^{r-1}$ . In every lifting step, $D$ contains a decomposition of the ‘cylinder’ $S\mathrm{x}E^{1}$ for
every region $S$ of $D$ ‘.
Given a formula $\varphi$ one can construct a CAD for the polynomials of the atomic formulas in $\varphi$ . The
point for CAD-based QE is that the truth value of $\varphi$ is determined regionwise because each region in the
CAD is $A$-invariant. See [14] for details.
It is the PROJ function that is crucial in a CAD procedure. The fewer polynomials PROJ produces,
the more efficient the CAD program becomes. But PROJ must be constructed to $\mathrm{m}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{t}\dot{u}\mathrm{n}$ the delin-
eability and make the lifting phase possible. Some improvements in the projection phase of CAD are
found in [15, 16, $1\eta$ . In the next section, we show some QE commands based on CAD. Our present
implementation of QE by CAD is based on Collins’s original method; there is still a long way to catch
up with latest tools such as QEPCAD.
3 Quantifier elimination based on CAD
Here we show an example of the CAD-based QE command in $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ . Consider Cb $=\exists y(x^{2}+y^{2}\leq$
$1$ A $x^{S}-y^{2}<0$). To solve this formula, we first construct a CAD for $A=\{x^{2}+y^{2}-1,x^{3}-y^{2}\}\subset \mathrm{Z}[x,y]$ .
The graph of these two polynomials is shown in Fig. 1. The Projection command repeats PROJ and
returns $\mathrm{P}[1]=\mathrm{P}\mathrm{R}\mathrm{O}\mathrm{J}^{0}(A)=A$ and $\mathrm{p}[2]=\mathrm{P}\mathrm{R}\mathrm{O}\mathrm{J}lA1=\mathrm{i}x^{2}-1.x^{8}+x^{2}-1,x\}$ .
Figure 1: The gaph of A
The Base command partitions $E^{1}$ by using $\mathrm{p}[2]$ and returns a list of points that represent respective
sections or sectors. A rational point is taken as a sample point for a sector, and a unique vanishing
polynomial and an isolated interval are taken for a section. There are four real roots (sections) in $\mathrm{P}[2]$
and they make five open intervals (sectors).
$>\mathrm{B}\cdot*\cdot(\mathrm{p}[2]. \mathrm{z})_{j}$
[$-2$ , talgn $(\mathrm{z}*1,-1,-1),$ $-1/2$ . $l\mathrm{a}\mathrm{l}\mathrm{g}\mathrm{n}(\mathrm{z}.0.0),$ $3/8$ ,
$l\cdot(\mathrm{z}3\star \mathrm{x}^{-}2-1,3/4.7/\S)$ . 16/16. talgn(z-l.l.1). 2]
where talgn$(f(x),l,t)$ represents the algebraic number that is a unuique root of $f(x)$ lying between the
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two rational numbers $l$ and $r(l\leq r)$ .
The Lifting command makes a stack for each section or sector. Out of the nine regions, we have the
fifth one displayed. The fifth region is a sector with a rational sample point [3/81 and the stack on it is
represented in a list of nine sample points of $\mathrm{s}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}/\mathrm{s}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{s}$.
$>\mathrm{L}:\cdot \mathrm{L}i\mathrm{f}\mathrm{t}i\mathrm{n}\mathrm{g}(\mathrm{P}. [\mathrm{z}.\mathrm{y}\mathrm{J})$ :
$>$ op $(\mathrm{L}[5]),\cdot$
$[3/8, -2]$ , [3/8, lalgn $(64t\mathrm{y}^{-}2-56.-1.-1/2)$ ], $[3/8. -1/2]$ ,
[3/8, 1algn $(512*\mathrm{y}^{-}2-27,-1/2,0)$ ] . $[3/8.0]$ , [3/8, talgn $(512\mathrm{e}\mathrm{y}^{-}2-27,0,1/2)$],
[3/8. 1/2]. $[3/8. \iota_{\mathrm{d}1_{\Phi^{(64\mathrm{r}}\mathrm{y}^{-}2-65.1}}/2.1)]$ . [3/8. 2]
And the QEbyCAD command returns a quantifier-free equivalent to the input formula zb by using the
sample points:
$>\mathrm{Q}\mathrm{B}\mathrm{b}\mathrm{y}\mathrm{C}l\mathrm{D}(l\mathrm{B}\iota$( $[\mathrm{y}\mathrm{J}$ . tand $(\mathrm{z}^{-}2*\mathrm{y}^{-}2<\cdot 1$ . $\mathrm{z}^{-}3-\mathrm{y}^{-}2<0)\rangle$):
$l\mathrm{o}\mathrm{r}(l\mathrm{a}\mathrm{n}\mathrm{d}(0<-\mathrm{z}2*1.0<-\mathrm{z}, 0<\cdot \mathrm{x}*1, \mathrm{z}<\cdot 0)$ ,
$l\cdot \mathrm{n}\mathrm{d}(\mathrm{z}2-1\mathrm{r}0.0\mathrm{C}-\mathrm{z}\mathrm{s}\mathrm{l}. \mathrm{z}<\cdot-1)$ . $l\cdot \mathrm{n}\mathrm{d}(\mathrm{z}\cdot 0.0<\cdot \mathrm{z}. \mathrm{z}<-0)$ .
$l*\mathrm{n}\mathrm{d}(0<\mathrm{z}, 0<\cdot \mathrm{z}. 0<-\mathrm{z}^{-}3-\mathrm{z}^{-}2*1.8\mathrm{r}\mathrm{z}\langle\epsilon 7))$
4 Visualization
Here we show a newly introduced function for visualizing output of QE computation, in particular, in
the two-dimensional case. By QE computation we obtain a quantifier-bee formula in the unquantified vari-
ables. We can use the command $\mathrm{D}\mathrm{r}\mathrm{a}\mathrm{w}\mathrm{D}\mathrm{n}\mathrm{f}2\mathrm{d}$( $\mathrm{d}\mathrm{n}\mathrm{f}.\mathrm{r}i\mathrm{n}$ , xmax, ymin. ymax. grid) to visualize the CAD of
the two-dimensional space with colored feasible regions if the output formula is given by a disjunctive nor-
mal form (DNF). The range where the result is shown is given by the rectangle $[ \min,\max]\mathrm{x}$ [ymin, ymax].
This process is done by analyzing the topology of the CAD, sweeping through from left to right with
repeated increments of a stride, and marking the appropriate points to the model of the CAD. This does
not change the topology of the model; it makes the picture look prettier. In the plotting where the view is
[-2, 2] $\mathrm{x}[-2,2]$ , its stride is given by $1/\mathrm{g}\mathrm{r}i\mathrm{d}$ . The DNF given as $(x^{2}+y^{2}-1>0\wedge-x+y>0)\vee(x^{2}-y>0)$
is drawn as follows;
$>$ DrawDnt$2\mathrm{d}:$. define-external (‘ $\mathrm{D}\mathrm{r}\mathrm{a}\mathrm{w}\mathrm{D}\mathrm{n}\mathrm{f}2\mathrm{d}’$ . ’NAPLE ‘ , ‘ $\mathrm{L}l\mathrm{B}$ ‘ $.\prime\prime \mathrm{D}\mathrm{r}\mathrm{a}\mathrm{w}\mathrm{D}\mathrm{n}\mathrm{f}2\mathrm{d}$ . dll“):
DrawDnt$2\mathrm{d}:$. proc $()$ option $\mathrm{c}\cdot 11_{-}\cdot \mathrm{z}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}*1$:
$\mathrm{c}\cdot 1l_{-}\cdot \mathrm{z}\mathrm{t}\cdot \mathrm{r}\mathrm{n}\mathrm{a}1$ ($0$ , 22024192. true. args) ond proc
$>$ dnf $:\cdot\prime\prime[[\mathrm{z}2*\mathrm{y}2-1>0,-\mathrm{z}*\mathrm{y}>0]][[\mathrm{z}2-\mathrm{y}^{\rangle \mathrm{o}]]’’}$ :
$>\mathrm{D}\mathrm{r}.\mathrm{w}\mathrm{D}\mathrm{n}\mathrm{f}2\mathrm{d}\mathrm{t}\mathrm{d}\mathrm{n}\mathrm{f}$ . $-2,2,$ $-2,2,50)_{j}$
$|\prime \mathrm{o}l\ldots \mathrm{n}$
Our visualizer, as you see, is an external library written in $\mathrm{C}$ , hence we $\mathrm{c}\mathrm{a}\mathrm{U}$ it $b\mathrm{o}\mathrm{m}$ maple via
$” \mathrm{D}\mathrm{r}\mathrm{a}\mathrm{w}\mathrm{D}\mathrm{n}\mathrm{f}2\mathrm{d}.\mathrm{d}\mathrm{l}\mathrm{l}.$ ” Though QE by CAD can generate “adjacency information” for two-dimensional CADs
which allows it to generate topologically correct plots, we do not care for the adjacency in this imple-
mentation.
5 Conclusion and Future Work
Newly developed imctions in Maple-package $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ have been presented. The current version of
$\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ provides QE by CAD and visualization of 2-D resulting quantifier-free formulas. The new
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Figure 2: 2-D visualization
features greatly extend the applicability and tractability of $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ for solving real algebraic constraints
in engineering.
Our CAD-based QE procedure can be improved by introducing more $\mathrm{u}\mathrm{p}- \mathrm{t}\triangleright \mathrm{d}\mathrm{a}\mathrm{t}\mathrm{e}$ methods. We are
planning to combining our procedure with some numerical methods to further improve efficiency. And
it is also important to implement more sophisticated simplification procedures that help obtain simpler
output formulas. We proceed to implement other known QE algorithms and improve them, and are setting
about developing symbolic-numeric algorithms. We also plan to advance our toolbox for parametric robust
control design on MATLAB using $\mathrm{S}\mathrm{y}\mathrm{N}\mathrm{R}\mathrm{A}\mathrm{C}$ as a core engine [13], which we keep upgrading.
Acknowledgements The authors thank Hong Myunghoon for the $\mathrm{C}\mathrm{c}o$de of the 2-D visualization
tool in the present paper.
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