Textual entailment is knowledge that may prove useful for a variety of applications dealing with inferencing over sentences described in natural language texts. This paper proposes a method to calculate the similarity between two text fragments T and H which is based on the TF-IDF algorithm. Similarity calculation, which contains synonymous degree and particular degree, is an important part in our system. System designed to recognize textual entailment typically employ lexical information. We analyze the experimental results and prospect for follow-up work. The evaluation results show that our method is effective for RTE task.
Related Work
Since textual entailment is known to interact with the discourse organization of text [3, 4] , the knowledge can be useful in tasks that require structuring a set of facts into coherent text. In Natural Language Generation [5] and multi-document summarization [6] it can be used to order sentences coming from multiple, possibly unrelated sources to produce a coherent document. The knowledge is essential for compiling answers for procedural questions in a QA system, when sentences containing relevant information are spread across the corpus. It can also be helpful for establishing the temporal order of events mentioned in a text [3, 7] which in turn is key for various applications such as QA and (multi-)document summarization.
The definition of entailment described in Section 1 is based on common human understanding of language as well as background knowledge; in fact, for textual entailment to hold it is required that text and knowledge entail hypothesis, but knowledge alone cannot entail hypothesis [8] . In other words, hypothesis is not entailed if hypothesis is true regardless of text. TF-IDF is a weight often used in information retrieval and text mining, and can be found in previous RTE paper.
In RTE7, 13 teams participated in the Search Task, submitting a total of 33 runs. The top 3 teams are IKOMA, u tokyo and BUPTTeam. IKOMA's system performance is the best. IKOMA's system combined the entailment score calculated by lexical-level matching and the machine-learning-based filtering mechanism [9] . u tokyo tried to apply various WordNet based similarity measures to the RTE task in order to compare the effects of them on RTE [10] . In addition, BUPTTeam's system was based on the similarity estimated as the degree of word overlap between text and hypothesis.
Our Method
The system architecture is illustrated as the Fig. 1 . Our system can be divided into the following five parts:
• Preprocessing 
Preprocessing
We process the documents contain all T-H pairs. The main aim is to improve the quality of the text and hypothesis pairs. We remove the prefix as "Q:", "A:" and the punctuation marks of the words. We replace "hasn't" with "has not", "isn't" with "is not" [11] within text. Capitalized items are converted to lower case for the purpose of improving the performance of word overlapping.
Stopwords Filtering
Stop words usually are high-frequency words like the, to, and etc. They have little lexical content and their presence in a text fails to distinguish it from other texts. So we use the Hownet 1 stopwords list to remove these words.
Stemming
Extracting the capitalized words and the numbers, we tag them as BIG and N U M separately and then use WordNet to do POS tagging. According to the verb v, noun N , adjective ADJ, adverb ADV order, we tag the word as V , N , ADJ, and ADV .
Calculations
Calculations part is our system's kernel that calculates the related parameters to provide a basis for entailment determination.
TF-IDF Calculation
In the standard TF-IDF algorithm, TF measures the term frequency in a document and IDF formula is a measure of whether the term is common or rare across all documents. We use all the unique sentences (only including texts) in the given text corpus to train the TF-IDF model.
Overlap Calculation
After the previous processing, we get set T and set H. The intersection of T and H is set T H. The formula is as the followed:
IDF (T H) is the sum of the words' IDF values in set T H and IDF (H) is the sum of the words' IDF values in set H.

Similarity Calculation
While synonymous measure is calculated only for V , N , ADJ and ADV words which appear in set H but not in set T , particular measure is calculated only for N U M and BIG words because of their specialties.
To calculate synonymous degree, we define the relative complement of T in H as set S. For each w ∈ S, the system extracts its hypernyms and synonyms from WordNet and then judges whether each of them occurs in sentence T or not. Finally system gives a weight for w if one of its hypernyms or synonyms occurs in sentence T . The formula is as the followed. Next, system calculates the particularity. setP is the set of BIG words and N U M words. If the word w ∈ P and w ∈ T , system assigns this word w to a weight. If the word w ∈ P and w / ∈ T , system extracts word w's hypernyms and synonyms from WordNet to judge if each of these words whether occurs in set T or not. We use the following formula. 
Entailment Determination
A higher degree of matching between text and hypothesis has been taken as indication of a semantic relation. Firstly we get the word set of hypothesis and the intersection of text and hypothesis, then use the TF-IDF weighted set of the intersection divide the weighted set of hypothesis to get the overlap score of candidate pair. Finally we use the threshold trained with training set as a criterion to compare with the overlap score. Candidate pair will be marked as true if their score is higher than the threshold, or else the candidate pair will be marked as false. So that the threshold is important to determine whether there is an entailment relation between a text T and a hypothesis H or not.
Experimental Results
The RTE7 data set is composed of 20 topics, 10 used for the development set and 10 for the test set. The development set is composed of 100 documents and contains globally 284 hypotheses. The test set is also composed of 100 documents and contains globally 272 hypotheses. There are much more negative pairs than positive pairs.
System results are compared to a human-annotated gold standard and the metrics used to evaluate system performances are precision, recall, and f-measure. We use the different development sets to train an appropriate threshold for the different unseen test set.
The scores which run in RTE6 and RTE7 data are shown in Table 1 . Our system's performance on the last two RTE challenges [8, 12] is presented in Table 2 . Our system is better than the median of all submitted results in RTE6.
The results show that background knowledge has a great effect on determining entailment relationship. E.g., T is "USt rejects appeal on behalf of brain-dead Florida woman" and the corresponding H is "The U.S. USt turned aside the case of Terri Schiavo". This TH pair's correct result is entailment but our system can not output entailment. The cause is the lacking of background knowledge.
The TH pairs containing figures are fallible. E.g, T is "Terri Orderso was 26 when she suffered brain damage in 1990 after her heart temporarily stopped beating because of an eating disorder" and the corresponding H is "Terri Schiavo is 41 years old". We know that T entail H after simply calculating, but system judges that H is not entailed by T.
Sentence conversion is also one of the causes of errors. There is a T as "Robert said his information about Wilson's wife had come from two senior administration officials" and the H is "Joseph Wilson is the husband of Valerie Plame". This TH pair has the entailment relation, but our system can not give the right answer.
Entity identification is also a problem in judging entailment, there is an example as follows: T "Robert said his information about Wilson's wife had come from two senior administration officials". H "Robert Novak said his information about Valerie Plame had come from two senior administration officials". According to the background information, we can know that Wilson's wife is Valerie Plame and can infer that the meanings of two sentences are the same. However, the system can't give the right result.
Conclusion
This paper proposes a method to calculate the similarity between a text T and a hypothesis H based on the TF-IDF values. Our experiments show our method can greatly improve the F-measure on RTE task.
While the accuracy of the texts processing determines the performance of the system, the follow-up work will reference more external resources, such as DIRT, VerbOcean and it would be appropriate to introduce the background knowledge base.
Further sentence conversion is the point which our method will be supplemented. In future we will focus on more semantic and syntactic information to improve system's performance.
