Vegetation pattern is one of the most important self-organized patterns in ecological systems. The formation mechanism of vegetation patterns has been attributed to dynamic bifurcations, while from the external perspective, the regularity of patterns could also be influenced by some statistical indicators. Shannon entropy and contagion index are the most commonly used indicators of landscape diversity and connectivity in landscape ecology. These two indicators can explain the self-organization of vegetation patterns. In this research, vegetation patterns are neither randomly generated nor captured from vegetation map. Based on a discrete vegetation-sand model, formation process of vegetation patterns are simulated in different situations of bifurcations. Given different situations of bifurcations (Turing bifurcation, Neimark-Sacker bifurcation and Turing-Neimark-Sacker bifurcation), several formation processes are studied. Along the process, the corresponding Shannon entropy and contagion index of simulated vegetation patterns are calculated based on slightly modified calculation formulas. Comparing different variation curves of Shannon entropy and contagion index, we can see that variation trends of both Shannon entropy and contagion index are closely related to the formation stages of vegetation patterns. The different final values of Shannon entropy and contagion index in different patterns can be used to determine which bifurcation is in dominant when both bifurcations occur. INDEX TERMS Contagion index, Neimark-Sacker bifurcation, Shannon entropy, Turing bifurcation.
I. INTRODUCTION
Patterns are non-uniform structures with some regularity in time and space. It is the state of ordered distribution caused by the interaction between the parameters in the system in a certain way. In nature, pattern structures are ubiquitous, and the types of patterns are also varied, such as stripes on animal [1] , water ripples [2] and vegetation patterns shown in the aerial pictures [3] - [5] . It is not only a striking phenomenon that arrested all researchers, but also a necessary quest on the way to interpreting nonlinearity. Exploration on pattern self-organization can help us to understand the mechanisms of the world when dealing with complexity.
The study of vegetation patterns began in the 1950s and 1960s [6] - [10] , and has received more and more attention The associate editor coordinating the review of this manuscript and approving it for publication was Jun Hu . in recent years, especially when observation technology of vegetation pattern has been improved, such as remote sensing technology (e.g. NOAA Advanced Very High Resolution Radiometer [11] . At the beginning, most of the studies on vegetation pattern mostly belong to the types of qualitative descriptions, such as regular spots pattern, stripes pattern, maze-like pattern, and mosaic pattern. In fact, as early as 1962, White [12] , [13] proposed that in Jordan, wind may be the source of the formation of banded vegetation, and the wind-forming sand that accumulates around plants must play a crucial role in the growth cycle of vegetation. Later, Mabbutt and Fanning [14] in Australia, and Leprun [15] in Mali observed windy vegetation patterns. In nature, since the movement of wind and sand is discrete, we believe that it is necessary to discretize the continuous vegetation-sand model. And discrete models can generate more dynamic behavior, which undoubtedly reflects the ecological complexity. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ A classic example is the discrete logistic model that exhibits period-doubling cascade and a route to chaos [16] . Self-organized patterns can be generated by many systems and various models, and it seems that each system has one mechanism of self-organization. But in mathematics, the mechanism of self-organization can be well recognized as symmetry breaking. For the formation of the pattern, the predecessors mostly used thermodynamics or dynamics to explain, which enriched the study of the pattern. However, in many studies on patterns, there is a lack of certain criteria for the quantitative description of patterns in the selforganization process.
The relationship between self-organization and the production of entropy can find its origin in the pioneering works in [17] , [18] . Since then many studies have explored the relationship in a variety of fields [19] - [23] . Mahara and Yamaguchi have used the thermodynamic entropy to study the relationship between entropy and pattern formation [19] . He points out that the entropy production could be used as a quantitative index of patterns. However, the thermodynamic entropy is only for thermodynamic models and lacks generality for other dynamic models. We believe that in the field of vegetation pattern research, dynamic equations are used in many forms, especially differential equations. The simulation results are diverse and have certain advantages. By applying the bifurcation dynamics in nonlinear science, the formation of a self-organized pattern of vegetation can be obtained in numerical simulations. This means that the bifurcation dynamics is the self-organizing dynamic mechanism. At this time, the use of dynamic entropy to analyze the self-organizing process is obviously repeated. This is also the reason why the above research results are not good. We believe that the intrinsic mechanism of the formation of the self-organized pattern of vegetation is the bifurcation dynamics, but at the same time, the geometric structure of the self-organized pattern will be subject to space constraints. The Shannon entropy may reflect the nature of the self-organizing process from another aspect [24] , [25] .
In this research, based on a discrete vegetation sand model discretized from Zhang et al. [26] , we will study the variations of Shannon entropy and contagion index in the formation process of vegetation patterns. Calculation methods of Shannon entropy and contagion index are slightly modified for a simulated vegetation pattern. Along with the simulations of pattern formation, a series of Shannon entropy and contagion index will be calculated. The variation trends will be analyzed and compared among different situations.
II. MODEL AND METHOD
The discrete vegetation-sand model was proposed by Zhang et al. [26] and can be summarized as:
where S (i,j,t) and S (i,j,t+1) represent respectively the height of sand deposition at time t and t + 1 on the coordinate (i, j). V (i,j,t) and V (i,j,t+1) represents the vegetation coverage at time t or t + 1 on the coordinate (i, j). S (i,j,t) and V (i,j,t) represents the transitional values of height of sand deposition and vegetation coverage at coordinates (i, j). Parameter k 0 (cm ·day −1 ) is the accumulation rate of air sand without vegetation. m (cm·day −1 ) is the coefficient representing the trapping effect of vegetation. V 0 (%) means two times of saturation of the vegetation cover which affects sand deposition. n(day −1 ) is the coefficient representing the decrease of accumulation rate with the increase of sand height. h(day −1 ) represents the intrinsic growth rate of vegetation. V m (%) is the potential maximum of vegetation coverage. p(cm·day −1 ) is the coefficient of destruction effect by sand. C is a constant representing how sand tolerance increase with the increase of vegetation cover. a 1 (m·day −1 ) is the coefficient representing the translation of sand dunes by wind. D 1 (m 2 ·day −1 ) is the diffusion coefficient of sand without strong unidirectional wind. a 2 (m·day −1 ) is the advection coefficient representing the dispersal of vegetation by wind. D 2 (m 2 ·day −1 ) is the diffusion coefficient representing the dispersal of vegetation without strong unidirectional wind. τ (day) is the time step, d(m) is the space step and t is time.
A. SHANNON ENTROPY
In 1948, Shannon proposed the concept of information entropy (Shannon entropy), and established the classical information theory [27] . Since then, L. Brillouin has extended information theory to the field of physics, linked information with entropy, generalized the meaning of entropy, linked natural science with social science, and improved people's understanding of nature and society In recent decades, on the basis of the classical information theory established by Shannon, information theory has made great progress in basic theory and practical application, and with the development of modern science and technology, information theory will continue to develop and enrich. The meaning of entropy will continue to flow in and out of generalization, and will play a greater role in the practice of human understanding and transformation of the objective world. The definition of Shannon entropy is as follows:
Assuming that a random sequence x(N ) contains N possible values and the probabilities of taking these values are respectively p 1 , p 2 , · · · ,p N , the Shannon entropy of the sequence x(N ) is:
in which i marks all possible patch types, and K is any constant related to the unit selection.
B. CONTAGION INDEX
Contagion index is one of the important indexes that describe the landscape pattern in landscape ecology. It describes the degree of agglomeration or extension of different pattern types in the landscape, and reflects the decentralization of a certain number of landscape elements in the landscape. Its value increases with the degree of aggregation of the pattern types. According to Li and Reynolds [28] , contagion index can be calculated by the following formula:
in which N is the total number of patch types, P ij is the probability that two adjacent grid cells that is randomly selected belong to type i and j simultaneously. Contagion index usually measure the degree of aggregation of the same type of patch, with the unit percentage (%), and the value range: 0 ≤ CONT ≤ 100.
C. CALCULATIONS OF SHANNON ENTROPY AND CONTAGION INDEX OF A SIMULATED PATTERN
Iterations of vegetation and sand values V (i,j,t) , S (i,j,t) are carried out on the basis of equation (1) on 100 × 100 lattices. The initial conditions are set as homogeneous steady states (which has been calculated in [26] ) with 5% random perturbations. Boundary conditions are set as periodic boundary conditions. The iteration processes are carried out using MATLAB (2011a). For every t = t 0 , V (i,j,t0) can be shown on the 100 × 100 lattices, and using the MATLAB code 'pcolor'. For example in Fig. 1c , red color represents high values of V (i,j,t) , while blue color represents low values of V (i,j,t) . Before calculations of Shannon entropy and contagion index, we note that the values of V (i,j,t) in the spatial patterns differ from each other (cannot be exactly the same), which means the occurring probability of each value may be the same (0.01 %). Then it would be meaningless to calculate the Shannon Entropy. Therefore, it is necessary to process the values before calculations. For t = t 0 , We can make a simple map from the values of [min (V (i,j,t) ), max(V (i,j,t) )] into color map [0, 256], and round to the integers. The number of different integers is N . Then we can calculate the occurring probability of each value p (t 0 ,i) (i = 1: N ), and obtain the Shannon entropy of a simulated vegetation pattern at t = t 0 :
While calculating contagion index of a simulated pattern, we should first calculate:
where p (t 0 ,j/i) is the conditional probability of an adjacent patch of a type-i-patch belongs to type j. Then we can obtain contagion index of a simulated vegetation pattern at t = t 0 :
Meanwhile, in this paper, the calculation of the contagion index may be different at the boundary grid, and different calculation methods need to be set according to the boundary conditions. Due to the iterative process in the model uses periodic boundary conditions, when calculating the contagion index of the boundary grid, periodic boundary conditions are also used. Series of SE (t) and CONT (t) are also calculated in MATLAB together with the iterations of V (i,j,t) and S (i,j,t) .
III. VARIATIONS OF SHANNON ENTROPY AND CONTAGION INDEX IN PATTERN SELF-ORGANIZATION
Simulations are carried out on the formation process of vegetation patterns (only typical patterns are shown to represent a certain evolution stage in the whole formation process); and meantime a series of Shannon entropy and contagion index are calculated based on equation (4) and (6) . Considering the ecological significance of parameters, parameter values are selected on the basis of the literature [26] with moderate variations. Note that, parameter values are shown under each figure and satisfy Turing bifurcation or Neimark-Sacker bifurcation conditions [26] , [29] .
A. TURING TYPE SELF-ORGANIZATION 
is no prevailing wind. In order to show the process of the initial stage more clearly and we shorten the iteration time to 1500 days, and after 1500 days there is no significant change in Shannon entropy. The first-stage 0 -75 days, Shannon entropy quickly rose from the initial value of 7.6791 to the maximum value of 7.8263 and then decreases. When t = 75 days, the vegetation coverage in the area is far from the value at the fixed point, and differentiation occurs ( Fig. 1c ). In the second-stage 75 -200 days, the Shannon entropy fluctuated slightly but the overall trend declined slowly. When t = 200 days, the vegetation continues to degenerate, and the vegetation coverage of some adjacent lattices combine to form a network structure (Fig. 1d ). In the third-stage 200 -300 days, Shannon entropy rises to 7.8215. When t = 300 days, the vegetation degradation is intensified, and the difference in vegetation coverage on different grids is more obvious (Fig. 1e ). In the fourth-stage 300 -750 days, the Shannon entropy decreases gradually. When t = 750 days, we can observe the appearance of a clear labyrinth pattern, which we usually call the Turing labyrinth pattern (Fig. 1f ). In the last stage 750 -1500 days, the entropy slowly decreasing to a minimum point 6.6681 and the slope tends to zero. In the multiple simulation results, the entropy values tend to stabilize in the end. The variation trends of contagion index is basically opposite to Shannon entropy as shown in fig. 1b . The contagion index finally stabilizes at 22.3494 and the slope tends to zero. When t = 50 days, the vegetation coverage in the area is far from the value at the fixed point, and differentiation occurs (Fig. 1c ). In the second-stage 50 -150 days, the Shannon entropy fluctuated slightly but the overall trend declined slowly. When t = 150 days, the vegetation continues to degrade, and the vegetation coverage of some adjacent lattices combine to form a net structure (Fig. 1d ). In the third-stage 150 -250 days, Shannon entropy value rises to the maximum.
When t = 250 days, the vegetation degradation is intensified, and the difference in vegetation coverage on different grids is more obvious. Besides, it can form short vegetation bands on other land (Fig. 1e ). In the forth-stage 250-750 days, the Shannon entropy decreases gradually. When t = 750 days, the short vegetation bands begin to slowly connect and fuse together to form longer, larger vegetation belts (Fig. 1f ). In the last stage 750 -1500 days, the Shannon entropy slowly decreases to a minimum point and the slope tends to zero. In the multiple simulation results, the Shannon entropy values tend to stabilize in the end. The variation of contagion index has an opposite trends at each time to the variation of Shannon entropy as shown in fig. 2b . In the whole process, the initial entropy is 7.6724, the maximum is 7.8253, the minimum is 7.1435, and finally, the Shannon entropy fluctuates around 7.2773. The initial contagion index is 9.5263, the maximum is 21.6415, the minimum is 8.9549, and finally, the contagion index fluctuates around 21.5886. Fig. 3 shows patterns induced by Neimark-Sacker bifurcations and variations of Shannon entropy. Unlike the smooth curves of the Turing type pattern, the Neimark-Sacker type pattern fluctuates strongly. Shannon entropy fluctuates from beginning to the end. Same as Fig. 1 , in order to show the process of the initial stage more clearly and we shorten the time to 10000 days, after 10000 days the Shannon entropy keep stable. In the first-stage 0-500 days, Shannon entropy decreases rapidly, while contagion index increased rapidly. When t = 500 days, the vegetation coverage in the area is far from the value at the fixed point, and differentiation occurs (Fig. 3c ). In the second-stage 500-3000 days, Shannon entropy increases slowly with fluctuations. In the third-stage 3000-5000 days, the intensity of the fluctuation increases, reaches a peak, and then decreases. Around t = 5000 days, vegetation coverages in different lattices show obvious differences ( Fig. 3e ). At this time, the vegetation between different lattices combine to form larger patches. In the forth-stage 5000-8000 days, fluctuations of Shannon entropy continue to decline, Shannon entropy increases slowly while contagion index decreases. Over time, when t = 8000 days, the shape of vegetation patches changes, forming irregular thin strips or circles ( Fig. 3f ). At this time, the type of the pattern is still complex and irregular in general. In the last stage after 8000 days, although the Shannon entropy and contagion index fluctuates, the fluctuations are around a certain value. In the whole process, the initial Shannon entropy is 7.6617, the maximum is 7.7664, the minimum is 6.61872, and the final Shannon entropy fluctuates around 7.6001. The initial contagion index is 10.0887, the maximum is 34.3437, the minimum is 10.887, and the final contagion index fluctuates around 15.7336.
B. NEIMARK-SACKER TYPE SELF-ORGANIZATION

C. TURING-NEIMARK-SACKER TYPE SELF-ORGANIZATION
In the above sections, we have studied the process of vegetation pattern formation when Turing bifurcation or Neimark-Sacker bifurcation occur alone. It can be seen from the final patterns that Turing type pattern is more regular; and Neimark-Sacker type pattern is more chaotic and less regular. However, the actual observed pattern is more like a regular pattern with some irregularities. This allows us to consider whether the actual observed pattern is the result induced by the combined effects of two types of bifurcations. But in order to quantitatively determine which bifurcation is in dominant when both bifurcation occur, Shannon entropy and contagion index are calculated along the formation process of vegetation patterns. However, Turing-Neimark-Sacker type pattern is more regular than the Neimark-Sacker type pattern. In order to show the process of the initial stage more clearly and we shorten the time to 10000 days, after 10000 days Shannon entropy keep stable. In the first-stage 0-500 days, Shannon entropy decreases rapidly and contagion index increases rapidly. In the second-stage 500 -3700 days, Shannon entropy increases slowly with fluctuations, while contagion index increases first and then decreases. When t = 3700 days, the vegetation coverage in the area is far from the value at the fixed point, and differentiation occurs (Fig. 4d ). In the third-stage 3700 -4700 days, Shannon entropy increases and reaches a peak, while contagion index decreases rapidly. When t = 4700 days, the structure of pattern is initially formed, and the type of the pattern is similar to the irregular band (Fig. 4e ). In the fourth-stage 4700 -8000 days, Shannon entropy and contagion index decrease slowly. When t = 8000 days, the specific structure of the pattern will still change with time, but pattern type stays similar to irregular bands (Fig. 4f ). Considering the pattern type of Fig. 4f , it seems to fall in between Fig. 3f and Fig. 2f , but more similar to Fig. 3f . From the final values of Shannon entropy (7.6289) and contagion index (15.0098), we can see that they are closer to those of Neimark-Sacker type pattern. Fig. 5 shows a second situation of patterns induced by Turing-Neimark-Sacker bifurcations. In the first-stage 0 -3000 days, Shannon entropy increases slowly, while, contagion index increases first and then decreases. In the second-stage 3000 -5000 days, Shannon entropy decreases rapidly and contagion index increases rapidly with fluctuations. In the third-stage 5000 -17000 days, Shannon entropy decreases dramatically while contagion index increases to a peak value. When t = 5000 days, vegetation bands with no uniform orientation are formed (Fig. 5d ). In the fourth-stage 17000 -20000 days, Shannon entropy and contagion index fluctuates around a certain value. When t = 17000 days, the vegetation bands began to gradually merge in the vertical direction ( Fig. 5e ). From the final value of Shannon entropy (7.2827) and contagion index (19.8529), we can see obviously that they are closer to those of Turing type banded pattern, which is consistent with visual observation. This reveals that in this situation Turing bifurcation is in dominant when both Turing and Neimark-Sacker bifurcation occur. Fig. 6 shows patterns induced by Turing-Neimark-Sacker bifurcations, and variations of Shannon entropy and contagion index when there is no prevailing wind. In the first-stage 0 -1000 days, Shannon entropy decreases first and then increase slowly, while the variation trends of contagion index is opposite. When t = 1000 days, it can be seen that the degradation of vegetation is more rapid. On the basis of the labyrinth pattern, the vegetation coverage on some of the lattices begins to decrease to 0, forming a net structure (Fig. 6c ). In the second-stage 1000 -1500 days, Shannon entropy decreases rapidly and contagion index increases rapidly with fluctuations. When t = 1500 days, most of the vegetation on the grid has died, forming irregular vegetation bands (Fig. 6d ). In the third-stage 1500 -2300 days, entropy decreased slowly and contagion index increases slowly. When t = 2300 days, the short strips of vegetation zone are further degraded and fractured, forming a point-like vegetation pattern (Fig. 6e ). This is a new pattern type different from the above. From the final value of Shannon entropy (2.7774) and contagion index (71.8665), we can see that they are not closer to those of either Turing type pattern or Neimark-Sacker pattern. This indicates that dot pattern could be induced by the combined effects of both Turing and Neimark-Sacker bifurcations. Fig. 7 shows patterns induced by Turing-Neimark-Sacker bifurcations, and variations of Shannon entropy and contagion index. In the first-stage 0 -650 days, Shannon entropy decreases first and then increases slowly, while the variation trends of contagion index is opposite. In the second-stage 650 -1300 days, Shannon entropy decreases rapidly and contagion index increases rapidly. When t = 1300 days, the vegetation degraded very quickly, and vegetation on most of the lattices has died, and small crescentshaped vegetation patches appear (Fig. 7d ). In the third-stage 1300 -3000 days, Shannon entropy increases rapidly and contagion index decreases rapidly. In the forth-stage 3000 -4000 days, Shannon entropy increases slowly and contagion index decreases slowly. From the final value of Shannon entropy (1.799) and contagion index (82.8310), we can see that they are not closer to those of Turing or Neimark-Sacker type pattern.
IV. DISCUSSION AND CONCLUSION
It should be noticed that, Shannon entropy is not related to the configuration of a vegetation pattern. It can only reveal the composition of a vegetation pattern. This limitation is one of the reasons for landscape ecologists employing configurational entropy, which is Boltzmann entropy. But Boltzmann entropy of a landscape pattern has not been computable until recent years. According to Cushman [30] , given a certain value of total edges (TE), the number of status (N ) can be obtained, and then Boltzmann entropy can be calculated as ln(N ). In this process, for all of the given vegetation patterns (vegetation type distribution map, or vegetation coverage map, or randomly generated vegetation patches), the edges of vegetation patches are clear. For example, considering a vegetation coverage map on 100×100 lattices, each lattice is either a vegetative patch or a nonvegetative patch. But in this research, clear edges of vegetation patches can only be seen in few vegetation patterns, such as some Turing type patterns (Fig. 1f, 2f, 5d , 5e, 6d, 6e, 7d and 7e). While in most other vegetation patterns, all lattices in the pattern are vegetative lattices, which means there are no edges of vegetation patches. Thus, there should be other methods to calculate the Boltzmann entropy of a simulated vegetation pattern. It is only recently that a method to compute the Boltzmann entropy of a landscape gradient has been proposed, which is resampling-based method [31] , and then it was improved by Gao and Li [32] as it is not efficient as it involves a series of numerical processes, which are computation-intensive and time consuming. The so-called aggregation-based method contributes to an easy computation of the Boltzmann entropies of not only landscape gradients, but also remote sensing images and other quantitative raster data. However, all of these calculation methods of Boltzmann entropy have some assumptions and limitations. In this research, in the formation process of vegetation process, it is not necessary to calculate Boltzmann entropy, as we use Shannon entropy and contagion index to interpret the formation process. We can see that the calculation method of contagion index avoids the issue of unclear patch edges (compared with total edges method proposed by Cushman [30] ), and contagion index can also reflect the extent of self-organization in a vegetation pattern, which has a similar significance to the Boltzmann entropy and more suitable to represent self-organization.
Based on the variations of Shannon entropy and contagion index in different formation processes of vegetation patterns, we can conclude that:
(a) During the process of pattern formation, the variation trends of Shannon entropy and contagion index are basically opposite. In fact, it is not necessary for them to be opposite. This indicates that in bifurcation induced vegetation patterns, higher diversity of different vegetation coverages means relatively lower extent of self-organization.
(b) Comparing the variations of Shannon entropy and contagion index with the formation of vegetation patterns, different variations of curves are closely related to different stages of pattern formation process. At the beginning of all simulations, the values of Shannon entropy and contagion index have fluctuated greatly. The reason for this fluctuation is that vegetation starts to degrade from uniform steady states to form small patches of vegetation self-organizations. As time goes by, small vegetation patches begin to adhere and combine, forming larger, stable pattern structure. At this time, the value of Shannon entropy and contagion index is gradually stabilized, which reflects the degree of self-organization of the vegetation in the pattern after the pattern is stabilized.
(c) In the formation processes of different pattern types, variation curves of Shannon entropy and contagion index are quite different. During the formation of the Turing type patterns, there is no significant fluctuation in the values of Shannon entropy and contagion index, which reveals that Turing-type patterns are relatively more regular and stable pattern. While during the formation of the Neimark-Sacker type patterns, the significant fluctuations of both Shannon entropy and contagion index reveal that Neimark-Sacker type patterns are relatively more irregular.
(d) According to the different final values of Shannon entropy and contagion index, these values can be quantitative indicators to assess vegetation pattern types. This is very meaningful and useful when multi bifurcation occurs at the same time, and vegetation type falls in between two types.
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