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Abstract In this paper, the inviscid and non-resistive limit is justified for the local-in-
time solutions to the equations of nonhomogeneous incompressible magneto-hydrodynamics
(MHD) in R3. We prove that as the viscosity and resistivity go to zero, the solution of the
Cauchy problem for the nonhomogeneous incompressible MHD system converges to the
solution of the ideal MHD system. The convergence rate is also obtained simultaneously.
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1 Introduction and Main Results
It is well known that (cf. [3, 12, 17, 20]) when a conducting particle moves in an electro-
magnetic field, both the hydrodynamic and electrodynamic effects must be taken into account
because of the strong interaction between fluid flow and magnetic field. The mutual interaction
of the magnetic field B and the velocity field u arises partially as a result of the laws of Faraday
and Ampère, and partially because of the Lorentz force experienced by a current-carrying body.
The combination of Ohm’s law, Faraday’s equation and Ampère’s law leads to an induction
equation for the magnetic field B (see eq. (3) below).
In this paper, we consider a nonhomogeneous incompressible viscous fluid in an electro-
magnetic field, the motion of which is governed by the following equations:
ρt + u · ∇ρ = 0, (1)







+ B · ∇B, (2)
Bt −∇× (u × B) = ν∆B, (3)
divu = 0, divB = 0, (x, t) ∈ R3 × R+, (4)
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with initial conditions
ρ(x, 0) = ρ0(x), u(x, 0) = u0(x), B(x, 0) = B0(x). (5)
Here, the unknowns are ρ, u = (u1, u2, u3), B = (B1, B2, B3) and p, denoting the density, the
velocity, the magnetic field and the pressure of the fluid, respectively; µ > 0 is the viscosity
coefficient of the fluid, and ν > 0 is the resistivity constant acting as the magnetic diffusion
coefficient of the magnetic field.
The system (1)–(4), describing the macroscopic behavior of electrically conducting incom-
pressible fluids in a magnetic field, is called the nonhomogeneous incompressible magneto-hydro
dynamics (MHD) system. From equation (3) it is clear that the time rate of change of mag-
netic field, Bt, is dominated by both the advection term ∇ × (u × B) and the diffusion term
ν∆B. However, since the resistivity ν is inversely proportional to the electrical conductivity
σ, it is therefore reasonable to assume that there is no magnetic diffusion (i.e., ν = 0) when
the conducting fluid under consideration is of very high conductivity (ideal conductors), see,
for example [7, 10]. Consequently, in the extremely high electrical conductivity cases which
occur frequently in many cosmical and geophysical problems, it is more rational to ignore the
resistivity term ν∆B and to replace eq. (3) by
Bt −∇× (u × B) = 0.
The above equations imply in particular that in a highly conducting fluid the magnetic field
lines move along exactly with the fluid, rather than simply diffusing out. This type of behavior
is physically expressed as that the magnetic field lines are frozen into the fluid. In effect, the
fluid can flow freely along the magnetic field lines, but any motion of the conducting fluid,
perpendicular to the field lines, carries them with the fluid. The “frozen-in” nature of magnetic
fields plays a very important role and has a very wide range of applications in both astrophysics
and the nuclear fusion theory, where the magnetic Reynolds number Rm ∼ 1/ν is usually very
high. A typical illustration of the “frozen-in” behavior is the phenomenon of sunspots. For
more details, we refer the reader to [3–5, 7, 10, 12, 17, 20].
The main purpose of this paper is to study the non-resistive limit for the system (1)–(5),
that is, we are concerned with the transition from the resistive MHD system to a non-resistive
MHD system. Moreover, because of the uniform estimates (independent of µ, ν), we can also
prove the inviscid limit (i.e., µ → 0) for the MHD system (1)–(5).
Formally, when µ = ν = 0, the system (1)–(4) becomes
ρ0t + u















0 × B0) = 0, (8)
divu0 = 0, divB0 = 0, (x, t) ∈ R3 × R+ (9)
with initial conditions
ρ0(x, 0) = ρ00(x), u
0(x, 0) = u00(x), B
0(x, 0) = B00(x). (10)
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The system (6)–(9) is the so-called ideal MHD system for nonhomogeneous incompressible
fluids. When ρ ≡ const and ρ0 ≡ const, the systems (1)–(4) and (6)–(9) are the usual viscous
and ideal MHD systems for homogeneous incompressible fluids, respectively.
Because of the physical importance, complexity, rich phenomena and mathematical chal-
lenges, both the (nonhomogeneous or homogeneous) MHD and ideal MHD systems were ex-
tensively studied by many physicists and mathematicians, see, for example, [3]–[6], [8]–[12],
[17], [20], [23]–[26], [29]–[31], [33], etc. However, due to the lack of smoothing mechanism and
the strong coupling between the physical quantities u and B, many physically important and
mathematically fundamental problems on MHD system still remain open, such as the global
existence of classical (smooth) solutions with large initial data, vs. the finite-time singularities.
We also point out that when B ≡ 0, then systems (1)–(4) and (6)–(9) (resp. ρ ≡ const and
ρ0 ≡ const in (1)–(4) and (6)–(9)) reduce to the nonhomogeneous Navier-Stokes and Euler
equations (resp. the Navier-Stokes and Euler equations) for incompressible fluids, which were
also studied by a lot of researchers, see, for instance, [13]–[16], [18, 19], [21, 22], [27], and the
references cited therein.
The vanishing viscosity limit is one of the challenging topics in fluid dynamics. Since the
results of Kato [13] and Swann [27], the convergence of solutions of the Navier-Stokes equa-
tions to the Euler equations as the viscosity goes to zero, was studied by many authors. In
particular, Itoh [18] and Itoh-Tani [19] studied the vanishing viscosity limit for the equations of
nonhomogeneous incompressible fluids and proved the H2 and W 1,p-norm (p > 3) convergence,
respectively. Recently, Diaz and Lerena [8] utilized the C0-semigroup technique developed in
[14] to investigate the inviscid and non-resistive limit in the Cauchy problem for the incompress-
ible homogeneous MHD system (i.e., (1)–(5) with ρ ≡ const). In this paper, we shall justify
the same limit for local-in-time solutions of the nonhomogeneous incompressible MHD system
(1)–(5), and thus, extend the results in [8] to the nonhomogeneous case.
As usual, we shall work in the framework of the solenoidal vector fields of (L2(R3))3. For
m ∈ Z+, we denote by Hm the vectorial Sobolev spaces (Hm(R3))3 = (Wm,2(R3))3, and denote
by (·, ·) the inner product in (L2(R3)3. For simplicity, we shall use the following abbreviations:
‖ · ‖m := ‖ · ‖Hm and ‖ · ‖Lp := ‖ · ‖(Lp(R3))3 , 1 ≤ p ≤ ∞.
The same notations will also be used for scalar functions.
Our main theorem now reads as follows.
Theorem 1.1 (i) Assume that the initial data (ρ0,u0,B0) satisfies
ρ0(x) − ρ̄ ∈ H
3 for some positive constant ρ̄,
inf ρ0(x) = m > 0, sup ρ0(x) = M < ∞,
(u0,B0) ∈ H
3 × H3, and divu0 = divB0 = 0.
Then there exists a positive time T ∗, independent of µ and ν, such that the problem (1)–(5)
has a unique solution (ρ,u,B) which satisfies ρ(x, t) > 0 for all (x, t) ∈ R3 × [0, T ∗], and
(ρ − ρ̄,u,B) ∈ L∞(0, T ∗; H3) × L∞(0, T ∗; H3) × L∞(0, T ∗; H3),
(u,B) ∈ L2(0, T ∗; H4) × L2(0, T ∗; H4) for fixed µ, ν > 0.
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3 × H3 × H3 satisfies





Then the problem (6)–(10) has a unique solution (ρ0,u0,B0) on R3 × [0, T ∗] such that
ρ0(x, t) > 0 for all x ∈ R3, t ∈ [0, T ∗],
(ρ0 − ρ̄,u0,B0) ∈ L∞(0, T ∗; H3) × L∞(0, T ∗; H3) × L∞(0, T ∗; H3).
(iii) Let (ρ,u,B) and (ρ0,u0,B0) be the solutions to the problems (1)–(5) and (6)–(10)
described in (i) and (ii), respectively. If the initial data satisfies
‖ρ0 − ρ
0
0‖2 + ‖u0 − u
0
0‖2 + ‖B0 − B
0
0‖2 → 0 as O(
√
µ + ν),





in H2 × H2 × H2
with a convergence rate O(
√
µ + ν).
Our main purpose is to prove the third part of Theorem 1.1 in Section 3 by applying the
uniform estimates (independent of µ, ν) established in Section 2. Comparing with the vanishing
limit for the homogeneous incompressible MHD equations (cf. [8]), the nonhomogeneous prob-
lem (1)–(5) is more difficult to study due to the coupling of ρ and u. The main difficulty lies in
the following twofold. First, unlike that in [8], to prove the uniform estimates of ‖u(t)‖3, we have
to split Dα(ρut) (|α| ≤ 3) into two terms ρDαut and Dα(ρut)−ρDαut, however, an additional
term ‖ut(t)‖2 arises when we try to deal with the second term (see Lemma 2.3). The estimate
of ‖ut(t)‖2 needs some additional work based on the Sobolev and interpolation inequalities
(see Lemma 2.6). Second, because the domain is unbounded and the density has a uniformly
positive lower bound (see [14]), we cannot simply bound ‖u(t)‖3 and ‖ut(t)‖2 by using the
norm ‖ρ(t)‖3 (unbounded). Indeed, instead of the use of ‖ρ(t)‖3, we should estimate ‖u(t)‖3
and ‖ut(t)‖2 by employing ‖∇ρ(t)‖2 which is bounded and equivalent to ‖∇(ρ − ρ̄)(t)‖2. This
also requires some careful analysis. Moreover, the presence of the additional nonlinear terms
and nonlinear equations induced by magnetic field also makes the problem more complicated
than that for nonhomogeneous Navier-Stokes equations (see [18, 19]). In particular, due to the
strong interaction between u and B, the uniform estimates of u and B can not be achieved
independently (see Lemmas 2.3 and 2.4). In fact, we have to bound u and B together by
using the identity (B · ∇DαB, Dαu)+(B · ∇Dαu, DαB) = 0 which follows from integration by
part, see Lemma 2.5. As it was emphasized in [25, 32], the extension of results known for the
Navier-Stokes equations (resp. Euler equations) to the MHD system (resp. ideal MHD system)
does not always appear as a simple matter. For example, the method used in [19] to prove the
W 1,p-convergence (p > 3) of vanishing viscosity seems not work for the limit process from the
MHD problem (1)–(5) to (6)–(10).
Remark With the help of (ρ,u,B), the pressure p = p(x, t) can be determined (up to a













Therefore, we only mention (ρ,u,B) when we talk about a solution of (1)–(5). The same also
holds for p0 and (ρ0,u0,B0) to the problem (6)–(10).
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2 A Priori Estimates
This section is devoted to the derivation of local-in-time estimates (uniform in µ, ν) for
solutions to the initial value problems (1)–(5) and (6)–(10). For this purpose, we first recall
the well-known Moser-type calculus inequalities (the commutator and product estimates) and
some Sobolev inequalities (see, for example, [1, 15, 16]).
Lemma 2.1 Let s ∈ Z+ and α be a standard multi-index with |α| = α1 + α2 + α3. Also





(A) (Commutator estimate) for f ∈ Hs, Df ∈ L∞, and g ∈ Hs−1 ∩L∞, there holds that
∑
|α|≤s
‖Dα(fg) − fDαg‖L2 ≤ C (‖f‖s‖g‖L∞ + ‖Df‖L∞‖g‖s−1) , (11)
(B) (Product estimate) for f, g ∈ Hs ∩ L∞, there holds that
∑
|α|≤s
‖Dα(fg)‖L2 ≤ C (‖f‖L∞‖g‖s + ‖f‖s‖g‖L∞) , (12)
(C) (Sobolev inequalities) for any f ∈ H2 and q ∈ [2, 6], there holds that
‖f‖Lq ≤ C‖f‖1, ‖f‖L6 ≤ C‖∇f‖L2, ‖f‖L∞ ≤ C‖∇f‖1 ≤ C‖f‖2. (13)
Throughout this section, we shall use C to denote the various positive constants which
may depend on the initial data, but not on µ and ν. Moreover, we only focus on the proof of
uniform estimates for the solutions of the problem (1)–(5), since the analogous estimates for
the solutions of (6)–(10) can be proved in the same manner.
Let (ρ,u,B) be a sufficiently regular solution of the problem (1)–(5). We begin with the
following estimate on the density ρ.
Lemma 2.2 For all (x, t) ∈ R3 × R+, we have
0 < m ≤ ρ(x, t) ≤ M < ∞, (14)
where
m := inf ρ0(x) > 0 and M := sup ρ0(x) < ∞.






Proof This lemma can be proved in a very standard way (see, for example, [18]). Indeed,
it follows from (1) and the method of characteristics that the density ρ is given by
ρ(x, t) = ρ(y(s;x, t), s)|s=t = ρ0(y(s;x, t))|s=0,
where the particle trajectory y(s;x, t) is defined by
dy
ds
= u(y, s), y|s=t = x.
This immediately leads to (14).
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ρ̃t + u · ∇ρ̃ = 0,
ρ̃(x, 0) = ρ̃0(x) = ρ0(x) − ρ̄.
Thus, applying the operator Dα to both sides of the first equation and multiplying the resulting








(Dα(u · ∇ρ̃), Dαρ̃) = −
∑
|α|≤3
(Dα(u · ∇ρ̃) − u · ∇Dαρ̃, Dαρ̃) , (16)











|Dαρ̃|2divu dx = 0.




∣ (Dα(u · ∇ρ̃) − u · ∇Dαρ̃, Dαρ̃)
∣
∣ ≤ C (‖u‖3‖∇ρ̃‖L∞ + ‖Du‖L∞‖∇ρ̃‖2) ‖ρ̃‖3




which inserted into (16), yields the desired estimate in (15). 2
Next we derive the uniform estimates of ‖u(t)‖3.









ρ|Dαu|2 dx + µ‖∇u(t)‖23 −
∑
|α|≤3
(B · ∇DαB, Dαu)
≤ C
{







Proof Applying the operator Dα to both sides of (2) and taking the L2-inner product
with Dαu, we deduce after summing over |α| ≤ 3 that












(Dα(ρu · ∇u), Dαu) +
∑
|α|≤3
(Dα(B · ∇B), Dαu) := R1 + R2, (18)


























Dα(divu) dx = 0.













u) := L11 + L
2
1,
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ρ|Dαu|2 dx − C‖∇ρ‖2‖u‖
3
3.


























































It is easy to deduce from integration by parts that L2 = µ‖∇u(t)‖23.




(ρu · ∇Dαu, Dαu) −
∑
|α|≤3
(Dα(ρu · ∇u) − ρu · ∇Dαu, Dαu) := R11 + R
2
1.



































≤ C‖u‖33 + C‖Dρ‖L2‖u‖
3
3 ≤ C (1 + ‖Dρ‖L2) ‖u‖
3
3,





















≤ C(1 + ‖Dρ‖L2)‖u‖
3
3 + C (1 + ‖Dρ‖1) ‖u‖
3
































≤ C (1 + ‖Dρ‖2) ‖u‖
3
3.
So, we conclude that R21 ≤ C (1 + ‖Dρ‖2) ‖u‖
3







1 ≤ C (1 + ‖Dρ‖2) ‖u‖
3
3.




(B · ∇DαB, Dαu) +
∑
|α|≤3








(B · ∇DαB, Dαu) + C‖B‖23‖u‖3.
Therefore, putting the estimates of L1, L2, R1, R2 into (18) leads to (17) at once. 2
To deal with the third term on the left-hand side of (17), we have to estimate ‖B(t)‖3.










(B · ∇Dαu, DαB) + C‖u‖3‖B‖
2
3. (19)
Proof Thanks to divu = divB = 0, there holds












|DαB|2divu dx = 0.











(Dα(B · ∇u), DαB) −
∑
|α|≤3




(B · ∇Dαu, DαB) +
∑
|α|≤3




(Dα(u · ∇B) − u · ∇DαB, DαB) := I1 + I2 + I3. (20)
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Using (11) and (13), we have
|I2| + |I3| ≤ C (‖B‖3‖∇u‖L∞ + ‖DB‖L∞‖∇u‖2) ‖B‖3




which, inserted into (20), finishes the proof of (19). 2
Since divB = 0, one sees from integrating by parts that
∑
|α|≤3










(B · ∇DαB, Dαu) .
Moreover, recalling the definition of ρ̃, one has
‖Dρ‖2 = ‖Dρ̃‖2 ≤ ‖ρ̃‖3.
Thus, collecting (15), (17) and (19) together, and integrating the resulting relation with
respect to t, we infer from (14) and Cauchy-Schwarz’s inequality that





































To get the desired estimates from (21), we still need to deal with the t-integral of ‖ut‖2
on the right-hand side of (21). For this purpose, we prove































Proof It follows from the incompressible condition divu = 0 that
divut = 0, (∇(p + |B|
2/2),ut) = −(p + |B|
2/2, divut) = 0,











‖∇u‖2L2 = (B · ∇B,ut) − (ρu · ∇u,ut) . (23)
By (13), (14) and the Cauchy-Schwarz’s inequality, we can bound the terms on the right-hand
side of (23) as follows:
(B · ∇B,ut) − (ρu · ∇u,ut)
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Similarly, using (4), (14) and divut = 0, we apply the operator D
α (|α| ≤ 2) to both sides
of (2), multiply the resulting equations by Dαut in L























(Dα(B · ∇B), Dαut) −
∑
|α|≤2








ut) := J1 + J2 + J3. (25)
With the help of (12)–(14) and Cauchy-Schwarz’s inequality, it is not difficult to get that




























































































immediately leads to the desired estimate of ‖ut‖2 indicated in (22).
Following a procedure similar to that in the derivation of (25), by virtue of (12) and (13)











(Dα(B · ∇u), DαBt) −
∑
|α|≤2
(Dα(u · ∇B), DαBt)
≤ C (‖B‖L∞‖∇u‖2 + ‖B‖2‖∇u‖L∞) ‖Bt‖2
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from which we obtain an upper-bound of ‖Bt‖2 after integrating in t. The proof of Lemma 2.6
is thus completed. 2
Combining (21) and (22), we are able to show the following uniform local-in-time estimate
for the solutions of the viscous and resistive MHD problem (1)–(5).
Proposition 2.1 Let (ρ,u,B) be a solution of problem (1)–(5) defined over [0, T ]. Then
there is a positive time T ∗ < T , which depends only on (ρ0,u0,B0) but is independent of µ









































Then it follows from (21) and (22) that A′(t) ≤ C (1 + A(t))6 for some positive constant C
independent of µ and ν. A simple computation gives
1 + A(t) ≤ (1 − 5Ct)−1/5, provided 0 < t < (5C)−1,
which in particular implies that




This, together with (21) and (22), completes the proof of Proposition 2.1. 2
Analogous to Proposition 2.1, we have, for the ideal MHD system (6)–(10), that
Proposition 2.2 Let (ρ0,u0,B0) be a solution of the system (6)–(10) on [0, T ]. Then


























3 Proof of Theorem 1.1
The local existence result stated in Theorem 1.1 for the problem (1)–(5) (resp. the problem
(6)–(10)) can be proved by using the standard semi-Galerkin method with the basis in H4 ∩
V (R3) (resp. in H3 ∩ V (R3)), where V (R3) := {(u,B) ∈ (C0
∞(R3))
6
: divu = divB = 0},
since the local-in-time estimates established in Propositions 2.1 and 2.2 also hold for the semi-
Galerkin approximation and they are sufficient for us to pass to limit to get the local existence.
We omit the details of the proof here, but refer to [2, 31].
Next, we prove that, as µ, ν → 0, the solution (ρ,u,B) of the MHD system (1)–(5) tends
to the solution (ρ0,u0,B0) of the ideal MHD system (6)–(10). Without loss of generality, we
assume that ρ0 = ρ
0
0, u0 = u
0
0 and B0 = B
0
0. Let
σ = ρ − ρ0, v = u− u0, M = B− B0, q = p − p0.
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Then it follows from the problems (1)–(5) and (6)–(10) that σ,v,M, q satisfy
σt + u · ∇σ = −v · ∇ρ
0, (28)
ρvt + ρu · ∇v − µ∆v − µ∆u





[(B + B0) · M]
)












0 · ∇B0 := F, (29)
Mt + u · ∇M − ν∆M − ν∆B
0 − B · ∇v = M · ∇u0 − v · ∇B0 := G, (30)
div v = 0, divM = 0, (x, t) ∈ R3 × (0, T ∗) (31)
with initial conditions
σ(x, 0) = 0, v(x, 0) = 0, M(x, 0) = 0, x ∈ R3. (32)
In what follows, for simplicity we denote by K the various positive constants which depend
only on the uniform bounds given in Propositions 2.1–2.2 and T ∗.












Dα(v · ∇ρ0), Dασ
)
. (33)
























































ρ|Dαv|2 dx + ‖M(t)‖22
)





























(u · ∇ρ)|Dαv|2 dx




(Dα(ρu · ∇v), Dαv) −
∑
|α|≤2




(Dα(B · ∇M), Dαv) +
∑
|α|≤2












To get the desired estimate, we have to estimate each term on the right-hand side of (35).
First, integrating by parts and using Cauchy-Schwarz inequality, we find





















+ K(µ + ν).
The term R3 can be bounded as follows, by using Proposition 2.1 and (13),
R3 ≤ K
(











By using Proposition 2.1 again, it is easy to see that R4 ≤ K‖v‖22. For the term R5, similar to




(ρu · ∇Dαv, Dαv) −
∑
|α|≤2








(u · ∇ρ)|Dαv|2 dx −
∑
|α|≤2







∣ (Dα(ρu · ∇v) − ρu · ∇Dαv, Dαv)
∣
∣
≤ K‖v‖22 + K(‖D(ρu)‖L∞‖∇v‖L2 + ‖D(ρu)‖L∞‖D∇v‖L2 + ‖D
2(ρu)‖L4‖∇v‖L4)‖v‖2






≤ K‖v‖22 + K
(




≤ K‖v‖22 + K (1 + ‖Dρ‖2 + ‖u‖3)
2 ‖v‖22 ≤ K‖v‖
2
2,
where we have used (4), (11)–(14) and Proposition 2.1. For simplicity, here, we have also used
the notation ‖(f, g)‖Lp := ‖f‖Lp + ‖g‖Lp. Similarly, we also have R6 ≤ K‖M‖22.
Since divB = 0 and
∑
|α|≤2
(B · ∇DαM, Dαv) +
∑
|α|≤2
(B · ∇Dαv, DαM) = 0,
we can rewrite R7 + R8 in the form
∑
|α|≤2
(Dα(B · ∇M) − B · ∇DαM, Dαv) +
∑
|α|≤2
(Dα(B · ∇v) − B · ∇Dαv, DαM) .
Thus, similar to the treatment of R5, we infer from (13), Proposition 2.1 and Cauchy-Schwarz
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Finally, recalling the definitions of F and G, using (12), (13) and Propositions 2.1–2.2, we
can bound R9 + R10 by




















+ K‖σ∇(p0 + |B0|/2)/ρ0‖22. (36)
Using (12), (13) and Propositions 2.2 again, we deduce from (7) that
‖σ∇(p0 + |B0|/2)/ρ0‖22 ≤ K‖σ‖
2
2‖∇(p






















Therefore, substituting the estimates for Ri (i = 1, · · · , 10) into (35) and integrating the














































Step 3 In a manner similar to the proof of Lemma 2.6, using (34), (37), Propositions






































2 ≤ 2K(µ + ν) exp(KT
∗),
which, in particular, implies that, for any t ∈ [0, T ∗],
‖(ρ − ρ0,u− u0,B− B0)(t)‖22 → 0, as µ, ν → 0
with a convergence rate O(µ + ν). The proof of Theorem 1.1 (iii) is therefore completed. 2
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