Abstract-The calibration of Phasor Measurement Units (PMUs) consists of comparing Coordinated Universal Time (UTC) timestamped phasors (synchrophasors) estimated by the PMU under test, against reference synchrophasors generated through a PMU calibrator. The IEEE Standard C37.118-2011 and its amendment (IEEE Std) describe compliance tests for static and dynamic conditions, and indicate the relative limits in terms of accuracy. In this context, the paper focuses on the definition and accuracy assessment of the reference synchrophasors in the test conditions dictated by the above IEEE Std. In the first part of the paper, we describe the characterization of a nonlinear least-squares (NL-LSQ) fitting algorithm used to determine the parameters of the reference synchrophasors. We analyse the uniqueness and robustness of the solution provided by the algorithm. We assess its accuracy within the whole range of static tests required by the IEEE Std. In the second part, we discuss the appropriateness of synchrophasor model to evaluate the PMU performance in step test conditions. We compare the proposed algorithm against two synchrophasor estimation algorithms. Finally, we propose a time domain process for the better evaluation of PMU performances in transient conditions.
I. INTRODUCTION
The IEEE Standard for Synchrophasor Measurements for Power Systems C37.118.1-2011 [1] and its amendment [2] (henceforth called IEEE Std) indicate compliance limits for a Phasor Measurement Unit (PMU) operating in static and dynamic conditions. The accuracy requirements for PMUs are expressed through Total Vector Error (TVE), Frequency Error (FE), and Rate-Of-Change-Of-Frequency Error (RFE). As for any other measurement device, the compliance certification and the calibration of a PMU, with respect to the limits imposed by the related IEEE Std, is performed by comparing the PMU under test with a reference system (PMU calibrator) that, in general, has a level of accuracy at least one order of magnitude better. In particular, Coordinated Universal Time (UTC) tagged synchrophasors estimated by the PMU under test are compared against reference synchrophasors whose uncertainty (in terms of TVE, FE and RFE) is known with a much better accuracy than the device under test.
The scalability of PMUs to active distribution networks (ADNs) requires a constantly increasing level of accuracy of such devices. As a consequence, the metrological characterization of PMU calibrators and the algorithms used to generate the reference synchrophasors associated to the tests of the IEEE Std, is an open issue for National Metrology Institutes (NMIs) and research groups [3] - [6] . Indeed, the recent literature is proposing synchrophasor estimation algorithms characterized by a theoretical TVE in the order of 0.0 %. For this reason, in the first part of the article, we propose a thorough characterization of a non-linear least-squares (NL-LSQ) fitting algorithm used to define the reference synchrophasors for the static compliance tests of the IEEE Std. The aim is to guarantee a TVE significantly smaller than the synchrophasor estimation algorithm performances.
We study the optimization problem solved by the NL-LSQ algorithm in terms of solution uniqueness and robustness against noise, and we fully characterize the algorithm for the static tests imposed by the IEEE Std. At this stage of the work, we perform the analysis using synthetic waveforms.
The second part of the article discusses on the validity of synchrophasor definition when a rapid variation of amplitude, frequency or phase occurs. Indeed, the definition of synchrophasor does not hold in presence of particular transient conditions characterized by a wide-band spectrum. We discuss on the limits of the synchrophasor definition making specific reference to a amplitude step test where we change, intentionally, the dynamic of the event. We compare the response of the NL-LSQ algorithm against two representative PMU algorithms based on Discrete Fourier Transform (DFT) [7] , [8] , and we propose a time-domain comparison between the PMUestimated phasor and a non-stationary known signal model. The paper is structured as follows: in Section II, after the problem statement, we study the uniqueness, stability and robustness of the solution of the NL-LSQ algorithm; we report in Section III the performance assessment of the algorithm in the static test conditions provided by the IEEE Std; in Section IV, we discuss on the validity of the synchrophasor definition in specific transient conditions and we illustrate an alternative method for the performance assessment of PMUs directly in time domain. In the final Section, we provide some concluding remarks and we illustrate the future steps of this research.
II. PROBLEM STATEMENT
We can describe a generic time-variant noise-less power signal affected by disturbances through the following model:
where , and 0 are the amplitude, the fundamental frequency and the initial phase of the signal, respectively. The time-varying terms ( ) and ( ) represent amplitude and phase fluctuations. The term ( ) models possible sources of spurious contributions, accounting in particular for harmonic or inter-harmonic components, DC components and, in general, any transient conditions. Focusing on the context of PMU calibration, the ideal phasor associated to the fundamental component is uniquely identified in (1) by the triplet:
that is the set of constant ideal parameter values for the amplitude , frequency and initial phase 0 . We assume that the time-varying fluctuations ( ) and ( ), as well as the disturbances due to harmonic or inter-harmonic components ( ) are known a priori, so that the nominal signal ( ) is fully defined. In practice, ( ) is known through a discrete time-series of measurements, defined as follows:
where is the number of samples that compose [ ], and the additional term ( ) accounts for wide-band disturbances, e.g additive uncorrelated noise. For the sake of simplicity, we assume a uniform sampling step . Given [ ], we can estimate the actual signal parameter tripletˆ= {ˆ,ˆ,ˆ0} by solving the following non-linear least-squares problem:
whereˆ[ ] is the time-series of the signal we can reconstruct from the solutionˆ, and defines a specific region of feasible values for , and 0 (see Section III). The estimated values of the problem (4) are used to generate the reference synchrophasors that are compared with those provided by the PMU under test when it is fed with the signal ( ).
The problem (4) is strictly non-convex, so it cannot provide a solution in closed form. For this purpose, we solve the problem through an iterative optimization procedure. Starting from an initial guess * = { * , * , * 0 } 1 , the estimated values ofˆare iteratively updated solving the problem (4) until the energy of the residual is comparable with the expected noise level. In particular, the non-linear least-squares (NL-LSQ) fitting algorithm we use for our calculations, is based on the the well-known Levenberg-Marquardt algorithm [9] .
The signal model in (1) enables us to reproduce any test condition of the IEEE Std, as well as other realistic operating conditions, like transient phenomena. The proposed NL-LSQ algorithm introduces a single constraint: as the cardinality of is equal to three, [ ] must consist of at least three samples.
III. CHARACTERIZATION OF NL-LSQ ALGORITHM
As mentioned above, the objective function defined in (4), is strictly non-linear and non-convex. Depending on * , during the optimization procedure the iteratively updated solutionĉ an end up in a local minimum which does not coincide with the absolute minimumˆ. In other words, varying the initial guess * , the optimization procedure may present multiple solutions. For this reason, we study in this Section the uniqueness, the accuracy and the robustness of the solution, as function of the observation interval length and with respect to additive wide-band noise injection.
A. Solution Uniqueness
A thorough study of the objective function trend enables us to define a confidence interval for the initial guess * which 
whose equivalent synchrophasor formulation is given by:
where is the root mean square magnitude of the fundamental component, and the synchrophasor phase Φ takes into account both frequency and initial phase contribution.
In the present case, we assume the amplitude is equal to 1 a.u., the instantaneous frequency is 50 Hz, and we set the initial phase to 0 rad. We adopt a sampling frequency of 5 kHz, and the observation interval length consists of three cycles at the nominal frequency, i.e. 60 ms (corresponding to 300 samples). Following usual practice, we refer the solution to the observation interval midpoint, i.e. = 30 ms. As a consequence, the synchrophasor phase Φ is equal to . We solve numerically the problem (4) while varying * in a plausible range of the parameters domain. In particular, we vary * from 0.8 and 1.2 a.u., * from 45 to 55 Hz, and * 0 around ± /2 rad. In the context of calibration, we can assume that the generated parameter value are very close to the their initial guess. As a consequence, it is reasonable to use as initial guess the values set by the user of the calibrator. In general, due to inherent non-convexity issues a unique solution cannot be found. However, if we restrict the range of the feasible values , the objective function exhibits a convex feature andˆ(black cross in Fig. 1 ) is the best possible estimation of . We perform the analysis using a nominal steady-state signal, but similar conclusions hold for the other test conditions of the IEEE Std. Even with a more complex signal model, in a restricted neighbourhood of the parameter nominal values, the objective function is nearly convex.
We study the influence of * on the solution of the NL-LSQ algorithm through a Monte Carlo analysis. In particular, we evaluate the combined effect of the three initial guess values * , * and * 0 on the solution convergence to the ideal values in . For each parameter defined in * , we divide the range For each possible combination, we solve the optimization problem and, as a criterion for success probability, we consider a trial successful if the solutiond eviates from the ideal of a TVE lower than 0.001%. According to this success criterion, the confidence interval is limited between 0.9 to 1.1 a.u. in terms of and between /2 and 3/2 rad in terms of Φ. It is worth noticing that Φ between /2 and 3/2 rad corresponds to limit between 48 to 52 Hz and 0 between ± /4. In this confidence interval, the NL-LSQ fitting algorithm converges to the global minimum also in presence of an inaccurate initial guess * .
B. Solution Accuracy and Robustness
This subsection focuses on the solution robustness with respect to additive uncorrelated noise injection, and the solution accuracy as function of the observation interval length.
In nominal steady-state conditions, the solutionˆcoincides with the nominal reference values except for the numerical uncertainty introduced by the computing system. The scenario changes when additive noise is considered. Real measurements are affected by noise, e.g. due to the non-idealities inherent in the acquisition system, and a wide-band noise limits, in general, the accuracy of the solution. It is worth noticing, although the noise is unknown a priori (see Section II), in the context of PMU calibration the uncertainty deriving from its contribution can be fully characterized. To a first approximation, additive noise can represent also the effect of other non-idealities, such as time synchronization jitter or phase noise. A more detailed analysis will be considered in future steps of the research.
In order to evaluate the algorithm robustness against noise, we analyse a nominal steady-state power signal to which white Gaussian noise at different energy levels has been intentionally added. For this analysis, we generate 6 s of signal and we consider 200 observation intervals or, equivalently, 200 synchrophasors. In order to reproduce a reporting rate of 50 fps, hence, the synchrophasors are partially overlapped by 40 ms. Given a sampling frequency of 5 kHz, the signal-to-noise ratio (SNR) ranges from 60 to 140 dB.
The estimation uncertainty ofˆcan be expressed in terms of mean deviation and standard deviation . Using the synchrophasor definition of (2), we associate the TVE to the performance of the NL-LSQ algorithm by considering a conservative range of ±3 for each signal parameter. Figure  2 shows that TVE decreases when the SNR increases and it follows an almost-linear trend. In our current set-up, we employ ADCs with 18-bits resolution [5] and we experimentally characterize a SNR around 115 dB (full scale ±10 V).
To study the influence of the sample number on the accuracy of the solution, we vary the observation intervals on which the 200 synchrophasors are defined. In Table I , we report the performance of the fitting algorithm for different observation interval lengths, namely 60 ms, 100 ms and 200 ms corresponding to 300, 500 and 1000 samples, respectively. As expected, TVE decreases as the number of samples increases. In the following sections, we refer to an observation interval length of 300 samples, i.e. 60 ms, even though it must be remembered that the proposed fitting algorithm can test PMUs at different observation interval lengths.
IV. IEEE C37.118.1 STATIC TESTS
In this section, we describe the characterization of the NL-LSQ algorithm in the static test conditions provided by IEEE Std, namely nominal (NOM) and off-nominal static (ONS), harmonic distortions (HD), and out-of-band (OOB) or inter-harmonic distortions. In the NOM test, we employ for amplitude, frequency, and initial phase the ideal values, namely = {1, 50, 0}. In the ONS tests, we vary from 45 to 55 Hz, from 0.8 to 1.2 a.u., and 0 from − to rad. In the HD and OOB tests, we define the distortion level through the total harmonic distortion (THD) index:
where ℎ is the RMS magnitude of ℎ-th harmonic or interharmonic component. We consider a single interferring component corresponding to a THD equal to 10%, i.e. the maximum distortion level required by the IEEE Std, and we vary its frequency. In this way, we can evaluate the influence of the frequency deviation between fundamental and interferring component on the algorithm performances. As in Section III, we assume a sampling frequency of 5 kHz, an observation interval of 60 ms, and a SNR equal to 120 dB. In Table II , we report the results for all static tests. For the sake of brevity, the table shows only the worst ONS case corresponding to an initial phase of − rad. For each parameter, we calculate the mean and standard deviation. As it can be seen, the corresponding TVE is around 0.10 ppm for all considered test conditions.
In the HD test, the fitting algorithm is more accurate when higher harmonics are added to the nominal signal (Fig. 3) . In the worst case, the TVE does not exceed 0.30 ppm. In the OOB test, we characterize the algorithm in the presence of inter-harmonic components from 5 to 25 Hz, and from 75 to 95 Hz with steps of 5 Hz (Fig. 4) . The fitting algorithm proves to be sufficiently resilient against OOB interferences. We can assume that the accuracy of the algorithm is nearly constant outside the passband 25 to 75 Hz (see the vertical axis scale in Fig. 4 ). In particular, we calculate a TVE in the order of 0.30 ppm.
In all the considered conditions, the FE does not exceed 0.1 Hz, that corresponds to a RFE of 10 Hz/s. We calculate the RFE as the maximum deviation between two consecutive frequency estimations, i.e. two times the FE, divided by 20 ms (corresponding to a reporting rate of 50 fps).
V. ON SYNCHROPHASOR DEFINITION IN TRANSIENT CONDITIONS
In this section, we discuss on the appropriateness of synchrophasor definition when a step-like transient occurs. The IEEE Std describes the parameters related to the fundamental component of a generic test signal, through a synchrophasor representation in frequency domain. As they account for deviations from the nominal steady-state condition, synchrophasor magnitude and phase are, in general, functions of time. The synchrophasor representation relies on the assumption that the test signal has a spectrum composed by narrow-band frequency components. In other words, IEEE Std assumes that the DFT representation of a power signal consists of a term associated to the fundamental component, plus a restricted set of coefficients associated to eventual harmonic or inter-harmonic contributions. Nevertheless, the finite spectrum assumption might not be able to represent rapid variations of the signal parameters with a satisfying level of accuracy. As a consequence, also the definition of TVE might become inconsistent and it would not represent the best metric for the performance assessment of a generic PMU. In this context, we discuss on the appropriateness of the synchrophasor definition by making specific reference to amplitude step conditions.
In the presence of an instantaneous variation of amplitude, the signal ( ) can be modelled as follows:
where and account for step depth and step occurrence time, respectively. The slope parameter determines the dynamic of the step. In the current analysis, we consider = 0.1 and = 0.48 s. As shown in Fig. 5 , small values correspond to slow and smooth amplitude variations, whereas high values, with respect to the considered reporting rate of 50 fps, correspond to quasi-instantaneous variations. This signal model enables us to evaluate the influence of different step dynamics on the PMU performance. In other words, we can evaluate the PMU response with different test signal bandwidths.
We compare the results obtained using the NL-LSQ algorithm against two representative synchrophasor estimation algorithms. The two selected estimation algorithms are the enhanced interpolated DFT (IP-DFT) [7] and the compressive sensing-based Taylor Fourier model (CS-TFM) [8] . They provide a rather comprehensive overview of DFT-based approaches. The IP-DFT is based on a static signal model and minimizes the leakage interfering contribution, whereas the CS-TFM is based on a dynamic signal model and exploits a Taylor-Fourier expansion to model time-variable conditions.
In this analysis, the signal has a duration of 1 s. We set the signal parameters ( , , 0 ) to their nominal values, and we vary from 5 to 1000. The fitting algorithm adopts the Eq. (8) as signal model, where the initial guess values , and are known a priori. As mentioned in Section III-B, we divide the signal into observation intervals of 60 ms with a reporting rate of 50 fps, the sampling frequency is equal to 5 kHz, and SNR is set to 120 dB.
We report in Fig. 6 the maximum TVE, obtained by using the three algorithms, as function of values, for two different observation interval lengths, namely 300 and 500 samples (60 ms and 100 ms). The TVE computed with IP-DFT and CS-TFM degrades as increases. In particular, with ≥ 50, the TVE increases rapidly, and in the case of IP-DFT exceeds the limit of 1% dictated by the IEEE Std. While the accuracy of DFT-based algorithms depends on the dynamic of the event, the accuracy of NL-LSQ algorithm is nearly constant and is comparable to the performance provided in static test conditions. This discrepancy is due to the fact that NL-LSQ algorithm implements the exact signal model of Eq. (8), whereas IP-DFT and CS-TFM adopt the canonical synchrophasor representation. Moreover, the TVE computed with IP-DFT and CS-TFM depends on observation interval length, whereas the influence of the observation interval on the NL-LSQ algorithm is negligible. As the NL-LSQ algorithm implements the exact signal model, it is not affected by the limitations of DFT-based algorithms and can generate very accurate synchrophasor reference values for the calibration of PMUs, also in transient conditions.
However, the TVE comparison provides only a partial overview of the phenomena under investigation. In fact, according to TVE comparison, the CS-TFM algorithm is compliant to IEEE Std, but TVE still does not provide enough information on the accuracy with which the algorithm follows the transient event. As we already mentioned, during a transient event, the finite discrete spectrum model assumption does not hold anymore. In particular, as the signal bandwidth broadens it fits less and less accurately into a finite discrete spectrum model. In order to better explain this statement, Fig.  7 compares the spectrum of an amplitude step signal (STEP), for = 1000, in the neighbourhood of , with the spectrum of a steady-state signal (NOM). In the case of amplitude step, the signal energy is spread over the entire observed range of frequencies. Between 25 and 75Hz, the spectrum is continuous, consequently it is not possible to identify a dominant fundamental tone. The definition of synchrophasor as a narrow-band component might neglect a relevant portion of signal energy. Consequently, also the performance assessment relying on TVE comparison might loose significance. For this reason, under specific transient conditions, we propose to evaluate the performance of PMUs directly in the time domain.
At each UTC-tagged time-stamp, a PMU provides an estimation of instantaneous signal amplitude, frequency and initial phase. We can useˆ,ˆandˆ0 to recover the fundamental component trend in the time domain, as follows:
This procedure holds independently from the synchrophasor estimation algorithm implemented in the PMU under test.
In the time domain, we can define the estimation error as the discrepancy betweenˆ[ ] and the reference signal [ ].
We propose to quantify this discrepancy through the average quadratic index (root mean squared error) defined as follows: Fig. 7 .
Comparison between the spectrum of a amplitude step (STEP), with = 1000, and a steady-state signal (NOM). The step has a continuous spectrum and we cannot find a single tone in the passband 25 ÷ 75 Hz. We can then compare the performance of the three algorithms in terms of RMSE. We calculate the RMSE starting from the algorithm estimations. We report in Fig. 8 a RMSE comparison of the three algorithms, when an amplitude step ( = 1000) occurs, for both the considered observation interval lengths. As expected, NL-LSQ provides a nearly constant deviation from measurements, whereas the DFT-based algorithms significantly deviate from the optimal performances as long as the observation interval contains the transition. The RMSE index enables us also to compare generic algorithms without restricting the analysis to the fundamental component.
VI. CONCLUSION
The first part of the paper describes the accuracy assessment of a non-linear least-squares (NL-LSQ) fitting algorithm suitable for PMU calibration. We determine the range of starting conditions which guarantees the uniqueness of the solution. We characterize the algorithm against additive wideband noise injection and study the influence of the observation interval length. Then, using synthetic waveforms, we assess the algorithm accuracy in all the static tests of the IEEE Std. In nominal conditions, assuming an uncertainty on the nominal amplitude of 4%, on the fundamental frequency of 2 Hz and on the initial phase ± /4, the fitting algorithm provides a TVE around 0.10 ppm. As expected its worst performance is obtained for OOB tests, when the interferring component is adjacent to the passband 25 to 75 Hz, but still TVE is less than 0.30 ppm.
In the second part of the work we consider the canonical synchrophasor representation and we discuss on its validity in the presence of transient conditions. We compare the performance of NL-LSQ algorithm against two representative DFTbased algorithms, with specific reference to amplitude step test. We study the influence of step rise time on the performance of the algorithms and we propose an alternative time domain analysis. The proposed approach might be used also to compare generic algorithms, which do not restrict their analysis in the neighbourhood of the fundamental component. Future work will concern the performance assessment of NL-LSQ algorithm using signals generated by real PMU calibrators. In addition, the characterization of the algorithm will be extended to the dynamic tests of the IEEE Std and other representative transient events.
