The social environment is both an important agent of selection for most organisms, and an emergent property of their interactions. As an aggregation of interactions among members of a population, the social environment is a product of many sets of relationships and so can be represented as a network or matrix. Social network analysis in animals has focused on why these networks possess the structure they do, and whether individuals' network traits, representing some aspect of their social phenotype, relate to their fitness. Meanwhile, quantitative geneticists have demonstrated that traits expressed in a social context can depend on the phenotypes and genotypes of interacting partners, leading to influences of the social environment on the traits and fitness of individuals and the evolutionary trajectories of populations. Therefore, both fields are investigating similar topics, yet have arrived at these points relatively independently. We review how these approaches are diverged, and yet how they retain clear parallelism and so strong potential for complementarity. This demonstrates that, despite separate bodies of theory, advances in one might inform the other. Techniques in network analysis for quantifying social phenotypes, and for identifying community structure, should be useful for those studying the relationship between individual behaviour and group-level phenotypes. Entering social association matrices into quantitative genetic models may also reduce bias in heritability estimates, and allow the estimation of the influence of social connectedness on trait expression. Current methods for measuring natural selection in a social context explicitly account for the fact that a trait is not necessarily the property of a single individual, something the network approaches have not yet considered when relating network metrics to individual fitness. Harnessing evolutionary models that consider traits affected by genes in other individuals (i.e. indirect genetic effects) provides the potential to understand how entire networks of social interactions in populations influence phenotypes and predict how these traits may evolve. By theoretical integration of social network analysis and quantitative genetics, we hope to identify areas of compatibility and incompatibility and to direct research efforts towards the most promising areas. Continuing this synthesis could provide important insights into the evolution of traits expressed in a social context and the evolutionary consequences of complex and nuanced social phenotypes.
Introduction
Most animals and plants exist in a social world, mating, moving, competing or cooperating with conspecifics (Frank, 2007) . Some aspects of the social environment are relatively easy to measure, such as group size, density or sex ratio. Other aspects can be harder to define, however, as complex social relationships cannot be directly observed and are often highly variable in time and space, for example in 'fission-fusion' animal groups (Struhsaker & Leland, 1979) . Whereas traits such as eye colour are properties of a single individual, social interactions that make up the social world are, by definition, properties of two or more individuals rather than one. Furthermore, 'emergent traits', such as the number of prey caught by a pack of cooperative hunters, cannot be attributed to any particular individual and must be understood as a trait of multiple individuals (Bijma, 2011; Queller, 2014) . Therefore, studying traits expressed in a social context requires an appreciation of the complexity of the social environment.
Quantifying the social environment
Social network analysis (SNA) has been used for many years to quantify the role of the social environment in human behaviour (Wasserman & Faust, 1994) . More recently, there has been a surge of interest in how SNA can be used to understand the causes and consequences of animal social behaviour (for reviews, see Krause et al., 2007 Krause et al., , 2014 Croft et al., 2008; Wey et al., 2008; Kurvers et al., 2014) . This can be through the direct social interactions an individual initiates and experiences, its associations through group membership and those connections at greater distances (e.g. 'friends of friends '; Brent, 2015) . Social networks can be based on cooperative and/or competitive interactions, and so applied to various subject areas .
At its core, SNA is based on the appreciation that, when dealing with sets of interacting entities, we can summarize their social interactions as a matrix of pairwise coefficients. This matrix of social interactions can be represented as a n 9 n matrix, defining the presence, absence and strength of social relations among a population of size n. Summarizing pairwise relationships into a matrix of interaction coefficients is similar to other approaches in biology for accounting for nonindependence, for instance when estimating additive genetic parameters in animal models using the genetic relatedness matrix 'A' (Kruuk, 2004) , when accounting for phylogenetic inertia by representing a phylogeny as a matrix (Cheverud et al., 1985; Harvey & Pagel, 1991) and when modelling the distance between sites when examining species distributions in spatial ecology (Borcard et al., 1992) . In SNA, the matrix of social interactions can then be used to describe either the overall social network (e.g. the 'degree correlation' of a network, the tendency for individuals to be linked, or not, with other individuals with a similar number of connections as themselves; Newman, 2002 Newman, , 2003 or an individual's position within the network (e.g. their 'eigenvector centrality', a measure of how central an individual is within a network, accounting for both the number of their own connections and the number of connections of their social partners; Leontief, 1941; Seeley, 1949) . Social network analysis is therefore composed of a very broad and useful set of techniques.
The SNA research framework has been applied to a wide range of questions in ecology and evolution. For example, it has helped us to explore the role of individual variation in connections and the importance of weak links (interactions that are infrequent or of low intensity compared to others in the social environment) in explaining disease outbreaks (Keeling, 2005; B€ ohm et al., 2009; Weber et al., 2013; VanderWaal et al., 2016) . SNA has also been used to understand why individuals may engage in cooperative behaviour with nonkin (because such interactions tend to be reciprocated, bringing direct benefit to the initiator; Edelman & McDonald, 2014) and how socially learnt traits spread through populations (Allen et al., 2013; Aplin et al., 2015) . Furthermore, mating systems can be represented as networks (Sih et al., 2009) , allowing more accurate assessments of mating success and selection McDonald & Pizzari, 2014) . More recently, researchers have started relating social network traits to fitness components such as survival or reproductive output (Barocas et al., 2011; Royle et al., 2012; Stanton & Mann, 2012; Wey et al., 2013; Cheney et al., 2016) . For example, centrality measures that accounted for both an individual's own social relationships and the social relationships of those with whom it interacted with, were positively related to the survival of offspring in female Chacma baboons (Papio hamadryas; Cheney et al., 2016) . This indicates that an individual's fitness can be influenced by its interactions with its group mates and the third-party interactions among them (see also : Brent, 2015) .
Social effects on phenotypes and fitness
Quantifying such social effects has also been of great interest to those studying selection and evolution using quantitative genetics (Moore et al., 1997; Wolf et al., 1998; Wolf, 2003; Bijma et al., 2007a; Hadfield & Wilson, 2007; Mutic & Wolf, 2007; McGlothlin et al., 2010 McGlothlin et al., , 2014 Ellen et al., 2014; McAdam et al., 2014) . Griffing (1967) pointed out that standard models of selection need to account for the social or competitive effects individuals have on each other, as when these effects have a genetic component they provide an additional source of heritable genetic variation within the population. These are referred to as indirect genetic effects (IGEs; Moore et al., 1997; Wolf et al., 1998) or associative effects (Griffing, 1967; Muir, 2005) and have the potential to accelerate, slow or even reverse an evolutionary response to selection (Moore et al., 1997; Bijma & Wade, 2008; McGlothlin et al., 2010; see details below) . Furthermore, traits of an individual's social environment, such as the aggressiveness of a colony when foraging, can directly influence behaviour (Sih & Watters, 2005; Westneat, 2012; Pruitt et al., 2013) , influence the chance of infection Anche et al., 2014) and impose multilevel selection (Heisler & Damuth, 1987; Goodnight et al., 1992; Bijma & Wade, 2008; Laiolo & Obeso, 2012) . Therefore, both quantitative geneticists and social network analysts have reached the same conclusion: an individual's interactions with its social partners can influence both its phenotype and its fitness.
Despite the similarity in goals, the fields of SNA and quantitative genetics have approached these questions in markedly different ways. Social network analysts are often interested in which other conspecifics an individual interacts with, and how the overall social structure of a population is formed. If one imagines the object of one's research interest as a response variable on the left-hand side of an equation, with potential explanatory variables representing hypotheses of interest and so explanatory variables on the right, in SNA the social environment is often (although not exclusively) on the left-hand side of our equation, with factor such as body size or home range location on the right (Fig. 1a) . For example, an SNA approach might investigate how an individual's level of aggression affects their network position (Godfrey et al., 2012) . Quantitative geneticists, on the other hand, are predominantly interested in sources of variation (genetic and environmental), and ability to respond to selection, of behavioural, morphological and physiological traits. The social environment is an important source of selection, and an additional source of genetic variation alongside genes of the focal individual, but is often not the phenomenon they wish to explain. In the quantitative genetics case, when attempting to model a life-history (or similar) trait, the social environment features on the right-hand side of the equation, as a predictor variable (Fig. 1b) , whereby an individual's social context influences its traits. For example, Ellen et al. (2008) estimated how a chicken's cage mates influence its survival probability, demonstrating that there were significant IGEs for this trait.
The fact that the SNA perspective involves a matrix of relationships as a response (Fig. 1a) , whereas the quantitative genetic approach typically analyses a single vector as a response ( Fig. 1b; although multivariate trait models do have matrices as response variables; Lande, 1979) , has led to different analytical toolkits in these fields. This has led to limited integration of the fields (but see: Lea et al., 2010; Brent et al., 2013) , despite calls for exactly this (Bleakley et al., 2010; Dingemanse & Araya-Ajoy, 2014; Wilson, 2014; Schneider et al., 2017) . Among these divergent approaches, there is clear common ground. In this article, we aim to highlight the potential for overlaps between the analysis of animal social networks, and the quantitative genetic study of the evolution of traits in a social context. We hope this will accelerate progress in each field and their integration by highlighting bodies of theory relevant to both, and indicate useful techniques developed in either field. We will also highlight areas where further theoretical and/or empirical work is required to move both fields forward.
Nuance in the social environment
In classical quantitative genetic models of traits affected by social interactions, an individual is modelled as influencing each of its group members equally (Muir, 2005; Bijma, 2010a, b; but see Alemu et al., 2014) . For example, in the context of animal breeding, an individual interacting with its pen or cage mates has a single estimated IGE for its social effect on each of them (Ellen et al., 2014) . However, individuals may vary in sensitivity, in that they can be influenced more or less by the phenotypes of their interaction partners (Krause et al., 2010; Wilson et al., 2012; . This scenario corresponds with variation in the interaction coefficient 'Ψ', which represents the effect the phenotype of the interaction partner has on the phenotype of the focal individual (Moore et al., 1997) . Furthermore, some individuals might act as a 'keystone', in that they exert a much greater influence on their neighbours than expected by their phenotype (Modlmeier et al., 2014; Sih et al., 2014; Pruitt & Pinter-Wollman, 2015; Pinter-Wollman et al., 2016) , which is not captured by assigning individuals as 'in the same group' or 'not in the same group' (Fig. 2) . Social interactions, therefore, have the potential for nuance, which requires more complex α + γ + δ Fig. 1 A generalization of the approaches within social network analysis (a) and quantitative genetics (b), as well as a third approach implied by social niche construction and a dynamic feedback between social interactions and the social environment (c). In (a), the social environment (here represented by four individuals interacting, each with two others) is the element of the natural world we wish to explain, as possibly being influenced by a range of predictor variables (a, c and d). In (b), the social environment is an agent of selection, or modifies the influences of other individuals (d) , that will influence the expression of the trait of interest (y), alongside other predictor variables (a and c). For approach C, both the social environment and traits of individuals dynamically feedback on each other, changing on approximately the same temporal scale.
measurements of an individual's social position than simply being present or absent within a particular group (compare pens A and B in Fig. 2 ). Note that in some situations assigning individuals to groups is useful for the calculation of parameters (e.g. the variance or mean of a trait among group members) to be used in subsequent analyses. In which case, in freely ranging animals, community detection algorithms are a useful technique in SNA to objectively delineate groups when they are not perfectly discrete. A review of different methods, ranging from the simple to complex, is provided by Fortunato (2010) , with a comparative analysis conducted by Lancichinetti & Fortunato (2009) .
The unique position an individual occupies in their social environment is sometimes referred to loosely as their 'social phenotype'. However, an individual's social position and interactions can be defined and measured in many different ways, and as such are likely poorly represented by a single value. In the simplest case, one could simply sum an individual's total social interactions ('node strength' in network terminology) to give a single measure representing social engagement. However, individuals may interact with a few individuals strongly, or many individuals weakly; social phenotypes which likely have different consequences, but would have the same node strength (compare individuals 1 and 2 in Fig. 2 ). Individuals may also differ importantly in the identity of their social relationships, rather than just their number or strength. Being positioned in particular parts of the social network (e.g. connecting two separate groups) may endow individuals with particular influence on, for example, information or disease transmission (Lusseau, 2007; Weber et al., 2013) . Individuals may also interact with more or less well-connected individuals, which would alter how influential their phenotype (and so possibly genotype) is on the phenotypes in the entire group (compare individuals 3 and 4 in Fig. 2 ; e.g. Claidi ere et al., 2013). The variation in social roles or strategies may be hidden to approaches that do not consider the wider network in which an individual is embedded. This would mean there could be substantial standing variation in social behaviour, despite there apparently being limited variation in simpler measures like 'proportion of active time spent near conspecifics' (or total interaction strength, see Fig. 2 ). Commonly used proxies of social complexity such as group size may therefore fail to capture the most relevant level of variation (Sewall, 2015) . Increased social complexity may result in better cognition and communication (Sewall, 2015) , more diverse levels of personality traits such as aggression (Montiglio et al., 2013) , higher cooperativeness (Wolf et al., 2011) , differentiation into leaders and followers (Johnstone & Manica, 2011) and create 'mosaic patterns of sexual selection', which may select for conditional mating strategies (Oh & Badyaev, 2010) . The presence of such variation might be a puzzle if a simple view of social phenotypes were taken.
Social network traits
Usefully, the biologists, sociologists, physicists and mathematicians studying networks have collectively come up with a wide range of metrics to measure such nuances of the social phenotype (Wasserman & Faust, 1994) . For example, eigenvector centrality (introduced above) estimates how central an individual is in its network (Leontief, 1941; Seeley, 1949) . Unlike simpler measures of centrality such as node strength (mentioned above) or degree (the number of unique connections an individual possesses), eigenvector centrality accounts for the number and strength of interactions Both possess a single connection to another individual, but whereas 3's social associate is exceptionally well connected, 4's is not, and so 3 may be exposed to more opportunities for information and disease transmission than 4. These examples demonstrate how simple measures of individuals' social phenotypes can be misleading.
and the social connectedness of those they are with. As such, an individual with many connections to other individuals who also possess many connections would record a higher eigenvector centrality than an individual with a similar number of connections but who interacts with otherwise poorly connected individuals (compare individuals 3 and 4 in Fig. 2 ). These thirdparty connections can influence processes that occur among all members of a social group; for instance, squirrel monkeys (Saimiri sp.) with a higher eigenvector centrality acquired socially transmitted information fastest (Claidi ere et al., 2013). Additionally, eigenvector centrality performed better than any other measured social trait for predicting offspring survival in female Chacma baboons (P. hamadryas; Cheney et al., 2016) . Therefore, SNA metrics may capture the essence of the fitness-relevant aspects of the social environment. There are many different SNA metrics for individuals, each designed to capture different aspects of social phenotypes, as well as SNA metrics for populations, designed to characterize aspects of the social environment (e.g. whether populations tend to possess modular structure or not; Wasserman & Faust, 1994) see (Krause et al., 2007 Croft et al., 2008; Wey et al., 2008; Farine & Whitehead, 2015) for overviews. For any given study question, there is likely a pre-existing SNA metric that represents the aspect of the social phenotype that is causal in the hypothesis. Assessing how these network traits evolve will be important in understanding why animal groups possess the social structure that they do.
The evolution of network traits
Although network metrics can provide more comprehensive measures of an individual's social interactions, studying the evolution of these metrics will be challenging. First, although we can measure these traits for individuals, they are not properties of that individual alone. These traits depend on the wider network structure and so are a product of the interaction among multiple individuals with multiple genomes. This is true for any trait that is influenced by interactions with conspecifics, or emergent traits that are attributable to multiple individuals or even entire groups (Bijma, 2011; Queller, 2014) . Therefore, whenever we are attempting to model the variance in network traits that will partly depend on the traits (e.g. the level of aggression, or body mass) of other individuals, the predictor variables (the a, c and d terms in Fig. 1a ) must also include the phenotypes of the interaction partners, as well as of the focal individual. For example, eigenvector centrality clearly qualifies as such a trait as it depends on an individual's social interactions with group members (likely being influenced somewhat by the traits of both parties) and the social interactions among those other group members. Given that, if we are to predict the response to selection, we need to understand the genetic underpinnings of these network traits, we must then consider the genotypes of each of the interacting individuals. Therefore, understanding the genetic variation underpinning a network trait such as eigenvector centrality will be far more complex than the evolution of a trait expressed in a nonsocial context, such as eye colour.
Second, sources of genetic variation in social traits are not confined to the focal individual's direct effect of its own genes. The total heritable variation for traits influenced by multiple individuals is composed of the focal individual's direct additive genetic effect for the trait, and the focal individual's indirect additive genetic effect on the phenotype of associates (IGEs), and the covariance between these sources of variance (Bijma, 2011) . The magnitude of the response to selection will also depend on the selection coefficient on indirect effects, something which is rarely estimated (Bijma, 2011) . Attempting to predict the evolution of social network traits therefore requires measures of both direct and indirect sources of genetic variation, alongside measures of the strength of selection on such traits. Note our metaphor of the network being on the lefthand side of the equation weakens somewhat here as selection analyses typically have some fitness component as a response variable and the trait of interest as a predictor.
Third, social network traits may be under multilevel selection. Although individuals possess network traits, characteristics of a network at higher levels, for example the immediate social neighbourhood, or the whole group, can also be calculated, and network traits at these higher levels may influence the fitness of individuals. Therefore, understanding selection on network traits may require the application of a multilevel selection framework (Heisler & Damuth, 1987; Goodnight et al., 1992) , which will require the network traits to be placed on the right-hand side of a model, with fitness as a response variable (or a second response in a bivariate model). Determining the direct genetic (e.g. Lea et al., 2010; Brent et al., 2013) and indirect genetic effects on network traits, and how these sources of variation affect the response to (possibly multilevel) selection is a fundamental next step for understanding the evolution of social behaviour. Finally, we must also consider that network traits are very commonly correlated with each other (Croft et al., 2008) , in which case the application of multivariate approaches may be useful (Lande, 1979; Lande & Arnold, 1983) .
Note that as network traits depend on the social interactions of many individuals, errors in data collection can propagate through the network, influencing the network traits of others (see Box 1, where we discuss the issue of missing data in SNA and quantitative genetics). Furthermore, all measures of social associations are estimates and so are made with uncertainty. Allowing the uncertainty in the estimates made of individual behaviours to propagate through subsequent analyses is important to avoid false-positive results and is an area of active research (Hadfield et al., 2010; Houslay & Wilson, 2017 ; see also Box 1).
Traits evolving in the social environment
In contrast to studies of the drivers of social network position (Fig. 1a) , an individual's social network position might also have important consequences for variation in phenotypes and fitness (Fig. 1b) . Quantitative geneticists estimate additive genetic variance by measuring the phenotypic covariance among related individuals (Kruuk, 2004) , typically using a variant of a linear mixed model known as an 'animal model' . The animal model estimates the direct, additive genetic variance in a trait by leveraging a matrix of pairwise genetic relatedness (the A matrix described above), typically constructed from a pedigree (Kruuk, 2004; Kruuk & Hadfield, 2007) or estimated more directly using genome-wide markers such as single nucleotide polymorphisms Santure et al., 2013; B er enos et al., 2014) . Kin usually share more than just genes, however. This makes it necessary to account for nongenetic factors that are shared among kin, such as the local environment, which would create positive relationships among the traits of kin; otherwise, heritability estimates will be biased (Van Der Jeugd & McCleery, 2002; Kruuk & Hadfield, 2007; Postma & Charmantier, 2007) .
Box 1 Missing data in quantitative genetics and social network analysis
Both quantitative genetics and SNA approaches rely on large amounts of data from many individuals related in different ways (spatially, socially, genetically) . When collecting such detailed data on wild animals, these data will rarely be as complete as we would like. Yet the models for response to evolutionary change were developed in the world of animal breeding, where data sets are typically more complete. These models therefore make a number of strong assumptions, which data on wild animals may not meet (Hadfield et al., 2010; Morrissey et al., 2010; Bijma, 2014) . Hadfield (2008) , using missing data theory, demonstrated how unmodelled viability selection can bias estimates of quantitative genetics models, as missing individuals are unlikely to be missing completely at random. Hadfield and others have recommended modelling the viability selection in order to negate its influence on model parameters (Hadfield, 2008) , especially as missingness can be biologically interesting (Nakagawa & Freckleton, 2008) . This can be achieved through joint parameter models (Steinsland et al., 2014) , hierarchical models (Buoro et al., 2012) and models for adaptive dynamics from evolutionary game theory (Childs et al., 2011) . Alternatively, one can impute missing data, preferably in multiple forms, in order to assess the bias introduced by missingness (Nakagawa & Freckleton, 2008; Penone et al., 2014) .
In a similar vein, models and tools in SNA were typically first formed with human social networks in mind, when social relationships can be directly measured (or at least, asked about through a questionnaire) rather than inferred, as is necessary in the study of animal social networks. Yet animal social network data are typically fraught with missing interactions, missing individuals and uncertainty (Silk et al., 2015) . The effect of this varies with the metric of interest, and what aspect of missing data there is (i.e. if individuals and all their associations are missed, or if social associations between particular individuals are not recorded). Borgatti et al. (2006) and Franks et al. (2010) both demonstrated that simulated missing data at levels of around 10% cause network measures to decline in accuracy compared to the true network. However, individual network positions may correlate well between networks with up to 50% missing data and the original network, especially if the network is large (Silk et al., 2015) . This suggests that if relative measures of social traits are important (as is likely if linking social behaviour to other traits or fitness), networks with missing data will still give reliable results (see also : Stumpf & Thorne, 2007) . Network traits depending on the global network structure, such as 'betweenness', which measure the number of shortest paths between all nodes that pass through the focal individual, may be more vulnerable to missing data that more 'local' measures that only depend on immediate connections if there is not a high degree of redundancy in network links (Smith & Moody, 2013) . However, other authors find that sensitivity depends on 'idiosyncrasies of the measure's calculation' (Wang et al., 2012) , making general conclusions and predictions difficult. As for quantitative genetic models, two options are available: modelling of missing data and imputation. Simple imputation is likely to only be appropriate in a few specific situations (Huisman, 2009), but more realistic imputation methods, using exponential random graph modelling of missing data, may be viable (Koskinen et al., 2013; Wang et al., 2016) .
Importantly, the fields of wild quantitative genetics (Hadfield et al., 2010) and behavioural ecology (Houslay & Wilson, 2017) have identified the potential for anticonservative conclusions when uncertainty around individual metrics is not propagated across subsequent analyses. Similarly, network metrics will inherently be estimated with uncertainty. In general, measuring individual network metrics in one analysis, and entering these extracted values into subsequent analyses as though they were known with certainty, will overestimate the reliability of subsequent relationships between network and other traits. More specifically, the consequences of uncertainty in network metrics for subsequent analyses need to be explored in detail. In the meantime, care must be employed when using individual network measures in subsequent analyses.
Social relationships represent an additional form of nonindependence, which could bias estimates of additive genetic variance in traits. When individuals interact cooperatively, sharing the same environment, social associates and opportunities to acquire resources, they will likely show positive correlations between traits. Animals often socially associate with kin (Widdig et al., 2001; Smith et al., 2003; M€ oller et al., 2006; Welsh & Herzing, 2009; Kerth et al., 2011; Kurvers et al., 2013; Godde et al., 2015 ; but see Hirsch et al., 2013; Best et al., 2014) , which means that social effects and direct genetic effects will often be confounded (although grouping kin can aid with estimating IGEs in captive animals, see Bijma, 2010b ). Therefore, not accounting for shared social environments among kin can bias heritability estimates (Bijma et al., 2007b; Wilson, 2014) . Note that this bias could be positive or negative depending on whether shared social interactions cause related individuals to become more similar or less similar in their phenotypes. Accounting for pairwise similarity in nongenetic factors arising from a shared environment has been achieved by inverting a n 9 n matrix of home range overlaps among all individuals, and entering it as user-defined relatedness matrix alongside the pedigree-based genetic relatedness matrix A, to partition variance from shared space, conditional on genetic effects (and vice versa; Stopher et al., 2012; Regan et al., 2016 ; see also Best et al. (2014) for a related example involving predicting social associations when kin share space). This partitions the variance in the trait accounted for by shared environmental factors due to closeness in space to the spatial-overlap matrix, and so possibly removing some variance that might otherwise be misattributed to genetic relatedness, thereby avoiding a misestimation of the additive genetic variance.
We suggest that accounting for a shared social environment can similarly be achieved by inverting the n 9 n social association matrix described above and entering it into the animal model as a user-defined relatedness matrix (Fig. 3) . Consider Fig. 1b an animal model in this case, with 'a' representing an additive genetic effect and 'c' a standard environmental effect, whereas 'd' can be ignored for now. Adding this social association matrix will partition the variance associated with a shared social environment directly to the social effect, instead of the genetic effect. Note that separating social and genetic relatedness is contingent on these two forms of nonindependence being somewhat differentiated (i.e. that the social and genetic relatedness matrices are not perfectly correlated), in the same way Stopher et al.'s (2012) technique required spatial closeness and genetic relatedness to be differentiated.
Not only will partitioning some variance to a shared social environment increase the accuracy of genetic variance estimates, but it will also indicate the amount of variance in the trait accounted for by similarity in social interactions. When interactions are based on antagonism (e.g. resource competition), it is likely that individuals that interact socially will be negatively influencing each other's phenotypes (Muir, 2005; Wilson, 2014) . In this scenario, adding a social association matrix would not be appropriate, as it can only account similarities rather than differences. However, in such 
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Can be used for various funcƟons in social network analysis situations, the approach outlined in the next section becomes useful. The variance attributed to the social association matrix can also provide insights into the role of social connectedness in affecting the trait value, for instance, if social associates synchronize reproductive dates (McClintock, 1981) or if individuals socially learn from group mates (Claidi ere et al., 2013; Franks & Marshall, 2013) . Further study of this social effect is the focus of the following section. One limitation of this quantitative genetic approach is that it cannot identify causality of relationships. Very different causal relationships might lead to similar data structures. For example, if relatives forage near each other in a heterogeneous environment, they might develop similar body masses, even if there is no or little genetic variance in the trait (Kruuk & Hadfield, 2007) . As such, experimental manipulations or additional complementary data will provide valuable complements to quantitative genetic analyses when trying to identify the underlying causes of phenotypic variation in a social context, in the same way that experimental approaches such as cross-fostering can be used to disentangle maternal from direct genetic effects (Kruuk & Hadfield, 2007) . Additionally, an additive term may stem from epistasis and interaction effects that have an average effect that appears additive. As such, functional knowledge of the mechanisms behind the terms in a model is required to make strong inference.
The social environment as a source of heritable variation
Individuals may influence each other's phenotypes in many situations beyond the kin-based interactions described above. They may compete for limited resources (Muir et al., 2013; Wilson, 2014) , possess strategies that incorporate the behaviour of others (Brockmann et al., 1979; Lewis & Dumbrell, 2013) , and the development of traits may be influenced by social interactions (White et al., 2012; Cantor et al., 2015) . In these and other cases, we are often interested to know how the phenotypes and genotypes of socially interacting individuals influence another individual's phenotype (Griffing, 1967) . Influences of the genes of interacting individuals on the phenotype of the focal individual are known as indirect genetic effects (IGEs; Moore et al., 1997; Wolf et al., 1998) , of which maternal genetic effects are a well-known example (Mousseau & Fox, 1998a, b; McAdam et al., 2014) . As they provide an additional source of heritable variation within a population, which may or may not be correlated with direct genetic effects, IGEs can lead to increased, reduced, removed or even reversed responses to selection (Griffing, 1967; Moore et al., 1997; Wolf et al., 1998; Bijma & Wade, 2008) . For instance, Costa e observed that accounting for IGEs from neighbouring trees reduced the total heritable variation in diameter at breast height in 4-year-old Eucalyptus trees (Eucalyptus globulus) by 85%, yet IGEs also increased the heritable variation in tendency to be infected by a fungus by 71%. The former occurs as trees that grow quickly cause their neighbours to grow slowly, presumably due to competition for limited resources, whereas the latter occurs as trees resistant to the fungus help their neighbours avoid infection by preventing the fungus gaining a foothold locally (Costa e . Indirect effects are estimated by extending the typical animal model:
( 1) where following Wilson et al. (2009) , y i is the trait y of individual i, l is the population mean, b i is the fixed effects affecting i, a di are direct additive genetic effects of i's genotype on its phenotype, with p sj indicating the social effects of the phenotype of j, an opponent/ partner/mother of i, on i's phenotype, and e i a residual term. In this case, the social environment is made up of a single individual, j, and the network in Fig. 1b is equivalent to p sj . This model requires j to be observed in additional interactions with other partners, to separate its effect from that of i's. This model can be extended by estimating the genetic effects of individual j, allowing one to split p sj into a sj (the social additive genetic effects of j, the IGEs) and pe sj (the social permanent environmental effects of j):
This demonstrates how there can be genetic influences on traits outside of the genome of the focal individual. This means that an individual's total impact on the population's response to selection includes not only its genetic effects on its own phenotype, but also its indirect (additive) genetic effects on the phenotypes of others (Bijma & Wade, 2008; Bijma, 2011) .
Yet an individual's wider social environment is likely made up of many individuals, who do not neatly wait for the opportunity to interact in discrete pairs. Many animals live in groups (Whitehead, 1997) , and in solitary, territorial animals that use auditory communication, such as song birds, red squirrels or field crickets, an individual will be simultaneously exposed to possible influence from all those within hearing range (McGregor & Peake, 2000; McGregor, 2005) . This makes understanding an individual's expressed phenotype more complex than a linear combination of its traits and the traits of one associate. Instead, the phenotypes and possibly genotypes of all individuals in the population under study may exert a nonzero effect, scaled by their social connectedness. Individuals that are closely socially connected are expected to have more influence on the phenotypes of others than those more distantly connected, for instance, through processes such as social learning (Coussi-Korbel &
Fragaszy, 1995; e.g. Boogert et al., 2008 Boogert et al., , 2014 Allen et al., 2013; Hobaiter et al., 2014; Aplin et al. 2015) .
A solution was proposed by Muir (2005) , and , where 'competition indices' and 'intensity of competition factors' are entered into an animal model (Muir, 2005; :
This is as equation 6 of Muir (2005) and equation 8 of . The P mi j6 ¼i f ij term indicates that the social genetic and permanent environmental effects of all the m individuals that i interacts with are weighted by the strength of the association between i and each j (f ij ) and then summed. The f ij terms essentially make up a matrix of pairwise associations, representing how greatly an individual is expected to influence or be influenced by its neighbours, which is analogous to the values of a social association matrix described above, representing how individuals are socially connected (Dingemanse & Araya-Ajoy, 2014; Wilson, 2014 ). An individual still has an average indirect effect, but how this is felt by others varies. The f ij terms are, therefore, equivalent to the network on the right-hand side of the equation in Fig. 1b , whereas 'd' in that equation represent the a cj and pe cj terms. The absolute size of the f ij terms is not crucial, although rescaling the matrix so that values range from 0 to 1 (Fig. 3) should improve estimation (P. Bijma, pers comms.). These terms are analogous to the 'dilution factors' (Bijma, 2010b; see also: Muir, 2005; Hadfield & Wilson, 2007) , and the interaction coefficient Ψ (Moore et al., 1997), which have been suggested to down-scale the IGEs among larger groups, or allow variation in susceptibility of individuals to social influence, respectively, although each f ij term will be unique for each ij pair in the population.
The genetic incidence matrix and the social association matrix are then used to estimate the variances for direct and indirect genetic effects and their covariance . This model will work best when individuals typically influence each other uniformly negatively (competition) or uniformly positively (cooperation), as otherwise their net influence on others may well approach zero. This makes it useful in situations where individuals negatively impact on each other's phenotypes (e.g. in resource competition), unlike the first method outlined above. Considering a continuous range of interaction strengths bears some similarities to the approach used by Nunney (1985) to show that the evolution of altruism can occur when animals live in 'continuous arrays' rather than trait groups, and the benefits of the altruistic acts are only felt by those within a set distance. It is satisfying to know that models for altruism and IGEs alike can be applied to animals living in such situations, as well as the more commonly treated case of animals living in discrete groups. Note that as variation in social interactions is contained within the f ij terms, this model is not useful for modelling the choice of social interactions themselves. Directly modelling the choice of interaction partners requires techniques developed in SNA such as exponential random graph models (Lusher et al., 2012; Silk & Fisher, 2017) , designed to analyse relationships between pairs rather than traits of individuals (e.g. Dey & Quinn, 2014; Edelman & McDonald, 2014; Dey et al., 2015; Fisher et al., 2016) . It is interesting to note that the transition of the social environment from a nuisance parameter for our estimates of additive genetic effects to something of direct interest to study mirrors a similar shift in thinking of maternal effects (Mousseau & Fox, 1998b) .
To date, this method has found sole use in applied forestry genetics, where researchers aim to understand how to maximize yield from stands of trees. A tree's growth may be influenced by its neighbours, in both a positive and negative manner (Callaway & Walker, 1997) , and competitive effects can respond to selection, hence the need to understand the relationship between a tree's phenotype and its social environment . The social incidence matrix is typically based on whether the trees are immediate neighbours or not and the distance between them ( Fig. 3 ; . Costa e used this model to show that the total heritable variation in Eucalyptus tree (E. globulus) trunk diameter was actually near zero, rather than representing 42% of phenotypic variation, which was what the model with only direct genetic effects estimated. This occurs because fast-growing individuals also cause their neighbours to grow more slowly. If such individuals were artificially selected, the population in the next generation would otherwise grow more quickly in response to such selection, but individuals would at the same time experience a more competitive environment than in the previous generation, resulting in near-zero phenotypic evolution. Determining the magnitude of these IGEs, and their possible role in the observed evolutionary stasis in wild populations (Meril€ a et al., 2001; Wilson, 2014) , is an important avenue of future research.
The social environment as a dynamic process
So far, we have considered individuals' traits (including genotypes) influencing the social environment (Fig. 1a) and traits being influenced by their social environment (Fig. 1b) . A third option is that the traits and the social environment influence one another in a dynamic feedback loop (Fig. 1c) . Given that the social environment is an aggregation of behaviours and relationship states, its structure may well change at the same or similar
temporal scale as the social traits of the individuals themselves. In which case, characterizing the arrow of causality as 'traits influence the social environment' or 'the social environment influences trait expression' is overly simple .
Typical animal breeding designs assign animals to groups or pens, which negates any role an individual might have in influencing their social environment by choosing their social group members, or interacting more strongly with some individuals than others (Fig. 2 ). Yet social interactions are very unlikely to be directed among group members at random (discussed above, see also: Massen & Koski, 2014; Carter et al., 2015) . In the study of animal social networks, an individual's traits are often considered to be influencing their social associates, but it is less common to see elements of the dynamically changing social environment influencing animals' further choices of social interactions (but see: Ilany et al., 2015) . Therefore, there appears to be scope for both quantitative geneticists and social network analysts to take a more dynamic, responsive view of the systems they study .
Group phenotypic composition and social niche construction urged the consideration of the two-way relationship between group phenotypic composition, individual phenotypes and processes such as collective decision-making and community dynamics. Although do not consider the social network structure of groups directly, clearly this could be an aspect of the group phenotype worth considering. That group phenotypes can influence individual behaviours and fitness (e.g. through multilevel selection) is becoming more established (Eldakar et al., 2010; Bouwhuis et al., 2015; Goodnight, 2015; Biernaskie & Foster, 2016; Fisher et al., 2017a) , but how exactly individuals might influence the phenotype of their own group that makes up their social environment (aside from contributing to the mean and variance), and the consequences of this is not as well studied.
Individuals constructing their social environment (c.f. constructing their social niche; Odling-Smee et al., 2003; Flack et al., 2006; Saltz et al., 2016) are clearly closely aligned with the study of the formation of animal social networks. However, it has been studied more from a quantitative genetics viewpoint than a social network one. This has led to a focus on the genetic basis for social niche construction (SNC) traits and their influence on fitness (Saltz, 2013) . For instance, male Drosophila melanogaster achieved highest mating success when in a group that suited their phenotype vs. one that did not, and they were active in constructing the group that would bring them the highest mating success (Saltz & Foley, 2011; see also: Oh & Badyaev, 2010) . This clearly implies feedback between individual traits, and so potentially genes, and the social effects they experience.
The consequences of SNC, especially if it has a genetic basis, are intriguing. If an individual's genes influence the social environment it experiences through SNC, then the IGEs it experiences will in part depend on its own genes. This would represent a potentially important form of epistasis between direct and social effects (i.e. a di 9 a si ). In a classic variance partitioning approach, this might appear as a direct genetic effect on the trait under study (as the individual's genes influence the environmental effect on its phenotype), but considering it only as a direct effect would miss out on the complex but important causal pathway affecting trait variation. Furthermore, these effects could be mediated through alternative traits to the one where we see the response. For instance, individuals genetically predisposed to be large may choose to associate with other large individuals, which may then decrease their vulnerability to attack and so increase their available time for feeding. This would increase the variance in body mass in the population. Without consideration of the feedbacks between individual traits and their social group, a large amount of genetic variation might be partitioned to body mass, yet clearly this is mediated through behavioural and social interactions.
Feedback between social traits and the social environment
Finding evidence for 'preferred associations' in animal social groups, where interactions among individuals exhibit a nonrandom pattern, is very common (Wittemyer et al., 2005; Wolf et al., 2007; Fr ere et al., 2010; Carter et al., 2013; Aplin et al., 2015) . As such, we might expect some kind of SNC to be occurring in many systems. Yet the evolutionary implications of SNC are not well known Saltz et al., 2016) . Following Moore et al. (1997) , McGlothlin et al. (2010) include a term representing the potential for feedback between the focal individual and a single interaction partner (their Eqs. 6a & b). They derive results indicating that the response to both social selection and nonsocial selection are influenced in an accelerating manner by this feedback term (McGlothlin et al., 2010; their Eqs. 13 & 14) . Furthermore, positive feedbacks interacted positively with group size to give rapid evolutionary change, whereas negative feedbacks tend to lead to no evolutionary acceleration, regardless of group size (McGlothlin et al., 2010) . McGlothlin et al. (2010) extended their model to one where individuals interact in groups of greater than two, although they use the mean phenotype of an individual's group, which as we have outlined above may not represent the social environment very well. Ideally, we would integrate the feedback term into the models for IGEs among all members of a population linked by varying interaction strengths (eqn 3 above). However, the intensity of competition factors is static, and we do not attempt to model them. This limits our ability to use that model for social interactions. In general, quantitative genetic models partition variance to different sources, but they do not necessarily imply causality, which requires cause and effect to be identified. This may be achieved with many, regular measures of the phenotypes of socially interacting individuals, allowing us to identify which changes lead to others. Recent technological advances allowing for continuous monitoring of social interactions (e.g. proximity loggers; Krause et al., 2013) provide new opportunities to establish the sequence of interactions relative to phenotypic expression, which could help to resolve causal effects on phenotypes. Accounting for the dynamic, multi-individual and variable-strength nature of social interactions among organisms should lead to a better understanding of how genotypes lead to phenotypes, and how populations are expected to respond to selection.
Within SNA, the dynamic analysis of animal social networks has also started to receive more focus (Blonder et al., 2012; Pinter-Wollman et al., 2013) . There is an array of techniques developed in SNA for the dynamic analysis of networks, which incorporate individual-and network-level influences on changes in social associates and other individual traits, such as temporal exponential random graph models (Hanneke et al., 2010; Krivitsky & Handcock, 2014) , stochastic actor-orientated models (Steglich et al., 2010; Fisher et al., 2017b) and relational event models (Patison et al., 2015; Tranmer et al., 2015) , the latter two allowing the explicit modelling of network structure-trait codynamics. Integrating such explicitly dynamic models with models for evolutionary change in populations of socially interacting individuals (outlined above) may give us a better appreciation of how dynamic changes in individual behaviour, the social environment and ecological and evolutionary processes related to these such as selection are causally linked.
Conclusions
Despite their divergences, the shared interests of those working in quantitative genetics and social network analysis mean that there are a variety of ways the fields can inform each other. Within the different fields that study networks, there exists an extremely diverse quantitative tool kit that may prove useful for those looking to quantify nuanced social phenotypes, or objectively delineate groups. That is not to say that all techniques can be immediately applied; each will have assumptions and data requirements that may not be met by all existing data sets and may be limited by the presence of missing data (see Box 1). We are pleased to see, however, that current improvements in tracking technology (in terms of size, weight, battery length and functionality) as well as a reduction in the cost of genotyping individuals should increase the number of research projects where empiricists can collect the required genetic and social network data from. This may even help establish cause and effect between the traits of interacting individuals if high-resolution time-series of the traits of interacting individuals allows us to infer causality.
Appreciating that social network data can be used as a form of control for nonindependence in models for trait evolution will encourage the recognition that social relationships are not solely one individual's trait, and must be understood as a product of multiple phenotypes and possibly genotypes. This changes the models we must use to understand the evolution of social network traits, to those that explicitly incorporate the genetic variance for traits that resides in interacting partners. Furthermore, appreciating that traits and the social environment dynamically feedback on each other may be the most realistic view upon the social world. Understanding exactly the influence dynamic feedback has on the predicted evolution of social traits is an exciting area of future research. Integrating quantitative genetics and social network analysis will enhance our ability to understand how social interactions influence other traits and the fitness of individuals, and the expected evolutionary dynamics of social traits and populations with nonrandom social structure.
