Introduction
Forward dynamic models provide a powerful framework for investigating the causal relationship between muscle forces and the movement generated in both normal and pathological gaits ͓1͔. In addition, dynamic models are predictive and thus can be used to simulate how movement will change as a result of an intervention that affects the system or neuromuscular control ͓2͔. Despite the benefits, forward dynamics is not nearly as commonly used as inverse dynamics analysis. This is, in part, attributable to the inherent difficulties in generating coordinated simulations of human movement driven at either the muscle or joint level.
Traditional inverse dynamics approaches employ an iterative solution of the equations of motion. Measured ground reactions and kinematics are used to calculate proximal joint loadings at each segment, starting at the foot and proceeding proximally ͓3͔. However, this iterative analysis results in a set of residual forces and moments acting on the last segment in the chain that have no physical meaning; i.e., there is no subsequent segment or joint that can produce them. Thus, it is difficult to use inverse dynamics results as a basis for generating a forward simulation without including these nonphysical residuals. A promising approach for eliminating residuals is to perform least-squares inverse dynamics, in which a set of joint moments is computed that is simultaneously most consistent with measured accelerations and ground reactions ͓4-6͔. While this approach has been shown to improve joint moment calculations, the estimates are not dynamically consistent over time, and thus the resulting accelerations, when integrated, will not reproduce the desired motion.
Dynamic optimization can be used to determine joint moment trajectories or muscle excitation patterns that produce motion that is dynamically consistent over time ͓7,8͔. However, dynamic optimization suffers from practical limitations. The objective functions used often exhibit multiple local minima, and the convergence behavior and the quality of the solution depend strongly on the accuracy of the initial guess. Furthermore, the inordinate amounts of computation time ͓9͔ make the approach often impractical, especially when data of multiple subjects and trials have to be processed.
The aim of this study was to generate dynamically consistent kinematics and kinetics that satisfy the whole body equations of motion and best agree with measured motion and external forces. We show, using both synthetic and experimental gait data, that the proposed algorithm is able to eliminate residual forces while im-proving the estimation of joint moments. Thus, the method provides a systematic automated approach for generating forward dynamic simulations that closely replicate subject-specific gait patterns.
Methods

Overall Equations of Motion.
The residual elimination algorithm ͑REA͒ uses least square estimation to solve the overall equations of motion for the generalized accelerations at each time step. The estimated accelerations are then integrated to determine the generalized coordinates and speeds, which are used in subsequent time steps. Numerical optimization is employed to determine the initial states for this integration so that the resulting motion is dynamically consistent over time and optimally reproduces a desired movement. Following is a detailed description of the formulation.
The Newton-Euler equations of motion require that the sum of all external forces F i balance the sum of the mass-acceleration products of the individual body segments ͓10͔,
Similarly, the equations for rotational motion about the origin of the coordinate system can be stated as
F ជ i and M ជ i are external forces and moments, respectively, ជ i is the location of a point along the external reaction force F ជ i , r ជ j points to the center of mass of segment j, ជ j is the angular velocity of segment j, and m j and I j are the mass and the inertia dyadic of segment j. Gravity is denoted by the vector g ជ. The number of segments is n, and the number of external reactions is N. Each external reaction inlcudes three moments and three forces. Thus, in the analysis of gait, N = 1 for single support and N = 2 for double support. Note that the unknown joint moments do not appear in these overall equations of motion, which has computational advantages in comparison to other methods ͓4,5͔ that utilize the full set of equations of motion.
Cartesian and Generalized
Coordinates. The equations of motion stated above need the individual segment positions, velocities, and accelerations in Cartesian coordinates. However, the current state of a skeletal model is usually described in generalized coordinates q and their derivatives q and q . These generalized coordinates ͑which mostly correspond to joint angles͒ can be mapped to the Cartesian coordinates by a nonlinear transformation t,
The instantaneous relationship between Cartesian speeds and the generalized speeds can be expressed with the Jacobian J. ͑Note: As J depends on the current state q ជ, it would be more appropriate to state J͑q ជ͒.͒
͑4͒
Differentiating this expression leads to
͑5͒
Linear Equations of Motion in Generalized
Coordinates. Equations ͑1͒ and ͑2͒ can be rearranged and put into a linear matrix form,
͑6͒
or shorter
͑7͒
where A Cart is a matrix of dimension 6 ϫ ͑n ·6+N ·6͒ and f Cart ͑r ជ , ជ ͒ is a six-dimensional vector function. This equation states that the external forces and segment accelerations have to balance the gyroscopic and gravitational forces defined in f Cart ͑r ជ , ជ ͒. They are coupled by the Newton-Euler equations that impose a dynamic constraint between accelerations and external reactions. The residual forces that arise during inverse kinematics analyses are a consequence of the violation of this constraint by erroneous measurements and/or model inaccuracies. We will refer to this equation later when geometric constraints are introduced to handle prescribed Cartesian accelerations. However, for the time being, we focus on the dynamic constraints, which can be satisfied by adaptation of the measured generalized accelerations and ex-ternal reactions. Using Eq. ͑5͒, the constraints can be mapped into the generalized coordinate system, 
͑11͒
where the Cartesian coordinates and speeds have been calculated from the generalized coordinates using Eq. ͑3͒ and Eq. ͑4͒. The matrix A is of the dimension 6 ϫ ͑N ·6+n q ͒, where n q denotes the number of generalized coordinates q.
Variation Formulation.
As a result of model and measurement errors, the experimental recordings of ground reactions and accelerations will generally not satisfy Eq. ͑9͒. Small variations ͑␦q , ␦F, and ␦M͒ can be introduced to account for the differences between model, measurement, and reality to fulfill the dynamic constraints and to eliminate the undesired residual forces at the base segment,
where F ជ *, M ជ *, and q ជ * represent the desired ground reaction forces, moments, and generalized accelerations. The desired ground reactions can simply be set to the net experimentally recorded ground reaction forces ͑F ជ Ј͒ and moments ͑M ជ Ј͒. The desired accelerations include adjustments to the experimentally derived accelerations ͑q ជ Ј͒ that account for current errors between the experimental generalized speeds ͑q ជ Ј͒ and coordinates ͑q ជ Ј͒ and the corresponding simulated values,
where k v and k p represent feedback gains. This feedback is important to prevent drift from the desired coordinate trajectories, particularly for low inertia segments whose dynamic behavior does not contribute substantially to the ground reactions.
With the variations expressed in Eq. ͑12͒, Eq. ͑9͒ can be written as
͑14͒
or simply as the linear equation
2.5 Satisfying the Variation Formulation. As Eq. ͑15͒ is an underdetermined system of linear equations, generally no unique solution to this problem exists. We introduce a diagonal matrix W of measurement standard deviations ͑SDs͒, which represents the accuracy of the experimental estimates. Quantities that can be measured more precisely will obtain smaller values than quantities that are prone to errors. With this matrix, Eq. ͑15͒ can be expanded to
Using the right Moore-Penrose matrix inverse ͓11͔ or "pseudoinverse" B + = B T ͑BB T ͒ −1 , Eq. ͑16͒ can be solved for a set of deltas,
which will minimize the Euclidean norm ʈW −1 ␦ʈ. As a high measurement standard deviation will lead to a small entry in W −1 , it will allow a larger value for the corresponding ␦ ជ -entry and result in larger changes to the original measurement.
It is important to note that this way of computing consistent accelerations and external reactions differs significantly from a preliminary published version of the REA algorithm ͓12͔, where only the six pelvic degrees of freedom were altered.
Integration and Initial Conditions.
The preceding processing of the kinetic and kinematic data was expressed on a per-frame basis and entirely in terms of accelerations. The Newton-Euler equations return no information about position and velocity. On the contrary, these values are necessary in Eq. ͑15͒ to evaluate matrix A and to determine the current gravitational and gyroscopic forces. The only feasible way of obtaining these values is via numerical integration of the computed generalized accelerations. Unfortunately, the alterations made to the measured accelerations will cause the integrated motion to deviate from the recorded trajectories-an effect that is further augmented by the inherently unstable dynamics of gait. To circumvent this, numerical optimization is used to determine a set of initial generalized coordinates and generalized speeds that, after solving Eq. ͑15͒ for accelerations and numerically integrating, produces a motion that best replicates the recorded motion ͑Fig. 1͒.
The agreement of recorded and calculated motion can be assessed by the squared and weighted distances between calculated and experimentally derived generalized coordinates,
The weights w i q in this error function are necessary to define the relation of pelvic translation errors, rotation errors, and joint angles. They can also be used to improve the tracking of selected generalized coordinates. Alternatively to expressing this agreement in terms of generalized coordinates, it is possible to define it in Cartesian space. A promising approach in this context is the summation of the Euclidian distances between predicted and measured marker positions,
͑19͒
Tracking markers directly has the advantage of removing the intermediate inverse kinematics step for comparison and closing the bridge to the experimental data. The weights w i r in the error function can be used to emphasize the spatial tracking of certain markers.
Both error formulations can be used simultaneously. Integrated over the entire motion, these values express a cost function that maps a set of initial conditions to a measure of "agreement" between the calculated and recorded motions. The complete optimization problem can be stated as follows:
2.7 Removing Measurement Offsets. We expanded the search space to include any static offset between the reference frame of the force plates and the optical tracking system. This was done by adding a constant offset in each direction to the marker kinematics prior to computing the cost function. These three offset parameters were included in the optimization search space when minimizing Eq. ͑20͒.
Evaluation With Synthetic and Experimental Data.
For all analyses, a three-dimensional full body model consisting of 12 independent segments was used. The generalized coordinates q ជ corresponded to the 27 degrees of freedom that completely described the model's state ͑Table 1͒. Three different data sets were used in conjunction with this model for the evaluation of REA.
1. Experimental data. Whole body kinematics were collected on five healthy young females ͑age of 25Ϯ 2 yr, height of 164Ϯ 4 cm, and mass of 57Ϯ 5 kg͒ for a full cycle of preferred speed ͑1.41Ϯ 0.10 m / s͒ gait using an eight camera motion capture system ͑Motion Analysis Corporation, Santa Rosa, CA͒. Subjects had no history of a major orthopedic diagnosis or pain in the lower back, pelvis, or lower extremity. Each subject gave informed consent in accordance with a protocol approved by the University of Wisconsin's Health Sciences Institutional Review Board. Ground reaction forces were collected simultaneously with three force plates embedded in the laboratory floor ͑Advanced Mechanical Technologies, Newton, MA͒. The model's segment lengths and anthropometric parameters were scaled to the estimated joint-to-joint lengths of individual subjects and the subject's overall height and body mass ͓13͔. The locations of body fixed markers were adjusted with respect to an upright standing calibration trial. The joint axes orientation was not altered. A global optimization based inverse kinematics approach ͓14͔ was used at each time step to compute the generalized coordinates of the model that best fit measured locations of 38 anatomical and tracking markers ͑Fig. 2͒. The resulting generalized coordinate trajectories were then low-pass filtered ͑6 Hz͒ and spline fitted, and the corresponding accelerations were determined from the second spline derivative. Force plate data were low-pass filtered at 50 Hz. 2. Synthetic data with noise. A forward dynamic simulation of a full cycle of gait was used to synthetically create marker and force plate data. The simulation was based on the experimentally recorded motion of a young healthy adult ͓12͔.
The model used for simulation was identical to the one used for analysis. It contained no residual forces, and the joint moments were known, thereby providing a ground truth by which to compare the results. The kinematics of the 38 anatomical and tracking markers ͑Fig. 2͒ were extracted, and normally distributed unbiased white noise was added in all three spatial directions. Noise levels ͑standard deviation͒ were varied from 3 mm to 15 mm by increments of 3 mm. Ground reactions were not altered. Ten trials were performed at each noise level. 3. Synthetic data with noise and offset. In the third data set, constant offset values were added to all spatial directions of the synthetically created marker data. The offset-which emulated calibration errors of the optical tracking systemvaried from 0 mm to 25 mm by increments of 5 mm. Additionally, a 9 mm SD noise was added to all markers. Ten trials were performed at each offset level.
Within REA, measurement standard deviations of external forces and moments were assumed to be negligible ͑1 ϫ 10 Table 1 The three-dimensional full body model consisted of 12 independent segments "pelvis, thighs, shanks, feet, trunk, upper arms, and forearms…. The model state was described by 27 generalized coordinates q ᠬ
Generalized coordinate Description
Position of the pelvis A 3D translation vector and three body fixed Z-X-Y rotation angles representing flexion, obliquity, and internal rotation, respectively Lower limb joint angles Hip flexion/extension, adduction/abduction, and internal/external rotation; knee flexion/extension; ankle dorsiflexion/plantarflexion Low back angles Successive flexion/extension, lateral bending, and transverse rotation Upper limb joint angles Shoulder flexion/extension, adduction/abduction., and internal/external rotation; elbow flexion/extension and 1 ϫ 10 −7 N m, respectively͒. The standard deviations of measured generalized accelerations were considered equal for all joint angles and were set to 1 rad/ s 2 . As the force plate data primarily reflects the acceleration of the base segment, pelvic SDs were set to higher values to allow a bigger variation for the underlying coordinates ͑10 rad/ s 2 for rotational accelerations and 1 m / s 2 for translational accelerations of the pelvis͒.
Optimization of the initial conditions and offset values was first performed for the entire set of generalized coordinates and speeds, resulting in 57 optimization variables. To compare accuracy and computational performance, in a second analysis only the offset values and the initial conditions of the six pelvic coordinates were optimized, and the remaining generalized coordinates and generalized speeds remained fixed to the outcome of the inverse kinematics routine. In both cases, the trajectories of all 38 markers contributed to the objective function of the numerical optimization. Higher weights ͑w =5͒ were put on the anatomical markers on the pelvis and lower extremity. Lower weights ͑w =1͒ were used for the torso markers, upper extremity markers, and lower extremity tracking markers ͑Fig. 2͒. Feedback gains k p = 100 and k v = 20 were used. Constant offsets between the kinematic and force plate reference frames were estimated. Finally, the inverse dynamic analysis was performed with the original and with the REA generated kinematics to determine the effect of the processing on the computed joint moments.
The data processing was implemented in C using the DYNAMICS PIPELINE of SIMM ͑Motion Analysis Corporation, Santa Rosa, CA͒. The equations of motion were derived with SD/FAST ͑Parametric Technology Corporation, Waltham, MA͒. All numerical optimizations were performed using a sequential quadratic programing method ͑FSQP, AEM Design, Tucker, GA͒.
Results
Experimental Data.
When performing inverse dynamics analysis on the raw experimental data, substantial residual forces were present with average rms values of 14-25 N in translation and 4 -18 N m in rotation ͑Table 2͒. The proposed REA algorithm eliminated the residual forces and moments by estimating generalized accelerations that balanced the overall equations of motion ͑Fig. 3͒. After optimizing for the best initial generalized coordinates and speeds, the mean kinematic changes introduced by REA were generally less than 1 deg for pelvic orientation and joint angles ͑Table 3 and Fig. 4͒ . The greatest discrepancy was with pelvic transverse rotation, with an average difference of 1.3 ͑Ϯ1.0͒ deg.
The global optimization inverse kinematics routine produced body configurations that were on average within 10.9 ͑Ϯ1.2͒ mm across all the measured marker positions. REA generated joint kinematic patterns that exhibited slightly larger differences with measured marker positions, with average differences of 12.9 ͑Ϯ1.7͒ mm. Thus, the additional marker discrepancies necessary to produce dynamically consistent motion averaged only 2.0 ͑Ϯ0.9͒ mm for a full gait cycle. Similarly, the pelvic translational trajectories were also well reproduced, with REA predicted values generally remaining less than 5 mm of the trajectories estimated via inverse kinematics ͑Table 3͒.
Synthetic Data With Noise.
Noise polluted synthetic marker data were used to quantitatively assess the impact of REA on the accuracy of kinematic and kinetic measures. White noise in the range of 6 -9 mm added on to the synthetic data produced residual forces and moments on the same order of magnitude as the experimental data. REA eliminated these residuals and also improved the accuracy of joint moment estimations. For a 9 mm SD noise, the moment estimation error was reduced by approximately 59% at the lower back and by 23% at the hip ͑flexion/ extension moments͒. Errors remained relatively constant at the knee and the ankle ͑Fig. 5͒. The level of improvement in joint Fig. 2 The residual elimination analysis was used to determine initial states that minimized the sum of weighted squared distances between model predicted and measured marker positions. The 38 markers that contributed to this objective function were the same as those used in the inverse kinematics routine. Higher weighting factors "numbers in brackets… were put on anatomical markers placed on the pelvis and lower extremity. Smaller weights were used for torso and upper extremity markers, and the additional tracking markers were placed on the lateral side of the thigh and shank. Table 2 Average "±1 SD… rms values of the residual forces and moments at the pelvis for the five subjects. These were obtained when using conventional inverse dynamics analysis of the experimental data. X, Y, and Z refer to the anterior, superior, and lateral directions, respectively. Moments are defined about body fixed Z-X-Y rotation axes. moments decreased with the magnitude of noise at the back, hip, and knee but was relatively independent of the noise level at the ankle ͑Table 4͒. The beneficial effect of REA extended to kinematic measures. After the low-pass filtering removed roughly two-thirds of the white noise, the algorithm was able to further reduce marker noise by about 9%. This mainly improved the estimate of the position of the pelvis ͑on which the algorithm has the biggest impact͒. This position error was lowered by about 19%. The average error of the remaining generalized coordinates ͑the joint angles͒ remained nearly constant ͑Fig. 6͒.
Synthetic Data With Noise and Offset.
Adding constant offsets to the noise polluted data seriously degraded the quality of standard kinematic and kinetic measures, with the marker kinematic errors increasing linearly with the offset magnitude ͑Fig. 7͒. However, the inclusion of offset estimation within the REA algorithm corrected for static offsets, resulting in kinematic and kinetic errors that were independent of the offset magnitude.
Computational Performance.
Despite the large ͑59-dimensional͒ search space and the complex objective function, the numerical optimization was well behaved and consistently converged to an optimal set of initial conditions. The computation time for processing a full gait cycle of experimentally recorded data was 100 min on a personal computer with a 1.83 GHz Pentium processor. Lowering the number of estimated accelerations to the 6DOFs of the pelvis substantially reduced the computation time ͑to less than 4 min͒ while only slightly degrading the ability to reject noise ͑white bars in Figs. 5-7͒.
Discussion
We have introduced a residual elimination algorithm for computing kinematic and kinetic measures that are consistent with a whole body dynamic model of gait. Joint moments, computed using this approach, exactly reproduce the underlying motion when used to drive a forward simulation. The computed kinematics and kinetics can therefore be used as a starting point to generate a muscle-actuated simulation ͓12,15͔, to identify how individual joint moments contribute to the overall movement ͓16͔, or to predict how movement will change in response to interventions that alter the musculoskeletal or nervous system ͓2͔.
The residual elimination algorithm was shown to partially reject marker noise and offsets that can arise from measurement noise, soft tissue movement, and calibration errors. As shown by others, improved inverse dynamic results can be obtained by accounting for the redundant nature of whole body kinematics and ground reaction force measures ͓4,6,17,18͔. For example, the vertical ground reaction force provides a measure of the vertical acceleration of the center of mass, which can be mathematically described as a constraint on the generalized accelerations. In the leastsquares process, the need for residual forces acting on the base segment is eliminated. While traditional inverse dynamics results are sometimes used to investigate the coordination of movement ͓16͔, the presence of residuals means that part of the movement must be attributed to nonphysical forces and thus could conceal the influence of actual forces ͑e.g., muscle͒ acting on the system. The use of weighting factors in the least squares allows for uncertainty in specific measurements to be accounted for. If the measurement error covariance matrix is known, this can be used directly as a weighting matrix W ͓5͔. Alternatively if the errors are assumed independent, one may use a diagonal matrix with weightings reflecting uncertainty in the specific measures. For example if a quantity is unknown, the corresponding weighting element is set to a very large value. This could be used to compute unknown components of the kinematics or ground reactions. For example, when using a simplified skeletal model that represents the entire upper body ͑trunk, head, and arms͒ as one rigid segment, one may wish to determine effective lower back angles that account for the entire upper body dynamics. In this case, the low back angles can be computed considering the dynamics of the system simply by setting W large. Other examples are experimental setups that only allow the measurement of a subset of the six components of the external reactions, such as when using insole pressure sensors instead of force plates. In cases like these, the least-squares formulation serves as a practical tool to estimate the missing components of the external reactions ͓5,6͔. Table 3 Average "±1 SD… root-mean-squared differences between measured kinematics "obtained by inverse kinematics analysis… and the altered kinematics "obtained by integrating over the accelerations estimated by REA… for five subjects Our acceleration estimates were integrated forward in time to obtain dynamically consistent kinematic trajectories. Numerical optimization was employed to search for an initial model state that, when integrated, best replicated the recorded motion. It is important to note that using only the six overall equations of motion made this optimization problem computationally feasible to solve. While it would be possible to use the entire set of equations of motion ͓4,5͔, this would also add additional unknowns ͑joint moments͒ to the estimation problem, which could seriously degrade performance.
To achieve a truly optimal result, the initial positions and velocities of all generalized coordinates have to be adapted simultaneously. However, there are practical limitations. The computational costs of the optimization are substantial, as the entire motion has to be integrated for every evaluation of Eq. ͑20͒. It is therefore important that the optimization converges as fast as possible. For this reason, only a small subset of the initial generalized coordinates might become subject to optimization, with the remaining ones being set to their experimentally recorded values. We showed in this study that simply adapting the motion of the pelvis reduced the computation time by over an order of magnitude while only slightly degrading the accuracy of computed kinetics and kinematics. This favorable result is obtained because the ground reaction forces provide information about the motion of the COM, which was greatly influenced by the motion of the pelvis, the base segment in our model. In contrast, ground reactions do not provide much information about the acceleration of segments with small inertia. This is potentially problematic since small acceleration inaccuracies will lead to a long term drift. To address this issue, feedback is used to compute a desired set of joint accelerations based on current errors in simulated generalized coordinates and speeds ͓12͔. As a result, this ensures that these coordinates tend to track the desired trajectories.
The optimal determination of initial model states circumvented unprocessed data after using REA after using REA (partial set of gen coords) some of the inherent stability problems associated with simulating human walking. While feedback controllers are useful in ensuring proper tracking of joint angles ͓12,15͔, they cannot stabilize the overall "inverted pendulum" characteristics of human gait. A precise identification of the initial conditions does not solve the underlying problem either but can retard its effect. A short motion, like a cycle of gait, could be well simulated in spite of the inherent instability. This allowed the creation of forward dynamic simulations in an "open loop" framework.
Some limitations arise from the approximations of the model used. These include the assumptions that the body segments are truly rigid and that all movements happen within the given degrees of freedom. We also assumed that all model parameters are precisely known. While other approaches used the redundancies of force and acceleration measurements to improve the assessment of model parameters ͓19-21͔, our method attributed all differences to errors in the force and acceleration measurements. It is feasible to directly include physical model parameters as variables to be estimated within the optimization, although it would need to be demonstrated that such parameters can be robustly estimated from walking data alone. We also applied measured ground reactions directly to the foot segments rather than try to model the complexities of the foot-floor interactions. However, it may be preferable to incorporate a contact model into the algorithm ͓15͔ when one desires to use the simulation to predict how movement changes in response to perturbations. Finally, we considered the ability of our algorithm to reject both systematic ͑bias͒ and white noise. Future studies should consider the use of continuous noise ͓20͔ or simple soft tissue models, which may better represent the marker displacements arising from soft tissue motion, which remains the major source of error in motion analysis.
The proposed algorithm can be extended to accommodate a subset of prescribed motions. Examples might include experiments where the subject is attached to objects that are fixed in space or follow given trajectories ͑such as handles, guardrails, and exercise equipments͒. If the prescribed motion is expressed di- Table 4 Average percent reduction of the joint moment estimation error as a function of noise level. Values are given for the flexion/extension axis of lower back, hip, knee, and ankle joints. The average improvement over all joints "not including pelvic degrees of freedom… is given as well.
Noise SD ͑mm͒
Back ͑%͒ unprocessed data after using REA after using REA (partial set of gen coords) Fig. 7 REA was used to estimate constant offsets between the optical tracking system and the force plate reference frame to reduce the adverse effect of calibration errors. In this example, a constant offset, overlaid on a 9 mm SD white noise process, has almost no influence on marker estimation error after REA is applied.
rectly in terms of generalized coordinates, the prescribed accelerations q can simply replace the measured ones q Ј. Only the remaining generalized accelerations are adapted to achieve dynamic balance. However in many cases, the accelerations are probably defined for individual segments and therefore prescribed in Cartesian coordinates. In these cases, the prescribed accelerations r and do not map directly into generalized accelerations q but instead form complex geometric constraints that can be incorporated into the optimization problem ͑see Appendix͒.
In summary, we have introduced and demonstrated a residual elimination algorithm that can be used to generate joint momentactuated dynamic simulations of subject-specific gait dynamics. The algorithm was shown to eliminate the need for residual forces while also reducing the detrimental effects of measurement errors on joint kinematics and kinetics. REA-generated simulations can therefore be used as a basis for investigating the coordination of movement and for predicting changes in movement due to injury, impairment, or surgical intervention.
