Generic web-based adaptive tutoring system for large classroom teaching by HU YINGPING
  
 
GENERIC WEB-BASED ADAPTIVE TUTORING 






































GENERIC WEB-BASED ADAPTIVE TUTORING 










HU YINGPING  











A THESIS SUBMITTED 
 
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 
 
DEPARTMENT OF ELECTRICAL AND COMPUTER 
ENGINEERING 
 








First, I would like to express my deep and sincere gratitude to my supervisor Associate 
Professor Lian Yong for his kind support and valuable guidance throughout the whole 
process of my research work. Prof Lian’s stimulating suggestions and encouragement 
helped me in all the time of research. His profound knowledge, abundant experiences 
and the way of conducting research have been of great value for me. Without his 
understanding, inspiration and guidance I could not have been able to complete this 
project successfully.  
Many thanks should be given to my colleagues in the Signal Processing and VLSI 
Design Laboratory for their support and joy given to me during these four years.  
My deepest appreciation goes to my family for my parents’ dedication, love and 
persistent confidence in me. I own my loving thanks to my husband He Hongpu. 
Without his encouragement and understanding, it would be impossible for me to finish 
this work.  This thesis is dedicated to all of them.  
The financial support of National University of Singapore is greatly acknowledged.  
Last but not least, I would like to thank everyone who had helped, in one way or 
another, towards the completion of this project.  
TABLE OF CONTENTS 
 ii
TABLE OF CONTENTS 
ACKNOWLEDGEMENTS ......................................................................................... i 
TABLE OF CONTENTS ............................................................................................ ii 
SUMMARY ............................................................................................................. vii 
LIST OF FIGURES ................................................................................................... ix 
LIST OF TABLES ................................................................................................... xii 
LIST OF SYMBOLS AND ABBREVIATIONS.......................................................xiv 
CHAPTER 1 INTRODUCTION .................................................................................1 
1.1 Teaching Large Classes ......................................................................................4 
1.2 Learning Styles and Motivational States.............................................................6 
1.3 Intelligent Education System ..............................................................................9 
1.4 Authoring Tools ............................................................................................... 11 
1.5 Research Objectives and Contributions ............................................................ 11 
1.6 List of Publications .......................................................................................... 13 
1.7 Organization of Thesis ..................................................................................... 15 
CHAPTER 2 Review of Existing Teaching and Learning Tools ................................ 17 
TABLE OF CONTENTS 
 iii 
2.1 Adaptive Tutoring System (ATS): Integration an Intelligent Tutoring System 
with Adaptive Hypermedia System ........................................................................ 17 
2.2 Learning Styles Consideration.......................................................................... 19 
2.3 Motivational States Consideration .................................................................... 21 
2.4 Student Action Tracking .................................................................................. 22 
2.5 Student Modeling Using Bayesian Networks ................................................... 23 
2.5.1 Basic Probabilistic Knowledge .................................................................. 24 
2.5.2 Bayesian networks .................................................................................... 25 
2.6 Authoring Tools Review .................................................................................. 29 
CHAPTER 3 GWATS SYSTEM ARCHITECTURE ................................................ 32 
3.1 Design Consideration ....................................................................................... 32 
3.2 System Architecture ......................................................................................... 34 
3.3 Building Blocks of the GWATS ....................................................................... 36 
3.3.1 Web-based Authoring Environment (WAE) ......................................... 36 
3.3.2 User Interface ....................................................................................... 37 
3.3.3 Domain Model ..................................................................................... 39 
3.3.4 Behavior Tracking and Analysis Module .............................................. 42 
TABLE OF CONTENTS 
 iv
3.3.5 Student Model ...................................................................................... 45 
3.4 The Use of Generic Tutoring Model ................................................................. 50 
3.4.1 Learning Path Organization .................................................................. 51 
3.4.2 Adaptive Delivery ................................................................................ 54 
3.4.3 Question Selection ................................................................................ 55 
3.4.4 Estimation of Student Knowledge Status .............................................. 62 
3.4.5 Adaptive Presentation ........................................................................... 63 
3.4.6 Adaptive Feedback ............................................................................... 64 
3.5 Conclusion ....................................................................................................... 68 
CHAPTER 4 WEB-BASED AUTHORING ENVIRONMENT (WAE) ..................... 70 
4.1 Domain Model Authoring ................................................................................ 72 
4.2 Student Model Authoring ................................................................................. 83 
4.3 Student Interface .............................................................................................. 90 
4.4 Quantitative Evaluation .................................................................................... 91 
CHAPTER 5 THE EVALUATION OF GWATS ....................................................... 94 
5.1 Introduction ..................................................................................................... 94 
5.2 Evaluation with Simulated Students ................................................................. 95 
TABLE OF CONTENTS 
 v
5.2.1 Introduction about the Experiment ........................................................ 97 
5.2.2 Experiment and Results Analysis ........................................................ 101 
5.3 Evaluation with Real Students ........................................................................ 110 
5.3.1 ANOVA ............................................................................................. 110 
5.3.2 Introduction about the Experiment ...................................................... 112 
5.3.3 Results Analysis ................................................................................. 116 
5.4 Survey Results ............................................................................................... 121 
5.5 Conclusion ..................................................................................................... 124 
CHAPTER 6 PROTOTYPE OF MOTIVATIONAL TUTORING SYSTEM ........... 126 
6.1 Description of the Prototype System .............................................................. 127 
6.2 Infer Motivational States from Learning Behaviors ........................................ 128 
6.3 Motivation States Modeling ........................................................................... 130 
6.3.1 Modeling Confidence ......................................................................... 131 
6.3.2 Modeling Effort .................................................................................. 132 
6.3.3 Modeling Independence ..................................................................... 132 
6.4 Implementation of the Prototype System with DBN ....................................... 134 
6.4.1    Dynamic Bayesian Network ................................................................. 134 
TABLE OF CONTENTS 
 vi
6.4.2    Modeling Motivation States using DBN ............................................... 136 
6.5 Making Pedagogical Decision with DDN ....................................................... 138 
6.5.1 DDN for Prototype System ................................................................. 139 
6.5.2 Conditional Probability Table Creation ............................................... 141 
6.6 Evaluation ...................................................................................................... 142 
6.7 Final Considerations ...................................................................................... 145 
CHAPTER 7 CONCLUSIONS AND FUTURE WORK .......................................... 147 
7.1 Conclusions ................................................................................................... 147 
7.2 Future Work................................................................................................... 150 




Teaching large classes is a very challenging task for educators due to the divers 
background of students and differences in learning styles. To improve the learning 
outcomes, it is necessary to explore new ways to facilitate teaching and learning in 
large class. Intelligent educational tool is one of the candidates, which is able to 
emulate small class teaching, honor the individual student’s uniqueness and provide 
appropriate tutoring function to achieve better learning outcome.   
Intelligent Tutoring Systems (ITSs) and Adaptive Hypermedia Systems (AHSs) are the 
two main techniques being widely adopted for adaptive or personalized tutoring. ITSs 
provide adaptive tutoring for each student and decide how, when and what to do next 
during a tutoring session based on the student model. Although ITS is adaptive in 
presenting tutorial questions, it does not allow students to freely explore the 
information space. AHSs, on the other hand, give student full access to all learnt and 
ready-to-be-learnt materials, it lacks in “intelligence” to make pedagogical decisions. 
In this research, we propose an Adaptive Tutoring System (ATS) for large class 
teaching. ATS integrates the student modeling technique in ITS and free access 
concept in AHS to form a web-based interactive, adaptive and personalized 
environment. To reduce the workload in constructing ATSs, a Web-based Authoring 
Environment (WAE) is developed. The combination of the ATS and WAE forms a 
Generic Web-based Adaptive Tutoring System (GWATS). Our initial experiments 
show that GWATS significantly reduces the time for constructing ATS and it enhances 
learning performances in a large class.  
SUMMARY 
 viii 
Another goal of this research is to develop a prototype system trying to derive the 
student’s motivation states from their learning behaviors, taking motivations into 
account and using Dynamic Decision Network (DDN) to make pedagogical decisions. 
For the prototype implementations, we used our best judgment to set default values for 
Conditional Probabilities Table (CPT) parameters, prior probabilities and utilities. 
Further works are needed to obtain accurate values of CPT. For the sake of simplicity, 
the model described in the motivational prototype system covers only the general 
model, and includes only a subset of the variables that are necessary to derive 
motivation states. We chose this subset to show how the model is built and how it 
works, but several additional variables should be included to model real interactions.  
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With increased enrolment and shrinking budgets at colleges and universities, teaching 
large classes in higher education becomes unavoidable. Over the past two decades, 
considerable research has been done to promote and develop different teaching 
mechanisms and various learning platforms for effective teaching and learning, 
especially in large classes. Personalized instruction is “the effort on the part of a school 
to take into account individual student’s characteristics, needs and flexible instruction 
practices in organizing the student’s learning environment”[1]. Personalized learning is 
an approach within a learning environment that tailors learning according to individual 
needs. The intent of personalized learning is to choose appropriate teaching strategies 
to engage each student in the learning process in order to match their abilities, 
preferences and motivations. Personalized learning acknowledges individual 
differences among students, and one of its most important aspects is to identify the 
underlying differences that influence learning. In large classes filled with students with 
varying preferences in their approaches to learning, personalized learning seems to be 
the most effective model for improving learning efficiency.  
Intelligent Tutoring System (ITS) [2] and Adaptive Hypermedia System (AHS) [3] are 
the two main techniques for individualized tutoring, and both are widely 
acknowledged and accepted by educators. Based on a student’s knowledge state 
obtained from that student’s model in ITS or a user model in AHS, these systems 
automatically diagnose the student’s current learning status and personalize the 
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learning environment and instructions to match the student’s learning state. These 
systems facilitate students’ learning and take a significant workload off the educators, 
especially in large classes. Educators can therefore focus on improving their teaching 
quality rather than performing tedious or complex routine tasks. Although ITS allows 
“mix-initiative” tutorial interactions where students can ask questions and have more 
control over their learning, basically it’s the ITSs specifies what to teach and how to 
teach it based on the student model and adapts the instructions to each user. AHS, on 
the other hand, is a student-centered learning environment based on adaptive 
presentation and navigation technologies, which allows students to access all learned 
and ready-to-be-learned materials [7]. This research has developed an adaptive tutoring 
system (ATS) that combines the benefits of ITS and AHS. The ATS incorporates 
intelligent tutoring techniques, offers the freedom of explorer learning, dynamically 
adapts to the individual user’s knowledge level and learning goals, provides intelligent 
guidance and supports the user in acquiring knowledge. The system organizes the 
learning materials and manages the learning strategies in a learning environment 
centered on the students. This proposed ATS aims to alleviate some of the problems 
faced when teaching large classes.  
As is well known, knowledge-based ITSs are difficult to construct. Each one must be 
built from scratch at a significant cost. As a result, the applications of ITS and AHS are 
limited. So there is an urgent need to develop an easy way to use ITS and AHS that 
helps educators take advantage of available technologies to enhance learning in 
schools and universities. In this research, a Web-based authoring environment (WAE) 
was developed to simplify the construction of affordable and effective adaptive 
tutoring systems to enhance the teaching and learning efficiency in large classes. A 
tutoring system based on a WAE represents the knowledge domain as a concept 
CHAPTER 1 INTRODUCTION 
 3
structure and models students with a Bayesian network (BN).  Based on the Bayesian 
student model, the generated tutoring system provides individualized tutoring and 
instant feedback to each student.  
Knowledge states cannot typically represent characteristics that vary from individual to 
individual. Studies show that, besides individual ability, certain personal 
characteristics, such as the student’s learning style and motivational states, are 
considered important and play a key role in the teaching and learning process. 
Learning style is the unique way a person habitually approaches or responds to the 
learning task [4], which influences the way the student acts toward the learning 
environment. Besides learning style, emotion is another factor affecting learning. For 
example, a poor teaching strategy can lead to negative motivation that impairs learning. 
Students’ learning performances improve significantly if the students are provided 
with appropriate learning materials or methods at certain moments under certain 
conditions. Highly motivated students usually perform better than less motivated 
students. Therefore, considering students’ learning styles and cognitive characteristics 
may contribute to increasing the effectiveness of intelligent educational systems, 
especially for student populations characterized by a wide range of learning abilities, 
preferences and cognitive profiles. The importance of learning styles and motivations 
in education has recently caught the attention of many researchers. They attempted to 
create an individualized learning environment that tailors the teaching strategy to the 
individual and promotes positive motivation. A prototype of the Motivation-based 
Adaptive Tutoring System (MATS) was developed in this research. MATS details how 
to recognize students’ motivation states through observable learning behaviors and 
then reacts accordingly to keep the students motivated.  
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The thesis is organized as follows. Chapter 1 provides an overview of the thesis. 
Section 1.1 covers the overall context of this research and presents its objectives and 
originality. Section 1.2 presents an overview of learning styles and motivational states 
and their impacts on learning. Section 1.3 reviews of the existing intelligent teaching 
and learning tools. Section 1.4 summarizes proposed authoring tools. In Section 1.5, 
the scope, objectives and contributions of this research are listed. Finally, Section 1.6 
reflects on the organization of the thesis and suggests future work.  
1.1 Teaching Large Classes 
Teaching a large class has always been a challenge for educators due to the many 
difficulties imposed on the teaching-learning process [5]. These include [6]: working 
with diverse student needs and backgrounds, meeting the needs of all students, giving 
students instant feedback, engaging students in active learning, keep track of students’ 
learning behaviors, personalizing the learning experience and motivating students. 
How can teachers overcome these difficulties and enhance the learning experience in a 
large class? One possible solution is to leverage the vast experience accumulated in 
teaching small classes. To do so, we need to identify the differences between large and 
small classes and try to emulate a small-class environment in a large one to achieve 
better learning outcomes. It is generally accepted that learning outcomes are inversely 
proportional to class size, i.e., the smaller the class, the more the student learns. 
However, recent findings revealed that class size does not necessarily correlate to 
learning outcomes [7]. The size of a class is not the most important factor affecting the 
learning outcomes; rather, the characteristics of the instructor, the way the course is 
organized and how it is taught play important roles in the learning process. Therefore, 
in theory the efficiency of teaching a large class can be as good as that in a small class 
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as long as the teachers have the same good strategies. The main advantages small 
classes have over large ones are that they provide students with a personalized learning 
environment, engage students in active learning and give students instant and 
appropriate feedback. These advantages lead to higher teaching quality and greater 
student satisfaction [8].  
To duplicate a small class environment in a large one without incurring additional 
labor costs, many researchers [9-13] have proposed different ways to address issues in 
a large class, especially in engineering education. It seems that the most effective 
model is individual tutoring or personalized tutoring [14]. Personalized tutoring honors 
and recognizes the unique gifts, skills, needs and interests of each student and then 
tailors the tutoring to the uniqueness of each individual. The key to improving learning 
efficiency in large classes is to acknowledge and identify the differences among 
students. Creating a personalized environment tailored to the students’ different needs 
is the solution to facilitate better learning in large classes. With the rapid growth of 
Internet access to the World Wide Web, many researchers have acknowledged the 
numerous advantages of web-based education systems: 1) convenient accessibility that 
lets students learn at their own pace from anywhere at any time, 2) compatibility and 
interoperability among different platforms that allow easy incorporation and 
interoperable contents and services, 3) efficient communication and wide coverage of 
the Internet for flexible and effective channels of online communication among 
teachers and students and 4) educator support [15]. These advantages can potentially 
bring the individual tutoring experience to a large class and provide an individualized 
learning environment for each student without incurring much additional cost. 
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In response to the pressures and challenges of teaching a large class, the uniqueness 
and the huge cost of personalized learning, along with the potential advantages of web-
based education, it is important to develop a web-based personalized learning 
environment that provides teachers and students with tools for after-class teaching and 
learning activities.  
1.2 Learning Styles and Motivational States  
The first challenge of personalized learning is to identify the individual differences 
among students. It is a well-known fact that, despite the individual’s knowledge state, 
how a student perceives, gathers and processes material and his or her emotions or 
motivations all play a key role in teaching and learning [16]. Positive motivation 
contributes to learning achievement, while negative motivation has the opposite affect 
[17, 18]. Hence, it is crucial for intelligent education systems to adaptively treat the 
students’ distinctive information such as interests, learning styles and motivation [19-
21].  
“Learning style” denotes the typical ways in which a student takes in and processes 
information, makes decisions and forms values. Each individual has his or her own 
way of learning. A person’s learning style is reflected in his or her behavior, and it can 
greatly affect his or her learning outcomes [22, 23]. One instructional environment 
cannot possibly fit all students [24], because students have different learning styles as 
they take in and process information [25]. They might learn more effectively when the 
instruction is matched to their individual learning style [26].  
Much research has been carried out on learning styles. Meanwhile, many learning style 
theories have been established. The most widely used are Kolb’s Learning Style 
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Theory [27], Gardner’s Multiple Intelligence Theory [28] and Felder-Silverman 
Learning Style Theory [29, 30]. In recent years, the importance of modeling and using 
learning styles has been widely acknowledged. Many researchers have started to 
consider learning styles in computer-based educational systems. Lots of systems have 
been built to take care of students’ learning style [31-36]. A large class usually consists 
of a wide spectrum of students differing from each other not only in race, culture, age 
and background, but also in personal traits (e.g., intelligence), self-confidence, 
motivation and the preferred type of learning methods and learning styles. It is 
important to address these distinct characteristics.  
 
Figure 1-1:  Kolb’s Learning Cycle 
According to Kolb [37], there are four sequential stages in the learning cycle (Figure 
1-1). Concrete Experience provides a basis for experiences and is followed by 
Reflection and Observation on that experience. Reflection and Observation are then 
assimilated and distilled into Abstract Conceptualization that produces new 
implications for action, which can be termed Active Experimentation. Based on Kolb, 
Honey and Mumford [38] suggested four types of learners: Activist, Pragmatist, 
Reflector and Theorist. An Activist prefers doing and experiencing; a Reflector 
CHAPTER 1 INTRODUCTION 
 8
observes and reflects; a Theorist wants to understand underlying reasons, concepts and 
relationships; and a Pragmatist likes to “have a go” and try things to see if they work.  
With the increasing diversity in the student population, the ideal learning environment 
for large classes should include all of the four types. Students are encouraged to start 
with his or her favorite learning activities, then continue with less “style-matched” 
activities to develop new capabilities [4]. Meanwhile, the student’s preferences on 
learning materials or leaning activities might change over time within various 
circumstances. Instead of detecting the student’s dynamic learning preferences and 
then tailoring to those, we chose to provide multiple types of learning material to fulfill 
each student’s preferred learning style and his/her dynamic preferences. Within the 
proposed learning environment, the student is free to choose learning material and is 
encouraged to learn throughout the learning cycle.  
Motivation is another key element of education and plays a crucial role in students’ 
success. Weiner [39] defines motivation as “the study of the determinants of thought 
and action—it addresses why behavior is initiated, persists and stops, as well as why 
choices are made.” From this definition, we can derive that motivation motivates helps 
students to learn, affects the quality of the efforts they invest and influences the 
choices they make. Meanwhile, motivation of the student might be affected by tutoring 
and the learning environment. However, most intelligent education systems have 
overlooked the motivational aspects of learning. There are two main concerns about 
tailoring to motivation aspects: how to detect students’ motivational states and how to 
respond to keep them motivated, especially for web-based learning. This thesis 
presents a prototype of the Motivation-based Adaptive Tutoring System (MATS), 
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which details how to recognize students’ motivational states through observable 
learning behaviors, then reacts accordingly to keep the students motivated.  
1.3 Intelligent Education System 
Personalized learning advocates that learning should not be restricted by time, place or 
other barriers, but should be tailored to the continuously changing individual student’s 
background, requirements, abilities and preferences [40]. Of all the interesting 
methods and techniques used to provide adaptation or personalization, ITS and AHS 
are the two main techniques most widely adopted. 
An ITS is a computer-based educational program that provides direct customized 
instruction and personalized feedback to students. Most ITSs are based on Artificial 
Intelligence (AI) techniques [41] and are generally known for their abilities to identify 
a student’s learning state and replicate the process of one-on-one instruction in a small 
classroom. The intelligence of ITS comes from the information related to a student’s 
knowledge, the specific domain knowledge, the teaching strategies and the learning 
environment, which are represented by the four basic components in ITS, i.e., the 
domain model, the student model, the tutoring model and the user interface. The 
domain model contains the information to be taught, the source of the knowledge and 
the standards for evaluating the student’s performance. The existing student model 
stores a description of a student’s knowledge and learning traits, which generally falls 
into two categories: the domain-specific information, such as the student’s current 
knowledge state relating to a specific domain [42], and the domain-independent 
information, such as the student’s learning profile, his or her learning style and his or 
her current motivational state. The student model in this research will follow this 
convention and split student characteristics into two categories: knowledge-related 
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information in the knowledge model and domain-independent information in the 
psychological model. The details of the student model will be presented in Chapter 3. 
The tutoring model makes pedagogical decisions and decides what, when and how to 
teach based on the domain and the student models. The fourth component of  ITS is 
the user interface or learning environment, which offers a friendly channel for the 
student to communicate or interact with  ITS. From the user’s point of view, most of 
ITS can be considered as a user interface [43], which highlights the importance of the 
user interface to ITS. Based on the four components, the ITS can simulate a human 
tutor by putting their knowledge and inference mechanisms into a computer system, 
make inferences about the student’s knowledge based on the student’s response, 
instantly provide adaptive feedback, intelligently decide the next best pedagogical 
action and deliver adaptive instruction. The ultimate goal of ITS is to provide a 
personalized learning environment. Evaluations reveal that ITS is highly effective 
compared with traditional instructional methods, thanks to the built-in intelligence that 
helps to identify students’ needs and provides highly individualized tutoring through 
curriculum sequencing, intelligent diagnosis of a student’s answers and interactive 
feedback and support [44].  
With the rapid development and deployment of Internet, AHS is a relatively new 
research area in contrast to the traditional “one-size-fits-all” approach of standard 
online learning. According to Peter Brusilovsky [55], AHS builds a model of the goals, 
preferences and knowledge of each user, then use this model to personalize the content 
and hypermedia pages for each individual. Unlike the ITS’s direct tutoring guidance, 
AHS adopts adaptive navigation support technology on the link level to support the 
student in hyperspace orientation and navigation. The adaptive presentation on the 
content level adapts the content of a hypermedia page to meet the individual’s needs 
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based on his or her user model [44]. AHS enables students access to all learned and 
ready-to-be-learned materials and provides a student-centered learning environment 
[45]. However, without direct guidance, it is easy to get lost in hyperspace.  
1.4 Authoring Tools 
Intelligent Educational Systems (IES), including ITS and AHS, are well known for 
personalized tutoring [46]. Evaluations reveal that IES is highly effective compared 
with traditional instructional methods by intelligently identifying students’ needs and 
providing highly individualized tutoring [47-51]. However, an IES is rarely used in 
real educational situations. The underlying reason might be that the IES has to be built 
from scratch at a significant cost. The estimated effort used for development time 
varied from 200-300 hours of authoring for one hour of instruction [52, 53]. Besides, 
most IESs are created for a specific domain, and it is difficult to reuse them in other 
domains without much time and effort. The difficulty and complexity of creating an 
IES motivates the development of authoring tools to simplify construction and create 
cost-effective IESs, which might promote IESs into wider applications.  
1.5 Research Objectives and Contributions  
From the above discussion, it is clear that most of available teaching and learning tools 
do not satisfy the requirements of large classes. This prompts us to develop an 
intelligent educational tool for assisting educators in large classes. The purpose of this 
thesis is to develop teaching and learning assistance tools to improve learning 
efficiency in large classes. The primary goals include the following: 
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 To design an ATS that provides a personalized learning environment to cater to 
individual needs, which is the integration of traditional ITS and AHS. Since an 
ATS is not as effective as a human tutor and it is impossible to replace such a tutor, 
it is best used as a supplementary, after-class tutorial tool. Students still need to 
attend classes given by human teachers.  
 To ease construction and promote ATSs into wider applications, the proposed 
Generic Web-based Adaptive Tutoring System (GWATS), including a web-based 
authoring environment (WAE) as part of its components, enables effective 
construction an ATS. All ATSs constructed by GWATS use the same tutoring 
model and share the generic adaptive tutoring strategies.  
 To evaluate the effectiveness of the generated ATS and the generic tutoring 
strategies.  
 To develop a prototype MATS, taking students’ motivational states into account 
when responding to a student in order to keep him or her motivated.  
The main contribution of this work can be summarized as follows:  
1. GWATS integrates the student modeling technique in ITS and free access concept 
in AHS to form a web-based interactive, adaptive and personalized environment. 
GWATS maintains the domain and student model and dynamically tailor the 
instruction to the specific needs of the student. Meanwhile, the tutoring model 
incorporates the features of AHS, i.e., sharing control of instructions with the 
student and allows students to freely browse the learning environment at a certain 
level. This contribution takes the advantage of both systems and improves 
students’ learning performance. 
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2. The novel architecture of GWATS integrates the authoring components to the 
standard ITS system structure to form GWATS. This contribution decreases the 
effort and the skill threshold in constructing ATS. The web-based characteristics 
of GWATS allow instructors to construct ATS and deliver them over the WWW, 
which makes teaching a large class and distance education more convenient.   
3. Bayesian network is employed in the authoring environment. This contribution 
provides a novel way to define the domain structure and to model the 
independency relationships between different learning units. Domain knowledge 
representation is the “heart” of the intelligent tutoring system. This makes a 
contribution by accurately model the domain knowledge.   
4. The prototype system based on the behavior tracking and analysis module and 
DDN technology reveals the working mechanism of how to infer the motivational 
states through observable learning behaviors and how to respond to the detected 
motivations to keep students highly motivated. Although the efficacy of the 
system will be further investigated by real students, the architecture of GWATS 
with behavior tracking and analysis model and the studies carried out in Chapter 6 
gave us strong confidence on the performance of the motivational tutoring system.  
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1.7 Organization of Thesis 
The rest of this thesis is organized as follows: 
Chapter 2: This chapter gives a literature review of the previous works related to 
adaptive tutoring system, Bayesian network-based student modeling, the factors 
influencing student learning in large classes and the existing authoring tools.  
Chapter 3: This chapter presents the GWATS design. The system’s architecture is 
presented first, followed by the functions of each component. The generic tutoring 
model, running in the backend, is applicable to all ATSs constructed by WAE. The 
details of the generic tutoring model and tutoring strategies are presented in this 
chapter.   
Chapter 4: Details of the WAE are elaborated in this chapter. WAE is a key 
component of GWATS, which enables the efficient construction of an ATS by using 
the universal hierarchical domain structure, the same student model framework and the 
generic tutoring model. Design considerations are discussed first, followed by the 
details of the authoring environment and authoring process.  
Chapter 5: This chapter performs a series of experiments to evaluate the effectiveness 
of the ATS constructed by WAE. The experimental results validate the effectiveness of 
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the Bayesian student model and adaptive tutoring policies. The overall performance of 
the GWATS is revealed based on the survey results.  
Chapter 6: This chapter develops a prototype MATS to infer students’ motivation 
states, like confidence, independence and effort, based on Del Soldato and Du 
Boulay’s motivational planning approach. The prototype was based on the GWATS 
architecture. The behavioral analysis module uses Bayesian modeling techniques and 
considers knowledge and motivational states in making pedagogical decisions. It 
focuses on how to react to the detected motivational states, and how to keep students in 
the optimal emotional states, instead of how to detect students’ motivation.  
Chapter 7: The thesis concludes by showing how the goals of this project have been 
met, the important results and future work. 
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CHAPTER 2 
REVIEW OF EXISTING TEACHING AND LEARNING 
TOOLS  
This research attempts to develop a web-based adaptive tutoring system for improving 
the effectiveness and efficiency of teaching and learning in large classes. It is 
important to understand the existing techniques and how these techniques help to 
enhance the learning experiences in large classes. In the following sections, we will 
briefly review the past research and highlight the components needed for an efficient 
learning tool.  
2.1 Adaptive Tutoring System (ATS): Integration an Intelligent 
Tutoring System with Adaptive Hypermedia System 
ITS and AHS are regarded as two different web-based approaches on education. These 
approaches are, in fact, complementary.  
ITSs are computer-based intelligent instructional systems. They provide customized 
instruction and personalized feedback to students. The goal of an ITS is to function as 
a human tutor and provide an individualized one-on-one environment based on the 
knowledge about domain, the beliefs of the student and the teaching strategies, but 
without the expense of having a human tutor. ITSs have proven to be effective at 
increasing learning performance compared with traditional methods and have 
significantly improved learning outcomes [54]. Most of ITSs are controlled by the 
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embedded tutoring strategy to decide how, when and what to do next based on the 
student model. The ITS usually does not allow students to freely explore the 
information space. Such restrictions affect the efficiency of learning, especially in 
large classes. AHS, on the other hand, is a student-centered learning environment 
based on adaptive presentations and adaptive navigation technologies, which allow 
students to access all learned and ready-to-learn materials. However, an AHS lacks 
control of the learning process. Without such control, the student can easily get lost in 
space, work inefficiently and face difficulties in discovering some important features 
of the subject.  
AHSs maintain a user model containing personal information, then use this model to 
adapt to the individual needs throughout an interaction process [55]. The main goal of 
AHSs is to provide personalized views of hypermedia responding to different goals, 
preferences, interests and knowledge of the student based on adaptive presentations 
and adaptive navigation technologies [56]. Adaptive presentation technology adapts 
the content to the user model. Pages presented to students in a system with adaptive 
presentation are not static but are adaptively generated for each individual. Adaptive 
navigation supporting technology assists navigation by limiting browsing space, 
suggesting the most relevant links to follow or providing adaptive comments to visible 
links. To sum up, AHSs have demonstrated their potential to offer students freedom of 
browsing course materials while ensuring that the materials are always relevant and 
matched to the students’ levels. However, the user model in an AHS is insufficient, 
and it is difficult to measure the knowledge that a student gains in AHSs. While AHSs 
give students the freedom to access all the learning materials presented, the adaptivity 
can make system much less usable if the users do not understand how the resources are 
organized and, consequently, they can easily get lost in the space [57].  
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Therefore, an AHS needs to be supplemented by explicit tutoring and guidance [58]. 
This guidance is an important ingredient of effective learning, and an ITS can provide 
this ingredient. Meanwhile, the hypermedia approach in an AHS can add a new 
dimension to an ITS by providing freedom for students’ exploration and acquisition of 
domain knowledge.  
In this research, we aim to develop a web-based ATS  that  combines the benefits of 
ITS and AHS and provides an interactive, adaptive and personalized learning 
environment. The system controls the organizing of the learning materials and 
manages the learning strategies, while the learning environment centers on the learners. 
The system enables students to actively participate in a self-directed learning process, 
allows students to take charge of his or her own learning pace and actions and provides 
mechanisms for adjusting the learning program to match the learning attributes. The 
parameters that most frequently govern adaptivity in existing ITSs and AHSs are the 
student’s existing knowledge and skills. However, most systems neglect the students’ 
cognitive and motivation characteristics.  
2.2 Learning Styles Consideration 
ITSs and AHSs are capable of providing individualized instruction like a human tutor 
by deciding how, when and what to teach based on the students’ knowledge states. 
However, individuals differ from each other in many aspects, for example, learning 
abilities or knowledge states, such as cognitive, affective and social-cultural 
characteristics [59]. These individual differences are fundamental to learning and the 
students’ characteristics should be emphasized in a learning environment. It is 
expected that enhancement of the effectiveness can be achieved by recognizing and 
responding to students’ learning needs, their diversification of learning styles and their 
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preferences. Therefore, intelligent educational systems need to take the cognitive and 
motivational traits of the students into account and provide them with adequate 
responses from pedagogical, cognitive and motivational points of view.  
Research suggests that for students with various learning styles, it is better to apply 
teaching styles that match their learning styles. Identification of the learning style of 
each individual is a prerequisite for learning styles. Over the years, a number of 
researchers have come up with various strategies for defining and categorizing the 
learning styles of individuals [60-63]. However, all of these strategies rely on the 
individual subjectively responding to a series of questionnaire items. It is not apparent 
whether individuals are able to describe or conceptualize their own learning processes. 
If the questions are too long or students are not aware of the consequences or usage of 
the questionnaires, they tend to choose answers arbitrarily. Therefore, measuring 
learning styles using pre-designed instruments might result in an inaccurately extracted 
style. Alternatively, there are style-matching strategies using AI technologies such as 
the Bayesian network [64] or neural network [65] to identify students’ learning styles 
[66].  
Style-matching strategy is frequently employed to adapt the instructional style to 
match the students’ identified learning style and to improve leaning performance by 
matching learning style with instructional presentation [67-71]. The individual learning 
style is diagnosed once and will be used as a benchmark and kept static to provide 
individualized tutoring later. This is based on an assumption that learning style has 
temporal stability and an individual’s learning style remains relatively constant across 
a period of time. This, however, has not been proven by research to date [72].  
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Instead of identifying a learning style once for each individual, then providing adaptive 
instruction and a strategy to match that style, we have proposed a web-based ATS, 
which treats learning styles as a dynamic component and provides several types of 
learning materials and methods for individuals and caters to students with various and 
changing learning styles.  
2.3 Motivational States Consideration 
As Goleman [73] reminds us, “The extent to which emotional upsets can interfere with 
mental life is no news to teachers. Students who are anxious, angry, or depressed don’t 
learn; people who are caught in these states do not take in information efficiently or 
deal with it well.” Therefore, one of the main concerns in education is to consider 
students’ motivational states and keep them engaged in learning. Human tutors can 
detect the students’ emotional states and variations and can devote as much time to 
achieve students’ motivational goals as to cognitive and information goals [74]. For 
computer-based tutors, there is some research about attempting to motivate students by 
using interactive digital media [75]. However, this approach can only increase 
students’ curiosity, foster their interests and motivate them by showing how to apply 
their knowledge to the real applications and to understand the underlying principles of 
their knowledge, thereby contributing to greater engagement, but the approach cannot 
spark the students’ internal motivation.  
Detecting the students’ motivational state is a crucial step in creating a successful ATS, 
which incorporates motivation factors. Unfortunately, there is no straightforward way 
to do this. Various approaches, including questionnaires, verbal communication, self-
reports, expert systems and affective computing have been used in computer-based 
motivation diagnosis [76- 84].  
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Each method has its own pros and cons. But all of these methods focus on motivation 
diagnoses without mentioning how to adapt the instruction to the detected motivation. 
In this thesis, we provide a framework to collect student leaning behaviors initiated 
during the interaction to diagnose the students’ motivational state and how to adapt 
instructions to this state. Instead of accurately assesses the students’ motivation, we 
focused on how to respond to the detected motivational states and to show whether the 
inclusion of motivational states benefit students using ATS. 
2.4 Student Action Tracking 
Educational research shows that monitoring students’ learning is an essential 
component of high-quality education and is one of the major factors differentiating 
effective schools and teachers from ineffective ones [85]. In face-to-face classroom 
lectures, the teacher can monitor students’ behavior, observe what students say and do, 
monitor their learning progress to identify gaps in their knowledge and adapt the 
teaching to the students’ comprehension. However, because of the nature of computer-
mediated communications, computer-based tutors cannot monitor the students. It is 
very hard to get specific information about interactions, such as students’ 
understanding of the materials presented, responses to questions and problems and so 
forth. All of the above information provides teachers with deep insight into the 
students and enables immediate feedback/reinforcement regarding their learning and 
their on-task behaviors.  
Given the diversities of the students in large classes, it is crucial for an ATS to 
distinguish the individual from others and personalize the interaction. A number of 
existing web-based tutoring systems provide adaptations to various types of users [86] 
[87]. The general principle behind these adaptations is the stereotype model, which 
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uses an initial interview or questionnaire to gather information, then classifies users 
into categories. These systems match each student’s profiles to one of a number of pre-
defined system user profiles. This technique simplifies system design, but the accuracy 
of matching a stereotypical user with the needs of an actual user is questionable [88]. 
Besides, the student’s stereotype might change during a session. To maintain an 
appropriate and powerful student model, the mechanism for monitoring the student 
interacting with the system and updating a student model dynamically and accordingly 
is need.  
Learning style, motivational states and other hidden characteristics can be derived by 
monitoring the interaction with the system and the student’s observable behaviors [89]. 
In light of the perceived needs, we developed a behavior-tracking component for 
students’ initiated actions within the interaction of the ATS. Monitoring how students 
behaved in the online learning environment enriched the knowledge about their 
dynamic characteristics and real-time needs. This, in turn, allows better system 
adaptation based on their recent behaviors [90], enables the development of 
personalization strategies and helps to increase the system’s performance. Meanwhile, 
monitoring students’ usage of the tutoring system supports the evaluation of the system 
against its initial specifications and objectives. 
2.5 Student Modeling Using Bayesian Networks 
The student model is a key component in traditional ITS, representing conceptual 
knowledge of the student to infer the degree of that student mastering the domain 
knowledge. Various AI techniques have been used to represent student models. Fuzzy 
logic techniques have been used [91] to handle the inherent uncertainty of a student’s 
behavior and to achieve a description of that student’s knowledge. Neural networks 
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have also been used in modeling student attributes to their pattern recognition ability 
of imprecise or incomplete data, their ability to generalize and learn from specific 
examples, their ability to be updated quickly with extra parameters and their execution 
speed [92, 93]. Hybrid neuron-fuzzy synergism has been used for student modeling [94, 
95] in which Fuzzy Logic is used to provide human-like approximate diagnoses of 
students’ knowledge, and neural networks are trained to imitate real teachers’ tutoring 
decisions regarding students’ characteristics. These approaches did have some success 
in adaptive instruction, but they required historical data to train the network to work 
proficiently.  
One of the key elements that distinguishes an ITS from a traditional educational 
system is its ability to interpret student actions by maintaining a model of student 
reasoning and learning (the student model) [96] and allows the ITS to adapt the 
interaction to the user’s specific needs, as does the user model in AHSs. However, the 
description of a student model is imprecise and vague, which adds a great deal of 
uncertainty. Moreover, inferring a student’s mastery state from what the system knows 
and observes entails uncertainty. In addition, uncertainty accumulates in chained 
inference [97]. The uncertainty of the student’s domain knowledge affects the 
inference or diagnosis of the student’s knowledge state, which, in turn, influences the 
tutoring actions for that student. Therefore, the student model must be theoretically 
sound enough to deal with all the uncertainty it might encounter.  
2.5.1 Basic Probabilistic Knowledge 
A Bayesian network is a data structure with great power to represent causal 
relationships and infer probabilistic outcomes in a domain. Since a student’s 
knowledge is full of uncertainty and characterized by causal relationships and 
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hierarchical structures [149, 150], Bayesian networks are increasingly popular in 
designing and implementing student models. The definitions about Bayesian networks 
and basic probabilistic concepts can be found in Russell and Norvig [100] and Nilsson 
[151]. Since it is impossible to exhaustively examine specific events, when probability 
theory is used to model the real world, the probability is about a belief in an event 
based on the observed occurrences thus far. Therefore, probabilities will change after 
more evidence is available. Before the acquisition of any evidence, the probability can 
be set to any value or be obtained from small sample data. This probability is called a 
prior probability and will be refined with more evidence. After the acquisition of new 
evidence, the updated probability is called posterior probability.  
2.5.2 Bayesian networks  
Random variables in a domain may have causal relationships. A Bayesian network 
explains the relationship between independent and dependent variables 
probabilistically. Technically, a Bayesian network is a directed acyclic graph (DAG) 
that consists of nodes and links. Each node represents a random variable in a domain, 
and each link is an arrow that represents a causal influence and points from a node of 
cause to a node of effect. The parameters used to represent the uncertainty are the 
conditional probabilities of each node, given each combination of the states of its 
parents, that is, if { , 1,..., }iX i n=  are the variables of the network and 
( )ipa X represents the set of the parents of iX , for each 1,...,i n= , then the parameters 
of the network are { ( | ( )), 1,..., }.i iP X pa X i n= That is, this is the set of discrete 
conditional probability distributions of each variable, given its parents. This set of 
probabilities defines the joint probability distribution for the network as,  
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Thus, to define a BN, we have to specify:  
1. The set of variables, 1 2, ,... NX X X . 
2. The set of links between those variables; these links represent a causal influence 
between the variables.  
3. For each variable ,iX its probability is conditioned to its parents, that 
is , ( | ( )), 1,..., .i iP X pa X i n=  
In student modeling, each node in the network represents either a concept or a question 
and their different states. Links between concepts and question shows relationships. A 
course will consist of several concepts. A concept can be in three states: mastery, 
partial mastery or non-mastery. A course will also have questions that belong to one or 
more concepts. A question can be in two states: true or false, where true is when a 
student has answered the question correctly and false when a student has answered 
incorrectly.  
A Conditional probability table (CPT) is a table that has one probability for each 
possible combination of parent and child states. As a Bayesian network is a complete 
model for the variables and their relationships, it can be used to answer probabilistic 
queries about them. Figure 2-1 shows a simple Bayesian network of three concepts and 
two questions with their CPTs.  
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Figure 2-1: Example of a Bayesian network 
For simplicity, each node in this network has only two states, true or false. For a 
concept node, the state true indicates that the concept was mastered and indicates for a 
question node that the question was correctly answered. This model can be used to 
answer questions such as “What is the likelihood that a concept 3 is mastered given 
that a question 1 is correctly answered and a question 2 is incorrectly answered?” 
These unknown probabilities can be calculated using Baye’s Theorem given in the 
equation shown below. 
( | ) ( )( | ) ( )
P B A p AP A B
P B
=     (2-2) 
In this equation P (A) and P (B) are called the prior probabilities, as they don’t take 
into account any information about B. P (A|B) is called the conditional probability or 
the posterior probability because it is derived from the value of B. P (B|A) is the 
conditional probability of B given A. This process of computing the posterior 
probabilities of variables given the evidence is called the probabilistic inference.  
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In the context of ITSs, Bayesian networks have been applied to user modeling 
(VanLehn et al. 1998) in a diagnostic perspective: Given a student action (symptom), 
the network provides the most likely state of knowledge (diagnosis). In our work, 
Bayesian Networks are used to model the user, the structure of knowledge and 
pedagogical options. The values related to the student’s status are taken from the user’s 
interaction with the tutor. 
If the student answered the question correctly, then we considered the concept known. 
Similarly, if the student answered the question incorrectly, then we considered the 
concept unknown (not known). The probability of each concept being known, namely, 
p(ai= known), can then be determined. Moreover, we can also compute p(ai=known, 
Pi=known), i.e., the probability that the student correctly answers both the concept ai 
and the prerequisite concepts Pi. From p(ai=known, Pi=known), the desired CPD 
p(ai=known | Pi=known) can be obtained. Thus, we can calculate every CPD for the 
Bayesian Network.  
Bayesian networks are one of the most effective ways to represent and handle the 
inherent uncertainties in student modeling. In recent years, Bayesian networks have 
been utilized in various ways to achieve adaptability in educational systems regarding 
student knowledge assessments, predications of student goals, determinations of 
appropriate learning strategies and curriculum sequencing, etc. These applications 
have demonstrated that Bayesian networks are suitable for effective modeling student 
behaviors [90]. ANDES (An Intelligent Tutoring System for Physics) teaches 
Newtonian physics problem-solving techniques to college students and evolved from 
OLAE (Online Assessment of Expertise) and POLA (Probabilistic Online Assessment) 
[101]. ANDES uses Bayesian networks to identify the current problem-solving 
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approach of the student. Bayesian networks employed in ANDES [99, 100] relate a 
student’s observable behavior to a particular piece of his or her knowledge. ANDES 
also uses Bayesian networks for long-term knowledge assessment, plan recognition 
and prediction of students’ actions during problem solving. Bayesian networks in 
ANDES are constructed automatically from the solution graph associated with each 
problem. They are domain- specific and used to determine which rules the student has 
probably mastered according to the observable data (i.e., the student’s answers to the 
questions). Therefore, it is time-consuming and difficult to create Bayesian networks 
for the domain, which might have thousands of questions. Besides, the generated 
Bayesian student model is not reusable for other domains. To tackle this problem, we 
proposed a Bayesian student model allowing the measurement of a student’s 
knowledge at different levels of granularity. Moving the attention from the question 
level up to the concept level will save time and energy in constructing a Bayesian 
student model and reasoning on the concept level of granularity. At least the number of 
concepts each subject contains is remarkably smaller than the number of questions.   
2.6 Authoring Tools Review  
In the past decade, interest has increased on the use of specialized tools for ITS 
development, and many authoring tools have been built for ITSs [102-104]. WebCT 
[105] provides a large variety of support services to students and teachers, but it lacks 
adaptability. It is more like a learning management system than an authoring system. 
REDEEM [106] is another well-known authoring tool that allows the teacher to create 
pedagogical online courses by describing the structure and flow of the content of the 
course and the sequencing of the content. This tool allows the teacher to divide the 
course into sections and describe the content that the course will use. REDEEM has 
CHAPTER 2 REVIEW OF EXISTING TEACHING AND LEARNING TOOLS 
 30
been successful in constructing courses. However, it does not provide any adaptivity or 
dynamic personalization.  
InterBook [107] is a tool for authoring and delivering adaptive textbooks on the web 
To provide adaptivity, this tool relies on the prerequisite relationships among concepts 
of the domain model and the stereotyped overlay student model. However, the 
observations about the student’s performance and the assessment of mastery of the 
domain knowledge are mainly based on if a student has read a page or if a student has 
successfully performed a test related to the concept. This observation cannot provide 
sufficiently accurate information for individualized tutoring. 
WEAR [108] is a web-based authoring tool for adaptive educational systems mainly 
used for algebra-related domains. WEAR performs student modeling for domain-
specific errors as well as algebra-related errors. The domain model containing 
knowledge about the subject matter is structured as a network of hierarchically 
organized topics based on the “is prerequisite of” and “is related to” relationships. The 
student model used for adaptive navigation is a combination of a stereotyped and an 
overlay student model and stores two attribute-value pairs to represent the estimation 
of the student’s knowledge level on each topic.  
The student model keeps track of a student’s progress, stores individualized 
information about the knowledge states of domain knowledge and is an essential 
component in individualized learning. Various AI modeling techniques have been 
employed in ITS student models to increase the accuracy of evaluating and predicting 
students’ performance and to improve the system’s accuracy. However, none of these 
authoring tools have incorporated AI modeling techniques yet. With this in mind, we 
present WAE, a web-based authoring environment, and have built a web-based ATS 
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on a Bayesian student model. Integrating a Bayesian network into an authoring 
environment by authoring a Bayesian student model and a web-based platform are the 
distinguishing characteristics of our WAE. Authoring is now more convenient. The 
other special characteristic of WAE is that it is not a standalone program, but is 
included as a component in an ATS, which enables the ATS to be applicable to many 
different domains.  
In summary, an effective teaching and learning tool for a large class should contain the 
following components: representation and structure of the subject knowledge; 
modeling and maintenance of students’ information; an interface handling the 
interactions between the user and the system; processing engine determining what, 
when and how to interact with the student; and tools for constructing the educational 
system. Since the objectives of this thesis were to build a web-based ATS to cope with 
the difficulties in teaching large classes and provide personalized tutoring for each 
student, we will demonstrate in the following chapters how to include the above 
components into an ATS in order to build a successful teaching and learning tool. 
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CHAPTER 3 
GWATS SYSTEM ARCHITECTURE 
The Generic Web-based Adaptive Tutoring System (GWATS) system proposed in this 
study is an adaptive web-based learning environment with a build-in authoring 
environment applicable to different engineering subjects. The underlying generic 
tutoring model runs well in the backend functions in different domains. It provides 
adaptive tutoring to the individual based on the student model, monitors students’ 
learning process and takes into consideration the students’ characteristics. This chapter 
covers the design considerations of GWATS, its architecture, the function of each 
component and the generic tutoring model.  
3.1 Design Consideration  
As presented in Chapter 2, ATS is our solution to teaching large classes. It integrates 
ITS with AHS technologies and uses all the four key components of a traditional ITS: 
domain model, student modeling, tutoring model and the user interface for interaction 
with the system. The domain model stores the specific domain knowledge, and the 
student model monitors the characteristics of each student. The tutoring model 
provides teaching strategies, while the user interface facilitates interaction between 
users and the system. In a traditional ITS, domain and student models are usually 
inflexible, i.e., it is difficult to extend or reuse the existing domain and student models 
across domains. There are some authoring tools developed for lecturers to create their 
own systems, but all of these are standalone programs. Once the generated educational 
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system is put into use, it is very inconvenient to modify or add new learning materials 
or functions.  
To create web-based ATSs accessible at anytime, anywhere and editable at anytime, it 
is essential to integrate a WAE into an ATS to form a GWATS. The function of an 
ATS is to provide an interactive, personalized learning environment to promote  
students’ learning outcome in a large class. It gives students navigational freedom and 
provides adaptive tutoring to match their unique needs. It presents multiple types of 
learning methods and materials to meet each individual learning style and encourages 
students to learn through Kolb’s learning-by-doing cycle. The purpose of the WAE is 
to simplify ATS construction and promote ATS into wider applications. Integration of 
the WAE into the GWATS enables lecturers to construct a web-based learning 
environment for different subjects by creating domain-knowledge contents, loading 
them into a domain model, compiling the concept-network into the student Bayesian 
network and deploying the generated ATS through the Internet to interact with 
students. GWATS is then an ATS with an authoring environment, which makes it 
applicable to different subjects.  
The system architecture of GWATS, its components and the generic tutoring model 
are presented in the following sections.  
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Figure 3-1: GWATS architecture 
We proposed GWATS as the solution to simplify ATS creation, to provide adaptive 
tutoring to individual students, to monitor and collect the learning behavior during the 
interaction process, to use the students’ characteristics in all aspects, to tackle 
difficulties in large classes and to promote teaching and learning in large classes. 
GWATS addresses the above issues by (1) using the same hierarchical structure with 
multiple granularities to represent various domains models and domains knowledge; (2) 
using a student model, including both a domain-related knowledge model and  
domain-independent model, to take the knowledge states and the psychological 
characteristics of the students into account; (3) using a Bayesian student model built on 
an abstract level to ease the ATS construction and to allow measurement of a student’s 
knowledge at different levels of granularity; (4) using authoring tools to load domain 
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knowledge into domain model and initialize the student model; (5) using a behavioral 
tracking model to monitor and record the interesting activities initiated by the student 
during his or her interaction with the system; and (6) using a behavioral analysis model 
to extract the insight knowledge or characteristics of the individual to facilitate 
adaptation and reinforce personalized learning.  
The architecture of GWATS is shown in Figure 3-1. It is built with a collection of 
several models important for constructing a learner-centered environment. This system 
architecture differs from the traditional ITS because of the inclusion of an authoring 
environment, behavioral tracking and analysis components. Together with the 
traditional ITS components, these models are connected to form a backend engine to 
keep the student model updated and provide adaptive, individualized tutoring to each 
individual based on the student model. The individualized tailoring is realized through 
the cooperation and communication of all modules. WAE enables lecturers to create a 
rapid and cost-effective ATS for certain groups of students and on a specific subject by 
loading domain-related knowledge into the domain model and putting individual 
student’s information into the student model. The student interface is typically an 
interactive learning environment. Once a student logs in at first time, he or she is 
presented with the customized learning material. The behavioral tracking module is 
then kicked in to track the student-initiated actions through the student interface. The 
analysis module interprets the tracked activities and extracts the students’ learning 
patterns or dynamic characteristics to update his or her psychological model. 
Meanwhile, the students’ responses to posed tasks are fed into, and diagnosed by, 
tutoring model. In turn, the student model is updated to reflect each student’s current 
state. Based on the newly updated student model, the tutoring model adaptively selects 
appropriate an tutoring strategy, delivers appropriate learning content from the domain 
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model, or gives adaptive feedback to the student. The function of each component will 
be described in the following subsections. The student model, the generic tutoring 
model and adaptive teaching strategies will be discussed in this chapter. Details about 
the domain model and the WAE are discussed in Chapter 4.  
3.3 Building Blocks of the GWATS  
3.3.1 Web-based Authoring Environment (WAE) 
WAE is for instructors who do not have programming knowledge, as it provides a 
friendly environment for the easy creation of a web-based ATS applicable to various 
knowledge domains. WAE is the contributive component of GWATS that gives the 
GWATS the capacity to be used generically.  
The authoring tools provide functions for educators to design domain-related 
knowledge and to create a student model for a specific domain. The generated domain 
model includes a hierarchical subject structure and related knowledge items stored in 
the database. The ATS creation process includes concept creation and editing, concept 
map compilation and generation, questions for creation/uploading and associations of 
the concept map with related learning materials. Of all the authoring procedures for an 
ATS, WAE is responsible for authoring the domain model and compiling the concept-
network of the authored domain into the static student Bayesian network.  
WAE might be the first system to employ Bayesian student modeling techniques in the 
authoring system, which uses a static student model to represent students’ overall 
mastery states on each concept and a dynamic student model corresponding to 
students’ responses to the assessment questions. A detailed description of WAE will be 
presented in Chapter 4.  
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3.3.2 User Interface  
GWATS has two distinct types of users: authors and students. Hence, there are two 
types of interfaces: the authoring environment, which will be discussed in the next 
chapter, and the student interface through which students interact with the system. The 
user interface in GWATS is the major channel for conveying information and is a 
significant factor that affects users’ learning performance, especially the speed and 
accuracy of locating particular information [109, 110]. The student interface outlines 
the functionality of the system and provides an interpretation of the learning 
environment from the students’ point of view. A personalized learning environment 
should provide a flexible interface to create a comfortable environment 
accommodating students’ individual preferences, keeping students informed about the 
adaptivity and options and providing them with control over the system [111].  
The construction of a student interface is usually outside of the expertise of the 
potential ATS authors. GWATS provides an independent, general interface separated 
from the domain content for active learning. The student interface in GWATS provides 
an interactivity-rich environment with multiple types of learning methods tailoring to 
different learning styles.  
The Welcome User page is how every user gains access, if the authentication is 
successful. The page provides an integrated environment for enhancing learning 
experiences. Through this interface, students can freely explore all the available tools 
and resources. The interface facilitates learning by providing several useful features. 
The author can access authoring and tutoring tools, as shown in Figure 3-2 . The 
student can only access the tutoring tools, as shown in Figure 3-3. Learning actions are 
tracked and recorded by the behavioral tracking module. 
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Figure 3-2:  ATS author interface 
 
Figure 3-3:  ATS student interface 
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3.3.3 Domain Model  
Domain knowledge provides the context and domain information to be taught. The 
domain model governs the system’s reasoning process. Accurate knowledge 
denotation of the domain model is required to accurately represent the chosen 
application domain. The domain model also supports important pedagogical actions, 
such as learning path organization, material delivery and feedback presentation. The 
ATS cannot function well without accurately representing knowledge about a teaching 
domain. Accurate definitions of the domain knowledge are one of the main 
contributions from the domain experts.  
Within all of the representation techniques, the most widely used is the granularity 
hierarchical representation technique [112]. Granularity refers to the level of 
abstraction of the domain knowledge. Greer and his collogues [112] investigated a 
method for using different levels of granularity to conceptualize student knowledge. 
Their hierarchy consisted of various levels with decreasing degrees of abstraction from 
top to bottom. Therefore, granularity hierarchical structure models a domain from 
abstract to specific. There are two main relationships in the granularity hierarchical 
structure: prerequisite relationships providing knowledge unit ordering criteria and 
aggregation relationships breaking higher-level knowledge units into more 
fundamental sub-units.  
Prerequisites help to guide student learning. For example, it may be desirable to begin 
to learn items of low difficulty. Depending on the student’s performance with the 
selected concept, the ATS system can decide whether to move the prerequisite concept 
network up or down and can quickly focus on the current knowledge level of the 
student. Prerequisites also help to infer and deduc
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student on concepts. The mastery of some concepts demonstrates the knowledge of its 
prerequisites. Conversely, from a non-mastered concept, the ATS may draw some 
conclusions about knowledge of a more difficult, follow-up concept. Based on the 
prerequisite relationships, the ATS can quickly and concisely deduce the mastery state 
of the student. We use a Bayesian network to represent the student knowledge model, 
and it is a natural way to compose a Bayesian network from a granularity hierarchical 
model and propagate evidence through the aggregation and prerequisite links.  
In general, subject domain knowledge can be converted into a hierarchical 
representation, and four levels of granularities can be identified through which the 
student acquires concepts (Figure 3-4): subject (level 1), topics (level 2), concepts 
(level 3) and questions (level 4). Each subject is composed of many topics and is a 
structured hierarchy using aggregation relationships. Each topic can be decomposed 
into many concepts (a concept is deemed the basic knowledge unit in this research). 
Each concept has an associated set of questions that can be used to assess the student’s 
knowledge level on the concept and all its preceding units. The knowledge units on the 
same level are organized as a network based on prerequisite relationships. Suppose 
there three nodes exist, , , u v w N∈ , and there are connections between u and w and v 
and w. Then we have ( , ) u w E∈ , and ( , )v w E∈ . This indicates that both concepts 
u and v should be known (i.e., learned) before learning concept w .  
With this hierarchical representation architecture, to ease the evaluation process it is 
useful to partition the domain knowledge so the learning content at each level of 
granularity can be considered independently. The knowledge state of a higher level 
component can be inferred from the associated units on the following lower level. 
With a hierarchical structure, the system can infer mastery states of the higher 
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unobservable knowledge unit from lower observable units. Therefore, all the 
knowledge unit/components in the granularity hierarchical structure can be evaluated 
directly or indirectly by the tutorial questions. Every knowledge unit is represented by 






































Figure 3-4:  GWATS hierarchical domain structure 
Only tags are used in the whole structure, while the corresponding learning materials 
are stored in the database. Therefore, the domain model in GWATS includes the 
hierarchical domain structure and the associated learning materials. It constitutes a 
multiple external representation of the concept, such as definition, concrete examples, 
exercises and questions for assessing the learning outcomes. GWATS provides an 
active learning environment by presenting multimedia learning materials-simulation, 
visualization, virtual laboratory, etc, such that the needs of students with different 
learning styles are met.  
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Like other intelligent educational systems built based on hierarchical architecture, 
GWATS in phase Ⅰrepresents only the declarative knowledge, which is a sufficient 
prerequisite for procedural knowledge. In order to acquire procedural knowledge, it is 
necessary to understand the prepositional relationships between the concepts involved 
in procedural and declarative knowledge. Procedural knowledge is goal-oriented and 
mediates problem-solving behavior. It needs to be represented as a set of production 
rules that associate problem states and problem-solving goals with actions and 
consequent state changes. The price of such complex procedural knowledge modeling 
is a substantial decrease in its tractability. Hence, modeling the procedural knowledge 
in phase I of GWATS is not considered.   
3.3.4 Behavior Tracking and Analysis Module 
One of the contributions of GWATS is that it provides a behavior tracking module to 
track all data relevant to the student, not only consisting of the browsing behaviors, but 
also collecting all the historical data necessary for constructing the Bayesian student 
model. Consequently, GWATS provides students with two learning modes: student-
controlled mode and the system-controlled mode. Under the student-controlled mode, 
the student is given a certain degree of control over the learning goals. After the 
learning goal is chosen, the system dynamically organizes and presents the learning 
materials based on the student model. During the learning process, the system monitors 
and records all the learning behaviors and activities, such as navigational actions, time 
taken and even mouse clicking actions to analyze, deduce and update the learning 
characteristics of the students. For a system-controlled mode, the system determines 
the appropriate learning goal based on the student model and uses the gradually 
improved learning characteristics to guide students.  
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We developed an event-tracking module to monitor and track all actions through the 
system interfaces. When an action occurs on the client side, the event-tracking module 
catches the actions of the student and sends the data to the server side for recording. 
All actions initiated by student, such as navigational histories, learning actions, time 
spent, idle time, etc., are recorded in the server database (Figure 3-5). The collected 
actions and behavior are fed to the behavior-analyzing component for information 
extraction and the results are used to update the individual student model. 
Behavior analysis is based on the interaction collected by the behavioral tracking 
module. The purpose of this module is to interpret students’ learning behavior, extract 
students’ learning characteristics and update the student model to provide more 
tailored support to the students.  
 
Figure 3-5: Tracked learning behaviors 
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Two types of information can be obtained from the student: explicit and implicit. 
Explicit information can be directly obtained from the student’s actions. Implicit 
information is hidden from the student and is therefore more difficult to obtain, 
requiring careful analysis of the behavior, which includes the student’s emotional 
status, learning style, attitude, confidence and other psychological characteristics 
(Figure 3-6). For example, the analysis module can present the student with easier 
questions at the beginning and gradually increase the level of difficulty. The module 
can also provide encouragement or hints whenever it detects he or she faces difficulties 
in solving problems. 
 
Figure 3-6:  Behavior analysis 
Statistics, machine learning, data mining and other technologies can be used for the 
analysis to gain insights into students’ psychological states, strategies applied and 
learning patterns. The ultimate goal of our approach is to assist students in improving 
their learning behavior.  
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3.3.5 Student Model 
The student model contains detailed information. The suitability and accuracy of the 
student model influences the effectiveness and the efficacy of the adaptive tutoring 
[113]. However, the significance of the student model is how the tutoring model makes 
use of this detailed information to provide adaptive tutoring. The model is the driving 
force that enables the GWATS to provide personalized tutoring.  
The traditional ITS student model represents the student’s knowledge of the skills, 
concepts or learning objectives in the domain model. The GWATS model takes in 
account many discriminative characteristics relevant to learning, ranging from prior 
knowledge of the domain and knowledge of the units in the domain model, to learning 
preferences, styles and motivational states, etc. The GWATS model includes two main 
components with two distinctive types of information: 1) The domain-related 
knowledge component reflecting the system’s interpretation of the student’s mastery 
and 2) the domain-independent psychological component describing the student’s 
domain-independent characteristics (confidence, emotion, learning style, etc.). A 
student’s knowledge level changes periodically and can be determined via his or her 
interactions with the system as he or she tries to handle the educational tasks. The 
structure of the knowledge model tends to be stable, but the knowledge states change 
over time as the student accumulates knowledge. The psychological characteristics are 
used as a guideline to keep the student in an optimal learning state. Identifying and 
reacting to students’ psychological states in an adaptive tutoring system have gained 
extensive attention in recent years. A student’s psychological characteristics might also 
change in time. In GWATS, the psychological characteristics are extracted by the 
behavioral analysis model based on tracked behaviors. 
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 The overlay model technique considers a student’s knowledge as a subset of the 
expert’s knowledge, and the student model is a subset of the expert model [114,115]. 
GWATS employs a granularity hierarchical architecture with four levels to structure 
domain knowledge and divides this knowledge into generic items. Since the student 
knowledge model represents an estimation of the knowledge level for each knowledge 
unit, it is obvious that the student knowledge model has the same typology as the 
domain model. The tutoring model can infer another knowledge unit, whichever level 
it is on directly and indirectly from the knowledge states of concepts, thanks to the 
prerequisite and aggregation relationships. GWATS employs a knowledge model that 
is similar to the domain topology and records a student’s knowledge level of the 
concepts. This is a very natural way to use a Bayesian network to represent a student 
model with nodes corresponding to concepts and links reflecting prerequisite 
relationships among concepts. 
A number of adaptive education systems have utilized a Bayesian network in student 
modeling [116-118]. These mainly use the Bayesian student model to analyze a 
student’s knowledge states on the question level during the decision-making process. 
The Bayesian student model in GWATS consists of two parts: static and dynamic. The 
static part contains a student’s overall mastery states of each concept in the module, 
corresponding to the overall concepts network of the whole module. This information 
is maintained and updated during the learning process. The dynamic part is 
automatically generated when the student chooses to attempt a target concept, 
including the concept, the assessment questions and all related concepts. Questions are 
selected by teaching strategies to assess the student’s mastery of the target concept. 
Mastery of the higher-level objects are deduced from the concept mastery values. How 
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the static and dynamic student parts serve as the basis for providing personalized 
tutoring is presented in the next subsection.  
Let ( ,  )Gdm V E= serve as a prerequisite network to model the domain, where 
1 2 -1( ,  ,  ..., ,  )n nV C C C C=  is the ordered set of concepts in this model and E is a set of 
edges. We can describe an individual’s knowledge about the domain at a particular 
timestamp t as an ordered set 1 2 -1  ( ,  ,..., ,  ),t n nSM S S S S= where each element Si 
represents the learning state regarding to its corresponding concept in V. That is, Sk ∈ 
{Mastery, Partial-Mastery, Non-Mastery}, 1,  2,  ...,  k n= . Note that | |   | |tSM V= , 
thus the student’s knowledge status of the domain is exactly overlaid on the domain 
model. Although there are only three possible learning states for each concept here, 
there are numerous approaches to determine the learning states of certain concepts 
according to the tutoring model.  
Figure 3-7 shows a dynamic Bayesian network created for a tutorial. The targeted 
concept of the tutorial is concept C1. Figure 3-8 shows the Bayesian network after 
attempting the tutorial (i.e., after adding evidence to the question nodes).  
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Figure 3-7: New Bayesian network created for a tutorial before adding 
evidence
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When the network in Figure 3-7 is compared to the network in Figure 3-8 it can be 
seen that although all the questions of the tutorial are only related to concept C1, the 
results of the tutorial has affect on the states of other concepts related to C1. However, 
only the targeted concept is taken as mastered by the student. The changes in the other 
concept states will be used for the concept selection and question selection algorithms 
as discussed in later sections.  
Figure 3-9 shows a Bayesian network created for a tutorial targeting concept C12. 
Questions in this tutorial belong to many concepts and the states of those concepts will 
change accordingly. When there are questions related to more than one concept, the 
states of all the related concepts will be updated unlike in the example given in Figure 
3-9  The questions for each tutorial are selected using one of the three question 
selection algorithms: random, information gain method and conditional probability 
method. The next chapter describes these algorithms in more detail. 
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Figure 3-9: A Bayesian network of a tutorial with questions belonging to more than one concept 
3.4 The Use of Generic Tutoring Model  
The tutoring model in GWATS depends on the general structure of application 
domains and the uniform framework of the student model. The separation of the 
tutoring strategies from the domain description, which is similar to the separation of 
the knowledge representation technique from the learning material, promotes the reuse 
of strategies over various domains as long as they can be organized in the same 
granularity hierarchical structure.  
The tutoring model actually is a back-end engine that uses the student model as a 
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the exploited teaching strategies. Teaching strategies are the way the tutoring model 
takes control of the interaction with students. The responsibility of the tutoring 
component is to employ the most appropriate teaching strategy to the specific student 
in a given context. A good tutoring system should provide multiple teaching strategies 
to accommodate a variety of students with different characteristics and various needs. 
The integration of ITS technology with AHS allows GWATS to provide 
personalization and adaptation, based on the ITS tutoring techniques and the AHS 
adaptation support technologies in a number of ways: concept selection, diagnosis of 
knowledge level, question selection, adaptive feedback and adaptive presentation.  
The tutoring model makes these decisions based on the static and the dynamic 
Bayesian student models. A static Bayesian student model maintains the student’s real-
time mastery of each concept and is used as benchmark to organize an individual 
learning path to achieve the learning objective chosen by the student. A dynamic 
Bayesian student model contains the posed questions, the concept to be assessed and 
all the related concepts. It is used to identify the student’s misconception after each 
tutorial and as evidence used to update the static student model. In addition, the 
tutoring model keeps a temporary Bayesian network with all the concepts and the 
target concept-related questions to select questions adapted to the individual’s states 
and needs. The details of decision making will be described in the following 
subsections.  
3.4.1 Learning Path Organization 
This function works based on the prerequisite relationships between learning 
objectives. When a student selects a learning objective, the tutoring model will check 
if the student lacks any prerequisite knowledge on the unit and will present a test for 
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the lacking prerequisites, one by one, based on the difficulty of the concepts. If the 
student passes the supplementary tests, the model indicates that the student has 
sufficient information on the prerequisite concept. Only if all the prerequisites are 
mastered can the student can get access to the chosen objective.  
Two types of learning objectives can be set up: concept and topic. It is easier if the 
objective is a concept, and we will use the breadth-first-traversal method starting from 
the destination until arriving at concepts that the student has mastered. The breadth-
first method selects the concepts at the same level in the course hierarchy concept 
(topic) as the next recommended concept. This method makes sure that the student 
meets all the prerequisites before moving on to the more complicated concepts. During 
the traversal, all the passing un-mastered concepts are pushed in the stack. After the 
traversal is over, the learning path is generated by popping the concepts in to the stack, 
one by one. The student can achieve the learning objective by learning the start 
concept through to the last one.  
If a topic is set as a learning objective, we should use the aggregation relationship 
between the topic level and the concepts to get all concepts related to the chosen topic. 
The learning path organization algorithm for a topic as a learning objective is as shown 
in Figure 3-10.  
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Organizing concepts related to the 
chosen topic into a queue Q,based 
on partial order between them
CnCn-1Cn-2...C5C4C3C2C1.
LO=head of Q, do breadth-first traversal 
procedure for LO, if the un-mastered is 
not in S then push it into the S,
until reaching mastered concept.
Create a stack S and initialized 
as empty.







Figure 3-10:  Learning path organization algorithm 
After this process is over, a learning path is generated by popping the concept in to the 
stack, one by one. Students can achieve the chosen learning objective by learning 
through the generated path.  
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3.4.2 Adaptive Delivery  
Adaptive delivery means that tutoring model that presents the most appropriate 
tutoring to students. The tutoring model ensures that a student is allowed to access a 
concept only if the parent concepts have been mastered or partially mastered. The most 
appropriate concept to be learned next depends on the student’s knowledge states for 
all concepts based on the static student knowledge model. The concepts not learned, 
whose parents were learned and so the student is in a partial-mastery or mastery state, 
with the minimum location level, are chosen as the next targets.  
Students in a large class may have different learning preferences and may learn more 
efficiently than others due to their individual learning styles. According to the theory 
of learning styles [126-127], the effectiveness of teaching and learning is mainly 
influenced by educational experiences geared toward students’ styles of learning. It is 
crucial to identify an individual’s learning style before providing personalized learning 
adapted to his or her style. But a learning style is difficult to recognize. The style-
matching strategy is based on the assumption that a style has temporal stability and an 
individual’s style will remain relatively constant for a period of time, which has not 
been proven by research to date [71]. GWATS takes the complexity of learning styles 
and the difficulty of identification into account and provides as many types of learning 
materials and methods as possible, as well as the freedom for individuals to choose, to 
cater to students with different learning styles, including definitions, examples, 
exercises, simulations, visualizations, virtual laboratories, etc.  
Meanwhile, GWATS is designed to present an interactive and hands-on learning 
environment to facilitate active learning. Simulations provide a controlled environment 
in which students solve problems with the application of knowledge gained to 
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manipulate input variables and observe the consequences, to formulate and test 
hypotheses and to interpret principles or properties displayed by models. 
Visualizations give students a clear picture of the underlying concept for a mathematic 
description and stimulate their curiosity and thinking ability. A virtual laboratory 
motivates students to conduct experiments using a web browser and provides 
simulations of complex processes similar to those in a real laboratory. These 
multimedia learning methods not only enable students learn in their preferred ways and 
cater to different learning styles, but also encourage them to learn through the Kolb’s 
learning cycle and engage in active learning.  
3.4.3 Question Selection  
After the learning path is organized for each individual, the student needs to learn 
through the concepts, one by one, along the path to achieve the objective. Questions 
are the best way to assess students’ knowledge state and diagnose their mastery of each 
concept. Each question in the GWATS is associated with one or more concepts. This 
association tells how much this question provides information and evidence about the 
student on the assessed concept. The tutoring model selects the most adequate 
questions to obtain an estimation of student knowledge about the target concept. 
Question selection is a very challenging task, because students at higher levels can 
become bored if they are presented with questions that are too easy for them, and those 
at lower levels can be discouraged if presented with questions that are too difficult.  
Most of the research uses the  Item Response Theory (IRT) as the underlying model to 
select questions. It is assumed that the knowledge level of a student is measured with a 
single variable θ  , which is called the trait. It expresses a logistic relationship between 
the student’s mastery of a concept and the probability of a correct response. The IRT 
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method is sufficient for evaluation purposes, but might be problematic if more 
information about a student is required [128]. In order to know which concepts are 
difficult for a student in addition to the overall mastery states of a concept, we used the  
Bayesian network as a theoretic basis for student modeling and decision theory to 
select the next questions.  
To assess the mastery states of the students quickly and accurately while not 
frustrating or boring them, various considerations were taken into account. The most 
important factors are who is to be assessed (specific information about a student), what 
is to be assessed (appropriate learning content for a student) and how to assess (criteria 
for selecting content). 
The tutoring model selects the next group of questions depending on the estimated 
knowledge levels of a student on the target concept and related concepts. The chosen 
questions will adequately discriminate the different mastery states and determine the 
exact knowledge level of the student based on his or her answers.   
First, questions should be selected according to the current estimation of the student’s 
knowledge. In GWATS, this criterion means that the selected questions must cover all 
the prerequisite concepts in mastery or partial mastery states, except for the target 
concept. Second, the questions should be selected based on the performance previously 
shown by the student. The ideal questions should be informative enough to distinguish 
mastery from non-mastery of the target concept. 
Procedure for selecting questions is as follows: 
1) Filtering questions with related concepts; only target concept-related questions are 
selected.  
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2) Only un-attempted questions are candidates.  
3) Parents’ states must be partial mastery or mastery 
4) Using question selection criterion to select questions.  
5) Number of questions required to assess the target concept and the level of 
difficulty are taken into consideration.  
The filtering step reduces the number of candidate questions before involving adaptive 
question selection methods, therefore the time and computation cost of queries in a 
Bayesian network decrease remarkably.  
There are numerous measures for selecting the most appropriate questions, such as 
minimum expected cost, information gain and maximum discrimination. We used 
information gain and the maximum discrimination methods based on a temporary 
Bayesian network. The details about this network and the implementation details about 
the two question selection methods are described below. The efficiency and 
effectiveness of these two methods are evaluated in Chapter 5.  
Note that in this thesis, questions refer to closed questions used to assess knowledge 
units. Closed questions can be useful in eliciting a quick response. In contrast, open 
questions might be more effective in evaluating high-level objectives. However, open 
questions are very difficult to handle. The evaluation of open questions is extremely 
time-consuming and difficult even for actual teachers. Therefore, we excluded the 
open question discussion from this thesis. Besides, ATS is not a replacement for 
human tutors, but provides a supplement to regular tuition to reinforce the concepts 
taught in a large classroom. We will leave the high-level open questions for human 
tutors to deal with.  
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3.4.3.1 Temporary Bayesian Network Creation  
Each to-be-assessed concept has one corresponding temporary Bayesian network used 
as the basis for choosing the most appropriate questions. The temporary network 
includes these to-be-assessed concepts, all its parents and all related concepts. All the 
probabilities of the concepts can be copied from the static student model. The 
conditional probabilities of the questions’ related concepts are retrieved from the 
database. The temporary network is automatically created each time a student chooses 
to attempt a quiz about the target concept and will be discarded after the questions are 
selected.  
3.4.3.2 Selecting Question Based on Information Gain Theory  
The principle of selecting questions based on information gain involves choosing the 
questions that will maximize the expected reduction of entropy of the test using the 
measure of information from information theory and Shannon entropy [129]. Entropy 
is essentially a measure of the amount of uncertainty in a system of stochastic events 
[130].  
Note: Each concept can be in any of the three knowledge states: mastery (Ck=M), 
partial mastery (Ck=PM) and non-mastery (Ck=NM); each question can be answered 
correctly (Qi=T) or incorrectly (Qi=F). The following steps explain the process needed 
to select the best questions based on a student’s past performance and the information 
gain method.  
1) Find the prior probabilities. 
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The prior probabilities that a student having a mastery state of k – ( )kP C on a concept 
and the probability that a question answered correctly or incorrectly given a mastery 
state of k  – ( | )i kP Q C need to be determined.  
Initially, all students share the same prior probabilities of ( )kP C , which have a normal 
distribution. As the tutoring interaction progresses, ( )kP C will be automatically and 
dynamically updated based on the new evidence—the student’s corresponding updated 
probabilities of the assessed concepts at the end of each tutorial. ( | )i kP Q C can be 
calculated for each question by setting the mastery states of the concept to all of the 
three possible states.  





( | ) ( )i k k
k
c





c can be calculated using this formula based on the prior probabilities calculated in the 
previous step. The normalized constant is needed to make sure that the sum of all the 
posterior probabilities is equal to 1. For example, Tc for correctly answering a question 
can be calculated as follows: 
 
1
.( | ) ( ) ( | ) ( ) ( | ) ( )T T M M T PM PM T NM NM
c
P Q C P C P Q C P C P Q C P C= + +  (3-2) 
3) Calculate the posterior probabilities.  
The posterior probabilities of the estimation of mastery states of the objective concept 
in k given his or her response i can be found using the Bayes’ Theorem as shown 
below:  
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 ( | ) ( | ) ( ).k i i k kP C Q CP Q C P C=  (3-3) 
The conditional entropy for correctly and incorrectly answering a question is 





( ) log .k k
k
H S P P
=
= −∑  (3-4) 
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4) Find P(Qi) using the following formulas: 
 
( ) [ ( | ) ( ) ( | ) ( )
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5) Weigh the conditional entropies using the formula given below: 
 ( ) ( ) ( | ) ( ) ( | ).i T i T F i FH S P Q H S Q P Q H S Q= +  (3-8) 
Calculate the entropies from Steps 1 to 5 for every question, then select those with the 
greatest difference between 0( )H S , the conditional entropy of correctly answering a 
question, and 1( )H S , the conditional entropy of incorrectly answering a question. The 
entropies of each question are calculated in Equation 3.8. Until now, all calculations 
could be performed by doing queries of the temporary Bayesian network. Equation 3.3 
is usually used to determine the student’s mastery states of the related concept C based 
on his or her responses to the posed questions.  
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3.4.3.3 Selecting Question Based on the Conditional Probability 
Each question in GWATS may be related to more than one concept. The purpose of 
the students attempting a tutorial after they learn the concept is to measure whether 
they mastered the target concept. Answers to questions are evidence of a student’s 
knowledge of the related concepts. This evidence is used to determine the following 
learning objective and path. The objective of selecting questions based on the 
conditional probability method is to select a set of questions best-suited for testing. 
The suitability of a question to the target concept is defined as: 
 ( | ) ( | 1),M i iP C Q P C M Q= = =  (3-9) 
which means the probability of C  is mastered, given iQ is correct and 
 










of which  
 
( ) ( | ) ( )
( | ) ( ) ( | ) ( ).
i i M M
i PM PM i NM NM
P Q T P Q T C P C
P Q T C P C P Q T C P C
= = =
+ = + =
 (3-11) 
All of the calculations in these equations can be performed by querying the temporary 
Bayesian network. Compared to the information gain method, the conditional 
probability method requires fewer computations. All of the values required can be 
computed at the start of the tutorial and therefore no Bayesian network has to be 
created while the student is attempting a tutorial. The evaluation of these two question 
selection methods using simulated students is presented in Chapter 5. Both methods 
show predominance over the random question selection method. We chose the 
conditional probability method for this thesis because it requires fewer computations.  
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3.4.4 Estimation of Student Knowledge Status 
Due to the hierarchical structure of the student model, assessments can be performed at 
any level of granularity within this hierarchy. However, since there are prerequisite 
relationships among concepts, the information of the student mastering one concept 
may have an impact on several other concepts. Knowledge can be propagated 
throughout the concept’s Bayesian network based on the concept’s granularity 
hierarchy. Basically, three possible states exist for each learning object: non-mastery, 
partial mastery and mastery. For each concept, the mastery state is updated by the 
student’s answers to posed questions. The estimation of the student’s mastery state is 
formed using the priors and observations according to Bayes’ theorem,  
 ( | ) ( | ) ( ),K i i K KP C Q cP Q C P C=  (3-12) 
where subscription K=M or PM or NM. M, PM and NM represent mastery, partial 
mastery and non-mastery, respectively. KC represents the mastery state of 
concept .C ( )KP C is the priori probability of conceptC , which can be copied from the 
static student model. ( | )i KP Q C is the conditional probability of the student correctly 
answering question iQ given the mastery state of ,KC which can be copied from the 
dynamic student model. For each concept, there are three probabilities, one for each 
mastery state. The rule for classifying an examinee based on these three probabilities is 
to select the category with the maximum a posterior probability. In GWATS, the 
tutoring model calculates the posterior probabilities for each mastery state given 
students’ responses to the questions ( | ),M iP C Q ( | )PM iP C Q  and ( | )NM iP C Q P( | )NM Z , 
then it selects the category with the maximum a posteriori probability as the most 
likely category. 
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The student’s responses to posed questions are not only evidence about his or her 
knowledge of the directly evaluated concepts, but also on those that have relationships 
with directly evaluated concepts. With the evidence entered into the dynamic student 
model, the concepts propagate within the dynamic Bayesian network. The probabilities 
of each concept within it are updated. The updated probabilities of all concepts within 
the dynamic student model are considered as evidence for updating the static one.  
3.4.5 Adaptive Presentation  
GWATS employs the adaptive link annotation to determine the suitability of the link 
destinations. When a page with concepts in the domain is generated, links are 
displayed depending on the suitability of the link destination. The link is shown in blue 
when the student has mastered all the prerequisite parent concepts and is eligible to 
learn the destination concept, and the link is in black for other way around as shown in 
Figure 3-11. The accessibility of the concept will be dynamically updated by the 
tutoring model based on the student’s mastery states of the concepts. The currently 
non-accessible concepts become accessible when all of its parents are learned and 
mastered or at least partially mastered by the student.  
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Figure 3-11:  Concept selection interface 
Once a student selects an accessible concept to study, the tutoring model will 
automatically select corresponding educational materials and load them into the 
framed learning environment and present them as appropriate for the student.  
3.4.6 Adaptive Feedback  
Feedback is the system’s reaction to the student’s learning behavior, which is one of 
the key ingredients offered by an e-learning system. The important role of feedback 
has long been recognized by educational researchers [131]. In most ITSs, feedback is 
an immediate reaction to the actual problem solving and is supposed to create a timely 
feedback loop between the system and the students. Basically, the two types of 
feedback are to the educators and to the students. The main functions of feedback are 
to help educators to know what difficulties students may face in their learning process, 
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and to highlight strengths and weaknesses for students’ further study and performance 
improvement. GWATS provides both types of feedback mechanisms. The 
consolidated feedback to lecturers presents the statistics for the mastery states of each 
concept for all students (Figure 3-12), students at each mastery state (Figure 3-13) and 
the learning progress for each student (Figure 3-14). Feedback to lecturers provides the 
general learning states of the classes and allows lecturers to adjust their teaching focus 
and pace for the benefit of the class. It also shows the performance of each student, 
which enables the lecturer to provide corresponding remedial tutoring to better suit a 
student’s state and needs or sends suggestions or appropriate learning materials to the 
student.  
 
Figure 3-12:  Consolidated results  
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Figure 3-13:  Students list in each mastery state  
 
Figure 3-14:  Students attempting history  
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Feedback in ITSs is usually designed for direct responses to students’ actual problem-
solving actions and to help them accomplish solutions in the cognitive tutor. For 
example, ANDES [100] provides procedural and error help by comparing a student’s 
problem-solving steps with paths in a completely represented problem solving search 
space. This feedback provides information on the students’ correctness and necessary 
hints or help to encourage them to work out as much of the answer on their own as 
they can, and to ensure that the students successfully complete each question. However, 
the authoring of this specific feedback and correct or erroneous steps is a very 
laborious task, which requires considerable effort to explicitly define what can go 
wrong and what the reasons are for each erroneous action. To avoid such a situation, 
we identified students’ errors or misconceptions by linking the students’ solutions as 
evidence to the corresponding dynamic Bayesian network and using the diagnosis 
capability of the Bayesian network to estimate the most likely cause of the errors.  
Since one question may be related to more than one concept, there may be some 
confusion resulting in student errors. After each student’s response, the dynamic 
Bayesian network enters the correctness/incorrectness as evidence and updates the 
network. The mastery probabilities of the target concept and other associated concepts 
of the student from these observable evidence are inferred and updated in the dynamic 
student model. Then the concept that shows a decrease in mastery probability and for 
which posterior mastery probability is close to zero is diagnosed as the weak concept 
and remedial action might be needed. In GWATS, feedback to students allows them to 
browse their own learning progress, to check their tutorials attempted and see the 
analysis of each tutorial about the possible misconceptions identified by the tutoring 
model (Figure 3-15).  
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Figure 3-15:  Tutorial feedback to the student 
3.5 Conclusion  
This chapter presents the design considerations of GWATS, discusses the benefits of 
integrating a WAE into its architecture, describes its architecture, elaborates on its 
basic components and highlights its back-end generic tutoring model and tutoring 
strategies. To create an ATS that is reusable in different domains, there is a trade-off 
between the generality of the authoring tool and the power of the constructed system. 
At present, all of the constructed ATSs authored with GWATS share the general 
tutoring strategies applicable to a wide range of domains. The generic tutoring model 
separates the tutoring strategies from a specific domain description and depends on the 
general domain structure and uniform student model framework. This framework 
provides a good approximation of the student’s knowledge in the domain model and 
the learning traits in the psychological model and is essential in that it provides 
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guidelines for personalized tutoring decisions made by the tutoring model. The genetic 
tutoring model provides openness to certain extent. It takes control and puts 
restrictions on resources that the students are not ready to attempt. It allows students to 
explore the contents freely while guiding them to accomplish learning tasks using an 
appropriate learning style. It will take control and illuminate them when they have 
difficulties. The tutoring model coordinates students’ learning by reinforcing their 
strengths and helping them to overcome their weaknesses. It achieves this objective by 
adaptively adjusting the knowledge model in the student model and employing 
appropriate pedagogical strategies to meet individual needs. The details of WAE, the 
domain model of GWATS and the authoring process to construct GWATS with WAE 
are covered in Chapter 4. The effectiveness and efficiency of the generic tutoring 
model and adaptive tutoring strategies are evaluated in Chapter 5.  
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CHAPTER 4 
WEB-BASED AUTHORING ENVIRONMENT (WAE) 
WAE is a key component in GWATS and is one of the main objectives of this research. 
This chapter presents WAE and its implementation details. WAE is implemented in 
Java Server Page.  
According to Murray [102], one of the main goals of the authoring tools is to make it 
easy and possible for subject domain experts without programming skills to build an 
educational tutoring system. To achieve this objective, the underlying techniques are 
employed and hidden as a back-end engine dedicated to dealing with all of the 
technical problems. Hence, authors without proficient technological knowledge can 
easily create educational systems for different application domains with the assistance 
of authoring tools. All of the authoring interfaces and the back-end engine compose the 
authoring environment. There are two distinct types of users in the GWATS: the ATS 
authors and the students. ATSs authors customize ATS by using the authoring 
environment. The generated learning environment is, in turn, used by students to 
interact with the ATS through the student interface.  
One main concern about the ATS authoring tool is what instructional decisions are 
going to be dealt with by the authoring tool and what will be done by the authors [119]. 
To relieve the authors of technical tasks and to cope with the individual needs of 
different ATS authors, the authoring tools have some general functionality that needs 
special techniques to ease the construction task and limit the authoring scope as 
domain-dependent matters. 
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The domain-independent general mechanisms in WAE include representing 
knowledge in the general structure, using the same topologic structure to model 
student information and providing the same user interface and the generic back-end 
tutoring engine. The separation of the knowledge structure from the learning material, 
student model structure from individual characteristics, the general user interface from 
the specific learning material presented and the tutoring model from teaching strategies 
remarkably reduce construction time and energy and make WAE applicable to many 
subjects. Since the domain structure is separated from the learning material, the 
authoring interfaces enable authors to create specific learning materials for specific 
application domains. The authoring tasks left for the author are creation of domain-
dependent learning materials and loading the individual characteristics into the student 
model (Figure 4-1). Then the back-end engine fills the general domain structure with 
















Figure 4-1: Dependent and independent domain mechanisms 
Current implementation of WAE is just a prototype system. Its major components are 
ready to use, but several other components require further development. Authoring 
ATS using a WAE is a semi-automated process. Based on the domain independent 
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mechanism described above, with the defined knowledge representation and student 
model representation, the process of authoring ATS can be split into the following 
steps: 
1) Hierarchical domain structure creation, which is currently workable  
2) Learning material creation/uploading and associated to related concepts 
3) Student static model initialization, which currently is workable but needs further 
development 
The details of the authoring environment and the authoring processes are described in 
the following subsections.  
4.1 Domain Model Authoring 
 
Figure 4-2: Interface of creating a concept 
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1)  Structuring the domain knowledge: Concept structure is automatically generated 
by creating concepts and setting the prerequisite relationships among them. The 
domain knowledge structuring process starts with concept creation. To create a 
concept, the lectures should define a set of parameters, such as name, topic, number of 
questions for assessment and the starting and ending pages of the lecture notes, etc.  
(Figure 4-2). A concept is an elementary piece of knowledge and is considered the 
basic unit of knowledge that can be selected or set as the learning objective. Each 
concept may have multiple prerequisite parents. Concepts are linked by the 
prerequisite relationships among them, so that a change in one concept may have a 
chain reaction of impact on all the other linked concepts in the direction of the links. 
The design of the concept network, in other words deciding which concept is linked to 
the others, is based on a profound understanding of the applied module. To entertain 
students with different learning preferences, each concept should be associated with a 
plurality of learning materials, such as theories or definitions, application examples of 
the concept, exercises or simulations, questions to assess the concept, etc. The concept 
addition and edition interface is shown in Figure 4-3. By defining concepts and the 
dependency between them (Figure 4-4), a concept map will automatically be generated 
for each subject. Figure 4-4 illustrates an example of a generated concept network.  
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Created concepts Parameters
Generating concept map 
based on generated concepts
Viewing concept map
 
Figure 4-3:  Interface of concept edition 
 
Figure 4-4:  Interface of assigning prerequisite parents and weights 
The concept and concept map creation process requires the lecturer to re-contemplate 
the cognitive structure of the domain knowledge and reflect the relationships among 
concepts. Therefore, lecturers can effectively organize the curriculum and can bring 
forward an efficient method to assess the student’s mastery states of the subject. 
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Figure 4-5:  The generated concept network 
2)  Questions creation: Questions are required to assess the mastery state of the 
related concepts. The relationships among questions and related concepts are a 
prerequisite, which means that to correctly answer a specific question, students need to 
understand all related concepts. Each question could have one or more prerequisite 
concepts. In WAE, questions can either be created from scratch or uploaded from a 
database.  
To create a question, the lecturer needs to define the question type, the question 
content, the answer, the prerequisite concept(s), the corresponding weight denoting the 
importance of each related concept to the question and the hints on different specific 
levels provided to the student when he or she requests help. To copy existing questions 
from a database, the lecturer needs to find the appropriate ones by defining its 
parameters, such as related topics, related concepts, etc., and then copying the selected 
CHAPTER 4. WEB-BASED AUTHORING ENVIRONMENT (WAE) 
 76
questions from the source to the destination. Figure 4-6 shows the interfaces of 
creating new questions and copying existing questions. 
Copy existing questions Create new questions
 
Figure 4-6:  Interface of question creation and edition 
3) Attaching learning materials to the course structure: In the current version of 
WAE, learning materials are actually attached to the course structure during its 
creation process by defining its prerequisite parents (Figure 4-7), and the 
corresponding weight, i.e., the importance of the concept to mastering the question. 
Questions are usually used to assess a student’s understanding and mastery states of 
related concepts.    
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Figure 4-7:  Interface for assigning questions to concepts 
4) Converting the concept network to a Bayesian network: Once all of the concepts 
within the domain model have been created and the prerequisite relationships have 
been defined, the whole hierarchical domain structure is generated. The concept 
network constructed during the domain creation can be used as the basis for a Bayesian 
student model by adding some required parameters (Figure 4-8), because the network 
structure and representation of the student model at the concept level have exactly the 
same topology as the concept network. Required parameters are prior probabilities 
attached to the root concepts nodes representing a statistical measure of students’ 
mastery states of simple concepts, conditional probabilities among simple concepts 
and their parents’ nodes and prerequisite relationships for these variables.  
To convert the concept network into a generic Bayesian student concept map, the 
essential data is as follows:  
• Name of concepts (nodes) 
• Prerequisite relationships among concepts (links among nodes ) 
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Figure 4-8:  Concept of compiling a concept map into a Bayesian student model 
Names of concepts are entered by the author and prerequisite relationships are defined 
during the concept creation process. The underlying back-end engine determines the 
prior probabilities for each concept and the conditional probabilities among them 
based on the heuristic rules. It affiliates the probabilities to the concepts and the 
relationships, and then compiles the concept structure into a concept Bayesian network 
(Figure 4-9). What needs to be mentioned is that the effectiveness of the Bayesian 
student model is closely related to the Bayesian network design and the accuracy of 
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values entered in the probability tables, including prior and the conditional 
probabilities.  
Getting Bayesian parameters, both prior and conditional probabilities for a certain 
concept, according to its prerequisite concepts, is a very tough issue. Basically, there 
are two ways to get these probabilities: set by experienced domain experts in the 
absence of data or learned from historical data. Before WAE is put into application, it 
is impossible to get historical data. Although these parameters can be determined by 
the domain experts based on their experience, if too many parameters are involved, 
obtaining them by means of expert elicitation is not feasible. Also, expert 
determination could be too expensive or not accurate enough. GWATS employs an 
alternative to define these Bayesian parameters.  
Prior probability values, representing a randomly drawn student from the population 
who has already mastered that concept before using the system, might also be derived 
from empirical data or from the results of a prior test. However, in many cases, it is 
impossible to get test results or empirical data before the system is authored. Therefore, 
GWATS assumes each concept has a uniform prior probability distribution—the 
probabilities of mastery, partial mastery and non-mastery are initially 33%, 34% and 
33%. With the ATS generated and put into use in the application domain, the prior 
probabilities will be updated from the collected data.  
Conditional probability tables (CPTs) quantify the probability of a variable in any 
particular state, given the states of the variables linked to it, i.e., its parental variables. 
With the Bayesian structure defined, we developed a heuristic algorithm to set 
conditional probabilities based on the prerequisite relationships and the weights 
defined by the expert teachers. The heuristic rules and algorithm are a starting point to 
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initialize the parameters and is the measure taken to collect analytical data before 
accurate and useful results can be obtained. The collected data should be used for the 
adaptation of the model to the particularities of each student or group of students on a 
certain domain. This section presents the heuristic rules. The algorithm of learning 
conditional probability tables from historical cases is discussed in the following 
subsection.   
The heuristic method takes the relative weights of the parent concept to the child 
concept into consideration when computing the CPTs. This is very natural because the 
weight symbolizing the importance of the parent-to-child concept. It uses the following 
rules: 
,
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where i  is the number of states of the concepts, qpw , is the weight of parent node p to 
the child node q , and
,
0   1.p qw<= <=  n is the number of parents the child has;  k is an 
empirical constant that measures of related uncertainties such as careless errors, lucky 
guess and change in the student knowledge due to learning and forgetting. In GWATS, 
i  is set to 3 and k is defined by the expert authors depending on the objective student.  
5) Question node CPTs with heuristics: Questions nodes have two states, true or 
false, for questions answered correctly or incorrectly. Parents of question nodes are 
concepts to be understood before correctly answering the questions, which has three 
mastery states: mastery, partial mastery and non-mastery.  
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Most Bayesian adaptive testing systems use the IRT logistic function to parameterize 
the CPTs among test questions and concepts [120, 121]. GWATS employs a generic 
heuristic algorithm to set the probabilities of each individual student correctly or 
incorrectly answering the question. The heuristic algorithm takes the importance of the 
prerequisite concepts to the assessed question and the difficulty level of the question 
into consideration. The rules were tested with few different sets of parameters to 
choose the set that gave the best performance. From the experiment, the following 
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DL is the difficulty level of the question. kC represents the mastery states of the 
prerequisite concept C and its values / /M PM NM correspond to mastery/partial 
mastery/non-mastery, respectively. For example, in the question Q21436 there are two 
prerequisite concepts DC_setup with weight 0.6 and Constraint_design with weight 0.4. 
The difficulty level of the question is 4. The probability conditioned on the mastery 
states of its two parents are listed in Table 4-1: Initial question-concept CPT set based 
on heuristic rules.  
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Table 4-1: Initial question-concept CPT set based on heuristic rules 
DC_setup Constraint_design P(Q=true) P(Q=False) 
M M 0.932 0.068 
M PM 0.844 0.156 
M NM 0.708 0.292 
PM M 0.8 0.2 
PM PM 0.712 0.288 
PM NM 0.576 0.424 
NM M 0.596 0.404 
NM PM 0.508 0.492 
 
WAE initially used the generic heuristic rules to initialize the conditional probabilities 
of the question according to the mastery states of the prerequisite concepts. Once the 
system put into application, with learning cases and empirical data gradually collected 
from students, GWATS enables authors to amend the CPT for a particular student 
group. Table 4-2: Revised question-concept CPT based on the collected learning cases 
lists the CPT revised by collected historical data. As more data or knowledge becomes 
available, it may be necessary to revise these parameters to reflect the improved data 
set.  
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Table 4-2: Revised question-concept CPT based on the collected learning cases 
DC_setup Constraint_design ( =true)P Q  ( =False)P Q  
M M 0.875 0.125 
M PM 0.7 0.3 
M NM 0.425 0.575 
PM M 0.667 0.333 
PM PM 0.572 0.428 
PM NM 0.402 0.598 
NM M 0.395 0.605 
NM PM 0.375 0.625 
NM NM 0.364 0.636 
4.2 Student Model Authoring 
In Chapter 3, the student knowledge model in GWATS consisted of static and dynamic 
parts. Accordingly, the student knowledge model authoring includes two steps.  
1) Static student modeling authoring: A student static model is generated from the 
concept network of the module. Each module has one static Bayesian concept network. 
With the prerequisite relationships and the weights among concepts, it is very 
convenient to convert the concept network into a Bayesian network. The key to the 
conversion is to derive the Bayesian parameters within the defined structure.  
When the student registers with the module for the first time, the system copies the 
module Bayesian concept network (Figure 4-9) as the initial states of the student. This 
research assumes that every student has the same initial static student model. As the 
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student progresses through tutorials, the system collects personalized evidence and 
injects individual learning states, characteristics and performance into the 



















































Figure 4-9:  An example of a static student model 
2)  Algorithm to learn CPTs from case files: As mentioned, the effectiveness of the 
student model is closely related to the Bayesian network design and the accuracy of the 
values entered in the probability tables. The amount of data available for collection 
after the system is put into use makes parameter learning a valid option for this project. 
We used the EM (expectation-maximization) algorithm, one of the most common 
Bayesian parameter learning methods, to find the conditional probabilities from the 
specific historical data based on the defined structure. With the learning cases 
accumulated, the conditional probabilities became more accurate and the system 
indicated better decisions.  
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Many real problems are faced in a situation in which only a subset of a given Bayesian 
network’s variables are observable from the data. This seems inevitable for learning 
CPT from accumulated learning cases. This is because learning cases from the student 
are only partially observed. Only the related concepts’ mastery states are observed. 
The mastery states of non-related concepts are unobservable. The EM algorithm can be 
used to learn a Bayesian network’s parameters in the presence of hidden variables. In 
this case, although their values are not observed, the EM algorithm determines that 
they exist and must find a place for them in the network.  
The basic idea of the EM involves two steps [122, 123]: the E-step (expectation step) 
and the M-step (maximization step). Assume that we have some incomplete data 
X that is described by a set of parameters θ . The EM algorithm is an iterative 
procedure that improves the data log-likelihood ))|(log( θXP at each step. If Z is the 
set of missing data, the parameters 1+iθ  (at iteration i+1) are estimated from parameters 
iθ  (at iteration i ) using the following formula: 
 1 ( | , )arg max [log ( , | )]tt P Z XE P X Zθ θθ θ+ =  (4-4) 
The E-step computes ( , | ),P X Z θ  the posterior probability of missing data given 
observed data and current parameter estimates. The M-step re-estimates the parameters 
by maximizing )|,(log θZXP , the expected log-likelihood of complete data, assuming 
the missing data comes from the distribution computed in the E-step.  
The E-step and M-step constitute an iterated loop. Each E-step finds expected values 
for the hidden variables that better fit the data than the previous iteration. Each M-step 
involves finding improved parameters that better fit the data than the previous iteration 
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[124]. Under certain circumstances, the algorithm has been shown to converge to a 
local maximum likelihood hypothesis [125], and then we can get the conditional 
probability parameters of the static student model.  
The CPT learning algorithm is offline learning and runs in the back-end. When the 
lecturer presses “Learn question CPT from cases,” the system automatically reads 
unused cases from the database. The used cases will be marked or deleted from the 
database. After the system gets the new CPT from learning cases, the student model 
should be updated with the new CPT. For our project, Netica API was used for 
network manipulation and inference and for calculating CPT parameters from case 
files. Netica API assumes the conditional probabilities being learned are independent 
and the prior distribution is Dirichlet, with which our system is totally satisfied. Netica 
API implements the Expectation Maximization (EM) algorithm for parameter 
estimation [124]. This algorithm allows the presence of missing values, generates 
presentation quality graphics and has functions for easily performing statistical tests 
and sensitivity measurements on belief networks using test data. 
Table 4-3: Initial concept-concept CPT set based on heuristic rules 
Data Types Parameters 
 Mastery Partial Mastery Non-Mastery 
Mastery 0.99 0.005 0.005 
Partial Mastery 0.005 0.99 0.005 
Non-Mastery 0.005 0.005 0.99 
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The initial CPT of mastering the destination concept “Parameters” given its parent 
“Data Type” is set based on heuristic rules (Table 4-3). The CPT learned from the 
historical data is shown in Table 4-4:  
Table 4-4: Revised concept-concept CPT learned from the historical data 
Data Types Parameters 
 Mastery Partial Mastery Non-Mastery 
Mastery 0. 85714 0.07413 0.07413 
Partial Mastery 0.12 0.78 0.1 
Non-Mastery 0.08 0.25 0.67 
As described above, the student have the same initial CPT. With learning cases 
accumulated and used as historical data to revise the CPT, the collected learning cases 
represent the learning characteristics of the person who uses the system. So if the 
GWATS is devoted to an individual student, then the system is gradually injected into 
the individual knowledge information and personality. For the system used by a group 
of students, a CPT improved by the historical data can more accurately represent the 
overall performance of the group along with the wider use. The CPT revising process 
cannot be accomplished in one action. It is a long-term, step-step process of the 
GWATS evolving from being generic to being individualized. The longer time used, 
the more learning cases collected and the more individual information gathered, the 
better the performance.  
3) Dynamic student model generation: This model is automatically generated every 
time the student selects to attempt a tutorial. After the student chooses a target concept 
to attempt in a tutorial, the tutoring model selects appropriate questions using the 
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questions selection method described in Chapter 3. Then it creates a Bayesian network 
with the selected questions and the related concepts (Figure 4-10). All the parameters 
of the concept nodes are directly copied from the static student model that represents a 
student’s mastery states of the related concepts over time. The conditional probabilities 
of the question, given its parents concepts, are calculated based on the weights from 
each of its parents.  
 
Figure 4-10:  Procedure for dynamic student authoring 
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The dynamic student model is mainly used to infer the student’s mastery states of the 
related concepts. It observes the student’s responses to questions and updates the 
probabilities. Because the probability of the student solving the question correctly 
depends on the knowledge of the associated concepts, the correctness/incorrectness of 
the questions allows us to make inferences about his or her knowledge level of the 
related concepts. Similarly, the probability of a student mastering one concept tells us 
some information about all its prerequisite concepts. Therefore, the updated 
probabilities and mastery states of the concepts in the dynamic student model are 
considered as collected evidences to update the static student model. Figure 4-11 
shows one example of generated dynamic student model. 
Related concepts states
Assessed concept states
Selected questions as evidences
 
Figure 4-11:  Example of generated dynamic student model 
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4.3 Student Interface 
Authoring tools are the interface for the authors and are described in the domain 
authoring section. This section will show the adaptive learning environment that 
GWATS provides for students. Learning starts with choosing a learning goal. Students 
can set whatever he or she wants as a learning objective. 
GWATS accommodates students with different learning styles and stimulates them to 
learn through Kolb’s experiential learning cycle through multiple types of educational 
materials (Figure 4-12). After a learning goal is chosen, the adaptive tutoring system 
presents all types of the available learning materials related to the learning objective to 
the students, so they  get their favorite learning materials, which include:  
1) Multimedia demonstrations for students to access from anywhere at anytime. 
2) Visualization tools to help students understand the difficult concepts. 
3) Online simulations for practicing the theories learned in the class. 
4) Virtual laboratory to enhance the understanding of concepts.  
5) Adaptive tutorial system to accurately estimate students’ mastery states. 
6) Adaptive tutorial systems to provide appropriate tutorial questions that are 
neither too easy nor too difficult. 
7) Adaptive tutorial system to offer meaningful feedback to enhance the learning 
efficiency. 
Meanwhile, the student interface tailors an interactive and hands-on learning 
environment to help students understand and it facilitates active learning. But students 
are qualified to attempt the target only if he or she performs sufficiently well to show 
that he or she has gained the knowledge of all of the prerequisite concepts. Tutorial 
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questions are selected by a tutoring model based on each student’s learning status and 
learning history, which exemplifies the idea of individualized tutoring.  
Eligible to attempt quiz
Not-Eligible to attempt quiz
Adaptable learning material
 
Figure 4-12:  Student learning environment     
4.4 Quantitative Evaluation  
We created a web-based adaptive tutoring system using WAE in an engineering 
subject: Integrated Digital Design with a module code: EE4415. WAE is friendly to 
users and most of its authoring tools are convenient. It takes less than 90 minutes to 
train authors. The most basic, but the most important, part in creating an ATS using 
WAE is to create the domain structure (the concept map). The effectiveness of the 
ATS mostly depends on the accuracy of the concept map. There are three steps to 
create a domain concept map: creating all the key concepts or topics in the domain; 
defining the relationships among them by setting their prerequisite concepts and the 
importance of each prerequisite concept to the target concept; and generating the 
domain concept map with the back-end engine, based on all the node concepts and 
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parameters entered for the domain. For an expert in the domain who knows the key 
concepts and their relationships very well, it took about 100 minutes to create and 
generate the whole concept map with 36 concepts. 
The majority of time was spent on loading the concept-related information—concept 
definition, examples, exercises, simulations, visualizations, virtual labs and tutorial 
questions—to the database. WAE provides uploading tools for instructors to integrate 
existing learning materials into the ATS. It saves time and energy and spares authors 
from creating every question from scratch. For 36 concepts, creating 72 exercises, 72 
examples and 144 tutorial questions from scratch and uploading existing simulation 
and visualization materials took us 96 hours to complete. As described, the 
initialization of the student model was very simple, taking less than two minutes. 
Because the current WAE uses a generic tutoring strategy to provide adaptive tutoring, 
once the student model is initialized and learning material is generated, all the 
authoring work is done.  
Authoring tools reduce the time and cost required to build the instructional systems or,  
with the same amount of time and effort, to improve or increase the effectiveness of 
instructional systems [102]. The effectiveness of the ATS created by WAE is not very 
easy to evaluate and needs a complicated experiment to compare and analyze the 
learning outcomes (see Chapter 5). The effectiveness of the WAE related to the effort 
needed to create instructions can be calculated by examining the effort required to 
create the ATS system, which was 5,860 minutes. This total included 100 minutes to 
create the concept network, 96 hours for related learning materials and the time taken 
by the system to generate all online instructions. The ATS for EE4415 includes 36 
concepts, made up of 16 easy, 12 intermediate and 8 difficult. The required time for 
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each concept is about 15 minutes, easy; 20 minutes, intermediate; and 25 minutes, 
difficult. The overall online instruction time was 680 minutes. Therefore, the 
approximate ratio of 5,860 minutes of authoring for 680 minutes of instruction is 8.62 
to 1, which is quite favorable compared with 300:1 for the traditional CAI [102]. 
However, this ratio is for the case that we upload all the simulations, visualizations and 
virtual labs, without counting the effort for creating these multimedia learning 
materials. Creating all learning materials from scratch would take more time.  
There are relatively few evaluations of ITS authoring tools, partly because there are 
too many features to evaluate and it is difficult to measure the effect of each feature 
one by one. In this chapter, we used WAE to create a web-based adaptive tutoring 
system, put it into application and demonstrated its efficiency by evaluations. But 
constructing an ATS using authoring tool only demonstrates the usefulness of WAE 
and is far from sufficient to prove the effectiveness of GWATS. Chapter 5 evaluates 
and analyzes the effectiveness of GWATS related to the students’ performance or 
learning outcomes.  
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CHAPTER 5 
THE EVALUATION OF GWATS 
GWATS is a solution to promote individual learning and is an educational system 
widely employed for different subjects. It promotes individual learning by providing 
an ATS that adapts to each student’s learning preferences and learning status. It 
promotes an educational system widely employed by providing authoring tools to ease 
the construction of the ATS. The design considerations, architecture and the key 
components and characteristics of GWATS were described in Chapter 3. We presented 
the WAE and described its architecture, key components and authoring process in the 
Chapter 4. WAE has been used in creating ATSs or several subjects, like financial 
accounting, and Digital Signal Processing. However, the “existence proof” of the 
authoring tools that have been successfully used to produce a variety of ATSs is not 
enough [102]. We need a number of qualitative and formative evaluation methods to 
ensure that WAE is usable, friendly and effective. The efficiency and effectiveness of 
the adaptive technologies that GWATS employs are also presented in this chapter.  
5.1 Introduction   
Evaluation is the obligatory part of the research. The usefulness and effectiveness of 
any research can only be determined with evaluations. For our research, the usefulness 
and effectiveness of GWATS is evaluated in a series of studies that focus on different 
aspects of the system.  
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The tutoring model plays a central role in GWATS. We conducted an experiment to 
validate the usefulness and effectiveness of the adaptive features, like adaptive concept 
selection method, the prerequisite filtered method and adaptive question selection 
method. Both simulated students and the real students were used to evaluate the 
effectiveness of the tutoring model and the GWATS. The validity of the tutoring 
model has been tested by using simulated students. The results obtained show that the 
Bayesian tutoring strategies have an excellent performance in terms of accuracy and 
that the introduction of adaptive concept selection and question selection methods 
improve its behavior in terms of accuracy and efficiency. Real students were used to 
show that the ATS created by WAE is educationally effective in comparison with 
traditional instructional methods. It revealed that the tutoring model does facilitate the 
personalized learning. 
In addition, a comprehensive survey evaluation was carried out with three groups of 
students tutored with different sets of teaching strategies to evaluate the adaptive 
features and the effectiveness of the system. The evaluation shows that GWATS was 
friendly and favorable to use. The remainder of this chapter contains details of the 
three evaluation studies.   
5.2 Evaluation with Simulated Students  
The objective of this evaluation was to find out whether the use of adaptive concept 
selection and adaptive question selection methods improved the diagnosis process and 
promoted students’ learning outcomes. We employed a Bayesian network-based 
simulation environment in evaluating the effectiveness and accuracy of different 
approaches for concept selection and question selection. Using simulated students in 
intelligent tutoring systems is not new to the research community [149-153]. The main 
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applications of simulated students have been identified in [132]. There are tutor-
training systems, in which a trainee teacher is evaluated while coaching a simulated 
student [154]. There are collaborative learning systems, in which a simulated student 
can act as a learning companion for a human student [155, 156]. Finally, there are 
applications concerned with evaluating tutoring systems [139, 157]. Although the 
simulated students may not closely mimic human behavior, it will be clear shortly that 
the Bayesian network-based models offer a convenient infrastructure for capturing the 
fuzziness in students’ responses to test items and the dependent relationships among 
the test items.  
The main reasons for using simulated students are as follows. It does not seem 
appropriate for testing an evaluation method with real students without proving its 
validity beforehand. Simulated students are an effective way to test the effectiveness 
and validity of the algorithm before incurring the cost of real students. Simulated 
students eliminate other variables, such as the accuracy of other component of tutoring 
system, providing results that focus exclusively on the performance of the tutoring 
model. By using simulated students, the cognitive state obtained as the result of the 
tutoring algorithm can be compared to the student’s true cognitive state. The final 
reason we used simulated students is that these can cover a wide spectrum of abilities 
and responses effectively and efficiently [132,133].  
The effectiveness of the Bayesian student model, the adaptive concept selection and 
question selection methods are evaluated by calculating the number of concepts that 
have been correctly diagnosed, incorrectly diagnosed and undiagnosed. To evaluate 
simulated students, the simulated ATS should be created beforehand. Simulated 
students in GWATS allow us to do an evaluation based on a Bayesian concept network 
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and the question-concept relationships without defining real course content and 
questions for a particular subject.  
5.2.1 Introduction about the Experiment  
In the following section, we describe how to create the simulated ATS and how a 
simulated student is generated.  
a. The design of simulated domain model. The key step to construct an ATS based on 
WAE is to build the domain model and create the Bayesian concept network. 
Before creating simulated students, the domain model needs to be designed. We 
created a concept network with 12 concepts and 180 questions, as shown in Figure 
5-1. Each question is related to one to three concepts, and each concept is related to 
several questions. In this concept network, concepts C1, C2 and C3 are considered 
to be “easy” since they have no prerequisite concept, whereas C10, C11 and C12 
are considered as “very hard.”  
 
Figure 5-1: Concept network for simulation module 
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b. Simulated students groups. The students were put into four categories, according to 
their knowledge states on all concepts: novice, intermediate, good and expert 
(Table 5-1). Simulated students belonging to the same group have the same 
knowledge level, but might know different sets of concepts.  
Table 5-1:  Known and unknown concepts for each category of students 




Novice – C1-C3 
Intermediate C1-C3 C4-C6 
Good C1-C6 C7-C9 
Expert C1-C9 C10-C12 
 
c. Generating simulated students. We compiled the concept network of the simulated 
domain in the first step with the prerequisite relationships and the weights among 
concepts to create a generic Bayesian student model. Each simulated student is 
assumed to be “known” or “unknown” regarding a concept. Different students have 
different sets of “known” concepts. Simulated student models are generated by 
initializing the generic student model with the prior mastery states of each 
simulated student over all the concepts. Sixty simulated students were randomly 
generated for each type by the simulation program, taking into account the 
difficulty of the concepts and consistency with prerequisite relationships. The set 
of concepts in the second column of the Table 5-1 are known by all the students in 
that category. To determine whether the concepts in the third column are known, a 
random number was generated for each concept. If the generated number was 
larger than 0.5, the concept was taken as “known.” Along with this way, each 
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student had a different set of known concepts, although they belong to the same 
category. The evaluation with the generated students was carried out using the 
procedure as shown in Figure 5-2, which is discussed in more detail in following 
sections.  
 
Figure 5-2:  Procedure of the experiment 
d. Adaptive concept selection evaluation. The adaptive concept selection method of 
ATS was evaluated against sequential concept selection. The adaptive method 
selects the concept for which prerequisite concepts are all mastered as the target 
concept for the student to learn. However, in sequential concept selection, each 
concept is targeted exactly once regardless of the student’s concept states, 
depending on the location level of the concept in the concept map. The concept 
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with a lower location level was selected before the ones with higher location levels. 
In this way, the number of questions that satisfy the prerequisites for higher 
location level concepts was increased, compared with a random concept selection. 
e. Filtering questions with prerequisite relations. After the target concept was 
determined, questions related to the target concept were selected and presented to 
assess whether the student mastered them. There were two steps: first, questions 
were filtered with related concepts, and a set of questions was selected based on 
certain criterion. There were also two ways to filter questions. One was selecting 
questions related to the target concept regardless of what the knowledge states of 
other related concepts are. The other method was employed in ATS, which took 
the prerequisite relationships into account and only questions that satisfy the 
prerequisites were selected. That is, except for the target concept, all the other 
parent concepts of the question had to be mastered or partially mastered for that 
question eligible to be selected. Prerequisite relations can be obtained from the 
Bayesian map of the individual student. The prerequisite relation filtering method 
was evaluated through comparisons with the one without prerequisite relations.  
f. Question selection. The effectiveness of the information gain selection method and 
conditional probabilities selection method were evaluated by comparing them to 
the random question selection method, which randomly selected questions related 
to the target concept regardless of the mastery states of other relevant concepts.  
g. Simulating answers. Once a set of questions were selected for a tutorial, answers 
were simulated depending on the knowledge states of each student. For each 
question, a random number r was generated. The probability of the student getting 
that question correct p  was calculated with his or her Bayesian student model. If 
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p  was larger than or equal to r , the student’s answer to that question was 
considered correct. Otherwise, it was deemed incorrect.  
h. Evaluation. It is supposed that there is no “learning” taking place during the 
assessment process. The criteria used to determine whether the concept was 
correctly or incorrectly diagnosed are as follows: A threshold value is needed to 
determine the mastery states of the student.  
• A concept was correctly diagnosed if the simulated student knew the concept 
but was diagnosed as known or if the simulated student did not know the concept 
but was diagnosed as unknown, which means that: (Knowledge == known) AND 
(Mastery state>= threshold) Or (Knowledge == unknown) AND (Non-Mastery 
state>= threshold). 
• A concept was incorrectly diagnosed if the simulated student knew the concept, 
but was diagnosed as unknown or if the simulated student did not know the 
concept but was diagnosed as known, which means that:  (Knowledge == known) 
AND (Non-Mastery state>= threshold) Or (Knowledge == unknown) AND 
(Mastery state>= threshold). 
• A concept was undiagnosed if its mastery probabilities was lower than the 
threshold, which means that: (Knowledge == known) AND (Non-Mastery state< 
threshold) AND (Mastery state < threshold)) OR ((Knowledge == unknown) 
AND (Non-Mastery state< threshold) AND (Mastery state < threshold)).  
5.2.2 Experiment and Results Analysis  
Once simulated students were generated, we used them to carry out evaluations by 
using different strategies in concept selection or question selection step, like the 
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effectiveness of prerequisite relationship, the efficiency of the adaptive concept 
selection strategy and the efficiency of the adaptive concept selection methods.  
a. To evaluate the effectiveness of the prerequisite relationships, two sets of 
simulated students were used. One considers prerequisite relations and selects 
questions satisfying the prerequisite relations. The other did not consider 
prerequisite relations. The sequential concept selection method was used in this 
experiment for both groups of simulated students. Each took 12 tutorials containing 
4 questions. Table 5-2 shows the percentage of concepts diagnosed correctly, 
incorrectly and undiagnosed for both conditions. 
Table 5-2:  Evaluation results for the filtered method 




Correctly diagnosed  56.9% 85.8% 
Incorrectly diagnosed  12.6% 8.5% 
Undiagnosed  30.5% 5.7% 
Expert 1- 9C C  10 - 12C C  
 
Table 5-3: Breakdown of the number of concepts by with and without prerequisite relations 













C1 64 23 33 96 15 9 
C2 69 6 45 108 3 9 
C3 82 4 34 117 2 1 
C4 54 12 54 110 5 5 
C5 68 26 26 91 20 9 
C6 48 8 64 95 3 22 
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C7 56 8 56 112 8 0 
C8 75 22 23 109 9 2 
C9 79 18 23 97 17 6 
C10 53 22 45 107 12 1 
C11 87 14 19 106 14 0 
C12 85 18 17 87 15 18 
Total 820 181 439 1235 123 82 
% 56.9% 12.6% 30.5% 85.8% 8.5% 5.7% 
As can be seen from the results, the percentage of the concepts that were correctly 
diagnosed increased greatly after the addition of the prerequisite module. This result 
can be explained as follows. With the prerequisite module, only the questions with all 
the parent concepts (except the targeted concept) mastered were chosen. The student 
will have a higher probability of getting these questions mastered than questions with 
few un-mastered parent concepts. As shown in Figure 5-3, the number of concepts 
correctly diagnosed by the ATS with the prerequisite relations was always higher than 
the ones without the prerequisite relations.  






















Without prerequisite relations With prerequisite relations
 
Figure 5-3: Graph of number of concepts correctly diagnosed with and without prerequisites 
b. To evaluate the efficiency of the adaptive concept selection strategy, we ran two 
programs using random concept selection and adaptive concept selection in the 
concept selection procedure. By random concept selection, we mean that the 
program randomly selects a concept to assess the student regardless of the mastery 
states of the concept and its parents in the student model. For the adaptive concept 
selection, the program takes into account the mastery states of the concepts and 
selects the most appropriate concept, the parents of which are all mastered or at 
least partially mastered, to present to the student. The evaluation results are listed 
in  
c.  
d. Table 5-4, which shows that the adaptive concept selection method yields a high 
percentage of accuracy. Table 5-5 shows the breakdown of the number of concepts 
for the two concept selection methods. 
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Table 5-4:  Evaluation results for the concept selection method 
Categories   Sequential concept 
Selection   
Adaptive  
concept selection  
Correctly diagnosed  85.8% 94.2% 
Incorrectly diagnosed  8.5% 4.3% 
Undiagnosed  5.7% 1.5% 
Table 5-5: Breakdown of the number of concepts by concept for sequential and adaptive concept 
selection methods 















C1 96 15 9 116 4 0 0 
C2 108 3 9 119 1 0 0 
C3 117 2 1 116 4 0 0 
C4 110 5 5 99 7 3 11 
C5 91 20 9 105 4 0 11 
C6 95 3 22 92 1 2 25 
C7 112 8 0 61 3 1 55 
C8 109 9 2 67 7 0 46 
C9 97 17 6 68 4 2 46 
C10 107 12 1 33 2 4 81 
C11 106 14 0 49 2 3 66 
C12 87 15 18 39 5 0 76 
Total 1235 123 82 964 44 15 417 
% 85.8% 8.5% 5.7% 94.2% 4.3% 1.5%  
Figure 5-4 shows the percentage of correctly diagnosed concepts for the sequential and 
adaptive methods; the adaptive method has a higher percentage of correctly diagnosed 
concepts. 





























Sequential Concept Selection Adaptive Concept Selection
 
Figure 5-4: The percentage of correctly diagnosed concepts for sequential and adaptive concept 
selection methods 
Figure 5-5 shows the number of undiagnosed concepts for each type of student with 
the adaptive concept selection method. As shown, most of the difficult concepts are 
undiagnosed by the novice and intermediate students, whereas most of the concepts are 
diagnosed by the expert students. From these results, the concept selection algorithm 
clearly adapts according to the mastery level of each student.  































Novice Intermediate Good Expert
 
Figure 5-5: Number of undiagnosed concepts of different student types with adaptive concept 
selection 
e. To evaluate the question selection methods, we used three programs having the 
same adaptive concept selection method followed by a different method for 
question selection: 1) random question selection: the program randomly selects 
questions related to the target concept and presents them to the students regardless 
of the mastery states of all the other related concepts; 2) information gain method: 
the program chooses questions that maximize the expected reduction of entropy of 
the test based on the measure of information; and 3) conditional probability method: 
the program selects questions based on the conditional probability of mastering 
target concepts if the chosen question is answered correctly. The evaluation results 
are listed in Table 5-6. The results show that there is no significant difference in 
the results for the adaptive question selection method compared with the random 
question selection method. The good behavior of the random method might be 
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attributable to the sound theoretical model of the Bayesian network, which shows 
an excellent performance in classification and diagnosis problems. 
Table 5-6:  Evaluation results for the question selection method 








Correctly diagnosed 94.2% 94.8% 94.6% 
Incorrectly diagnosed 4.3% 5.2% 3.4% 
Undiagnosed 1.5% 0.0% 2.0% 
 
Figure 5-6 shows the number of questions diagnosed correctly for the information gain 
method and the random question selection method for each type of students. There is 
no significant difference in these methods for any type of student.  
 
Figure 5-6: Number of correctly diagnosed concepts by type of students using  random and 
information gain question selection methods 
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The number of correctly diagnosed concepts decreased for some of the concepts, for 
example, C7 and C10. This can be explained by the number of prerequisite parent 
concepts. This number can be derived from the concept map of the course  shows the 
number for each concept. From this table, C7 and C10 have the highest number of 
prerequisite concepts. Therefore, these two concepts can be considered more difficult 
than the other concepts. Consequently, most students will not satisfy the prerequisites 
for these concepts, and so the number of correctly diagnosed concepts decreases. 
However, no relation was found between the number of incorrectly diagnosed concepts 
and the number of prerequisite concepts. Therefore, the systems performance does not 
decline for the more difficult concepts.  
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Table 5-7: Number of prerequisite concepts of each category for each concept 
Concept Easy Intermediate Hard Total 
C1 0 0 0 0 
C2 0 0 0 0 
C3 0 0 0 0 
C4 1 0 0 1 
C5 1 0 0 1 
C6 3 0 0 3 
C7 3 2 0 5 
C8 1 1 0 2 
C9 1 1 0 2 
C10 2 2 2 6 
C11 1 1 1 3 
C12 1 1 2 4 
5.3 Evaluation with Real Students  
5.3.1 ANOVA 
ANOVA is the “Analysis of Variance,” which is used to determine whether in-group 
differences are significantly large after accounting for differences in the variances 
within groups. More precisely, ANOVA compares the differences among group means 
by decomposing the total variance in the data into within-group variance and between-
group variance. If the between-group variance is sufficiently larger than the within-
group variance, then ANOVA concludes that there are differences between the means 
of the groups.  
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Of which, betweenSS  measures variations of the group means around the overall mean 
(between groups), withinSS measures the variation of each observation around its group 
mean (Within groups) and totalSS measures variation of the data around the overall 
mean (total).  
DF (Degrees of Freedom) is the factor that adjusts for how large the groups are and the 
number of groups being considered:    ( ) -1 Number of groups j for betweenSS , 
  ( ) -     ( )Sample size n Number of Groups j for withinSS , and   ( ) -1Sample size n for 
.totalSS  
MS (Mean Square) = SS/DF is the standard deviation. Its numerator is the sum of 
squared deviations (SS), divided by the appropriate number of degrees of freedom 
(DF).  
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F (F-Statistic or F-Ratio) = MSG/MSE, tells the proportion of variation between the 
groups compared to the variation within the groups. In general, the larger the F is, the 
more likely the variation between the groups is significant. The level of significance is 
determined by comparing it to the F-Critical value for the samples. If the F-Statistic is 
larger than F-Critical, then the variation between the groups is statistically significant. 
5.3.2 Introduction about the Experiment  
Evaluation is widely considered an important and challenging research issue in the 
area of IES in general. In fact, the lack of evaluation data, as well as the difficulty in 
generalization and the resulting difficulty in the reuse of successful design practices, 
constitutes one of the main barriers for IES to become mainstream technology. The 
evaluation of specific models and adaptive systems has been widely discussed [158, 
159] and the traditional “with or without” approach is considered the gold standard, 
where experiments are conducted between two groups of users, one working with the 
adaptive application, the other with its non-adaptive version, assuming, of course, that 
an adaptive application can be easily decomposed into its adaptive and non-adaptive 
components.  
This evaluation focuses on evaluating the effects of Bayesian network diagnosis and 
inference mechanisms by speculating methods to select learning materials for students. 
The experiment was conducted during the regular instruction of an engineering course: 
Integrated Digital Design. Fifty-eight of the third-year students from the ECE 
Department participated in the study. They were all taught by the same lecturer and 
were randomly assigned to use different tutoring systems to do their after-class 
tutorials. All participants took a pre-test before their evaluations. They were randomly 
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divided into three categories: fully experimental group, partial experimental group and 
control group.  
• Control group (CG): Sixteen students attended the conventional paper-and-
pencil tutorial.  
• Partial experimental group (PEG): Twenty-one students worked at their own 
pace using the web-based tutoring system with adaptive concept selection, but 
random question selection. 
• Fully experimental group (FEG): Twenty-one students worked at their own pace 
using the web-based adaptive tutoring system with adaptive concept selection 
and adaptive question selection methods.  
The experiment evaluated the effectiveness of the adaptive question selection method 
by comparing the results of FEG with PEG, and the effectiveness of adaptive concept 
selection method by comparing the results of PEG with those of CG. The overall 
tutoring system is evaluated by comparing the results of FEG with CG. 
Table 5-9: Test Statistics of the three groups 
Group 
Pre-test score 
(full mark =100) 
Post-test score 
(full mark =100) 
Mean Std Mean Std 
FEG 70.4 0.102 85.8 0.077 
PEG 73.4 0.141 78.5 0.121 
CG 70.6 0.133 67.7 0.145 
ANOVA was applied to make sure that the three groups had the equivalent initial 
competencies based on their pre-test scores. The mean and standard deviation of each 
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group is listed in Table 5-9. ANOVA is an approach that allows a judgment if there is 
a significant difference between a number of groups. No reliable difference was found 
between the two groups with 
,
(1,40) 0.637, 0.429,PEG FEGF p= =  
 
,
(1,35) 0.387, 0.538,PEG CGF p= =   
,
(1,35) 0.002, 0.962.FEG CGF p= =   
In Table 5-10, the F statistic is 0.637, and this has a p-value of 0.429. Since this is 
larger than 0.05, we concluded that there was indeed no significant difference between 
the FEG and PEG groups of students. The ANONA analysis of reliable difference for 
PEG and CG is shown in Table 5-11, and the analysis of reliable difference for FEG 
and CG is shown in Table 5-12.  
Table 5-10:  ANONA analysis of FEG and PEG 
SUMMARY 
Groups Count Sum Average Variance   
PEG 21 14.779 0.704 0.010   
CG 21 15.415 0.734 0.020   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.010 1 0.010 0.637 0.429 4.085 
Within Groups 0.606 40 0.015    
Total 0.615 41     
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Table 5-11:  ANONA analysis of PEG and CG 
 
SUMMARY 
Groups Count Sum Average Variance   
PEG 21 15.415 0.734 0.020   
CG 16 11.29 0.706 0.018   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.007 1 0.007 0.387 0.538 4.121 
Within Groups 0.664 35 0.019    
Total 0.6719 36     
Table 5-12:  ANONA analysis of PEG and CG 
SUMMARY 
Groups Count Sum Average Variance   
PEG 21 14.779 0.704 0.010   
CG 16 11.29 0.706 0.018   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0．0003 1 0．0003 0.002 0.962 4.121 
Within Groups 0.473 35 0.014    
Total  36     




5.3.3 Results Analysis  
We designed pre- and post-tests to assess students’ ability to solve tutorial questions. 
The data and results generated were analyzed in different ways.  
1) Post-test relationships 
Table 5-13:  ANONA analysis of post-test relationships between FEG and PEG 
SUMMARY 
Groups Count Sum Average Variance   
FEG 21 18.014 0.858 0.006   
PEG 21 16.5 0.786 0.015   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.055 1 0.055 5.227 0.029 4.085 
Within Groups 0.417 40 0.010    
Total 0.472 41     
ANONA was applied to identify the post-test relationship between FEG and PEG 
0.05α = to see if the Bayesian adaptive question selection method was more effective. 
Based on these results, the post-test results demonstrated a significant difference 
between the two groups 
,
(1,40) 5.227, 0.029,FEG PEGF p= =  as shown in Table 5-13, and 
the average percentage of FEG (0.858) was higher than that of PEG (0.786). The 
effectiveness of the adaptive concept selection method is identified by the ANOVA 
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applied to the post-test results of PEG and CG with
,
(1,35) 6.077, 0.018,PEG CGF p= = as 
shown in Table 5-14, and the average percentage of PEG (0.786) was higher than that 
of CG (0.677). Therefore, we concluded that after learning with the Bayesian tutoring 
system, FEG performs better than PEG. Meanwhile, PEG showed a better performance 
than CG.  
Table 5-14:  ANONA analysis of post-test relationships between PEG and CG 
SUMMARY 
Groups Count Sum Average Variance   
FEG 21 16.5 0.786 0.015   
PEG 16 10.84 0.677 0.021   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.107 1 0.107 6.077 0.018 4.1217 
Within Groups 0.6147 35 0.018    
Total 0.727 36     
2) Learning gain  
Students’ learning gain is an important evaluation metric for an intelligent tutoring 
system. A common measure of learning gain with normalization is 
 -  
1-  
post score pre score
pre score
 [134]. Pre- and post-tests are often used to measure learning 
gain. We use this method to evaluate the effectiveness of the various features of the 
Bayesian tutoring system. 
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The learning gains of the three groups were compared to evaluate the effectiveness of 
the adaptive feature of the Bayesian tutoring system. The mean of the FEG learning 
gain 0.437 with a standard deviation of 0.053 is higher than that of PEG with an 
average learning gain 0.117 and a standard deviation of 0.167. A reliable difference 
was found 
,
(1,40) 9.819, 0.003,FEG PEGF p= = as shown in Table 5-15, and it indicates 
that there were statistically significantly differences in learning gains between these 
two different groups. In other words, after learning with adaptive tutoring methods, the 
learning gain of FEG performed better than PEG.  
To evaluate the effectiveness of the adaptive concept selection method, the learning 
gain of PEG was compared to that of CG. The mean of CG was 0.205 with a standard 
deviation of 0.275. A significant difference was found 
,
(1,35) 4.435, 0.042,PEG CGF p= = as shown in Table 5-16, between the learning gains of 
these two groups, PEG learning by the partially adaptive concept selection method 
performed better than CG, which learned by using the traditional tutorial method.  
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Table 5-15:  ANONA analysis of learning gain between FEG and PEG 
SUMMARY 
Groups Count Sum Average Variance   
FEG 21 9.175 0.437 0.053   
PEG 21 2.465 0.118 0.167   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 1.073 1 1.073 9.819 0.003 4.085 
Within Groups 4.372 40 0.109    
Total 5.446 41     
Table 5-16:  ANONA analysis of learning gain between PEG and CG 
SUMMARY 
Groups Count Sum Average Variance   
FEG 21 2.465 0.117 0.167   
PEG 16 -3.283 -0.205 0.275   
ANOVA 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.945 1 0.945 4.435 0.042 4.121 
Within Groups 7.456 35 0.213    
Total 8.400 36     
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3) Effect size  
Effect size is a standard method of comparing the results of one pedagogical 
experiment with others [135]. The common method to calculate the effective size is to 
subtract the control group’s mean gains score from the experimental group’s mean 
gain score, divided by the pooled standard deviation for those means [136] as in the 
following equation. 
( ) ( )
( ) ( )
( )
  2 -   1
 
  2 -   1
.
2 2 / 21 2
mean of x mean of x
Effect size
pooled







   (5-1) 
The mean and standard deviation values are listed in Table 5-9. The effect size of 
adaptive question selection compared to random question selection is 
( )2 2
0.154 - 0.051 0.103 0.65
0.1580.184 0.126 / 2
= =
+
. The effect size of adaptive tutoring system 
compared to traditional tutoring method is 
2 2
0.154 ( 0.029) 0.183 1.10





which is comparable with the effect size of 0.63 for Conceptual Helper [137], 0.66 for 
SQL-Tutor [138] and 1.0 for Anderson’s tutoring system [139]. However, it is still 
behind the human tutoring, which scored 2.0 [140].  
Researchers have suggested a criterion to judge and conceptualize the effect size. For 
Cohen’s effect size, 0.2 is a small, 0.5 implies medium and 0.8 and above indicates a 
large effect size [136]. So in our results,  the effect size of 1.10 is acceptable and 
belongs to a significant effect size compared to the traditional classroom teaching 
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method and signifies the effectiveness of the combinations of the concept selection, 
adaptive question selection and the adaptive feedback functions.  
5.4 Survey Results  
In addition to students’ academic performances, students’ feedback on the GWATS is 
another very important source of information to evaluate whether GWATS achieves its 
goals of promoting active learning in large classes. After working with the system, all 
students answered a questionnaire about the system and its effectiveness.  
Table 5-17 shows that the usefulness of ATS is proven as 80% of the students agreed 
that ATS helped them understand and learn the module effectively. As for the 
effectiveness of ATS, 74.29% of students agreed that ATS improved their learning 
performance, 67.14% regarded ATS as a good supplement to classroom-based tutorials 
and 62.5% enjoyed learning with the system and suggested its use in other modules. 
Considering the facts that the system is only in a prototype stage and this is the first 
time that students were exposed to such a system without any training, these results are 
very encouraging. As we can see from their answers, students in the two different 
groups have distinct views of the system, especially on the personalized features like 
misconception identification, question adaptation, the usefulness of hints presented, etc.  
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Table 5-17: Feedback Analysis (in percentages) 








25.71 54.29 11.43 7.14 1.43 








14.29 60.00 21.43 2.86 1.43 
Q3: Do you agree that the ATS is good complements to classroom-based tutorials? 
Q3 Answer Strongly 
Agree 




20.00 47.14 22.86 7.14 2.86 
Q4: Do you agree that the ATS should be used for other modules? 
Q4 Answer Strongly 
Agree 




12.5 50 26.39 5.56 4.17 
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Agree Neutral  Disagree Strongly 
Disagree 
PEG (%) 0 18.18 50.00 27.27 4.55 
FEG (%) 12.00 66.00 22.00  0 0 





Agree Neutral  Disagree Strongly 
Disagree 
PEG (%) 0 32.00 28.00 32.00 8 
FEG (%) 7.84 78.43 13.73 0 0 





Agree Neutral  Disagree Strongly 
Disagree 
PEG (%) 16.00 36.00 32.00 8.00 8.00 
FEG (%) 34.00 40.00 22.00 4.00 0 
The great majority of the surveyed students in FEG agreed with these personalized 
characteristics, while around half of students in PEG disagreed. As for misconception 
identification capability, 78% in FEG agreed that ATS can diagnose their 
misconception, and in this group, nobody objected to this. In PEG, only 18.18% agreed 
with this. In FEG, 86.27% of the students surveyed agreed that the questions presented 
by the system conformed to their abilities, while only 32% students from PEG agreed 
and 40% disagreed.  
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The significant differences in the opinions from the two groups are due to two distinct 
features of ATS. First, the adaptive question selection method used in FEG is capable 
of presenting questions according to the individual’s capabilities and knowledge states. 
These adaptive questions can better diagnose the mastery states of the student. Second, 
the adaptive presentation and feedback tutoring model interprets the student’s needs 
and possible misconceptions and generates relevant information to meet the 
individual’s needs. This feedback clarifies the student’s strengths and weakness and 
provides a corresponding method to help them overcome their weakness, which 
naturally promotes learning. However, for students in PEG, questions were randomly 
selected without taking the individual’s knowledge states into account. Hence, they 
could not experience these two adaptive features. 
One interesting result is that 74% from FEG thought that the hints presented were 
helpful in solving problems, and more than half of PEG agreed with this, which 
illustrates the usefulness of the hints. The hints presented to students were in different 
levels from generic to specific, and the usefulness of multiple hints was sensed by all 
students.  
5.5 Conclusion 
The evaluation of the ATS suggests that the adaptive tutoring strategies followed by 
the underlined generic tutoring model, including concept selection, prerequisite 
relations filtering and question selection, are effective in diagnosing the student’s 
knowledge states, adaptively selecting and delivering learning materials to students 
and providing feedback. The effectiveness of the adaptive question selection method 
was evaluated by ANOVA, which showed a significant improvement on post-test 
results and the learning gains of the fully experimental group (FEG) and the partial 
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experimental group (PEG). The ANOVA applied on the significant improvement on 
post-test results and learning gains of PEG and the control group (CG) showed the 
value of other adaptive features of the adaptive tutoring system. Effect size of the 
adaptive tutoring system is 1.10, which is quite acceptable. Survey results showed the 
satisfaction of students learning with the system, approval of its effectiveness and 
favorable acceptance of the system from the students’ point of view. 
GWATS is continuously being developed and improved. Its effectiveness will be 
further evaluated by real students for other modules in future.   
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CHAPTER 6 
PROTOTYPE OF MOTIVATIONAL TUTORING SYSTEM 
It is well known that students with high intrinsic motivation often outperform those at 
low motivation state. Therefore, students should be kept motivated in order to achieve 
optimal learning results. Learning efficiency and engagement are highly correlated 
with and influenced by students’ temporal cognitive characteristics such as emotion, 
interest, attitude, and learning style, etc. Psychological characteristics, like emotion 
and motivation play important roles in the learning process as well. Experienced 
teachers are capable of observing students’ learning behavior, inferring their 
motivational states and then react accordingly to keep them motivated. Computer-
based online learning system is not born with this ability but endowed with monitoring 
and memory skills. With these skills, students’ motivation can be assessed through the 
observation of the interactions between the student and the education system [80] [140] 
[141]. Therefore, GWATS can take students’ motivation states into account and work 
more intelligently.  
The GWATS architecture described in Chapter 3 including behavior tracking and 
analysis modules, is trying to derive the student’s motivational states from the learning 
behavior and take the derived motivational states into account to provide better 
adaptive tutoring. The implementation of behavior tracking module and the detail are 
presented in section 3.5. Behavior analysis is a very complicated process, which needs 
the support of artificial intelligence or data mining techniques. In this chapter, we 
present a prototype of motivational tutoring system based on GWATS architecture to 
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demonstrate the effectiveness of the behavior analysis module and the better 
performance obtained with the prototype system  
6.1 Description of the Prototype System 
The prototype system is built based on the GWATS architecture and the cooperation of 
all the comprising modules. Learning session starts with the student choosing one 
target concept as learning objective and ends with the student submits tutorial answers. 
Behavior tracking module tracks key actions initiated by the student and important 
parameters during each session, such as time taken on each tutorial question, hints 
checked, and cases where he/she gives up etc,  and then stores in the database. After 
current session is over, behavior analysis module retrieves student’s learning behaviors 
occurring in the latest session and infers the student’s confidence, independence and 
effort based on heuristic rules. Then the values of these variables are fed to the tutoring 
model to make pedagogical decisions not only based on the student’s knowledge-
related states but also considering the motivational states.  
Learning behaviors tracked actually happened in the previous session. Without any 
doubt the values reflect the states of the previous session. How to infer current 
motivation from the previous motivation states and make the most appropriate 
pedagogical decisions adaptive to the student’s current states is our mission. Since 
student’s knowledge mastery states and motivation states evolve over time, we can use 
the Dynamic Decision Network (DDN) to model these changes and to infer the current 
motivational states from the previous states. The basic knowledge about DDN and how 
to infer motivational states from learning behaviors will be described in next sections.  
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6.2 Infer Motivational States from Learning Behaviors  
Del Soldato and Du Boulay’s motivational planning approach [142] is widely explored 
in learning environment. It correlates a motivational planner with the domain-based 
instructional planner to make pedagogical decision based on both domain-related and 
motivation-related states. This approach models three motivational variables: effort, 
confidence and independence. It develops production rules to model the three 
motivation variables based on student’s learning behaviors in the learning environment. 
In GWATS, student’s learning behaviors tracked can be used to infer student’s 
confidence, independence and effort based on motivational planning approach.  
In current GWATS, during each session, the student could read the definition of the 
target concept, view the example or exercise, go through the multimedia 
simulation/visualization, do the virtual experiment or attempt the tutorial questions to 
assess his/her mastery states of the target concept. After the student clicks the 
“Attempt Tutorial questions” button, GWATS will automatically select and present a 
series of appropriate questions for students to attempt. Student can answer the question 
directly if he/she acquires sufficient knowledge related to the question. Or he/she can 
request to view the hint of the target concept or the hint to each question by clicking 
the “hint” icon, if he/she is not so confident about his/her answer. Hint of the concept 
provides general information of the concept, while hint of the question provides 
specific information to the specific question. Requesting hints of different level can tell 
the level of help needed by the student. After the student submits the answers, he/she 
will receive an instant feedback including the updated mastery states of the target 
concept and other related concept(s), the correctness/incorrectness of the answer and 
solution to each question. Student can attempt another tutorial at the same level if 
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he/she hasn’t mastered the target concept, or move to the un-mastered related concept, 
or view the solutions. Student can also view his/her past tutorial histories. Student’s 
actions are recorded in the server database, including all the links or buttons clicks, 
sequences, and the intervals between clicks. During the interaction the following 
observable attributes are logged:  
Student learning activity: such as, student reading the definition, viewing the 
examples, doing the exercises, or viewing the simulation/visualization, which indicates 
that the student is engaged in actions aimed at understanding and mastering the target 
concept.   
Time taken: time spent on each learning action, which is widely used as general 
indicator of the engagement.  
Help request: student clicking on “hint”, which is indicator of the student’s effort or 
confidence. This behavior falls into different categories according to the timing the 
help is request: help before attempting, help after choosing the wrong answer and help 
after keying in the correct answer. Hint before attempting might indicate that the 
student is not so confident. But requesting hint after choosing the answer might 
indicate that the student does put some effort and want to understand and solve the 
question. 
Giving up: student gives up a question before attempting to solve it. If the question is 
within his/her ability according to his/her knowledge model, this action might show 
that the student does not engage in and just wants to gets over the learning session. If 
the question is beyond his/her ability and perceives as difficult, this might suggest that 
he/she doesn’t believe his capability of solving the difficult question.  
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Guessing: the student selects answers within very short time (basically 10 seconds), no 
hint requested. This might show that the student doesn’t think the question carefully 
and just randomly selects an answer until the correct answer is shown.  
Viewing solution: the student clicks to see the solution to each question after 
submitting the answers. This might imply that the student shows serious attitude at 
learning and is anxious to know the solution. 
6.3 Motivation States Modeling  
Student’s motivation states: effort, independence and confidence can be detected 
because these internal states usually affect learning behaviors. For example, the 
student with extremely high confidence at the moment believes that he/she can 
successfully solve the tutorial questions by him/herself, thus there will be no help 
request during the interaction. But for those who just experienced failure and do not 
have any confidence at all, he/she will ask for help before attempting to solve a 
problem. Hence we can infer effort, confidence and independence from student’s 
learning behaviors initiated in the education system. Motivation states actually are 
complex to understand and difficult to detect, here we are not aiming at detect all the 
motivation states exactly but presenting a very simple prototype system – Motivation 
based Adaptive Tutoring System (MATS), which is trying to detect the motivation 
states and respond accordingly to see whether considering the motivation states will 
improve the student’s learning performance.  
In MATS, only confidence, independence and effort will be modeled and detected. We 
employ rules in Del Soldato and Du Boulay’ motivational planning approach to derive 
student’s motivation states based on fuzzy rules. MATS is based on assumption that 
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students have general response patterns under the similar circumstance to simply the 
construction and deduction.  
6.3.1 Modeling Confidence  
Student’s confidence is determined mainly based on the tutorial solving behaviors, like 
knowledge performance, given-up and help requested. According to rules in [142], 
confidence is represented as a value (conf-value) in a linear scale, and the limits for the 
lowest and the highest possible confidence values are predefined by the instructors. In 
MATS, each tutorial might include more than one question with different difficulty 
levels. Tutorial marks don’t accurately reflect the knowledge state of a student. But the 
mastery state of the target concept which takes the question difficulty level into 
account is the best parameter to represent the knowledge performance. The student’s 
initial confidence value is set as 5 which is the medium level. Confidence is 
incremented or decremented according to the modeling rules. Rules to modeling 
confidence are as followings: 
If the student mastered the target concept without help then the student’s 
confidence will be increased by 2. 
If the student mastered the target concept with help then the student’s 
confidence will be increased by 1.5. 
If the student partially mastered the target concept without help then the 
student’s confidence will be increased by 1. 
If the student partially mastered the target concept with help then the student’s 
confidence will be increased by 0.5. 
If the student did not master the target concept with help then the student’s 
confidence will be decreased by 1.5. 
If the student did not master the target concept without help then the student’s 
confidence will be decreased by 2. 
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If the student gave up one difficult question then confidence will be decreased 
by 0.5. 
If the student gave up one medium level question then confidence will be 
decreased by 1. 
If the student gave up one low level question then confidence will be decreased 
by 0.5. 
6.3.2 Modeling Effort  
By estimating how much time the student has already spent on a task, a human tutor 
can infer the student’s effort put on his task. Imitating how the human tutor infers the 
student’s effort during the in-person interactions, we derive the inference rules to 
detect the student’s effort. Variables used to model student’s effort are: average time-
taken, average hint-requested, average given-up and the mastery states of the target 
concept.  
If gave-up without try a question but time-taken is less than expected-time then 
effort will not change; 
If gave-up without try a question but time-taken is greater than expected-time 
then effort will be increased by 0.5; 
If target concept is partial-mastered or mastered and time-taken is less than 
expected- time then effort will be increased by 1; 
If target concept is partial-mastered or mastered and time-taken is greater than 
expected- time then effort will be increased by 1.5; 
If the student requested a help then effort will be increased by 1; 
6.3.3 Modeling Independence  
Variable used to model student’s independence is hint-requested. Modeling rules as 
following: 
 If the student requested a generic level help then independence will be decreased 
by 0.5; 
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If the student requested a specific level help then independence will be 
decreased by 1. 
After each session is over, the mastery state of the target concept is inferred based on 
the tutorial results. All the other variables, such as time-spent, hint-request and given-
up, needed to infer confidence, effort and independence can be derived from the 
student’s learning behavior tracked by the Behavior Tracking model. Values for 
confidence, effort and independence are updated based on the above modeling rules. 
The responding states, like high, medium or low, can be determined based on the fuzzy 
rules.  
The motivation states are not static, and they may change over time as a result of the 
changing circumstances. For example, the student may feel more confident when he 
gets good performance and may not feel so confident after make several mistakes. 
Since motivation states remain relatively stable in certain period of time, the influence 
of previous states should be considered when modeling student motivation states. 
That’s why we use the dynamic Bayesian network to model the dynamic nature of the 
motivation states and its affection on the next state. In our dynamic Bayesian network 
we maintain two time slices. The motivation states of time slice 
-1nt are inferred based 
on the student’s learning behavior at that time and then used to predict the motivations 
at time nt .  
For the sake of simplicity, the model we presented before includes only a subset of the 
variables taken into account to assess the motivation reactions in   Del Soldato and Du 
Boulay’ motivational planning approach [142]. We use heuristic rules to model the 
relationships between motivation factors and the related variables. The objective is to 
give an intuition of how the motivations are inferred and how to be used in adaptive 
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tutoring. With more information collected and available, more and more variables 
should be introduced to make the model accurate and comprehensive.  
6.4 Implementation of the Prototype System with DBN 
A BN is useful for problem domains where the state of the nodes is static. In such 
domain, nodes represent random variables and edges represent conditional 
dependencies. Each node stores a conditional probability table giving its node parents. 
But the dependencies and the conditional probabilities in BN are just for a particular 
point in time and BN does not provide direct mechanism for representing temporal 
dependencies. However, student’s motivational states are dynamically changed and 
evolving over time, BN seems not sufficient. Dynamic Bayesian network (DBN), 
which is a BN that represents sequences of variables with a time dimension, can be 
used to model dynamic systems [143]. In this section, we only describe the DBN 
formalism that is in common use today. A more extensive introduction on DBNs can 
be found in: [144] [145]. 
6.4.1    Dynamic Bayesian Network 
The dynamic extension does not mean that the network structure or parameters 
changes dynamically, but that a dynamic system is modeled. A DBN is a directed, 
acyclic graphical model of a stochastic process. It consists of time-slices, with each 
time-slice containing its own variables. Each time slice of a DBN corresponds to one 
particular state of the system and the movement between the slices reflects a change in 
state evolving with time. A DBN can be defined as the pair ( 1B , B → ) where 1B  is a 
BN that defines the prior or initial state distribution of the state variables 1( )p Z . 
Typically,   ( ,  ,  )t t t tZ U X Y= represents the input, hidden and output variables of the 
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model. B →  is a two slices temporal Bayesian network (2TBN) that defines the 
transition model )|( 1−tt ZZp as follows:  
 1
1
( | ) ( | ( )),
N
l l
t t t t
t
p Z Z p Z Pa Z
−
=
= ∏  (6-1) 
 where itZ  is the i-th node at time t and could be a component of 
,tX tY or .tU (  ) itPa Z are the parents of itZ , which can be in the same or the previous 
time-slice. The nodes in the first slice of the 2TBN network do not have parameters 
associated with them. The nodes in the second slice do have a CPT. The structure 
repeats and the process is stationary, so the parameters for the slices t = 2, 3 . . . remain 
the same. This means that the model can be fully described by only giving the first two 
slices. In this way, an unbounded sequence length can be modeled using a finite 
number of parameters. The joint probability distribution for a sequence of length T can 
be obtained by unrolling the 2TBN network:  
 1:
1 1





p Z p Z pa Z
= =
= ∏∏  (6-2) 
In Netica, the user designs the DBN and then compiles it, after that, inference is 
possible. Compiling the DBN basically means that it is converted to a junction tree 
representation. When designing a DBN, temporal arcs can be added between nodes. 
After defining the DBN, it can be unrolled for t slices and compiled. The resulting BN 
is opened in a new window. Inference can be performed on this unrolled and compiled 
BN. We can enter evidence by hand or by importing a data file.   
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6.4.2    Modeling Motivation States using DBN  
In our model, in order to keep the size of the network under control, only two time 
slices are maintained at a given time by applying the rollup mechanism, because the 
influence of previous time slices can be summarized as prior probabilities in the first of 
the two active time slices. The link between emotion nodes across time slices models 
the evolution of emotions, representing the fact that a previous emotion affects a 
student’s subsequent emotion. Every time we apply rollup mechanism by setting the 
prior probabilities of the root nodes at time slice 1it + as the posterior probabilities of the 













Figure 6-1:  DBN for MATS tutoring model 


























Figure 6-2: The 2TBN for MATS tutoring model 
Student’s learning behaviors happening in current session can be used to infer his/her 
motivation states for the moment, but these behaviors can’t be captured until the 
session ends. If we consider a student’s motivation states relatively stable, we can infer 
his/her motivation states before next session from the states of previous session. 
Therefore there are two steps to deduce student’s motivation states for the coming 
session. First, inferring his/her previous states based on learning behaviors tracked in 
previous session; then modeling current states evolving from the previous session. 
Take the ( 1)thT + learning session for example, the initial state of confidence variable 
for ( 1)T +  slice can be inferred from the updated probability of the confidence after 
the thT session ending based on the transitional probabilities. The initial state will be 
affected by the learning variables happened during the thT session and be updated 
based on the learning behaviors to deduce the confidence variable after ( 1)thT + session, 
which will be used as the initial state for ( 2)thT + session.   
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6.5 Making Pedagogical Decision with DDN 
As mentioned in the introduction part, lots of research energy about motivational 
factors has been put on how to detect student’s motivations, but less explicitly dealing 
with how to use the detected motivational states to promote personalized tutoring or 
individual learning. We will present the working mechanism of making pedagogical 
decisions based on both the knowledge states and the student’s motivational states in 
this section. To do this, we put the knowledge state as chance node in the DBN and 
extend DBN with two additional types of nodes: utility and decision nodes to form 
Dynamic Decision Networks (DDNs). DDNs model decisions for multiple situations 
in which decisions, attributes or preferences can change over time. Decision node 
contains possible alternatives standing for the actions that the decision can take to 
achieve the desired outcome. Utility node contains a function to calculate utility based 
on variables and decisions, and holds a table of utility values for all configurations of 
its parent nodes. These networks have been used in a variety of applications including 
clinic decision making [146] and intelligent tutoring systems [147] and planning [148], 
etc.  
The process of using DDN to make decision is as follows [142]: 
1. Set the evidence variables for the current state. 
2. For each possible value of the decision node, set the decision node to that value. 
3. Calculate the posterior probabilities for the parent nodes of the utility node using 
a standard probabilistic inference algorithm and  
4. Calculate the resulting utility function for the action. 
5. Return the action with the highest expected utility as the most appropriate action 
for the given situation.   
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6.5.1 DDN for Prototype System  
For sake of simplicity, we build a DDN to implement a very simple tutoring task as a 
subsection of tutoring model to show the working mechanism of the DDN and the 
performance of considering motivational states. We have identified 16 variables 
interested in the two-slice DDN, including two decision nodes and two utility nodes, as 




















































































Figure 6-3: The DDN for MATS tutoring model 
This DDN is aimed to choose the most appropriate difficult level of tutoring questions 
for the student, given his current knowledge states and motivational states. Knowledge 
node is included in the DDN representing the student’s current mastery states of the 
target concept. If the student successfully mastered the target concept tC at time t, the 
tutoring model will select another concept 1tC + different from the previous one as the 
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target concept for slice t+1. Since tC and 1tC + might be different, the knowledge states 
in the two slices might be different as well. No matter whether they are different or not, 
the probability of the knowledge state node can be simply copied from the static 
Bayesian network. As for the transitional probability, if 1tC +  is the same as tC , the 
corresponding transitional probabilities should be set to one, since there is no change at 
all during the two sessions. But if 1tC +  is different from ,tC  corresponding transitional 
probabilities are the conditional probabilities of the 1tC +  given .tC .  
Tutoring_actions is a decision node representing the tutoring action on the difficulty 
levels (DL) of the tutoring questions selected for the next session. The action items are: 
“keep the same DL”, “DL increase”, “DL decrease”, and “Experience success” which 
means that the tutoring system should select easy questions in order to boost student’s 
confidence through good experience.  Providing_help is another decision node which 
decides whether to provide help to student or not. If the student requests help too often 
in the previous or current session, the decision node will not provide help any more to 
encourage him/her to attempt the tutorial questions all by him/herself.  
Utility node - U_Tutoring_Actions represents tutor preferences regarding DLs of the 
tutoring questions. Total utility is a weighted sum of the utilities for each affecting 
state component: effort state, confidence state and knowledge state, for the given 
situation. The utility values can be obtained by consulting experts or from the 
preference of decision making. In our prototype system, lecturers can manually assign 
the utility values with their preferences values based on their expertise to reflect 
different teaching strategies preferences. Since those three variables affecting the 
tutoring action decision node, the decision node will take all the three utilities values 
into account and will choose the one with maximize utility values as the final outcome 
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decision. For example, when the student’s confidence is diagnosed as being low but 
his knowledge state is assessed as high, and if the lecturer takes confidence as the most 
important aspect, the main goal will be to help the student regain a reasonable 
confidence instead of promoting difficulty levels of tutoring questions to challenge the 
student, which is the typical case in the traditional tutoring system that do not take 
motivations into account.   
6.5.2 Conditional Probability Table Creation 
For our prototype implementations, we used our best judgment to set initial values for 
CPT parameters, prior probabilities and utilities, leaving obtaining more accurate 
values as an important goal for future research. The action selection engines also 
accept an optional file to specify any probability or utility values that differ from the 
defaults.   
For Effort, Confidence and Independence nodes, CPTs were constructed following the 
heuristic rules in Del Soldato and Du Boulay’ motivational planning approach [13]. 
The parameters of our DBN include the prior probabilities for the student’s 
motivational nodes, the conditional probabilities for the links within the same time 
slice, and the transitional probabilities of the motivations states between the two 
consecutive time slices. Since our study focuses more on the working mechanism 
rather than the accurate model, most of the required probabilities are falling back on 
expert opinion, either specified manually or deduced from heuristic rules. In particular, 
the prior probabilities for all three motivational state nodes are set to (0.5, 0.5). The 
transitional probabilities are specified accordingly considering that the student’s 
motivational states remain relatively stable. For example, the transitional probability 
between the same states of two slices, e.g., high to high for confidence or 
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independence, is high. However, the transitional probability between opposite states, 
high to low or low to high, is much lower correspondingly. Other conditional 
probabilities are determined subjectively in a similar mode. 
The model described in this model covers in detail only slice ti+1 of the general model, 
and includes only a subset of the variables that are necessary to completely specify this 
time slice. We chose this subset to illustrate how the model is built and of its working 
mechanisms. But several additional variables should be included to accurately model a 
real interaction. The conditional probability tables (CPTs) in the initial model were 
defined using our estimates. In the future, we need to find a way to refine them based 
on the results of prototype system study.  
6.6 Evaluation  
There are multiple factors that affect the difficulty level of tutoring questions presented 
to the student. To improve the decision making process in MATS, at least seem to be 
better. We present several cases to compare the different decisions made by MATS 
and the traditional ATS.  
Case One in Figure 6-4 shows a student who has shown ability to master the previous 
target concept since the knowledge state is high, but he put “normal” effort, requested 
too many hints and gave up too often in the previous session, therefore the “effort” 
diagnosed as normal and confidence as low. For the traditional ATS, since the student 
seems to master the current concept very well, therefore, in the next session the 
tutoring model will present more difficult student to challenge the student. But for 
MATS, the knowledge state is just one of the factors it should consider. It will take 
into account the student’s motivations into account and aim to promote the student’s 
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learning as well as keep the student motivated.  Therefore, the final decision MATS 
making is to present tutoring questions  the student answered correctly before and let 
him/her experience the success to increase his/her confidence, which we can see from 
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Figure 6-4: The DDN for learning case One 
Case Two in Figure 6-5 shows that the student rarely requested hint, took short time to 
finish the previous leaning session and barely gave up, who is diagnosed as with high 
confidence and putting low effort. Since his knowledge state is diagnosed as partial 
mastery, for the traditional ATS, the tutoring model will judge that there is still space 
for the student to improve and will present tutoring questions with the same difficulty 
level for him/her to learn and review the previous target concept. But for the MATS, 
the low effort put and the partial mastered knowledge state might tell that the student 
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felt boring with the easy questions. Therefore MATS will increase the difficulty levels 
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Figure 6-5: The DDN for learning case Two 
Case Three in Figure 6-6 shows that the student requested hint a lot after attempting 
the tutorial questions, took long time to learn during the previous learning session, 
seldom requested hint before attempting tutorial questions and barely gave up, who is 
diagnosed with high confidence and has tried his best by MATS. Since the student did 
not mastered previous target concept, the traditional ATS will figure that questions 
presented to the student before were too difficult and beyond his/her capability and 
then will lower difficulty levels. MATS will consist with the traditional ATS and make 
the same decision by lowering the difficulty level of tutorial questions, since the 
student is highly motivated in high confidence and effort.   
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Figure 6-6: The DDN for learning case Three 
6.7 Final Considerations 
The performance of MATS and the efficiency of motivational states cannot be 
evaluated until it is put into real application. But MATS might make decisions 
different from traditional ATS given the same situation, because MATS consider the 
student’s motivational states in addition to the knowledge state.  Cases presented in 
previous subsection tell that MATS works at least as better as ATS.  
There is still much work to do in order to achieve a strong student model and we are 
still far from that. However, the architecture of GWATS which has behavior tracking 
model and analysis model, and the previous results obtained using the prototype 
system give us strong confidence in motivational tutoring system might be a better 
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system than the traditional one. We do believe that behavior analysis and motivational 
tutoring are not simple. 
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
7.1 Conclusions  
This chapter reflects on the research described in this thesis describes possible 
directions for research work. 
The first topic of this thesis is the system architecture and the basic components of 
GWATS. The hierarchical structure of the domain knowledge, the modeling 
mechanism of the Bayesian student model, the underlying generic tutoring model and 
the provision and inclusion of the authoring environment into the infrastructure make it 
possible to conveniently construct an effective adaptive tutoring system for many 
subjects. Integration of the authoring environment into traditional adaptive tutoring 
system architecture is the first contribution of GWATS. With an authoring 
environment, an ATS can be modified whenever there is a need during the whole life 
cycle of the ATS. The authoring environment and its web-based characteristics not 
only simplify the ATS construction, but make the generated ATS easier to deliver and 
convenient to use.  
With the layout built, the second aim is to show how to build an ATS based on 
GWATS. Procedures and underlying mechanism were presented. Currently, the 
authoring environment enables lecturers to create adaptive tutoring systems dedicated 
to certain groups of students for certain subjects by loading subject-related knowledge 
and students’ characteristics information into the infrastructure to generate domain and 
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student models. The other contribution of GWATS is its capability of compiling the 
constructed domain structure into a Bayesian student model. The separation of the 
domain structure with the knowledge content, the Bayesian overlay student model and 
the comparability of the ontology of the student model and the domain model 
remarkably simplify the student model construction procedure. Initially the compiling 
process was based on the heuristic rules. With the generated adaptive tutoring system 
put into application and the collected learning cases, it can learn more accurate 
learning parameters and the Bayesian student model.  
Creating an ATS with GWATS can show its efficiency and usability but not its 
effectiveness. The ratio of the effort needed to create instructions to the sum of 
durations of all online instructions generated is 8.62:1, which is quite favorable and 
acceptable compared with 300:1 for the traditional CAI. This cannot tell the 
effectiveness but the efficiency of WAE, which is not enough. To verify and evaluate 
the effectiveness of the ATS is the third task of this research. Evaluations carried out to 
verify the effectiveness of the ATSs authored by GWATS constituted the second main 
part of this thesis. To achieve this objective, we presented the procedures of designing 
an instance ATS, applied it in the module Digital IC design language: Verilog. A 
number of qualitative and formative evaluations were performed to ensure that the 
ATS was usable, friendly to use and effective. Simulated students were employed to 
show the effectiveness of the genetic tutoring model and the result suggests that the 
adaptive tutoring strategies followed by the embedded generic tutoring model, 
including concept selection, prerequisite relations filtering and questions selection, are 
effective in diagnosing the student’s knowledge states, adaptively delivering learning 
materials to students and providing feedback. Real students were surveyed, and the 
results showed that the adaptive tutoring system created by GWATS can be 
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educationally effective in comparison with traditional instructional methods by 
improving the achievement levels. There is a significant improvement on post-test 
results and learning gains of the group that learned with the GWATS compared with 
the group using the traditional system, which shows the effectiveness of the adaptive 
tutoring system. Effect size of the adaptive tutoring system is 1.10, which is quite 
acceptable. Different opinions from the two different groups on the adaptive features 
verified the value and functions of the generic tutoring model and personalized 
characteristics. Survey results about the GWATS performance suggested its friendly 
usability and favorable acceptance. Evaluations showed that ATS authored by 
GWATS provides personalized tutoring resembling the process of one-to-one 
instruction in small classrooms for each individual, including intelligently identifying 
students’ learning status, adjusting teaching strategies and learning contents to suit 
individual learning styles. In short, the ATS can promote learning performance in large 
classes.  
The architecture of GWATS provides behavior tracking and analysis modules for 
capturing students’ dynamic learning characteristics and states. The final part of this 
thesis presents a prototype system, MATS, built on the basic architecture of GWATS. 
But the MATS implements the behavior analysis module using a dynamic Bayesian 
network, diagnosing motivational states based on the learning behavior tracked and 
using a dynamic decision network to take students’ knowledge and derived 
motivational states into account to provide more adaptive tutoring and keep students 
motivated during the learning process. This prototype system focused on how to take 
derived motivational states into consideration to make better decisions, instead of how 
to derive the motivational states from learning behaviors. Therefore, the parameters of 
DBN and DDN fall back on experts’ opinion and there is still lot of work to do and 
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plenty of room for improvement. The prototype system is not yet implemented, and it 
is not possible to make a more complete validation of the effectiveness of motivational 
tutoring. The three learning cases can only describe the working mechanism of MATS. 
MATS needs to be put into real use to see if there is a significant improvement in 
students’ overall learning performance. 
7.2 Future Work  
The usability, efficiency and effectiveness of the WAE have been presented in this 
thesis. The future work of the WAE is to learn the CPT of the generic Bayesian student 
model from collected learning cases and to evaluate whether the revised Bayesian 
student model will get better results than the original one, the parameters of which are 
determined based on the prerequisite relationships and weights keyed in by the 
lecturers. As for the dynamic student model, we should learn CPTs from the tutorial 
answers submitted and students’ learning states to revise the CPTs calculated by the 
parameters keyed in by the lecturers. 
With WAE, GWATS seemed to be appropriate for many different domains. However, 
it is necessary to study how it should be adapted to different domains. For this stage, 
we believe that GWATS could serve as a starting point, but refinement is needed to 
adapt it to a particular domain. Its generic nature has yet to be validated in real 
teaching applications. 
WAE considers individual learning styles and provides adaptive tutoring by presenting 
an interactive and hands-on learning environment to facilitate the individual’s learning 
style. In the future, some work can be done to derive a student’s learning style by 
identifying the learning patterns based on the collected learning behaviors. 
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Alternatively, we can use sequential pattern mining and user clustering methods to 
classify students into different groups and then use case-based reasoning to provide a 
recommended system for each student. 
As for the MATS prototype system, its working mechanism has been described. Three 
learning cases were presented to show the differences between MATS and the 
traditional knowledge-based ATS when making tutoring decisions. The main future 
work is to finalize the implementation of the behavior analysis module, to put it into 
real use and perform evaluations to see if considering motivational states will keep 
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