Machinery Fault Diagnosis Schemas Based on Fuzzy Integral Theory by Liu, Xiao et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
  
This is the author-manuscript version of this work - accessed from   
http://eprints.qut.edu.au 
 
Liu, Xiaofeng and Ma, Lin and Zhang, Sheng and Mathew, Joseph 
(2005) Machinery fault diagnosis schemas based on fuzzy integral 
theory. In Proceedings International Conference on Condition 
Monitoring, Cambridge, England. 
  
Copyright 2005 (please consult author) 
 
 
 
 
 
 
 
 
 
 
 1 
MACHINERY FAULT DIAGNOSIS SCHEMAS BASED ON 
FUZZY INTEGRAL THEORY 
 
Xiaofeng Liu 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
xf.liu@qut.edu.au 
 
Lin Ma 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
l.ma@qut.edu.au 
 
Sheng Zhang 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
s.zhang@qut.edu.au 
 
Joseph Mathew 
CRC for Integrated Engineering Asset Management (CIEAM)  
Queensland University of Technology  
GPO Box 2434, Brisbane, QLD 4001, Australia 
j.mathew@cieam.com 
 
 
ABSTRACT 
Fuzzy measure and fuzzy integral theory is an outgrowth of classical measure theory 
and has found applications in image processing and information fusion. This paper 
presents the review of a study on the development of a machinery fault diagnosis 
application of fuzzy measures and fuzzy integrals. Fuzzy measures and fuzzy integrals 
take into account the index of importance of criteria and interactions among them--an 
important feature that makes fuzzy measure and fuzzy integral a good candidate for 
application in machinery fault diagnosis. The theory of fuzzy measures and fuzzy 
integrals and their important properties are introduced. Techniques for identifying 
fuzzy measures are summarised. Two schemas using fuzzy measures and fuzzy 
integrals for machinery fault diagnosis are also proposed. 
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1. INTRODUCTION 
Due to the increasing complexity of modern machinery and the consequent growing 
demands for reliability, availability, safety and cost efficiency, condition-based 
maintenance (CBM) has become a mainstream maintenance strategy in industry. 
Effective CBM can only be implemented if accurate machinery diagnosis/prognosis 
programs are in place. In turn the task of fault diagnosis and prognosis is highly 
dependent on the ability to interpret multi-source data based on advanced signal 
processing algorithms. 
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Data fusion is capable of producing an improved model for system estimation by 
using a set of independent data sources [1]. Data fusion manages to make full use of 
information resources, and can effectively increase the fault signal to noise ratio (SNR) 
[2], improve the information quality and robustness, and thus help improve diagnosis 
and prognosis accuracy [3]. 
According to information fusion theory, let H(X) be the entropy of information source 
X and H )( YX  the entropy of information source X when information Y is received, 
then 
)(),( 21 in YXHYYYXH  , i=1, 2…n                                (1) 
This formula indicates that information uncertainty can be reduced by applying multi-
source information. 
In order to properly use multi-source data, the importance of every parameter needs to 
be jointly considered.  The most popularly-used weighted average fusion tackles this 
problem by distributing every parameter a weight. The weighted average is a classical 
linear algorithm[4]. It is simple, intuitive and easy to implement. However, the 
determination of the weight factors is mainly dependent on human experience. This 
may affect the fusion accuracy if weight factors are not assigned properly. 
Furthermore, the weighted average fusion algorithm assumes that parameters are 
independent. The interactions between parameters are not considered. This will also 
undermine the diagnosis and prognosis accuracy when interactions among parameters 
exist.  
Classical set theory and probability theory have been widely applied for dealing with 
uncertainty problem. Fuzzy set theory and fuzzy measure theory are two more general 
mathematical methods. As an outgrowth of classical measure theory, fuzzy measure 
(FM) and fuzzy integral (FI) theory has found applications in pattern recognition [5] 
[6] [7], image processing [8] [9] [10] and information fusion [11]. Fuzzy measures 
and fuzzy integrals have the ability to infer the importance of each criterion and 
represent certain interactions among them. It is a continuous, monotonically non-
decreasing operator, which has the potential for prediction and prognosis.  
This paper briefly reviews the theory of fuzzy measures and fuzzy integrals and their 
important properties. The methods for identifying fuzzy measures are summarised in 
Section 3. Two schemas using FM and FI for machinery fault diagnosis are proposed 
in Section 4. The conclusions are presented in section 5. 
 
2. FUZYY MEASURES AND FUZZY INTEGRALS 
2.1 Fuzzy measures and fuzzy integrals theory 
A fuzzy measure on the set X of criteria is a set function  
:  ]1,0[)( XP  
satisfying the following axioms: 
a) 1)(,0)(  X  
b) XBA   implies )()( BA    
where },,{ 1 nxxX   is the set of  criteria; )(XP is the power set of X , i.e. the set 
of all subsets of X ; and )(A represents the weight of importance of the set of 
criteria A . 
Sugeno fuzzy integral is the most frequently used fuzzy integral. Sugeno [12] integral 
of a function ]1,0[: Xf  with respect to   is defined by  
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Where },,{ 1 nxxX   is the set of criteria; )(XP is the power set of X , i.e. the set of 
all subsets of X ; and )(A represents the weight of importance of the set of criteria A . 
Here “ ”denotes supremum or maximum. “ ”denotes infimum or minimum. 
The Choquet integral of a function ]1,0[: Xf  with respect to   is defined by 
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where the notations are the same as above. 
 
2.2 Important properties of fuzzy measures and fuzzy integrals 
The fuzzy integrals have some special properties [13] which enable them for multi-
criteria decision making. 
Property 1: Sugeno and Choquet integrals are idempotent, continuous, monotonically 
non-decreasing operators. 
Property 2: A Choquet integral with respect to an additive measure   coincides with 
a weighted arithmetic mean, whose weights iw  are })({ ix . 
Property 3: Choquet integral is stable under positive linear transformations. 
The Sugeno integral does not possess this property, but it satisfies a similar property 
with min and max replacing product and sum. The Choquet integral is suitable for 
cardinal aggregation, while the Sugeno integral seems to be more suitable for ordinal 
aggregation. 
Property 4: Any ordered weighted averaging operator (OWA) with weights nww ,,1   
is a Choquet integral.  
Choquet integral encompasses both the weighted arithmetic sums and OWA operators 
which are orthogonal, showing that it has the strong expressive power. 
Property 5: Sugeno and Choquet integral contain all order statistics, in particular, min, 
max and the median. 
Property 6: Weighted minimum and weighted maximum are particular cases of the 
Sugeno integral. 
The above properties show that fuzzy integrals have the potential for pattern 
recognition and fault diagnosis/prognosis. For fault prognosis, the machine condition 
needs to be represented monotonically. Property 1 entitles fuzzy integral the potential 
power for this challenging task. 
 
3. IDENTIFICATION OF FUZZY MEASURES 
Machinery fault diagnosis is a specific application of pattern recognition. One 
important issue in pattern recognition is the need to express the importance of 
individual features and interactions between them. There are normally three kinds of 
interactions between two criteria A and B. 
a) Synergetic interaction, which can be represented by  
)()()( BABA                                                   (4) 
b) Inhibitory interaction, which can be represented by 
)()()( BABA                                                  (5) 
c) Non-interaction, which can be represented by 
)()()( BABA                                                  (6) 
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Classical probability theory can only be applied to the third situation when there is no 
interaction between two criteria, while fuzzy measure theory can describe any of the 
three situations [14]. However, constructing suitable fuzzy measures is not trivial, 
because the number of fuzzy measures increases exponentially as the number of 
features increases. Constructing fuzzy measures also need to meet the monotonicity 
and continuity requirements. Three strategies for constructing fuzzy measures are 
investigated in this section, namely constructing Sugeno fuzzy measures using 
g fuzzy density, constructing fuzzy measures based on semantic transformations and 
training fuzzy measures using learning data. 
 
3.1 Constructing the fuzzy measures using g fuzzy density 
Suppose )(XP is the power set of },,{ 1 nxxX  ,  )(, XPBA  , g  is fuzzy 
measure if 
]1,0[)(: XPg  
Satisfy 
a) 1)( Xg  
b) If BA , then )()()()()( BgAgBgAgBAg     
c) 1 . 
g is also called the Sugeno fuzzy measure. It can be calculated by 
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Where   is solely determined by the following equation 
  )1(1 ig                                                  (8) 
Here ig  is the fuzzy density. It represents the degree of importance of criteria i  and 
can be calculated by parametric or nonparametric methods. 
 
3.2 Constructing fuzzy measures using semantic transformations 
Let  
:  ]1,0[)( XP  
be a monotone set function on )(xP  with  
1)(,0)(  X  
 If  
:  ]1,0[)( XP  
can be defined for all )(xPA , then  is a nonnegative monotone set function on 
)(xP  with 
1)(,0)(  X . 
  is continuous with respect to   and   preserves all the structural properties of  . 
Moreover,   and   are order-isomorphic in the sense that 
)()( BA    )()( BA                                        (9) 
Obviously,   is another fuzzy measure derived from  . The transformation can be 
denoted by 
))(()( AA                                                   (10) 
Where   is the transformation function.   should be a continuous and strictly 
monotone with 0)0(   and 1)1(  . 
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Some common transformation functions include quadratic function 
2)1()( xaaxx  , cubic function 32)1()( bxaxxbax  and simple 
rational 
ax
xa
x



1
)1(
)( . 
We can see that only one or two parameters need to be determined if we want to 
obtain a new fuzzy measure from existing ones [14, 15]. 
 
3.3 Acquiring fuzzy measures using training data sets 
In some scenarios, it is difficult to obtain the fuzzy measures because the importance 
pertaining to the information source is unknown. Instead, we have some input data, i.e. 
attributes or features, and output data, i.e. fuzzy integrals. For example 
ii cS   ( ni ,,1 )                                              (11) 
Where iS  are the Sugeno integrals, which contain unknown fuzzy measure variables. 
This inverse problem involves solving an n equations. In the case of the Sugeno 
integrals, the problem can be transferred to solving a fuzzy relation equation [14] 
cR                                                           (12) 
where R is the fuzzy relation matrix. 
Apart from the three methods, fuzzy measures and fuzzy integrals can also be 
identified using genetic algorithms and neural networks. The training algorithms 
include the square error criterion and reward and punishment algorithms [4] [16]. 
 
4. TWO MACHINERY FAULT DIAGNOSIS SCHEMAS USING 
FUZZY INTEGRALS 
Based on fuzzy measure and fuzzy integral theory, two schemas for machinery fault 
diagnosis are proposed. One is a classifier-based decision-making level fuzzy integral 
fusion schema (CFI); the other is a signal/feature level direct fuzzy integral fusion 
schema (DFI). 
 
4.1 Fault diagnosis schema using fuzzy integrals at decision-making 
level 
Figure 1 depicts a fault diagnosis schema in which fuzzy integrals are used for 
decision making based on the initial diagnosis results of different classifiers. For this 
classifier-based fuzzy integral decision-making schema (CFI), the condition 
monitoring data are input to different fault classifiers to produce an initial diagnosis. 
Any classifiers, e.g., neural network classifiers, fuzzy classifiers, can be employed. 
The recognition rate of each classifier will later be used as fuzzy density (index of 
importance) for the decision-making level fuzzy integral fusion. 
Given that classifiers may have different recognition rate for different fault, they may 
disagree with each other to some extent. The fuzzy integral model is chosen to use the 
outputs of the classifiers as its inputs to produce a concordant interpretation. The 
aforementioned three methods can be used for constructing fuzzy measures. Here the 
recognition rate of each classifier is adopted by the fuzzy integral as the index of 
importance of the classifier. 
 
In order to reduce the computation load, the outputs of each classifier can be 
compared first using maximum operator to produce only one initial diagnosis result. 
The initial results of different classifiers will then be used to produce fuzzy integrals 
 6 
for final diagnosis. This strategy can reduce the number of fuzzy measures needing to 
be calculated while at the same time still preserving the most important fault 
information. 
 
 
Figure 1 A classifier-based fuzzy integral fusion schema (CFI) for fault diagnosis 
 
 
4.2 Fault diagnosis schema using fuzzy integrals at signal/feature 
level 
The fuzzy integral can also be extended to a sensor (or signal/feature) level, see figure 
2. Since each sensor output has its own contribution to the recognition of a specific 
fault, a lower-level direct fuzzy integral schema (DFI) can be deployed. Similarly, the 
contribution of each sensor/signal/feature to a specific fault can be represented by a 
confidence level. Given that the confidence level of each sensor is available, the fuzzy 
integral algorithm can then be used to fuse the results of each individual 
sensor/signal/feature to give a final diagnosis decision. 
Figure 2 A direct fuzzy integral fusion schema (DFI) for fault diagnosis 
 
Let mCC ,,1   be a set of given fault classes, ][ 1 nxxX   be an n-dimensional 
feature vector describing the fault patterns. The features are extracted from multi-
sensor data. Fuzzy measure 
j  is defined on the set of features. Fuzzy measure 
})({ 1x
j  denotes the importance of feature 1 for recognising fault class jC  from 
other classes, and fuzzy measure }),({ 21 xx
j  denotes the importance of feature 1x  
and feature 2x  for recognising fault class j  from other classes, and so on. )(X
j
i  
denotes the confidence delivered by feature ix  of X to fault jC .  
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The fuzzy integral will then be used to fuse all the partial confidence degrees. The 
global confidence degree, using Choquet integral, for example, will be given by 
),,()( 1
j
n
j
jjj CC                                                 (13) 
Eventually, the fault pattern will be put into the class with the highest confidence 
degree. 
Compared with the first schema, the structure of this schema is relatively simple. The 
difficulty in implementing this schema is the determination of  the contribution of 
each signal or feature to a specific fault. For feature level data fusion, as different 
features can be extracted from signals, the features sensitive to the faults need to be 
identified before the fuzzy integral fusion takes place. 
 
5. CONCLUSION 
Fuzzy measure and fuzzy integral theory has found applications in pattern recognition, 
image processing and information fusion. An important feature of fuzzy measures and 
fuzzy integrals is that they can represent the importance of individual information 
sources and interactions between them. Initial study in this paper shows that fuzzy 
measure and fuzzy integral theory can be used for machinery fault diagnosis. Based 
on the theory, two schemas for machinery fault diagnosis were proposed. In the two 
schemas, fuzzy measures and fuzzy integrals were used at the decision-making level 
and the sensor/signal/feature level, respectively. The first schema is more suited for 
complex systems. It has been developed further and will be presented in another paper 
named “Using fuzzy c-means and fuzzy integrals for machinery diagnosis” at this 
conference. The structure of the second schema is relatively simple but has high 
requirement for fault signals or features. More research is being done on this schema 
and the related work will be reported later. 
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