Dynamical and spatial correlations of eigenfunctions as well as energy level correlations in the Anderson model on random regular graphs (RRG) are studied. We consider the critical point of the Anderson transition and the delocalized phase. In the delocalized phase near the transition point, the observables show a broad critical regime for system sizes N below the correlation volume N ξ and then cross over to the ergodic behavior. Eigenstate correlations allow us to visualize the correlation length ξ ∼ log N ξ that controls the finite-size scaling near the transition. The critical-to-ergodic crossover is very peculiar, since the critical point is similar to the localized phase, whereas the ergodic regime is characterized by very fast "diffusion" which is similar to the ballistic transport. In particular, the return probability crosses over from a logarithmically slow variation with time in the critical regime to an exponentially fast decay in the ergodic regime. Spectral correlations in the delocalized phase near the transition are characterized by level number variance Σ2(ω) crossing over, with increasing freqyency ω, from ergodic behavior Σ2 = 2/π 2 ln ω/∆ to Σ2 ∝ ω 2 at ωc ∼ (N N ξ ) −1/2 and finally
I. INTRODUCTION
Anderson localization [1] and, in particular, transitions between localized and delocalized phases [2] belong to central themes of the condensed matter physics. In the conventional formulation, the Anderson localization refers to a problem of non-interacting quantum particles subjected to a random potential in d dimensions. Statistical properties of single-particle eigenfunctions and energy levels in a finite system at Anderson-transition critical points as well as in delocalized and localized regimes have been extensively studied, see Refs. 2 and 3 for reviews.
In recent years, the problem of many-body localization (MBL) in interacting disordered systems at non-zero temperature [4, 5] has attracted a great deal of attention. This interest is motivated by relevance of the MBL problem to low-temperature transport properties of a very broad class of quantum systems as well as by its close connection to a very general question of ergodicity in complex systems. The prediction of the MBL transition [4, 5] has been supported by a number of subsequent analytical and numerical works, see, in particular, Refs. 6-15. Experimentally, the MBL transition and the associated physics was studied in systems of cold atoms and ions in optical traps [16] [17] [18] [19] [20] [21] [22] , spin defects in a solid state [23] [24] [25] [26] , and superconducting qubits [27] , as well as in InO films [28] [29] [30] .
It was proposed in Ref. 31 in the context of the analysis of quasiparticle decay in a quantum dot that the manybody physics can be approximated by a model of a single quantum particle moving on a Bethe lattice. Extensions of this idea of a relation between the quantum manybody dynamics and the single-particle physics on treelike graphs have been very useful for analytical studies of MBL problems. The tree-like graphs with fixed coordination number (and without boundary) are known as random regular graphs (RRG). As was shown recently [32] , there is a particularly close connection between the Anderson model on RRG and the MBL transition in a model with long-range interaction (decaying as a power-law of distance). The many-body delocalization by power-law interaction has been earlier studied in a number of theoretical works [33] [34] [35] [36] . Experimentally, the long-rangeinteraction model is relevant for a variety of systems, including localized electron states, spin defects, superconducting circuits, trapped ions, and others.
A close relative of the Anderson model on RRG is the sparse random matrix (SRM) ensemble (also known as Erdös-Rényi graphs in mathematical literature) studied analytically in Refs. [37] [38] [39] . The difference between the two models is that the coordination number is strictly fixed in RRG but can fluctuate in SRM. These fluctuations are not important for the localization-related physics. The key property of the RRG and SRM ensembles is that they represent tree-like models without boundary (and with loops of typical size ∼ ln N , where N is the number of sites).
It was shown in Refs. 37-39 that the delocalized phase on the infinite cluster of the SRM model has ergodic properties in the large-N limit. More specifically, it was found that (i) the levels statistics has the WignerDyson form and (ii) the inverse participation ratio (IPR) P 2 = i |ψ i | 4 , with ψ i being the amplitude of a wave function ψ on site i, scales with the system volume as 1/N . The derivation of these results was based on a certain functional-integral representation of the correlation functions of the model in the framework of the supersymmetry formalism. In the large-N limit, the integral can be evaluated by the saddle-point method. The corresponding saddle-point equation has a form analogous to the self-consistency equations obtained for the Anderson model [40, 41] and the σ model [42] [43] [44] [45] [46] [47] on an infinite Bethe lattice. On the delocalized side of the transition, the symmetry is spontaneously broken, which results in a manifold of saddle points [37] [38] [39] . Integration over this manifold yields ergodic properties of the level and eigenfunctions statistics quoted above. More recently, there was a resurgence of interest to the Anderson models on RRG and on related tree-like graphs, largely in view of their relation to the MBL problems. The works Refs. 48 and 49, which addressed the problem numerically, questioned the ergodicity of the delocalized phase in the RRG model as defined by large-N limit of the energy-level statistics and of the IPR scaling. Specifically, Ref. 48 found that a part of the delocalized phase is non-ergodic, while the authors of Ref. 49 came to the conclusion that the whole delocalized phase is nonergodic. These papers stimulated an intensive numerical research on properties of the delocalized phase in the Anderson model on RRG and related graphs [50] [51] [52] . A thorough numerical study of the gap ratio characterizing the level statistics and of the IPR scaling on the delocalized side of the Anderson transition on RRG performed in Ref. 50 confirmed the analytical predictions of Refs. [37] [38] [39] . Specifically, the analysis of Ref. 50 reveals a crossover from relatively small (N N ξ ) to large (N N ξ ) systems, where N ξ is the correlation volume. The values of N ξ obtained from numerical simulations agree well with the analytical prediction ln N ξ ∼ (W c − W ) −1/2 that implies an exponential divergence of the correlation volume at the transition point. For N N ξ the system exhibits a flow towards the Anderson-transition fixed point which has on RRG properties very similar to the localized phase. When the system volume N exceeds N ξ , the direction of flow is reversed and the system approaches its N → ∞ ergodic behavior. The overall evolution with N is thus non-monotonic. In combination with exponentially large values of the correlation volume N ξ , this makes the finite-size analysis very non-trivial. The main conclusions of Ref. 50 have been supported by subsequent studies of the IPR scaling in the SRM-like model [51] and of the level number variance in the RRG model [52] .
Before we turn to the goals of the present work, it is worth emphasizing the following important point. When discussing the eigenstate ergodicity and its manifestations in the energy level and eigenfunction statistics, one should distinguish the RRG and similar models (that are locally tree-like but do not have boundary) from models on a finite Bethe lattice (which is a tree and thus has a boundary). A dramatic difference between two types of models was demonstrated in Refs. 53 and 54. Contrary to RRG model, for which delocalized states are ergodic, eigenstates on a finite Bethe lattice are characterized by multifractality with exponents that depend continuously on the position on the lattice and on the disorder strength. In this paper, we focus entirely on the RRG model.
The central goal of this work is to explore systematically correlations between eigenstates of the Anderson model on RRG, at criticality and on the delocalized side of the transition. More specifically:
(i) We study spatial correlations between amplitudes of one and the same eigenfunction. We will show that this correlation function permits to visualize directly the correlation length ξ ∼ ln N ξ .
(ii) We explore dynamical correlations, i.e. those between eigenstates separated by an energy difference ω, at the same and at different spatial points.
(iii) As a closely related dynamical observable, we analyze the time dependence of the return probability to a given spatial point.
(iv) We study the level number variance that characterizes the energy level statistics in the whole range of frequencies.
This set of correlation functions is of central importance for understanding the physics of the delocalized phase and of the critical regime on RRG.
To explore these correlations functions for large matrix sizes N , we use two complementary approaches. First, we perform exact diagonalization of the Anderson model on RRG. Second, we use the saddle-point approximation mentioned above, in combination with analytical and numerical solution of the resulting saddle-point equation.
We find a perfect agreement between the two approaches, which serves as an additional demonstration of validity of the saddle-point solution of the problem. This is obviously an important conclusion-in particular, since the derivation of the ergodicity of the delocalized phase is based on the saddle-point analysis.
The research program that we pursue in this paper is largely parallel to the one that has been earlier implemented for systems of finite dimensionality d, with a particular focus on d ≤ 4, see Refs. 2 and 3 and references therein. It was argued long ago [55, 56] that the Anderson transition on tree-like graphs can be viewed as d → ∞ limit of the "conventional" Anderson transition and that this limit is very peculiar. This peculiarity manifests itself, in particular, in the scaling of the correlation volume N ξ that determines the properties of the order-parameter function. Specifically, N ξ scales as a power law of the correlation length for any finite d but exponentially on tree-like graphs. One of fundamentally important implications of this fact is the infinite value of the upper critical dimension for the Anderson localization transition [55, 56] . In the present work we use the connection to the d → ∞ limit to better understand the physics of eigenstate and energy level correlations in the Anderson model on RRG. We find that the results on RRG indeed may be viewed as matching those at large d but with a highly singular character of the d → ∞ limit.
The structure of the article is as follows. In Section II we define the microscopic model to be studied (Anderson model on RRG) and also remind the reader about the equivalent supersymmetric field-theoretical model that is obtained after the disorder averaging. In Section III we explore spatial and dynamical correlations between eigenstates as well as the time-dependent return probability. In Section IV an analysis of energy level correlations is performed. Our findings are summarized in Sec. V.
II. MODEL
We study non-interacting spinless fermions hopping over a random regular graph (RRG) with connectivity p = m + 1 in a potential disorder,
where the sum is over the nearest-neighbor sites of the RRG. The energies i are independent random variables sampled from a uniform distribution on [−W/2, W/2]; the hopping amplitude t will be set to unity. The statistical properties of observables (such as disorder-averaged products of Green functions) in this model can be expressed in terms of certain functional integrals, either in supersymmetric [37, 41] or in the replicated version [57] [58] [59] . These approaches are largely equivalent (see, for example, Ref. 60); we will use the supersymmetric formulation in what follows. The model, defined by Eq. (1), has two sources of disorder: configurational one (randomness in the structure of the underlying graph) and fluctuations of on-site energies i . With structure of the graph being fixed, averaging over i can be performed exactly. Various disorderaveraged properties of a disordered system can be expressed in terms of averaged products of Green functions. If one wants to average a single Green function (like for the calculation of the averaged density of states), one introduces a four-component supervector attached to each node i of the graph,
where S stays for real commuting and χ for anticommuting variables. For the analysis of localization-related properties, averaged products of retarded and advanced Green functions should be considered. This requires doubling of the size of the supervector, Φ i = (Φ i,1 , Φ i,2 ). Here Φ i,1 corresponds to the retarded and Φ i,2 to the advanced subspace; each of them is a 4-supervector with a structure given by Eq. (2).
In general, averaged products of retarded and advanced Green functions (with energies E + ω/2 and E − ω/2, respectively) can be evaluated as superintegrals of the form [41] 
where the preexponential factor U (Φ) represents the quantity in question and
is the supervector integration measure. The action L(Φ) is given by
whereΛ is a diagonal supermatrix with the first four components (retarded sector) equal to +1 and the last four components (advanced sector) equal to −1. Further, γ( ) is the distribution of on-site random potentials; for the box distribution
In the last factor in Eq. (4), the product goes over pairs i, j of nearest neighbor sites.
It is useful to consider also an n-orbital generalization of the problem (with n 1), which can be viewed as describing an electron hoping between metallic granules located at the nodes of the same RRG. The Hamiltonian of such a granular system reads
For large n, the n-orbital problem can be mapped onto a supersymmetric σ model [42] [43] [44] [45] 47] . While the derivation of the σ model becomes simpler under the assumption that t pq ij and pq i are Gaussian-distributed random variables, the mapping applies under much more general conditions. Physically, the underlying condition is the ergodicity on the scale of a single granule. The action of the σ model reads
Here Q i are 8 × 8 supermatrices satisfying the condition Q 2 = 1, the symbol Str denotes the supertrace (defined as trace of the boson-boson block minus trace of the fermi-fermi block), and δ 0 = ν −1 = W/n is the mean level-spacing on a granule. The dimensionless coupling constant J is given by J = (t/δ 0 ) 2 , where t is the characteristic amplitude of the hopping, t 2 = |t pq ij | 2 . If all amplitudes are real, the microscopic model (5) belongs to the orthogonal (AI) symmetry class, determining the corresponding symmetry of the σ model. When the time-reversal symmetry is broken (e.g., the hopping amplitudes t pq ij are complex with random phases), the symmetry class becomes unitary (A). The physics that we discuss in this paper is essentially the same in both cases. Since the unitary-symmetry case is somewhat simpler technically, we will focus on it below for the sake of transparency of exposition. In this case, Q i in Eq. (6) become 4 × 4 supermatrices, and the action (6) acquires an additional overall factor of two.
While the n = 1 Anderson model and its n 1 generalization (σ model) turn out to exhibit the same gross features, analytical calculations are usually somewhat simpler within the σ model. The investigation of the model with n = 1 on an infinite Bethe lattice was pioneered by Abou-Chacra et al, Ref. 40 ; its solution in the framework of supersymmetry approach was obtained in Ref. 41 . The σ model (i.e. the large-n model) on an infinite Bethe lattice was solved via the supersymmetry approach in Refs. [42] [43] [44] [45] 47] . It is worth stressing that observables that can be defined in the delocalized phase on an infinite Bethe lattice are finite-frequency correlation functions. This corresponds to taking the limit N → ∞ at fixed non-zero frequency (energy separation) ω. This limit is exactly opposite to what one is interested in when studying correlations in a single eigenstate (ω = 0) or between nearby-in-energy eigenstates (small ω) on a finite lattice. In the latter case, the boundary conditions are crucially important, as has been already emphasized in Sec. I: the RRG studied in this paper is essentially different from a finite Bethe lattice.
Our analytical treatment of the n = 1 model defined by Eq. (1) will be based on the supersymmetry approach, Eqs. (3) and (4) . Upon averaging over configurational disorder, one obtains an action that can be treated, in the limit of a large system (N 1) via saddle-point approximation. As discussed in more detail in Sec. III, the resulting saddle-point equation is equivalent to the the self-consistency equation for the same (n = 1) model defined on an infinite Bethe lattice. This is a very important property which is manifestation of the fact that, with probability unity, RRG has locally a structure of a tree with fixed connectivity p in the vicinity of any of its sites. [The mathematically accurate statement is that, at large N , a 1 − o(1) portion of RRG nodes (i.e., almost all nodes) have their κ log m N -neighbourhood loopless for κ < 1/2.] In a similar way, an n-orbital model (with n 1) on RRG, Eq. (5), is described by the σ model, Eq. (6), which leads, in the limit N → ∞ to the corresponding Bethe-lattice self-consistency equation. We emphasize once more the crucial difference between RRG and a finite Bethe lattice: investigation of the eigenfunction statistics in the latter case leads to a recurrence (rather than self-consistency) relation, see Refs. 53 and 54, resulting in multifractality of wave functions.
III. WAVEFUNCTION CORRELATIONS A. From finite-d models to RRG
One of the most remarkable features of Anderson transitions in d dimensions is multifractal spatial statistics of critical wavefunctions. We begin this section by reminding the reader of the basic results on eigenfunction statistics for finite d; after this we will return to the case of RRG.
We consider first the scaling of the average inverse participation ratio (IPR) of eigenstates,
, with the (linear) system size L in the large-L limit. Here angular brackets denote averaging over the ensemble of random Hamiltonians. It is well known that three different scaling laws exist depending on the phase of the system [2] :
The second line of Eq. (7) describes the fractal scaling at the critical point of the Anderson transition characterized by an anomalous dimension ∆ 2 (which depends on the spatial dimensionality d and satisfies −d < ∆ 2 < 0). More generally, one can study correlations of the same wavefunction at different spatial points defined formally as
(8) Here ψ k are eigenstates and E k the corresponding energy levels, E is the energy at which the statistics is studied, ∆ = 1/ν(E)N is the mean level spacing, and
is the density of states.
For coinciding points, this correlation functions reduces to the IPR,
. At finite spatial separation, a wavefunction in the delocalized phase near the Anderson transition exhibits strong selfcorrelations up to the correlation length ξ,
for |r 1 − r 2 | < ξ. At the Anderson-transition point, the correlation length ξ diverges, and the critical correlations (9) extend over the whole system. If the system is slightly off the Anderson-transition point (ξ finite but large), it remains effectively critical as long as L ξ. Further, we recall finite-d properties of correlations of different (but close in energy) wavefunctions. The corresponding correlation function is formally defined as
where ω is the energy difference between the states, and we have introduced the level correlation function
The correlation function (10) exhibits the scaling
for
is the length scale associated with the frequency ω (or, equivalently, with the time ∼ ω −1 ) at criticality. The exponent ∆ 2 determines also the scaling of the diffusion propagator at criticality [61] .
One can extend the above analysis to arbitrary moments of the wavefunction, P q = d d r|ψ(r)| 2q whose scaling at criticality defines a spectrum of multifractal exponents ∆ q . It was shown that the multifractality can be used to devise an effecient finite-size scaling procedure [62, 63] . Recently, multifractal properties of the critical wavefunctions have attracted additional attention in view of their importance for interaction effects [64] [65] [66] [67] [68] [69] [70] [71] .
After this reminder, we turn to the analysis of the eigenfunction statistics on RRG. First, we will formulate conjectures for the RRG correlation functions based on an extrapolation of the finite-d results to d → ∞. Then we will perform their accurate derivation in the framework of the supersymmetric field theory, which will support these conjectures and also make them more precise. Finally, we will corroborate the analytical results by exact-diagonalization numerics. Our main focus will be on system at the critical point as well as in the delocalized phase not too far from the transition.
To understand what happens with the multifractal exponent ∆ 2 in the extrapolation to RRG (d → ∞), we note that the scaling of IPR at criticality is on RRG the same as in the localized phase, P 2 ∼ 1. The fact the IPR remains of order of unity when the system approaches the critical point from the localized side is known for n 1 [44] and n = 1 [41] models on an infinite Bethe lattice. Since boundary conditions do not matter for localized phase wave functions, this also applies to the localized phase on RRG. By virtue of continuity, it follows that P 2 ∼ 1 holds also at criticality on RRG. Comparing with Eq. (7), we see that the RRG behavior of IPR can be interpreted as the d → ∞ limit of the finite-d result with ∆ 2 (d → ∞) → −d, which corresponds to the strongest possible multifractality. Now we translate Eq. (9) to RRG. First, we use the fact that the factor L d is nothing but the system volume and thus becomes the RRG number of sites N . Second, we use the limit ∆ 2 → −d for the multifractal exponent. Finally, we replace the factors of the type r d , which represent a number of sites within a distance r from a given site, by their RRG counterpart m r . This yields the following conjecture for the scaling of the self-correlation function (9) on RRG:
(13) Here r 12 is the distance (the length of the shortest path) between the two points r 1 and r 2 on RRG. Proceeding in the same with the correlation function of two different eigenfunctions, Eq. (12), we obtain its expected behavior on RRG:
In what follows, we will derive more rigorously these scaling formulas [including also subleading factors missing in Eqs. (13) and (14)] and will compare the analytical results (combined with numerical solution of the saddlepoint equation) with those of the exact diagonalization.
B. Field-theoretical approach
To proceed with the analytical derivation, we use the approach based on supersymmetric field theory. Such a derivation was performed, with applications to the level statistics and to the IPR scaling in the SRM model, in Refs. [37, 38] . We will follow these works (with minor modification related to a difference between the RRG and SRM ensembles) and generalize the results to other eigenfunction correlations. It is worth pointing out that a closely related saddle-point analysis was performed in the replica formalism for the level statistics on RRG in Refs. [58, 59, 72] . The self-consistency equations representing the saddle-pont condition, as obtained in the supersymmetry and replica approaches, are equivalent.
In order to obtain the partition function of the theory Eqs. (3), (4) averaged over the RRG ensemble, we consider an ensemble of N ×N Hamiltonians with the following joint distribution of diagonal H ii and off-diagonal H ij = H ji = A ij t ij matrix elements:
Here A ij is the adjacency matrix. For the purpose of generality (and for simplifying a comparison with Refs. [37, 38] ), we have included in Eq. (15) an arbitrary distribution h(t) of non-zero hopping matrix elements. For an RRG model with fixed hoppings t = 1, as defined in Sec. II, we have h(t) = δ(t − 1). We will consider the generalized RRG ensemble (with random non-zero hoppings) in the present subsection and will return to the "standard" version with t ≡ 1 starting from Sec. III C. In comparison with Refs. [37, 38] , where the SRM ensemble was considered, we have done the following modifications. First, we have included the randomness in local potentials characterized by the distribution γ( ). Second, we have imposed a condition of fixed connectivity, which is equal to p not only in average (as in the SRM model) but also exactly for every vertex. Now we introduce the supersymmetric partition function, as in Eqs. (3), (4) . Before averaging, the action reads
where η > 0 is an infinitesimal imaginary part of frequency. To get the partition function, we perform the averaging of the weight e −L H (Φ) over the distribution (15) . This generates the required ensemble of tightbinding Hamiltonians on RRG, with random diagonal and hopping matrix elements. In order to decouple the integrations over A ij , we represent δ-functions imposing the condition of fixed connectivity p in Eq. (15) as integrals over auxilary variables x i , in analogy with the replica calculation in Ref. [58] . The averaged partition function reads, in close analogy with Refs. [37, 38] ,
Here the functionγ(z) is the Fourier transform of the distribution γ( ) of energies,γ(z) = d e −i z γ( ). Further, h(z) is the Fourier transform of the distribution h(t) of hoppings; for an RRG model with fixed hoppings t = 1 we haveh(z) = e −iz . Finally, J i in Eq. (17) are source fields; variation of Z with respect to them (and then setting them to zero) allows one to generate observables of interest. The corresponding matrixK is a diagonal matrix with elements equal to +1 for bosons and −1 for fermions.
The next step is the decoupling of integrations over variables Φ i associated with different sites. This is done by means of a functional generalization of the HubbardStratonovich transformation:
where C(Ψ, Ψ ) is a kernel of an integral operator inverse to that with the kernelh(Φ †Λ Ψ). The integration Dg runs over functions of a supervector g(Φ). Substituting this in Eq. (17) and performing integrations over Φ i , we obtain the expression for physical observables in terms of an integral over functions g(Φ):
Here the action is (up to the factor N )
where we introduced m = p − 1 and
It is crucially important that the action in Eq. (19) is proportional to N . In the limit of large N , the integral in Eq. (19) can be thus evaluated in the saddle-point approximation. The saddle-point configuration g 0 (Ψ) of the action is determined by varying Eq. (20) with respect to g, which yields the equation
For symmetry reasons, the solution of Eq. (22) is a function of two invariants
Because of the supersymmetry, the denominator in Eq. (22) is thus equal to unity, so that the saddle-point equation reduces to
We remind the reader that the functionh(z) becomes h(z) = e −iz for the model with non-random hoppings, as defined in Eq. (1).
Equation (24) is identical to the self-consistency equation describing the model on an infinite Bethe lattice, as derived within the supersymmetry formalism in Ref. [41] . Equation (24) can be reduced, by using Eq. (23), to a non-linear integral equation for g 0 (x, y). It was further shown in Ref. [41] that, for the case of a purely imaginary frequency (ω = 0), the function g 0 (x, y) has an important physical interpretation. Specifically, it is the Fourier-Laplace transform of the joint probability distribution f (m) (u , u ) of real and imaginary parts of local Green function,
where A closely related object is the function g
Again, for symmetry reason, it depends only on two invariants, g
is the Fourier-Laplace transform of the joint probability distribution f (m+1) (u , u ) of real and imaginary parts of local Green function at any site of the undeformed Bethe lattice.
The applicability of the saddle-point method at N 1, which allows one to reduce the evaluation of correlation functions to the solution of the self-consistency equation and calculation of integrals involving the saddle-point function, is a key to the analytical progress for the RRG model as shown below. We will use analytical results concerning the self-consistent solution already known from previous studies of models on an infinite Bethe lattice and some of their generalizations. Furthermore, the selfconsistency equation can be efficiently solved numerically via the pool method (population dynamics), which complements the purely analytical approach; we will employ this below for various observables of interest.
Evaluating the integral by the saddle-point method, it is crucially important to take into account that the Anderson localization transition is a spontaneous symmetry breaking phenomenon with g 0 (x, y) being the functional order parameter. The saddle-point equation is invariant, at ω = 0 and η → +0, under transformations g(Ψ) → g(T Ψ) withTΛT =Λ, whereT is the matrix that rotates the conjugate vector Ψ † . The proper choice of the manifold of matricesT is a rather non-trivial question that has been extensively discussed in the literature in the context of derivation of the supersymmetric σ model; see, in particular, Refs. [3, 73, 74] . In brief, the manifold is defined byT †LT =L, whereT † is the hermitian conjugate ofT , andL is the diagonal matrix equal to unit matrix in the fermionic subspace and toK in the bosonic subspace. The matrixT introduced above is related toT † viaT =ΛLT †ΛL . In the localized phase, the symmetry of the saddle point solution is that of the equation, g 0 (x, y) = g 0 (y). More accurately, dependence of the solution g 0 (x, y) of the self-consistency equation on the variable x appears only on the scale ∼ η −1 due to the term with η in the action that explicitly breaks the symmetry. Thus, in the localized phase, the integral (19) is determined by a single saddle point g 0 . This remains true at the critical point as well. On the other hand, in the delocalized phase, dependence on the variable x persists, in the limit of ω, η → 0, signifying spontaneous symmetry breaking. As a result, a manifold of saddle-points emerges, parametrized by matricesT :
The integral (19) in this situation becomes an integral over the manifold of saddle points, or, equivalently, the manifold ofT -matrices. Specifically, it is important to integrate over the whole manifold when the frequency ω (which breaks the symmetry with respect to rotations by matricesT generating the manifold) is small. This is, in particular, the case for auto-correlation of an eigenfunction (ω = 0), as well for correlations of sufficiently close in energy eigenfunctions and energy levels. On the other hand, at sufficiently high energies integrals are dominated by the single saddle point g 0 . In the delocalized phase, the dependence of the function g 0 (x, y) on the variable x appears on a scale x ∼ N ξ which diverges exponentially when the system approaches the transition point (critical disorder) W c :
The notation N ξ emphasizes that this scale has a meaning of the correlation volume associated with the correlation length ξ:
Let us now turn to the case of n-orbital model with n 1 which is described by the supermatrix σ-model action (6) . In full analogy with the above discussion of the supervector theory for n = 1, one can perform the structural averaging over the RRG ensemble, which reduces the theory (6) to an integral over functions F (Q). The corresponding self-consistency equation has the form (30) and is identical to the self-consistency equation for the σ model on an infinite Bethe lattice [42] [43] [44] [45] [46] [47] . In the localized phase (and at the critical point), the solution (in the limit η → 0) is g 0 (Q) = 1, which corresponds to preserved symmetry. In the delocalized phase, the symmetry is broken, and the solution is a non-trivial function of Q. As a result a manifold of saddle-points arises parametrized by matricesT , in full analogy with the n = 1 model:
In analogy with the supervector (n = 1) formulation, the function g 0 (Q) depends, for symmetry reason, only on two scalar invariants (eigenvalues of the boson-boson block of Q), λ 1 and λ 2 . Of central importance is dependence on λ 1 , which appears on the scale ∼ η −1 in the localized phase and on the emerging scale N ξ in the delocalized phase-again, in perfect correspondence to the n = 1 model. Furthermore, the correlation volume N ξ shows the same exponential critical behavior (28) .
It is known from previous works on models in finite-d and on the Bethe lattice that various observables characterizing the disordered system have very similar behavior in the cases of the n = 1 model and the σ model (corresponding to n 1). We thus expect such a close similarity between these models also for eigenfunction and energy level statistics on RRG. Indeed, our results presented below support this expectation. We have identified, however, a difference between two models in subleading (logarithmic) factors in ω-dependence of β E (0, ω) at criticality, see Sec. III D below.
C. Single wavefunction
From now on we focus on a RRG model with all nonzero hopping matrix elements fixed to t = 1.
In this subsection, we consider self-correlations of eigenfunctions, as encoded in the correlation function between α E (i, j) defined by Eq. (8) . For brevity, we will drop the subscript E and use the distance between the sites i and j as the argument, thus denoting this correlation function as α(r). The correlation function α(r) can be expressed in terms of Green functions as follows
where
The product of Green functions entering Eq. (31) can, in turn, be written, for a given realization of the Hamiltonian, as a superintegral,
with action defined by Eq. (16) . We consider first the single-point correlation function α(0) (i.e., i = j); this is the same (up to a factor N ) that the average IPR: P 2 = N α(0). The calculation of α(0) for the SRM ensemble was carried out in Ref. [38] (for technical details see Ref. [39] ); we follow the same route for the RRG model (which requires only minor modifications). Performing the ensemble averaging as outlined in Sec. III B, we obtain the averaged product of the Green functions at coinciding points in the form of the functional integral (19) ,
with the action L(g) given by Eq. (20) and
(34) In the limit of large N , the integral in Eq. (33) is evaluated by the saddle-point method as explained in Sec. III B.
In the localized regime, W > W c , the integral (33) is dominated by a single saddle point g 0 (x, y). Integration over fluctuations around the saddle point ("massive modes") gives unity due to supersymmetry, so that Eq. (33) reduces to U (g 0 ). The calculation of U (g 0 ) as given by the integral (34) yields U (g 0 ) = C/η, with C a constant of order unity. The factor η −1 (divergent in the limit η → 0) arises from the integration in Eq. (34): the convergence of this integration is provided by the fast decay of the saddle-point configuration g 0 (x, y) at x η −1 , as set by a symmetry-breaking term proportional to η. According to Eq. (31), we thus find
which corresponds to the expected behavior of P 2 in the localized phase, cf. Eq. (7). This result is identical to the one found on an infinite Bethe lattice [41] , which is not surprising: localized states are insensitive to the boundary conditions. The expression of the constant C in terms of the function g 0 (x, y) can be found Ref. 41 . It is important that C has a non-zero limit at the critical point, W = W c : from the IPR point of view, critical states on RRG are very similar to localized ones, as was already discussed in Sec. III A.
In the delocalized phase, W < W c , the manifold of the saddle points g 0T (Ψ), Eq. (27), contributes and the integral in Eq. (33) takes the following form: and expand it up to terms of fourth order in Φ. This yields, in full analogy with Ref. [39] ,
where g
. Performing the zero-mode integration (36) , one finds that the term proportional to g (m+1) 0,xx in Eq. (37) yields a contribution that diverges as η −1 at η → 0. After substitution in Eq.(31), this yields
The coefficient g is proportional to the average square of the local density of states ν(j) = −(1/π)Im G(j, j):
The subscript "BL" here indicates that the average should be computed with the help of solution of the selfconsistency equation that describes the model on an infinite Bethe lattice. Equation (38) can thus be written in the form
Behavior of the coefficient (39), which is determined by properties of the self-consistent solution, is well understood [38, 39, 41] . Deeply in the delocalized phase (W W c ), the fluctuations of the local density of states are weak, ν 2 BL /ν 2 1, so that Eq. (40) reduces (up to small corrections) to the result of the Gaussian orthogonal ensemble. On the other hand, when W approaches the critical value W c , these fluctuations become strong, ν 2 BL /ν 2 = N ξ , where N ξ is the correlation volume that shows the critical behavior (28) . In principle, N ξ is defined up to a coefficient of order unity; we can use the last formula to fix this coefficient. Thus, in the delocalized phase
Comparing this with the behavior in the critical point, Eq. (35), we see that they match when the number of sites is of the order of correlation volume, N ∼ N ξ , as expected. For N N ξ the system is in the delocalized regime, and Eq. (41) holds. On the other hand, for N N ξ the system is effectively at criticality, and α(0) is given by Eq. (35) . The 1/N scaling of the IPR P 2 = N α(0) in the delocalized phase at N N ξ as given by Eq. (41) Let us now turn to the behavior of α(r) as a function of distance r. For this purpose, we should perform averaging in Eq. (8) over all pairs of RRG nodes such that the shortest path between them has the length r.
When doing so, we should fix r and consider sufficiently large N such that the distance between a random pair of sites is almost surely larger than r. The corresponding condition is r < κ log m N , with κ < 1. Under this condition, the requirement that the shortest path between two (otherwise random) sites has length r is equivalent to the requirement that there exists a path of length r connecting these two sites. To impose the latter requirement, we modify the probability distribution (15) defining the RRG ensemble in the following way. We fix r + 1 sites (that we label 0, 1, . . . , r) and, for each of the pairs (i, j) from the set {(0, 1), (1, 2), . . . , (r − 1, r)} we replace the
. This implies that there is a path of length r (which goes through the sites 1, 2, . . . , r − 1) connecting the sites 0 and r. After this, it remains to evaluate the correlation function (31) , choosing the site 0 as i and the site r as j.
The further calculation proceeds along the same way as for α(0). The averaged product of Green functions G R (0, 0)G A (r, r) is obtained in the same form (33) of the integral over functions g(Ψ), where now
The integral is again evaluated by means of the saddlepoint method. Since the action to the order N is the same as before, the saddle-point equation for the function g 0 remains unchanged.
In the localized phase, we have a single saddle point g 0 which is the solution of the Bethe-lattice self-consistency equation. The integral (42) is then nothing but the expression for the correlation function
) BL on an infinite Bethe lattice. We recall that, to the order that we consider (averaged products of two Green functions), there are two different non-trivial correlation functions on an infinite Bethe lattice:
Here r is the distance between the sites i and j. The correlation functions of the type G R G R and G A G A are not sensitive to the Anderson transition and decouple into products of averaged Green functions. For the σ model on an infinite Bethe lattice, direct counterparts of these correlation functions are
Here the upper indices of (unitary-class) Q matrices refer to retarded-advanced decomposition and the subscripts "bb" to the boson-boson elements. The r dependence of the Bethe-lattice correlation functions K 1 (r) and K 2 (r) has been studied in detail, both for the σ model [43] [44] [45] [46] [47] (also in the "toy version" [60] ) and the n = 1 model [41] . Essentially the same behavior was found for the n = 1 model and for large-n models (σ models) of all three Wigner-Dyson classes. Specifically, the results (for ω = 0 and η → 0) are as follows. In the localized phase, W > W c , the correlation functions K 1 (r) and K 2 (r) have 1/η singularity, are equal to each other, and decay with r as
where ζ is the localization length that diverges at the critical point as ζ ∼ (W − W c ) −1 . In the delocalized phase, W < W c , close to the transition point (where the correlation volume N ξ is large), the result for the function K 2 (r) reads
The function K 1 (r) in this regime shows the same behavior as K 2 (r) for not too large distances r < ξ, whereas for r > ξ it saturates at the value given by its disconnected part K 
We use now these Bethe-lattice correlation function for our analysis of eigenfunction correlations on RRG. In the localized phase, W > W c , U (g) is simply 
Using Eq. (47), we immediately find
This result is extended to the critical point by setting ζ = ∞, which yields
In the delocalized phase, we have a manifold of saddlepoints g 0T and should evaluate the integral over the zero modeT , see Eq. (36) . Evaluating the integral (42) on a saddle point g = g 0T we find the same Q-dependent structures as those that emerged in Eq. (37), see two terms in the bracket multiplying g (m+1) 0,xx . The first of them has now as a prefactor the Bethe-lattice correlation function K 1 (r) (plus disconnected terms of the G R G R and G A G A type), while the second one is multiplied by the correlation function K 2 (r). Performing the zeromode integration (36) and substituting the result into Eq. (31), we get
The last term in square brackets in Eq. (53) is always small in comparison with the sum of other terms in the regime of large N ξ that we are focusing on. Using Eqs. (49) and (48), we find the behavior of the eigenfunction self-correlation in the delocalized phase of the RRG model:
For r > ξ the correlation function α(r) is governed by disconnected parts in Eq. (53), yielding α(r) 1.
[76] The analysis can be extended to the σ model (i.e., large-n model) on RRG. The results are fully analogous to those of the n = 1 model. Indeed, as shown above, the results are expressed in terms of the infinite-Bethe-lattice correlation functions K 1 (r) and K 2 (r), which have qualitatively the same behavior in the n = 1 model and the σ model. We can now compare the results of exact analysis, Eqs. (52) and (54), with the conjecture (13) obtained by means of an extrapolation of finite-d results to the d → ∞ limit. We see that Eq. (13) correctly captures the leading behavior of the correlation function α(r). On the other hand, the accurate treatment produces also a subleading factor r −3/2 in Eqs. (52) and (54). Now we confront the analytical predictions for α(r) with results of the exact diagonalization of the RRG ensemble. In Fig. 1 (left panel) we show the connected part α (c) (r) = α(r) − 1/N 2 evaluated numerically (by exact diagonalization) for RRG with coordination number m+1 = 3, matrix size N = 131072 and several values of disorder, W = 8, 10, 12 corresponding to the delocalized phase. The position of the Anderson transition for this model is known to be W c 17.5, so that these value of W are sufficiently close to W c in the sense that the correlation volume is large, N ξ 1. At the same time, they are not too close, so that the condition N ξ N is also met. The observed dependence of ln(N 2 α c (r)) on r is nearly linear, in agreement with the analytically predicted exponential decay, Eq. (54). To check the subleading power-law factor r −3/2 , we have fitted the data to ln N 2 α c (r) = −r ln m − c To further verify the analytical prediction of the dependence of α(r) at criticality (W = W c ), we have performed exact-diagonalization analysis also for W = 18. (This value is so close to W c that the system is critical at any system size N for which the numerical analysis is feasible.) First, we consider the behavior of the IPR P 2 = N α(0), for which Eq. (35) predicts a limiting value of order unity at N → ∞. In Fig. 2 the dependence of the IPR on the system size is shown. In agreement with analytical prediction, the IPR is only weakly dependent on the system size N . We fit the size dependence by the following formula:
to extrapolate to the limit N → ∞. This form of the N -dependence will be motivated in Sec. III D 1 below. This yields the limiting N → ∞ value P 2 0.20. In Sec. III D 1 we will also present an alternative way (based on the population dynamics) to calculate the limiting value of the critical IPR and will demonstrate a good agreement between the two approaches.
The result for α(r) at finite r is also in a very good agreement with the analytical prediction (52) . To demonstrate this, we show in the right panel of Fig. 1 the product N m r α(r) as a function of r on the doublelogarithmic scale. We see that lines almost collapse, in agreement with 1/N dependence of α(r) at criticality, Eq. (52) . A small drift is related to finite-size corrections. With increasing length N , the curves approach the straight line with the slope 3/2, as predicted.
It should be emphasized that Eqs. (40) and (53) yield exact relations (i.e., without any unknown factors of order unity) between the eigenstate correlation functions on RRG (in the delocalized phase with N N ξ ) and correlation functions of the infinite-Bethe lattice model. The latter correlation functions can be obtained numerically. In this discussion, we restrict ourselves to the case r = 0 when the correlation function of interest [the one in the right-hand-side of Eq. (40)] is obtained directly from the solution of the self-consistency equation for g 0 (x, y), Eq. (22) . (For r > 0 one further needs to evaluate an integral involving an r-th power of a certain integral operator.) An efficient approach to solution of such self-consistency equations is known as pool method (or, equivalently, population dynamics), see, e.g. Ref. [40, 77] . This method amounts to solving the corresponding equation in its distributional form, which is obtained under transformation according to Eq. (25) . In terms of the distribution function f (m) defined in Eq. (25) the self-consistency equation reads
Here u is a complex variable representing the local retarded Green function, G(j, j; E + iη) = u = u − iu . Equivalently, these equations can be presented in the form
and
where the symbol d = denotes the equality in distribution for random variables. On the right-hand-side of Eqs. (58) and (59)
are independent, identically distributed copies of the random variable G (m) and is a random variable with distribution γ( ).
Within the pool method, one finds numerically the distribution of G (m) as a fixed point of an iterative procedure based on the self-consistency equation, Eq. (58). Then the distribution of G ≡ G (m+1) is obtained from Eq. (59) . After this, moments of the local density of states are easily evaluated:
We have performed this procedure for disorder values W = 8, 10, and 12, and thus evaluated α(0) as given by Eq. (40) . In this calculation, we employed the pool size M = 2 31 and the broadening η = 10 −5 , which are sufficient to reach the limiting behavior. Values of α(0) as obtained by the pool method are shown by star symbols in the left panel of Fig. 1 . At W = 8 and W = 10, a perfect agreement with results of the exact diagonalization is observed, which confirms the validity of our analysis. At W = 12, the exact diagonalization results give a somewhat smaller value of α(0) than that derived by the pool method. This is related to finite-size corrections in the exact diagonalization, which become more pronounced when the disorder approaches its critical value and thus the correlation volume N ξ increases. In other words, the system with N = 131072 nodes is not large enough to accurately reach the asymptotic limit N → ∞ for W = 12. Indeed, as Fig. 3 of Ref. 50 shows, at the system size N = 131072 the value of α(0)N 2 for this disorder is already quite close to its N = ∞ limiting value but is still slightly below it.
D. Different wavefunctions
We turn now to the analysis of the correlation function β(r, ω) defined by Eq. (10). In analogy with Eq. (31), we use an identity relating β(r, ω) to averaged products of Green functions on RRG,
is the non-singular part of the two-level correlation function (11) and
is the correlation function of local densities of states at different energies and different spatial points.
We proceed with the evaluation of the correlation function (64) for the n = 1 RRG model in the same way as it was done in Sec. III C. In the delocalized phase and at N N ξ , we obtain a zero-mode integral of the type (36), (37) , with the difference that it should be now evaluated at a real frequency ω and the real part should be taken. When this is done, the first Q-dependent structure in Eq. (37) yields the random-matrix-theory (RMT) level correlation function, and the second one drops out. As a result, we get
whereR WD (ω) is the Wigner-Dyson level correlation function and
We further use that the level correlation functionR(ω) on RRG is given, in the delocalized phase and at N N ξ , by its RMT formR WD (ω), see Sec. IV. Thus, Eqs. (62) and (65) yield
For r = 0 and for the SRM ensemble this result was obtained in Ref. 80 . Similarly to Eq. (53), the formula (67) expresses a correlation function of eigenfunctions on RRG with large N in terms of a correlation function defined on an infinite Bethe lattice (or, equivalently, via a self-consistency equation). In the localized phase (or at criticality), the function integral of the type (33) for the evaluation of the average in Eq. (62) is given by a single saddle point g 0 (x, y), which is now a solution of the self-consistency equation with finite ω. The level correlation functionR(ω) is now equal to unity. As a result, we find again Eq. (67) which therefore has a very general validity. The condition on N under which Eq. (67) is valid at criticality is determined below, see Eq. (73) and text around it.
The same point
Now we apply the general formula (67) to specific regimes. We consider first the correlation function β(0, ω) at coinciding points, r = 0. We begin this analysis by inspecting the behavior of β(0, ω) at criticality (W = W c , or, more generally, N ξ N ) and then turn to the delocalized phase (W < W c and N N ξ ). Performing in Eq. (47) an analytical continuation to real frequency, η → −iω/2, and setting r = 0, we get
Such a 1/ω scaling of criticality would be in agreement with an expectation based on the extrapolation of finited results to d → ∞, see Eq. (14) . However, according to Eq. (67), we have to take a real part of K 1 (0, ω). The leading term (68) therefore yields no contribution. We need thus to look for corrections to the leading behavior of the correlation function K 1 as obtained from the solution of the self-consistency equation, which is a rather challenging task. While we did not manage to evaluate analytically this correction, we can provide an "educated guess" for its form that is then verified and made more precise by a numerical solution of the self-consistency equation. Specifically, we expect that corrections at criticality are governed by inverse powers of ln 1/η:
The emergence of logarithmic subleading factors from the solution of the self-consistency equation is very natural, since its kernel is nearly translational-invariant with respect to the variable ln x [41] or the analogous variable in the σ model formalism [42] [43] [44] [45] [46] [47] . In particular, the diffusion constant scales in the delocalized phase close to the transition point as
The correlation volume N ξ sets a scale for the symmetry breaking in the delocalized phase; at criticality this role is played by 1/η, which suggests the emergence of powers of ln 1/η. We also note that a subleading factor in the form of a power of the logarithm of frequency is a natural counterpart of the subleading r −3/2 factor in the r-dependence, see Eq. (52).
We have verified Eq. (69) by numerical solution of the self-consistency equation, both for the n = 1 Anderson model and for the σ model at the imaginary frequency η. The results for ηK 1 (η) at criticality in the n = 1 model are shown in the left panel of Fig. 3 ; they fully confirm Eq. (69) . The value of the exponent µ as determined numerically, is µ 1/2. It seems likely that 1/2 represents an exact value of µ for this model; it would be interesting to get this from the analytical solution of the self-consistency equation.
The right panel of Fig. 3 presents the analogous results for the σ model. Since the dependence on the compact variable λ 2 of the σ model become irrelevant near criticality W W c , one can reduce a self-consistency equation to that for a function of a single variable λ 1 , which greatly improves the efficiency of the numerical analysis [43] . Further, we have replaced the corresponding kernel of the integral equation by that found for the hyperbolic superplane [60, 78, 79 ]-a "toy version" of the σ model. All the essential properties of the kernel in this model are the same as for the reduced self-consistency equation of the proper σ model but its functional form is much simpler. The obtained results fully confirm the expected behavior, Eq. (69), which thus holds both for n = 1 model as the σ model. Interestingly, the numerical fit yields for the exponent of the logarithm µ 3/2, i.e., a value different from that for the n = 1 model. Again, it seems that 3/2 is an exact value of µ for the σ model, and it would be interesting to obtain it analytically and to understand the source of the difference between both models in this aspect.
It is instructive to compare the value of the IPR at criticality as obtained by exact diagonalization (see Sec. III C and Fig. 2 ) with its value found from the solution of the self-consistency equation, see left panel of Fig. 3 . According to Eq. (50):
It is natural to assume that finite-size corrections to the IPR at criticality have the same logarithmic form as corrections in Eq. (69), with η → 1/N , which is a rational behind our fitting function (55) . The extrapolation of the exact diagonalization data shown in 70). This is in a reasonable agreement with the value obtained by exact diagonalization. Note that solution of the self-consistency equation provides a more accurate extrapolation since it allows one to proceed closer to the asymptotic limit.
Performing in Eq. (69) the analytic continuation to a real frequency and substituting the result into Eq. (67), we find the following scaling of β(0, ω) at criticality:
The applicability of the critical scaling (71) is limited, on the side of small ω, by the finite size N of the system. In the limit ω → 0 we have
To show this, we use the fact that β(0, ω → 0)/α(0) = 1/3 in the delocalized phase at N N ξ , see below. By continuity, this implies that β(0, ω → 0)/α(0) ∼ 1 at criticiality, N N ξ . Using Eq. (52), we get Eq. (72) . The matching between the low-frequency limiting value (72) and the critical scaling (71) happens at a frequency
which is parametrically suppressed (by a logarithmic factor) compared to the mean level spacing ∆ ∼ 1/N . To shed light on the physical significance of this logarithmic factor, we recall that, in a d-dimensional system, the crossover between the corresponding two regimes happens at ω N ∼ g * ∆, where g * is the critical value of conductance. The Anderson transition moves, with increasing d, further and further into the strong coupling regime, which means that g * decreases with increasing d, tending to zero in the d → ∞ limit. (See Refs. 81 and 82 for a systematic analysis of the evolution of properties of the Anderson transition with increasing d). Since RRG can be viewed as corresponding to the d = ∞ limit, it is expected that the constant g * is replaced by a function of N that vanishes in the thermodynamic limit. This reduction of wave function correlations reflects itself also in reduction of level repulsion, as we discuss in Section IV below.
We consider now the behavior of β(0, ω) in the delocalized phase, W < W c and N N ξ . In the smallfrequency limit, we find, by comparing Eqs. (67) and (53),
The factor 1/3 in Eq. (74) is the same as in the Gaussian ensemble of RMT. Its emergence here is one more manifestation of the ergodicity of the delocalized phase on RRG. The correlation function K 1 (0, ω) and hence β(0, ω) remain nearly constant (i.e., frequency independent) for not too high frequencies. At larger frequencies, the system enters the critical regime, so that Eq. (71) holds. The crossover frequency ω ξ can be estimated by matching of Eqs. (71) and (74); it is given by ω ξ ∼ N −1
ξ , up to a logarithmic factor. To summarize, we get in the delocalized phase
This result largely confirms the expectation, Eq. (14), based on the d → ∞ extrapolation, improving it by an additional factor, weakly (logarithmically) dependent on frequency. These predictions are fully supported by numerical results for the correlation function β(0, ω) of different eigenfunctions at coinciding spatial points shown in Fig. 4 . In the left panel, the results for the delocalized phase are presented. Solid lines (disorder W = 8, 10, 12) are obtained by exact diagonalization of RRG model with the system size N = 131072. We also show by dashed line in this plot results for W = 13 as obtained from Eq. (67) and (66), with finite-ω correlations on an infinite Bethe lattice derived from the self-consistency equations (86), (85), see Sec. III D 2 below for technical details of this procedure. A very good agreement between both types of numerical results and the analytical prediction Eq. (75) is clearly observed. Both the critical behavior (1/ω, up to corrections that is difficult to observe in this plot) and the low-frequency saturation are evident.
As an additional check, we show in this figure by dots the numerically obtained values of α(0)/3; it is seen that β(0, ω)/α(0) = 1/3, see Eq. (74), is perfectly fulfilled. Numerical data for β(0, ω) shown in Fig. 4 provide two ways to extract the correlation length ξ: from the value at ω → 0 and from the crossover scale in the ω dependence. Both of them yield values of ξ(W ) close to those shown in the inset of Fig. 1 . In the right panel of Fig. 4 , results of exact diagonalization of the RRG model at the critical point are shown. To verify the subleading logarithmic factor in the critical behavior, Eq. (75), we plot here N 2 β(0, ω) multiplied by ω as a function of ln(1/ω). The results fully confirm the power-law scaling with respect to ln(1/ω), and the corresponding exponent is perfectly consistent with the value µ = 1/2 as derived from our result (67) with the help of numerical solution of the self-consistency equation at an imaginary frequency ω → 2iη.
Return probability
The correlation function β(0, ω) has the meaning of the return probability in the Fourier domain. Indeed, consider spreading of a state, localized at t = 0 at a given site j and evaluate probability p(t) to find it at the same site at a later time t > 0. Formally, it is defined as follows (averaging over the initial site j is performed):
Performing the Fourier transformation, p(ω) = e iωt p(t)dt, and expanding in eigenfunctions |α , one gets
(77) Using the spectral representation (77), we can straightforwardly express the function p(ω) in terms of eigenfunction correlators defined in Eqs. (8) and (10):
Thus, while the t → ∞ limit of the return probability is related to α E (0), its time dependence is encoded in β E (0, ω).
As defined by Eqs. (76), (77), the return probability is a quantity integrated over the whole band of energies E. States with very different energies will also have very different localization (delocalization) properties. One thus has to define a return probability for a given energy E (or for its relatively narrow vicinity). This can be done by projecting the state |j in Eq. (76) on a subspace of eigenstates with energy around E,
whereP E is the corresponding projector. Equation (79) simply ensures the normalization p E (0) = 1. Equation (80) yields a spectral representation forp E (ω) of the same form (77) , but now with summation restricted to the states |α , |β with energies close to E. The long-time behavior of p E (t) defined in this way will be determined by the functions α E (0) and β E (0, ω) at the chosen energy E. Below we assume that such a projection is performed and omit the subscript E in the notation for the return probability; i.e., p(t) below means p E (t). We now proceed by analyzing the behavior of the return probability p(t) first at criticality and then in the delocalized phase. In the critical regime, both contributions in Eq. (78) scale with N in the same way, reaching a finite value in the limit of N → ∞. Fourier transforming the asymptotics in Eq. (71) we find:
In the metallic regime (W < W c and N N ξ ), one expects the return probability p(t) to be described by a classical random walk over the tree, characterized by a diffusion coefficient D. For such a random walk, the probability that a particle will be found at the starting point after time t is given by [83] 
It is known that the diffusion coefficient in the n = 1 model and in the σ model on the Bethe lattice behaves as
where N ξ scales according to Eq. (28) . The diffusive decay of p(t) corresponds to the second contribution in Eq. (78). Once the particle spreads roughly uniformly over the graph, the decay saturates at a value given by the first term in Eq. (78),
In Fig. 5 , we show results for return probability p(t) as obtained by exact diagonalization of the RRG model. We used the definition (79), (80) , withP E projecting on 1/16th of all eigenstates around the energy E = 0. The left panel of Fig. 5 shows the results for delocalized regime and the right panel for the critical point. We discuss the latter data first. The exact-diagonalization results for the critical point confirm our prediction (81) based on the analytical treatment supplemented by numerical solution of the self-consistency equation. The return probability approaches logarithmically slowly its limiting value p ∞ .
In the left panel of Fig. 5 the data for disorder W = 8, 10, and 12 are shown, in each case for three different system sizes. For W = 8, we observe a fast drop of p(t), with a strongly pronounced curvature in the log-log plot, which indicates an exponential character of decay, in line with the expectation (82) . At long times, this decay is limited by the system size N , and p(t) saturates at the value p ∞ , in full consistency with the prediction (84) . A similar behavior is observed for W = 10. For still stronger disorder, W = 12, the return probability exhibits a nearly flat part up to the time t ∼ 10 −3 . This is related to the fact that W = 12 is already sufficiently close to the critical point, so that a nearly-critical behavior is observed in the intermediate range of times. For longer times, the clear downward curvature appears, indicating a crossover to an exponentially fast decay characteristic for the delocalized regime. However, it does not have much time to develop, in view of the saturation dictated by the system size.
In order to verify the manifestation of the prediction (67) in the time domain and to find p(t) for longer times, we have evaluated β(0, ω) by population dynamics (such data for disorder W = 13 have been already shown in the left panel of Fig. 4 ) and then Fourier-transformed it to get p(t) in the limit N → ∞. To calculate β(0, ω), as given in terms of infinite-Bethe lattice correlation function by Eqs. (67), (66), we used self-consistency equations for the joint distribution function of two Green functions on different energies, u = G R (i, i, E + ω/2) and v = G A (i, i, E − ω/2), which provide a natural generalization of Eqs. (56) and (57): In a recent work [59, 72] , these equations emerged within a saddle-point approach for the replica action in course of the analysis of the level number variance on RRG.
We have solved the self-consistency equations (85), (86) by using the pool size M = 10 10 and the broadening η = 10 −7 and determined β(0, ω) according to Eqs. (67), (66) . Next, we have Fourier-transformed this quantity to evaluate p(t). In order to stay in full correspondence with the exact-diagonalization study, we have limited the frequency integration to the 1/16th of the energy band, with a Gaussian smoothing. (This modified the short-time behavior but had essentially no influence on the long-time behavior of the resulting p(t), up to a constant prefactor.) The return probability p(t) obtained in this way from the numerical solution of the self-consistency equation is shown in Fig. 6 for disorder strength W = 5, 8, and 13. For comparison, we also show in this figure the exact-diagonalization results for W = 8 from Fig. 5 . A very good agreement is observed, which confirms once more the validity of our saddle-point analysis, yielding RRG observables at N 1 in terms of infinite-Bethelattice correlation functions expressed in terms of the solution of the self-consistency equation. Contrary to the RRG results, the population-dynamics data do not show saturation at long t. This is because in the populationdynamics analysis we have not included the term proportional to α(0) in Eq. (78), thus effectively calculating p(t) in the N → ∞ limit. Of course, a numerical approach does not allow us to proceed to arbitrarily long times. An obvious limitation is that we can reliably calculate p(t) only as long it is much larger than the inverse pool size M −1 . In fact, there exists a considerably more stringent restriction related to the fact that p(t) becomes exponentially small at long times and is represented by a sum of many terms that are not particularly small. Thus, the numerical evaluation of p(t) involves huge cancellations, requiring a high precision of intermediate computations. This limits (via statistical fluctuations due to finitenes of the pool size) the smallest p(t) until which we were able to proceed reliably with the population-dynamics calculation shown in Fig. 6 .
It should be mentioned that the return probability on RRG was studied numerically in two recent works, Refs. 84 and 85, with the conclusions that p(t) behaves as a power law of time [84] and as a stretched exponential [85] in the delocalized phase. We believe that these conclusions resulting from fits in a limited interval of time do not have a fundamental meaning but rather reflect crossover regions between the logarithmically slow critical behavior and the exponentially fast asymptotic decay. We have emphasized above that reaching numerically the actual long-t asymptotics of p(t) is a very difficult task.
Different points
Finally, let us discuss the correlation function β(r, ω) at different spatial points (r 1) for W < W c . It is given in terms of the infinite-Bethe-lattice correlation function by Eq. (67). For sufficiently low frequencies, ω < ω ξ , the correlation function K 1 (r, ω) is essentially frequencyindependent and is given by Eq. (49) . As a result, we find that in this regime β(r, ω) is essentially equal to α(r) and scales with r according to Eq. (54) .
At criticality (high-frequency range), a fully analytical calculation on the basis of Eq. (67) same difficulty as for β(0, ω): one has to find a subleading correction to K 1 (r, ω) that survives when one takes the real part. We thus resort to an "educated guess" based on the results obtained above, which we then verify by exact diagonalization. We expect that at criticality, where β(r, ω) should have a strong dependence on both ω and r, these dependencies decouple, in analogy with the d-dimensional case, Eq. (14) . Then the ω-dependence is given by the second line of Eq. (75) . As to the r-dependence, it is expected to be the same as at low frequencies, ω < ω ξ , as otherwise there would be a mismatch between the two regimes. Indeed, the critical regime should cross over to the metallic one at the frequency ω ξ , as for r = 0, see Eq. (75) . The condition ω ∼ ω ξ can be equivalently written (up to logarithmic correction) as L ω ξ, where
is the length corresponding to frequency ω at criticality. Finally, at sufficiently large r, the correlation function β(r, ω) is given by the disconnected part of Eq. (67) that yields 1/N 2 . Combining everything, we obtain
(88) The first line of Eq. (88) correspond to the "metallic" regime with the hierarchy of the length scales r < ξ < L ω , while the second line to the critical regime with r < L ω < ξ, in analogy with Eq. (14) . (When writing these conditions, we discard logarithmic corrections, cf. Eq. (54) and the footnote after it [76] .) If r > min(L ω , ξ), the correlation function decouples, N 2 β(r, ω) 1. These analytical results and expectations are summarized in the left panel of Fig. 7 where the predicted behavior of β(r, ω) is shown in the form of a diagram in the (r, ω) plane. In this diagram, the thick line r = min(ξ, L ω ) bounds the region in the (r, ω) plane, where correlation function β(r, ω) is dominated by its connected part. This domain is further split into two parts by a thin line L ω = ξ, in correspondence with Eq. (88) .
These predictions are fully supported by results of exact diagonalization of an RRG system at criticality shown in the right panel of Fig. 7 . It is clearly seen in this figure, that dependencies β(r, ω) form, on the logarithmic scale, a set of parallel curves at different values of r. This means a factorization of r and ω dependencies in the critical regime, which was the assumption that we used to obtain the second line of Eq. (88) . Equation (88) shows that our expectations based on an extrapolation of finite-d results, Eq. (14), were correct from the point of view of leading terms (exponential in r and power-law in ω). On the other hand, Eq. (88) makes these results more precise, as it contains also subleading factors (power-law in r and logarithmic in ω). These factors, although subleading, are quite important. In particular, they provide a convergence of r-summation (ω-integration) at small r (respectively, ω) in the sum rules:
when applied to the critical regime. This convergence is a necessary consequence of the scaling α(0) ∼ β(0, ω → 0) ∼ 1/N at criticality. This should be contrasted to a critical system at any finite d, for which the r-summation (ω-integration) is controlled by large r (respectively, ω) and α(0) ∼ β(0, ω → 0) is additionally suppressed by a fractional power of the system size. Also, we note that the subleading, logarithmic-in-ω factor controls the logarithmically slow time dependence of p(t) at criticality, see Sec. III D 2.
IV. SPECTRAL CORRELATIONS A. From finite-d models to RRG
Eigenenergies E k of disordered tight-binding models on d-dimensional lattices are correlated random variables whose statistics has been investigated intensively for several decades. Two most popular means to characterize the multivariate distribution function of energy levels P({E i }) are the statistics of P (ω) of spacings between adjacent levels and the two-level correlation function R(ω), Eq. (11). An important role in studies of the level statistics is played by the universal Wigner-Dyson distribution characterizing a Gaussian ensemble of the random matrix theory. This statistics is characterized by repulsion between adjacent levels that has, in the case of orthogonal symmetry [Gaussian orthogonal ensemble (GOE)], the form
The non-singular part (63) of the GOE level correlation function reads [86, 87] 
There is a close correspondence between the two-level correlation function R(ω) and the variance Σ 2 (ω) of the number of levels I(ω) within a band of the width ω,
Specifically, Σ 2 (ω) can be expressed in terms of R(ω) as follows:
The level number variance is a convenient characteristics of the rigidity of the spectrum at relatively large energy scales, ω ∆. In particular, for the Poisson and GOE statistics the level number variance reads
Another closely related measure of the level fluctuations is the spectral compressibility
with the following behavior in the two limits
Numerically, it is advantageous to evaluate a slightly different quantity
For the Poisson statistics it is identical to κ (i.e., equal to unity), Eq. (97); in the Wigner-Dyson case it differs from κ, Eq. (98), by a logarithmic factor only,
A review of the behavior of R(ω) and Σ 2 (ω) in a metallic sample of spatial dimensionality d < 4 can be found in Refs. [3, 88] ; we briefly outline the key results that will be important for the analysis below.
For frequencies below the Thouless energy E Th ∼ D/L 2 (which is much larger that the level spacing ∆ for a metallic sample) the Wigner-Dyson statistics applies, implying, in particular, Eq. (91) for R(ω) and Eq. (100) for χ(ω). The Thouless energy has a physical meaning of the inverse time of diffusion through the sample.
Above the Thouless energy, the connected level correlation function R (c) (ω) = R(ω) − 1 is dominated by the term R
diff (ω) originating from diffusive modes [89] :
For d < 4 the sum is controlled by the infrared limit, q ∼ π/L, yielding
where g ∼ E Th /∆ is the dimensionless conductance. The relative level number variance χ(ω) is then given by
We are particularly interested in the situation, when the system is close to the Anderson transition, on its metallic side, so that the correlation length ξ is large but the system size is still larger, L ξ. In this case, the diffusive regime, see Eqs. (102), (103) extends up to the frequency given by the Thouless energy E Th (ξ) ∼ D/ξ 2 of a sample of the size ξ, which is of the order of the level spacing ∆ ξ of such a sample.
For higher frequencies the system enters the critical regime. The level correlation function in this regime was studied in Ref. 90 , with the result
where γ = 1 − 1/νd and ν is the correlation length exponent (see also numerical study Ref. 91) . The spectral compressibility κ as well as the relative level number variance χ are given by a non-trivial constant in the critical regime: κ(ω), χ(ω) χ * with 0 < χ * < 1 [88] . (This behavior was first proposed on a basis of numerical simulations in Ref. [92] .) The critical "spectral compressibility" χ * is a universal characteristics of the Anderson transition, i.e., it depends only on dimensionality and on symmetry class but not on the sample geometry and on microscopic details of the model. Corrections to χ * are parametrically small and follow from Eq. (104):
Finally, the behavior of R(ω) and χ(ω) at highest frequencies depends on short-scale details of the microscopic model. In Ref. [88] it was determined for an n-orbital model in d dimensions. We will not need it for our discussion below.
After this reminder of previous results for ddimensional systems with d < 4, we turn to the levels statistics on RRG. Proceeding in the same way as for the eigenfunction correlations in Sec. III, we will first formulated conjectures based on the extrapolation of finite-d results to d → ∞. After this, we will substantiate this conjectures by analytical calculations using the field-theoretical approach presented in Sec. III B. Finally, we will complement the analytical results by numerical exact-diagonalization study.
Thus, we first extend the results for the above three regimes of the levels statistics (RMT, diffusive, and critical) to d → ∞, with an expectation that this will correctly describe RRG. The RMT regime is fully universal once the frequency is normalized to the level spacing. Turning to the diffusive regime, we observe that the sum in Eq. (101) diverges in the ultraviolet for d > 4. This means that the sum should be cut off at largest q and that the frequency ω in the denominator can be discarded. The result is
and thus
If the sum over q in Eq. (101) is cut off at the inverse mean free path l −1 (which is the largest momentum for which the diffusive approximation is still meaningful), one gets the following result for the coefficient c in these formulas:
In fact, the value of this coefficient is expected to be dependent on ultraviolet details of the model, since momenta q l −1 will in general also contribute. This does not affect, however, the scaling of the level statistics (106) and (107) with ∆ and ω. We thus conclude that Eqs. (106) and (107), with a coefficient a that is independent on the system size and on frequency (i.e., depends only on short-scale details of the model and on degree of disorder), should be generically valid in d > 4 dimensions. We will continue calling this regime "diffusive" although the sum in Eq. (101) is of ultraviolet character. It is a natural conjecture that Eqs. (106), (107) are also valid on RRG.
Finally, we discuss the critical regime. The critical spectral compressibility κ * is expected to tend to its Poisson value unity in the limit d → ∞. Further, the exponent 1 − γ = 1/νd governing the frequency-depending correction δχ(ω) in Eq. (105) tends to zero in the limit d → ∞. Our previous experience (Sec. III) tells us that this likely implies a logarithmic dependence of δχ on ω.
Having summarized our expectations based on finited results, we can proceed with a direct analytical and numerical studies of the level statistics on RRG.
B. Level number fluctuations on RRG: Field-theoretical results and numerical simulations By definition, the RRG two-level correlation function can be written as
where 
and 1 (r, ω) is essentially independent of ω and thus can be replaced by K
K 2 (r). Using Eq. (48), we see that the sum over r in Eq. (111) converges at r ∼ 1, yielding
The corresponding behavior of the relative number variance χ(ω) is
Let us analyze the obtained result Eq. (110). Since the second term, Eq. (112) is proportional to 1/N , the Wigner-Dyson statistics is valid up to a relatively large (in comparison to level spacing ∆) scale. This is another manifestation of ergodicity of the RRG ensemble in the whole delocalized phase W < W c . Similar to other manifestations of ergodicity, such as the 1/N scaling of the IPR, the RMT level statistics sets in when the system is sufficiently large, N N ξ . The second term in Eq. (110) as given by Eqs. (111), (112) is fully analogous to the diffusive contribution (101), (106) in d > 4 dimensions: it is independent of ω, proportional to ∆, and controlled by short spatial scales.
In order to determine the frequency scale at which the level correlation function loses its universal (RMT) character, we compare the two contributions in Eq. (110). Using R (c) WD (ω) ∼ (∆/ω) 2 and Eq. (112), we find the crossover scale
This frequency replaces the Thouless energy as the characteristic scale for departure from universal (RMT) behavior. It is worth emphasizing, however, that the ω c is much smaller than the inverse time required for a diffusing particle to reach the boundary of the system (which usually serves as a definition of Thouless energy). Indeed, the latter time scales only logarithmically with the volume N .
We turn now to the discussion of the critical regime. We have seen in Sec. III D 1 that the correlations between critical eigenstates are fully developed only up to the scale ω N , Eq. (73), which is suppressed in comparison to the level spacing ∆ by a logarithmic factor ln 3/2 N 1. This means that the region of strong level repulsion experiences analogous suppression: the level repulsion is strong only for ω ω N . Therefore, with increasing N , the level statistics of the RRG model at criticality approaches the Poisson statistics, as also confirmed by exact diagonalization. One of manifestation of this behavior is the Poisson value of the critical level compressibility,
This should be contrasted to a finite-d system at Anderson transition, for which the critical statistics is intermediate between Wigner-Dyson and Poisson forms [93] and, consequently, 0 < χ * < 1. In view of the logarithmic dependence of ω N /∆ on N , the approach to the critical value (115) is expected to be logarithmically slow in frequency, in agreement with the argument (based on the d → ∞ limit) presented in the end of Sec. IV A.
Our analytical results for the relative level number variance χ(ω) for a delocalized RRG system close to the metal-insulator transition, N N ξ 1, are summarized in Fig. 8 .
We now turn to discussion of exact-diagonalization numerical results for the spectral correlations, which are shown in Figs. 9, 10. In the Fig. 9 , the relative level number variance χ(ω) is presented on the log-log scale. The RMT and diffusive regimes are clearly seen, cf. In the Fig. 10 , we show (on the log-linear scale) the evolution of χ(ω) curve with disorder increasing towards W c . In the metallic domain (W < W c ), both RMT and diffusive regions are observed, with the border between them (the point of the minimum of χ) moving towards smaller ω with increasing disorder (i.e., increasing N ξ ), in agreement with Eq. (114). Furthermore, the maximum value of χ(ω) on the right border of the diffusive regime moves towards the Poisson value, Eq. (115) as predicted. In other words, the critical regime starts to develop. On the other hand, it proves to be numerically very difficult to have all three regimes (RMT, diffusive, and critical) fully developed on one curve, since this requires very large system sizes. In order to numerically observe the critical regime, we have performed simulations directly at the critical disorder W = 18 (black curve). We see that at criticality χ(ω) indeed gradually approaches its predicted limiting value, Eq. (115), as the frequency is lowered. Furthermore, this approach is logarithmically slow, in agreement with expectations presented above. Specifically, it can be described by
with µ 1, as shown in the inset. A further analytical work is needed to verify whether µ = 1 is indeed an exact value of this index.
Finally, let us note that the relative level number variance on RRG was recently studied [72] by means of the saddle-point method that yields the self-consistency equations (85) 
V. SUMMARY
In this paper, we have studied dynamical and spatial correlations of eigenfunctions as well as energy level correlations in the Anderson model on RRG. Our focus was on the delocalized side of the Anderson transition and on the critical point. We have employed a supersymmetric functional integral representation to perform averaging over random potential and over configurations of the graph. This approach has allowed us to evaluate the RRG correlators in terms of the saddle-point of the aforementioned supersymmetric action. The corresponding saddle-point equation is equivalent to the selfconsistency equation characterizing an infinite Bethe lattice, and we have used analytical properties of its solution. In addition, to obtain accurate quantitative descriptions of RRG correlation functions, we have solved the saddle-point equation numerically. Furthermore, we have studied the correlation functions by direct numerical diagonalization of the RRG problem. We have found an outstanding agreement between the exact diagonalization and the saddle-point approach, which serves as an additional demonstration of validity of the latter one (and thus of the ergodicity of the delocalized phase whose analytical derivation is based on the saddle-point analysis).
Our key findings for specific correlation functions on RRG are as follows:
• We have calculated the auto-correlations of a wave function, α(r) = ψ 2 (r)ψ 2 (0) . The analytical results are given by Eq. (54) for the delocalized phase with N N ξ and by Eq. (52) for the critical regime. The scaling of IPR P 2 = N α(0) ∼ N ξ /N (which is a direct extension of the analogous result for the SRM ensemble [38] ) proves the ergodicity of the delocalized phase, in agreement with the earlier numerical findings [50, 51] . Exact diagonalization fully confirms these results and allows us to directly visualize the correlation length ξ, see Fig. 1 . There is a perfect quantitative agreement between the value of the IPR in the delocalized phase as obtained by exact diagonalization with that found from the analytical approach complemented by a numerical solution of the self-consistency equation.
• Next, we have studied the correlation function of different wavefunctions at the same point β(0, ω).
We have found that, in the delocalized phase, it is characterized by a frequency scale ω ∼ 1/N ξ , below which it is ω-independent and is equal to 1/3 of the autocorrelation function of a single wavefunction, β(0, 0) =
• We have further extended the analysis of the correlation function β(r, ω) of different eigenfunctions to different points, r = 0, see Eq. (88) and Fig. 7 .
Interestingly, the behavior of the correlation functions α(r) and β(r, ω) can be largely understood if RRG is considered as the d → ∞ limit of a d-dimensional lattice. This limit has, however, a very singular character in the following sense. First, one has to replace r d → m r , with r staying either for distance between the points or the frequencyrelated scale at criticality, L ω ∼ ln(1/ω), or the correlation length ξ. Second, such a replacement misses additional subleading factors, of power-law character in r or logarithmic in ω. These factors are intimately related to finiteness of IPR at criticality and underlie the logarithmically slow critical dynamics.
• As a quantity closely related to β(0, ω), we have studied the return probability p(t) of a particle propagating from a given point on a RRG. In the delocalized phase, the return probability decays exponentially fast to its limiting value N ξ /N . On the other hand, at criticality p(t) decays logarithmically slowly to a value of order unity determined by the IPR. These properties of the delocalized phase and the critical point lead to a very peculiar crossover of p(t) as a function of time near the criticality: from logarithmically slow to exponentially fast variation.
• Finally, we have studied the level statistics on RRG, with a particular focus on the level number variance. In the delocalized phase and N N ξ , the statistics at relatively low frequencies ω has the RMT form, reflecting the ergodicity of the system. With increasing ω, a crossover to a "diffusive" regime takes place, for which the relative number variance χ(ω) and spectral compressibility κ(ω) increase linearly with frequency, Eq. (113). As a result, a new energy scale ω c emerges, Eq. (114), at which the "ergodization" of the level statistics takes place. At criticality, the function χ(ω) logarithmically slowly approaches its Poisson value (unity), see Eq. (116).
Let us now speculate on possible implications of our findings for many-body problems. As has been mentioned in the Introduction, the RRG model has important connections to many-body models studied in context of MBL. Indeed, many-body Hamiltonians have typically a sparse hierarchical structure in the Fock space, which establishes a link between them and RRG. We expect that the following features of the RRG problem are likely to be relevant for description of many-body eigenstates around the MBL transition: (i) quasi-localized character (Poisson level statistics) of the critical point, (ii) logarithmically slow relaxation at criticality, (iii) ergodicity of wavefunctions at the delocalized side, and (iv) ergodicity of the eigenenergy distribution in the delocalized phase characterized by the RMT level statistics at relatively low frequencies, with a crossover to Σ 2 (ω) ∝ ω 2 at higher frequency.
Indeed, all features listed above are observed in numerical studies of the MBL transition in various systems, and some of them are observed experimentally. The critical statistics, as judged by the mean adjacent gap ratio r, tends to the Poissonian one [10, 94] upon increase of the system size, suggesting that (i) is valid. The fact that equilibration from out-of-equilibrium state is slow with power-law exponents approaching zero at the transition appears both, in numerical simulations [10, [95] [96] [97] [98] [99] and experiments [16, 100, 101] , confirming (ii). Manybody wavefunctions scale ergodically with the size of the Fock space in the delocalized regime [10, 32] , confirming (iii). (We note that the behavior in the localized phase is more tricky, since P 2 shows fractal scaling in the many-body problem [10, 32] contrary to P 2 ∼ 1 in the localized phase on the RRG.) Very recently, the level number variance in the many-body problem has been studied numerically [102] and analytically [103] for the SYK model, suggesting that (iv) is also valid.
While we were preparing this manuscript for publication, a preprint appeared [104] that discusses statistical properties of the RRG model. The central conclusion of the authors of Ref. [104] -the ergodicity of the RRG model in the delocalized phase at N N c , with the crossover scale N c (which is the same as N ξ of the present work) diverging exponentially at the Anderson transition point-is in agreement with the present work and with the earlier works [38, 50, 51, 72] on RRG and SRM models.
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