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headtracker y facetracker para interaccio´n
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Andre´s Sa´nchez Caparro´s
Resumen– En este proyecto se realiza un estudio del estado del arte de los software de seguimiento
de la cabeza y cara en JavaScript para interaccio´n web junto a su estudio cualitativo y cuantitativo.
Primeramente se ha llevado a cabo un ana`lisis de los software de co´digo abierto para analizar su
rendimiento y estudiar los algoritmos que implementan. Seguidamente se han desarrollado diferen-
tes interfı´cies junto al artista digital Daniel Norton para interaccionar con objetos abstractos a partir
del movimiento de la cabeza. Finalmente, se han mejorado algunos puntos de los algoritmos estudia-
dos para mejorar el control y dar al usuario una interfı´cie ma´s robusta y que aporte mejor experiencia.
Palabras clave– Head tracker, Face tracker, interaccio´n web, interfı´cie web, objetos abstrac-
tos, visio´n por computador, estudio cualitativo, estudio cuantitativo.
Abstract– In this project, we do a study of the state-of-the-art of head and face tracking software in
JavaScript for web interaction with their qualitative and quantitative study. First we work an analysis
of open source software to analyze their performance and study the algorithms that implement code.
Then, different interfaces have been developed by the digital artist Daniel Norton to interact with
abstract objects from head movement. Finally, we have improved the algorithms studied to improve
control and give the user a more robust interface and to provide better experience with us.
Keywords– Head tracker, Face tracker, web interaction, web interface, abstrackt objects, com-
puter vision, qualitative study, quantitative study.
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1 INTRODUCCIO´N
EN las u´ltimas de´cadas, los avances respecto a la inter-accio´n computador-humano han evoluacionado mu-cho, hasta llegar a sistemas de interaccio´n de cuerpo
completo a partir de ca´maras y sensores. La inquietud para
desarrollar este proyecto es la interaccio´n a partir de los mo-
vimientos de la cabeza con una ca´mara web en el contexto
de la interaccio´n con objetos abstractos en un equipo mul-
tidisciplinar junto al artista digital Dan Norton para definir
los diferentes escenarios y funcionalidades de las interfı´cies
gra´ficas. Este artı´culo esta´ estructurado en 5 partes: En la
primera parte se explican los objetivos que han permitido
el avance del proyecto. En la siguiente parte se encuentra
toda la informacio´n sobre el estado del arte del headtracker
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y facetracker para interaccio´n web en JavaScript. En la ter-
cera parte se explica la metodologı´a aplicada en el proyecto
y como ha permitido cumplir los objetivos planteados. Se-
guidamente, en la siguiente seccio´n se describe cada uno de
los algoritmos estudiados para la interaccio´n web a partir de
headtracker y factracker y seguidamente, los resultados del
estudio cualitativo y cuantitativo a partir de los resultados
obtenidos a partir del estado del arte y de las mejoras apli-
cadas a los algoritmos que implementan estos software. Fi-
nalmente, en la u´ltima seccio´n se explican las conclusiones
finales del proyecto junto a la bibliografı´a que ha facilitado
el estudio de los algoritmos y el posterior desarrollo de las
interfı´cies gra´ficas.
2 OBJETIVOS
Los objetivos del proyecto derivan de un objetivo princi-
pal: Realizar un estudio de validacio´n del estado del arte
actual del software de interaccio´n web a partir del movi-
miento de la cabeza. Para realizar esta validacio´n, hemos
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definido los siguientes sub-objetivos:
Realizar un estudio de los algoritmos que implementan
el headtracker y facetracker.
Analizar el estado del arte actual en referencia a head-
tracker y facetracker en JavaScript.
Extraer y analizar los para´metros que condicionan la
robustez del headtracker y facetracker.
Realizar mejoras con su respectivo estudio cualitativo
sobre los algoritmos actuales para mejorar la robustez
y el control del tracker.
Desarrollar una interfı´cie gra´fica para interaccio´n con
objetos abstractos.
Una vez cumplidos estos sub-objetivos, se puede realizar
una validacio´n de este tipo de software para interaccio´n
web.
3 ESTADO DEL ARTE
3.1. Estado actual
Desde hace tiempo, para la captura de audio y video en
desarrollo web, se ha dependido de complementos exter-
nos como es el caso de Adobe Flash o Silverlight. La apa-
ricio´n de Html5 nos permite un gran acceso a los dispositi-
vos hardware instalados, como es el micro´fono y la ca´mara
web, por lo que varias empresas como Google, Firefox y
Opera, entre otros, han trabajado en el desarrollo de dife-
rentes APIs para facilitar este acceso. En este proyecto nos
hemos centrado en getUserMedia[17], una API dedicada a
la obtencio´n de vı´deo a partir de una webcam en tiempo
real y sin necesidad de complementos externos. Actualmen-
te, los nuevas tecnologı´as web que utilizan los componentes
hardware como micro´fonos y ca´maras web, aprovechan las
ventajas de Html5 y de estas APIs para gestionar los datos
de entrada.
3.2. Principales referencias del estado del ar-
te
Desde el inicio del proyecto, la base ha sido encontrar re-
ferencias de software dedicado al headtracker en JavaScript.
La principal motivacio´n para usar este lenguaje de progra-
macio´n es basicamente la pro´ximidad a cualquier usuario
habituado con el desarrollo web. Despue´s de analizar va-
rias librerı´as de co´digo abierto, con el que poder estudiar
sus algoritmos, hemos visto que todas usan el algoritmo de
deteccio´n de objetos a tiempo real de Viola y Jones[2]. Sin
embargo, este algoritmo no te devuelve la forma que tiene la
cara, simplemente el marco que la envuelve, los ojos, boca
y nariz. Con estos datos, algunos de estos software aplican
cambios en el rostro del usuario, como es la alteracio´n de las
distancias entre estos rasgos, el color, etc. Algunas librerı´as,
adema´s de utilizar este algoritmo, van ma´s alla´ y trabajan a
partir de modelos de cara como es el caso del algortimo
de Constrained Local Models[4] previamente aprendidos a
partir de algoritmos de matching-learning e incluso algorit-
mos de bu´squeda de puntos entre frames como el algoritmo
de Lukas Kanade[7].
3.3. Referencias utilizadas en el proyecto
A lo largo del proyecto, se han probado en una misma in-
terfı´cie web, varias de estas te´cnicas de headtracker. Todas
ellas de co´digo abierto para poder realizar un estudio de los
algoritmos y del funcionamiento que corre detra´s de cada
una de estas librerı´as. Hemos empezado por aquellas ma´s
simples y que dan mejores resultados como son los trabajos
de Auduno, que nos facilita una librerı´a de headtracker y
otra de facetracker. La primera utiliza exclusivamente Vio-
la y Jones y la segunda Constrained Local Models a partir
de modelos aprendidos anteriormente. Seguidamente, se ha
trabajado en combinar estos algoritmos con el algoritmo de
Lukas Kanade para mejorar el control y la robustez del soft-
ware.
4 METODOLOGI´A
Por tal de conseguir los objetivos marcados, la metodo-
logı´a utilizada a sido la metodologı´a en cascada, basada en
definir los objetivos, ana`lisis, disen˜o, construccio´n, pruebas
e implementacio´n. Al tener bien definidos los objetivos a
asumir, el proceso ha realizar a sido lineal, sin embargo, a
medida que avanzaba el proyecto y por problemas de mala
gestio´n de planificacio´n, la metodologı´a utilizada no bene-
ficiaba el desarrollo del proyecto, por lo que se decidio´ usar
un me´todo a´gil que permitiera asumir objetivos ma´s ra´pi-
damente. Para ello se decidio´ usar la metodologı´a Scrum,
basada en realizar varias iteraciones (sprints) para la rea-
lizacio´n de diferentes subojetivos y tener al final de cada
sprint una pequen˜a parte del software final. Juntamente con
el artista digital Dan Norton, se han definido los objetivos
semanales para poder ver resultados y aproximar el desarro-
llo de las interfı´cies al estudio cualitativo de las tecnologı´as
de headtracking.
4.1. Metodologı´a en cascada
La metodologı´a basada en cascada es una metodologı´a
lı´neal que permite que hasta que no acabe una etapa, no se
pueda pasar a la siguiente. Esta metodologı´a fue´ la escogida
al inicio del proyecto ya que los requisitos iniciales estaban
bien definidos y las tareas requerı´an que una tarea no em-
pezara hasta acabar la anterior. En este caso, el estudio de
los algoritmos es primordial antes que el desarrollo de las
interfı´cies. En la Figura 1 podemos ver, a nivel general, las
etapas de esta metodologı´a para el desarrollo de software.
4.2. Metodologı´a a´gil - Scrum
La ventaja de cambiar de metodologı´a se basa en que,
teniendo bien definidos los objetivos del proyecto, sim-
plemente se han desagregado y se ha trabajado semanal-
mente para cumplirlos.
La product backlog representa los objetivos a realizar del
proyecto. Seguidamente con Dan Norton se han definido
sprints de 2 semana en los que se ha desarrollado una pe-
quen˜a interfı´cie mostrando las ventajas de una y otra li-
brerı´a.
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4.3. Planificacio´n y seguimiento de cada me-
todologı´a
En el inicio del proyecto, durante la metodologı´a en cas-
cada, se ha hecho el estudio del funcionamiento del algorit-
mo de Viola y Jones para el seguimiento de la cabeza dentro
de vı´deo seguidamente de una interfı´cie web que permita la
interaccio´n con el movimiento de la cabeza. Seguidamen-
te se siguio´ con esta metodologı´a en el desarrollo y estu-
dio del algoritmo de Contraint Local Models, en el que la
planificacio´n se alargo´ y finalmente se decidio´ cambiar la
metodologı´a. A partir de este punto, se han ido desarro-
llando pequen˜as interfı´cies que cumplan pequen˜os subob-
jetivos de desarrollo, como es la interaccio´n con el fondo
de pantalla, sonidos a partir de Flocking hasta llegar a la
inter-accio´n de objetos abstractos implementados a partir
de Adobe Edge[18].
5 ALGORITMOS ESTUDIADOS
Para poder cumplir el objetivo principal del proyecto, se
han estudiado diferentes algoritmos que implementan el es-
tado del arte actual.
5.1. Algoritmo de Viola y Jones
El algoritmo de Viola y Jones[1] es un algoritmo di-
sen˜ado para detectar cualquier tipo de objeto dentro de una
imagen, en este proyecto, el objeto buscado es una cara den-
tro de una serie de imagenes que componen un video a tiem-
po real a partir de una webcam y de un navegador web. El
algoritmo lo podemos dividir en 3 fases:
Definicio´n de las caracterı´sticas que componen la ima-
gen.
Definicio´n de los clasificadores fuertes a partir del al-
goritmo AdaBoost[12].
Clasificacio´n en cascada a partir de los clasificadores
fuertes.
5.1.1. Definicio´n de las caracterı´sticas que componen
la imagen
Para la primera fase, se utilizan caracterı´sticas simples
(caracterı´sticas Haar) para calcular la diferencia de lumi-
nancia entre los pı´xeles, en su defecto, Viola y Jones eva-
luan ima´genes de 24x24 pı´xeles para realizar el aprendizaje
a partir de estas caracterı´sticas simples. Por defecto, el uso
de las 5 caracterı´sticas Haar en ima´genes de 24x24 pı´xeles,
representa el ca´lculo de 45.396 regiones, lo que penaliza el
tiempo de deteccio´n.
Para resolver y mejorar el tiempo de ca´lculo, utilizamos
el concepto de imagen integral. El concepto de imagen inte-
gral se basa en definir regiones de pı´xeles como si se tratara
de uno solo y reducir los ca´lculos considerablemente.
El valor de la imagen integral que agrupamos para el pun-
to (x,y) es la suma de los pı´xeles que estan por encima y ha-
cia la izquierda del punto, como se muestra en la ecuacio´n
1
ii(x, y) =
∑
x′≤x,y′≤y
i(x′, y′) (1)
Fig. 1: Caracterı´sticas Haar
Fig. 2: Imagen integral
5.1.2. Definicio´n de los clasificadores de´biles a partir
de AdaBoost
La siguiente fase del algoritmo es la que forma los cla-
sificadores que servira´n para detectar la cara en cualquier
otra imagen. Se basa en la utilizacio´n del algoritmo Ada-
Boost definido por Freund y Shaphire para crear clasifica-
dores fuertes a partir de muchos clasificadores de´biles.
Un clasificador simple es una estructura que esta´ formada
por una caracterı´stica y un umbral, y nos sirve para hacer
una clasificacio´n binaria (por encima o debajo del umbral).
Estas clasificaciones son muy triviales y tienen un error muy
bajo, por lo que el algoritmo de AdaBoost utiliza el voto
ponderado de varios clasificadores de´biles para crear un cla-
sificador fuerte y alimentar una funcio´n cuadra´tica que haga
una clasificacio´n binaria con muy poca probabilidad de fa-
llar.
Por lo tanto, esta fase del algoritmo de Viola y Jones se basa
en definir clasificadores fuertes a partir de las caracteristicas
obtenidas de la primera fase, utilizando caracteristicas posi-
tivas (rasgos faciales) y caracterı´sticas negativas (rasgos no
faciales).
5.1.3. Clasificacio´n en cascada a partir de clasificado-
res fuertes
Finalmente, el algoritmo de Viola y Jones utiliza los cla-
sificadores fuertes adquiridos en la fase anterior para clasi-
ficar. Viola y Jones plantearon la utilizacio´n de estos clasi-
ficadores para clasificar no caras en vez de caras, ya que es
mucho ma´s probable encontrar una caracterı´stica no facial
a lo largo de la imagen que un rasgo facial.
Entonces, la clasificacio´n en cascada (Figura 3) se basa en
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evaluar una subimagen con un clasificador fuerte, si el clasi-
ficador detecta que no es cara, descartamos esa subimagen,
sin embargo, si lo clasifica como cara, realizamos la misma
prueba con otro casificador.
Fig. 3: Clasificacio´n en cascada
De esta manera se clasificara´n unicamente como caras,
las subima´genes que sean evaluadas como caras por todos
los clasificadores fuertes. Una vez obtenidas todas las ca-
racterı´sticas que forman parte de la cara, se obtiene el a´rea
que envuelve estas caracterı´sticas, es decir, la cara dentro de
la imagen.
5.2. Constraint Local Models (CLM)
Contraint Local Models es un me´todo de localizacio´n de
un conjunto de puntos, limitado por un modelo previamente
aprendido. Este tipo de algoritmo aplicado a FaceTracker
se basa en buscar en una imagen, la forma aprendida en un
modelo de cara. Este modelo trata de ajustarse a la forma de
la cara que encuentra, siempre respetando unas reglas que
estan definidas dentro del modelo.
Este me´todo se puede dividir en tres etapas:
Creacio´n del modelo inicial.
Reducir la imagen a la zona de la cara.
Aplicar modelo a la subimagen y obtener los rasgos de
la cara.
5.2.1. Creacio´n del modelo inicial
La primera fase del me´todo CLM se basa en crear un
modelo de cara ’estandar’. Para ello se realiza un marcado
de los rasgos ma´s representativos de la cara, como son los
ojos, nariz, boca y contorno de la cara y despue´s se realizan
dos pasos:
Crear un modelo para la forma de los rasgos y cara.
Crear un modelo especı´fico de cada rasgo representa-
tivo
Para crear el modelo de la forma, se aplica un PCA (Prin-
cipal Component Analysis)[13] para reducir la dimensiona-
lidad de los puntos marcados en los rostros de entrenamien-
to y obtener una mejor representacio´n de estos puntos (de
ma´s importantes a menos). De esta manera obtenemos una
distribucio´n que permite valorar si otra distribucio´n de pun-
tos es parecida o no.
Para crear un modelo especı´fico de cada rasgo, se apli-
ca SVM (Support Vector Machines)[14] para realizar un
aprendizaje supervisado a partir de muestras positivas y ne-
gativas de cada rasgo (ojos, nariz y boca) de manera que
al final de esta parte, obtenemos un clasificador para cada
rasgo.
Fig. 4: Construccio´n del modelo
5.2.2. Reduccio´n de la imagen
Esta parte del algoritmo se basa en aplicar el algoritmo
de Viola y Jones en la imagen para encontrar un marco que
englobe la cara junto a todos sus rasgos. De esta manera,
obtenemos una subimagen con un taman˜o perfecto donde
aplicar el modelo aprendido anterior.
5.2.3. Aplicar modelo y obtencio´n de los rasgos faciales
Una vez obtenida la subimagen que contiene la cara, se
realiza una estimacio´n de la cara dentro del recta´ngulo uti-
lizando Mean Shift para ajustar los contornos a los puntos
estimados de la cara.
Despue´s de esta estimacio´n inicial, se obtienen los puntos
de la imagen que estan marcados por la estimacio´n inicial,
es decir, donde hemos estimado que hay un ojo, obtenemos
la zona de la imagen que esta´ en esa posicio´n y la recor-
tamos para clasificarla a partir del clasificador del modelo
aprendido anteriormente. Una vez hecho para todas las ca-
racterı´sticas, se aplica el modelo de forma aprendido ante-
riormente para comprobar que los rasgos obtenidos respe-
ten las limitiaciones de forma, es decir, dos ojos por encima
de la nariz, esta por encima de la boca, etc. (Figura 5) Este
paso se realiza N veces que, para tener un equilibrio entre
robustez y velocidad,
N ∈ [10, 20]
o hasta que converja.
Fig. 5: Obtencio´n de los rasgos faciales
5.3. Me´todo Lucas Kanade
El me´todo de Lucas Kanade define que el desplazamien-
to del contenido entre dos ima´genes en dos instantes de
tiempo muy cercanos es muy pequen˜o y aproximadamente
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constante, por lo que, este me´todo se puede utilizar para
realizar un seguimiento de los rasgos de la cara entre
frames, ya que la imagen entre frame y frame no varia
mucho y varia a una velocidad casi constante.
Para utilizar este me´todo, se utiliza un(os) punto(s) de
referencia para buscarlo(s) en el siguiente frame, y un
vector de velocidad que es el que define cuanto se mueven
los pı´xeles entre frame y frame.
Este me´todo empieza haciendo una estimacio´n inicial
en el frame inicial a partir de la disparidad entre los
frames, y seguidamente por cada punto dispar, se aplica un
gradiente[15] (Figura 6) para obtener su nueva posicio´n en
el siguiente frame.
Fig. 6: Gradiente descendente
6 ESTUDIO CUANTITATIVO Y CUALITATIVO
6.1. Me´tricas para el estudio
Para realizar el estudio cuantitativo y cualitativo se han
definido diferentes me´tricas para cada tipo y para cada im-
plementacio´n de los algoritmos anteriores que forman parte
del estado del arte actual del Headtracker y Facetracker en
JavaScript.
Para el estudio cuantitativo se han definido 3 me´tricas:
Velocidad del algoritmo
Frames por segundo (FPS)
A´ngulos lı´mite de movimiento
Para el estudio cualitativo se han definido las siguientes
me´tricas:
Robustez con luz natural
Robustez con luz artificial
Para realizar el ana´lisis cuantitativo, primeramente se cal-
cula el tiempo en milisegundos que requiere cada algoritmo
en lenguaje JavaScript, seguidamente, se ha calculado los
frames por segundo, es decir, la inversa del tiempo requeri-
do por cada algoritmo en segundos (Fo´rmula 2)
FPS =
1
TiempoIteracion
(2)
Finalmente, calculamos los a´ngulos a partir de los cuales,
el algoritmo falla con las mejores condiciones de luz. Para
esta parte del estudio, se calcula los a´ngulos para los ejes X
e Y del plano 3D real, siendo el eje Z el eje perpendicular a
la pantalla que va hacia el usuario y a una distancia real de
50cm (distancia a la pantalla de un ordenador porta´til).
Para el ca´lculo utilizamos trigonometrı´a ba´sica para calcu-
lar el a´ngulo a partir de la regla del seno (Fo´rmula 3).
α = arcsin(
a
b
) (3)
Donde a es la distancia entre la webcam y el punto de
interseccio´n de la cabeza y la pantalla; y b la distancia entre
el usuario y la pantalla.
6.2. Estudio cuantitativo del estado del arte
Si probamos las me´tricas que evalu´an cuantitativamente
el software (apartado 6.1) con el estado del arte actual para
interaccio´n web en JavaScript, obtenemos los siguientes
resultados:
TAULA 1: RESULTADOS CUANTITATIVOS ESTADO DEL
ARTE
Resultados del estado del arte
A´ngulos (grados)
Algoritmo Iteracio´n (ms) FPS Eje X Eje Y
Viola y Jones 15 66 65 42
CLM 7 142 35 42
L. Kanade* 16 62.5 70 57
6.2.1. Resultados Viola y Jones
Como podemos apreciar en la Tabla 1, el algoritmo de
Viola y Jones trabaja a una velocidad de 15ms por iteracio´n
(66 frames por segundo). Esta velocidad se consigue apli-
cando unicamente el algoritmo y mostrando por pantalla
la zona de la cara mediante un recta´ngulo. El nu´mero
de fps es muy bueno ya que no deja que el ojo humano
visualice paradas durante el vı´deo, por lo que se considera
que funciona a tiempo real. El a´ngulo lı´mite de deteccio´n
empieza a fallar a partir de los 65o en el eje horizontal,
ya que a partir de ese a´ngulo, muchas caracterı´sticas de la
cara quedan ocultas, sin embargo, la rotacio´n vertical de
la cabeza esta´ ma´s limitada ya que por el mismo motivo
anterior, los rasgos ma´s relevantes desaparecen antes y se
pierde la forma de la cara con ma´s facilidad. Sin embargo,
el algoritmo de Viola y Jones recupera muy ra´pidamente la
cara en cuanto esta vuelve a una posicio´n frontal.
6.2.2. Resultados CLM
En cuanto al me´todo CLM, este algoritmo tiene una ve-
locidad mucho ma´s ra´pida que Viola y Jones debido a que
solamente en las primeras iteraciones se aplican los ca´lcu-
los ma´s pesados, una vez detectada la cara, CLM se basa en
la diferencia entre el frame anterior y el nuevo para seguir
el tracking, por lo que la velocidad llega a ser el doble que
la de Viola y Jones. Sin embargo, el lı´mite de movimiento
es mucho peor, CLM al trabajar con el contorno de la cara
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adema´s de los ojos, nariz y boca, al no ser una cara frontal,
la forma varı´a y busca una nueva cara en el frame.
6.2.3. Resultados L.Kanade
Este es el me´todo con ma´s variedad de resultados. Puesto
que el algoritmo trabaja a nivel de pı´xel, el seguimiento de
un punto en el que los pı´xeles vecinos tienen valores simi-
lares provoca que el seguimiento falle.
Utilizando las me´tricas anteriores, la velocidad del algorit-
mo es muy ra´pida (tanto como Viola y Jones), y los angu-
los lı´mite en ambos ejes son muy amplios, sin embargo, con
movimientos ra´pidos, cambios de iluminacio´n o seguimien-
to de puntos con poco contraste con los puntos adyacentes,
provoca la pe´rdida del punto en frames posteriores.
6.3. Estudio cualitativo del estado del arte
Para evaluar cualitativamente los algoritmos, analizamos
la robustez a partir de la iluminacio´n del usuario. En este
estudio separaremos la luz natural de la luz artificial.
6.3.1. Viola y Jones
Para el algoritmo de Viola y Jones apenas vemos diferen-
cia, puesto que el algoritmo ya tiene aprendidos los clasi-
ficadores fuertes, solamente busca rasgos que formen parte
de la cara independientemente entre ellos.
En la Figura 7 podemos ver que en ambos casos encuentra
la cara perfectamente.
6.3.2. CLM
En este caso, el algoritmo tiene el problema que mean-
shift no consigue recolocar las caracterı´sticas de la cara en-
tre frame y frame por el cambio de contraste a causa de la
luz natural. Sin embargo, con luz artificial, el algoritmo es
muy robusto.
En la Figura 8 podemos ver como el dibujo de los puntos
de los rasgos para luz natural no se ajusta correctamente a
la cara, sin embargo con luz artificial, los puntos se situan
exactamente donde toca, coincidiendo con los rasgos facia-
les.
6.3.3. L.Kanade
Finalmente, el me´todo de Lukas Kanade trae aspectos po-
sitivos para el seguimiento con luz natural. El seguimiento
de puntos donde hay mucho contraste facilita que este me´to-
do pueda trabajar correctamente. En la Figura 9 podemos
ver como la zona con luz mantiene 2 puntos de los 4 que
habı´a en la imagen (simetricos en el lado opuesto).
6.4. Estudio cualitativo y cuantitativo de las
mejoras aplicadas
6.4.1. Mejoras aplicadas
Para el proyecto, he definido e implementado varias me-
joras en la utilizacio´n de los algoritmos en el seguimiento
de la cara y sus rasgos en JavaScript:
Fig. 7: Resultados Viola y Jones: Diferente iluminacio´n
Fig. 8: Resultados CLM: Diferente iluminacio´n
Fig. 9: Resultados L.Kanade: Luz natural
Aplicar el me´todo de L.Kanade junto a CLM para
mejorar el control (M1)
Esta mejora se basa en aplicar un seguimiento a
trave´s de los puntos claves que nos aporta CLM pero
a trave´s de los pı´xeles que lo forman. De esta manera,
si pasamos el a´ngulo lı´mite para CLM, podemos
recuperar la posicio´n exacta a partir de la posicio´n
de los ojos, nariz y boca seguidos por el me´todo de
L.Kanade.
Esta mejora despue´s de ser desarrollada, ha sido
descartada. El motivo se basa en que el me´todo de
L.Kanade pierde el seguimiento muy facilmente y la
pe´rdida no permite reposicionar los puntos obtenidos
por CLM.
Acumular el error en la fase del mean-shift de CLM
para dar continuidad al seguimiento (M2).
Visto que CLM aplica inicialmente realiza la
deteccio´n de la cara y seguidamente realiza el segui-
miento a partir de mean-shift, este me´todo vuelve a
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aplicar los primeros pasos cuando la diferencia entre
el candidato del siguiente frame aplicando mean-shift
tiene una diferencia grande con el frame anterior,
vuelve a realizar la busqueda de la cara en toda la
imagen.
La mejora se basa en no volver a aplicar esta segunda
deteccio´n y dejar al usuario que vuelva a encontrar la
cara, es decir, vuelva a la posicio´n en la que la ”ma´sca-
ra”de puntos se ha quedado para que mean-shift
vuelva a coger los puntos correctos.
Aplicar CLM junto a Viola y Jones para re-calibrar el
seguimiento cuando este falle (M3).
Esta mejora se basa en una ampliacio´n de la an-
terior. Visto que Viola y Jones tiene una probabilidad
muy baja de fallar, la mejora se basa en aplicar ambos
algoritmos a la vez y mientras la deteccio´n a partir
de CLM se mantenga dentro de la zona detectada por
Viola y Jones, el seguimiento se mantiene a partir de
mean-shift, en cambio, cuando los puntos obtenidos
por CLM salen de la zona, volvemos a realizar la
deteccio´n de la cara.
6.4.2. Estudio cuantitativo de las mejoras
Para realizar este estudio, aplicamos las mismas me´tricas
que para el estado del arte actual. Para las 3 mejoras ante-
riores, se han obtenido los resultados mostrados en la tabla
2
TAULA 2: RESULTADOS CUANTITATIVOS DE LAS MEJO-
RAS DEL ESTADO DEL ARTE
Resultados de las mejoras aplicadas
A´ngulos (grados)
Mejora Iteracio´n (ms) FPS Eje X Eje Y
M1 17 58 – –
M2 8 125 60 50
M3 155 6.45 60 60
La M1 no aporta ma´s robustez al sistema, los a´ngulos
lı´mite so´n los mismos que para el CLM pero al no poder
realizar el seguimiento con el me´todo de L.Kanade, no es
posible recuperar la posicio´n correcta de la cara. El tiempo
de ejecucio´n no varı´a respecto al me´todo de L.Kanade y se
mantiene en los 58 frames por segundo.
Respecto a la M2, se aprecia una gran mejorı´a en los lı´mites
de movimiento, podemos realizar un movimiento de hasta
60o horizontalmente y 50o en el eje vertical sin perder el
seguimiento. Sin embargo corremos el riesgo que una vez
pasemos ese lı´mite, podamos no volver a recuperar el se-
guimiento.
Finalmente, la M3 mejora la robustez de la M2, volviendo a
aplicar CLM despue´s de que el seguimiento no este´ incluido
en el marco definido por Viola y Jones. Los a´ngulos lı´mite
son los mismos que para la M2, sin embargo siempre recu-
peraremos el seguimiento cuando se pasen esos lı´mites.
Por contra, este u´ltima mejora relantiza mucho la aplica-
cio´n, el tiempo por iteracio´n al tratar la imagen y realizar el
algoritmo aumenta de de 17ms a 155ms, por lo que el frame
rate cae hasta los 5-8 FPS.
6.4.3. Estudio cualitativo de las mejoras
Para estudiar la cualidad de las mejoras, nos centramos
en su robustez, puesto que la comparacio´n con luz natural y
luz artificial es la misma (tratamiento de la imagen).
M1, como se ha explicado antes, queda descartada al no
aportar nada al algoritmo CLM.
En la M2, se nota un gran mejorı´a puesto que los movimien-
tos pueden ser muy amplios y la velocidad y el FPS son muy
buenos. En cambio se corre el riesgo de que se pierda el se-
guimiento. Para evitar esta pe´rdida, se realizo´ la M3.
Esta mejora consigue la robustez que se buscaba, sin embar-
go penaliza mucho el frame rate. Esta penalizacio´n causa
una mala experiencia con el usuario.
7 APLICACIO´N WEB
Una vez estudidos los algoritmos que componen el estado
del arte en Headtracking y Facetracking, juntamente con el
artista digital Dan Norton, se han definido dos interfı´cies
para interaccio´n web.
Cambio de color
Interaccio´n con objetos abstractos
Para detectar hacia donde mira el usuario, se han utili-
zado M2 y M3 por separado para desarrollar estas dos in-
terfı´cies. Ambas utilizan las distancias entre ciertos puntos
de la cara para determinar el lado hacia donde mira.
Primeramente se valida el a´ngulo de la recta que forma la
nariz, cuando este a´ngulo supera un pequen˜o lindar, pode-
mos asegurar que esta´ mirando a la derecha o izquierda, en
ese caso miramos que distancia es ma´s corta, si de la nariz
a un costado de la cara o hacia el otro lado de la cara. En
cambio, si el a´ngulo de la recta de la nariz tiene un valor
pequen˜o, validamos si se esta´ mirando hacia arriba, abajo
o al centro. Esta validacio´n se realiza de la misma manera
que para validar derecha o izquierda, pero con los puntos de
referencia el centro de la cara, frente y barbilla.
7.1. Cambio de color
Esta interfı´cie esperaba ser una interfı´cie ba´sica en la que
se pueda testear y validar hacia donde mueve la cabeza el
usuario. En este caso, la interaccio´n se basaba en cambiar
los canales RGB del background de la pantalla a partir del
movimiento.
Para hacer el cambio facil, se ha relacionado un canal de
color cuando el usuario gire la cabeza hacia arriba, derecha
o izquierda. En esta primera interfı´cie, se define rotar la ca-
beza hacia la derecha aumenta el canal verde, izquierda el
azul y arriba el rojo. Mantener la cabeza mirando al centro
modifica los 3 canales para que vuelvan a 0 progresivamen-
te.
Para mejorar la experiencia con el usuario, se han an˜adi-
do botones para ocultar el vı´deo y solamente se muestre la
ma´scara de puntos que engloban los rasgos principales de
la cara.
En la Figura ?? podemos ver un ejemplo de la interfı´cie
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ba´sica de cambio de color para la M2 y la Figura 10 para la
M3.
Fig. 10: Aplicacio´n cambio de color: mejora 3
7.2. Interaccio´n con objetos abstractos
Esta u´ltima interfı´cie fue´ disen˜ada por el artista digital
Dan Norton. Esta´ compuesta por 4 objetos creados a partir
de Adobe Edge, situados arriba, abajo, derecha e izquierda
de la pantalla.
El objetivo de esta interfı´cie es hacer reaccionar estos obje-
tos cuando el usuario rota la cabeza hacia ellos, produciendo
movimiento y sonido.
En la Figura 11 podemos ver un ejemplo de la interfı´cie pa-
ra la M2 para interaccio´n con objetos abstractos y la Figura
?? para la M3:
Fig. 11: Aplicacio´n cambio de color: M2
8 CONTRIBUCIO´N AL SOFTWARE DE HEAD-
TRACKING Y FACETRACKING
A partir del estado del arte actual, los algoritmos estudia-
dos y las mejoras desarrolladas para obtener una interfı´cie
web robusta han contribuido a desarrollar una librerı´a en
JavaScript que utiliza de base el trabajo de Auduno [9] y
que mejora los a´ngulos lı´mite de rotacio´n en 25o y 15o (ejes
horizontal y vertical respectivamente) aportando una mejor
robustez, adema´s de detectar hacia donde esta´ dirigida la
cara del usuario (arriba, abajo, derecha e izquierda). Esta
aportacio´n permite futuros desarrollos para interaccio´n web
para cualquier persona que necesite detectar la posicio´n de
los rasgos faciales y conocer hacia donde esta´ dirigida la
cara.
9 CONCLUSIONES
Despue´s de realizar el estudio de las limitaciones del es-
tado del arte actual y realizar mejoras para desarrollar una
interfı´cie gra´fica de interaccio´n web, se puede decir que se
han asumido los objetivos principales del proyecto con e´xi-
to.
Adema´s, una vez acabado el proyecto, podemos llegar a las
siguientes conclusiones:
A partir de los resultados obtenidos en el estudio, ell
algoritmo de Viola y Jones es el mejor candidato en
cuanto a deteccio´n de rostros a tiempo real.
CLM y el me´todo de L.Kanade so´n muy precisos cuan-
do hay buena resolucio´n y buen contraste entre los ras-
gos faciales, sin embargo, por el mismo motivo, su ro-
bustez no es muy eficiente a cambios de iluminacio´n y
movimientos muy ra´pidos.
El comportamiento entre el algoritmo de Viola y Jones
y CLM aporta resultados muy buenos, sin embargo la
combinacio´n de seguimiento sobre el mismo frame pe-
naliza mucho el frame por segundo, por lo que hay que
buscar un punto o´ptimo entre velocidad y robustez pa-
ra aportar un buen feedback al usuario.
Con las mejoras aportadas, M2 y M3, se ha consegui-
do mejorar considerablemente la robustez del softwa-
re, consiguiendo mejorar el a´ngulo de rotacio´n de la
cabeza sobre ambos ejes y dar una buena experiencia
de seguimiento al usuario. La mejora M3 consigue una
robustez muy alta, sin embargo perjudica el frame rate
que cae por debajo de 10 FPS. La mejora M1 tenia una
base teo´rica muy buena, sin embargo depende mucho
de la calidad de la imagen para su correcto funciona-
miento.
Se ha podido desarrollar una interfı´cie de interaccio´n
web junto a Dan Norton en lenguaje JavaScript y de
co´digo abierto para que cualquier persona pueda vi-
sualizar el co´digo y tener una base para futuros desa-
rrollos.
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