It is well known that the maximum likelihood fit of the logistic regression parameters can be greatly affected by atypical observations. Several robust alternatives have been proposed. However, if we consider the model from the case-control viewpoint, it is clear that current techniques can exhibit poor behaviour in many common situations. A new robust class of estimation procedures is introduced. The estimators are constructed via a minimum distance approach after identifying the model with a semiparametric biased sampling model. The approach is developed under the case-control sampling scheme, yet is shown to be applicable under prospective sampling as well. A weighted Cramér-von Mises distance is used as an illustrative example of the methodology.
I
Given a binary variable Y and a p×1 vector X of covariates, the logistic regression model states that pr(Y =1|X=x)= exp(a*+x∞b) 1+exp(a*+x∞b) ¬Q a*,b (x),
say, where a* is a scalar parameter and b is a p×1 vector of parameters. Under this model, the marginal distribution of X is left completely unspecified. It is well known that atypical observations can have a dramatic impact on the maximum likelihood fit. Several robust alternatives have been proposed in the literature, all of which may be expressed as methods that downweight observations which are, in some sense, far from the centre of the data. Downweighting can occur in terms of elliptical contours (Kü nsch et al., 1989; Carroll & Pederson, 1993) or in terms of extreme predicted probabilities (Copas, 1988; Carroll & Pederson, 1993; Bianco & Yohai, 1996) . The majority of the current procedures were borrowed from the standard regression setting and do not take the unique structure of binary regression into account.
If we consider the model via the case-control viewpoint, it is clear that some techniques of downweighting may be problematic. Since the marginal distribution of X is a mixture of two distributions, the use of elliptical contours to measure distance and downweight observations is not appropriate. Estimators based on this methodology tend to be robust against highly extreme outliers, but can be greatly influenced by moderate outliers, and can also lose a great deal of efficiency for some common configurations of the covariates. In the extreme case of one group much smaller than the other, with sufficiently separated centres, the entire smaller group would be systematically considered as outliers and receive little or no weight. In fact, although estimators of this form are regularly implemented in standard software, they often behave poorly.
The purpose of this paper is to introduce a new general methodology for constructing robust and highly efficient estimators for the logistic regression model. This construction is developed Miscellanea based on case-control data, but remains applicable under prospective sampling. The logistic regression model under case-control sampling is equivalent to a two-sample semiparametric biased sampling problem. Exploiting this equivalence allows a new methodology to be defined in terms of a minimum distance criterion under the case-control formulation. The resulting family of procedures can yield estimators that are highly efficient if the model is true, and yet are robust to small deviations in the model. The proposed procedures do not depend on elliptical contours, and therefore perform well even when the marginal covariate distribution is far from elliptical. The minimum distance idea also yields a natural class of goodness-of-fit statistics for testing the validity of the logistic regression model.
A   
One approach to conducting a study would be an observational study, or prospective sampling, where the sampling is a simple random sample from the joint distribution, F XY . This is the setting in which all current robust procedures are constructed. However, the work of Carroll et al. (1995) has shown that, for most of these procedures, point estimators and the corresponding asymptotic standard errors for the slope parameters, b, derived from this sampling scheme are still valid if the sampling is actually of the case-control form. This result had been previously derived for the maximum likelihood estimator by Prentice & Pyke (1979) . Perhaps this is why the construction of new robust procedures has been limited to the prospective formulation.
Case-control sampling, also known as retrospective sampling, refers to independently sampling from F 0 , the conditional distribution of X|(Y =0), and F 1 , defined similarly. As in Qin & Zhang (1997), if we let f 0 and f 1 denote the corresponding conditional densities and use (1·1), an application of Bayes' rule yields the equivalent two-sample semiparametric biased sampling model, u 1 , . . . , u n 0 is a random sample with density f 0 (x), z 1 , . . . , z n 1 is a random sample with density f 1
where c=a*+log{(1−p)/p} and p=pr(Y =1). Under the above model, for a fixed (c, b), F 0 can be estimated in the following two ways:
where Zhang (1997) proposed a Kolmogorov-Smirnoff statistic as a measure of goodness-offit with the parameters estimated via maximum likelihood. This idea is further extended to the estimation procedure by minimising a discrepancy to construct the estimator. In particular, a class of weighted Cramér-von Mises distance measures will be used. However, it is stressed that other choices are possible and deserve further investigation.
T  C  - M 

3·1. Defining the estimator
Denote the difference process between the two distribution functions in (2·1) and (2·2) by
H D. B where a¬c+log r, and Q has the functional form as in (1·1). In the context of goodness-of-fit, Su & Wei (1991) arrived at this same process as a cumulative residual process from the prospective viewpoint.
For a given weight function, W F X , which as written may depend on the distribution of X, define the weighted Cramér-von Mises distance as
with dW F X (t)Á0 for all t and ∆ dW F X (t)<2. The choice of weight function used in this paper will be the following family of weight functions, indexed by the constant cÁ0:
Note that cÁ0 implies that ∆ dW F X (t)<2 regardless of F X , which in practice will be estimated from the data via the empirical marginal distribution. More judicious choices of the weight function may be possible, and deserve further investigation.
The parameter estimators will then be defined as the solution to the following minimisation problem: 
Now define b 0 as the solution to the minimisation problem
Then a 0 ¬a(b 0 , F XY ). The designation of case or control group is arbitrary, so that any estimator in logistic regression should be equivariant under changing of the labels. Clearly this is the case for the minimum weighted Cramér-von Mises estimator since the objective function depends on y only through y−Q a,b (x). Proposition 1 shows equivariance under location-scale changes of the covariate vector. P 1. L et A be a p×p diagonal matrix with strictly positive entries and let b be a p×1 vector. Under the transformation given by T : x (Ax+b), (a A, b A ) is transformed to (a A −b∞A−1b A , A−1b A ). Remark 1. It appears not possible to achieve full affine equivariance directly in the multivariate setting regardless of the choice of weight function. This is because of the inherent partial ordering imposed by the cumulative distribution function. Now further define
with
) be a solution to the functional version of the minimisation problem given by (3·5) and (3·6), and suppose that the following conditions hold:
as defined above has all components finite at (a 0 , b 0 ); (iii) there exists a solution such that db 0 d<2. T hen (a 0 , b 0 ) is a generalised M-functional satisfying the following first-order condition:
where w(x, a 0 , b 0 , F X )=(1, w∞ 1 )∞, and w 1 =w 1 (x, a 0 , b 0 , F X ) is as defined in (3·7).
3·2. Asymptotics
The asymptotic distribution will now be derived within the framework of prospective sampling as opposed to case-control, but, as a consequence of Theorem 1, inference for the slope parameters will remain valid under case-control sampling. A standard tool in asymptotic theory, and particularly that of robustness, is the influence function (Hampel et al., 1986) . The influence function of a functional of a distribution heuristically measures the change in the functional upon the addition or deletion of a single point at a particular location. For robustness, a bounded influence function is desirable. The influence function is the linear term in the asymptotic expansion of a statistic so that, under standard regularity conditions (Hampel et al., 1986, Ch. 4) , the asymptotic variance is given by E(  ∞), where  denotes the vector-valued influence function.
From Proposition 2, under the prospective model, standard theory yields
where the ( p+1)×( p+1) matrix A is given by
Conditions (i) and (ii) of Proposition 2 ensure that the influence function is bounded for all (x, y).
From the influence function, the asymptotic distribution of the minimum weighted Cramér-von Mises estimator, (a A, b A ), under the prospective logistic regression model (1·1) with true parameters (a 0 , b 0 ), is given by
To conduct inference, V (a 0 , b 0 , F X ) will be consistently estimated by V (a A, b A , F n ), where F n denotes the empirical marginal distribution of X. Based on the results of Carroll et al. (1995) , asymptotically, it remains valid to use b A and V (a A, b A , F n ) for inference about the vector of slope parameters, b, under case-control sampling. T 1. Under the logistic regression model, b A will consistently estimate b, and V (a A, b A , F n ) will consistently estimate the variance matrix of b A , regardless of whether the sampling was done prospectively or retrospectively.
E
4·1. Some existing robust estimators
The minimum weighted Cramér-von Mises proposal of this paper is compared to the maximum likelihood estimator as well as three benchmark robust proposals. The first two are the conditionally unbiased bounded influence estimator of Kü nsch et al. (1989) and the Mallows-type estimator as H D. B discussed by Carroll & Pederson (1993) with weights defined as functions of a robust Mahalanobis distance. These proposals were computed as implemented in the standard Robust package of S-Plus. The third proposal is the estimator of Bianco & Yohai (1996) with choice of objective function and procedure for implementation as in Croux & Haesbroeck (2003) .
All of these estimators, except for the maximum likelihood estimator, are indexed by a tuning constant, variation of which yields a trade-off between robustness and efficiency. In the univariate case, all three existing robust proposals, along with the proposal of this paper, have strictly bounded influence functions, but this is not true in the multivariate case. The Bianco-Yohai estimator has unbounded influence for contamination points with dxd 2, but a+x∞b remaining bounded, i.e. points which remain close to the 'separating hyperplane', or all points if b=0.
4·2. Simulation results
Two normal distributions with common scale or two gamma distributions with common shape are possible ways of generating the univariate logistic regression model. Using these two different models for the covariate, we generated 2000 samples of size 100 with true b=2·5. The effect of contamination was examined by adding three cases ( y=1) at various values of x. The value b=2·5 is chosen so that the mixture distribution is just slightly bimodal under normality with 50 controls and 50 cases. The tuning constants for the three existing robust estimators were matched to yield similar robustness and efficiency properties in this set-up and then fixed for the remainder of the simulation study. Two choices, c=0, 1, are used for the minimum weighted Cramér-von Mises estimator. Table 1 gives the bias and root mean squared error for each of the estimators under normal distributions using 75 controls and 25 cases. As expected, because of the asymmetry of the group proportions, there is a loss of efficiency for the Kü nsch et al. and Mallows estimators, while they also exhibit worse behaviour under contamination, particularly under moderate contamination. Table 2 gives the results under exponential distributions, with 50 controls and 50 cases. As anticipated, the efficiency loss for the Kü nsch and Mallows estimators is severe, as evidenced by the large root mean squared errors. The Mallows estimator performed particularly poorly in terms of root mean squared error in this set-up, and was extremely unstable. Surprisingly, the BiancoYohai estimator was extremely nonrobust for this configuration. The efficiency loss for the Mallows and Kü nsch et al. estimators becomes even greater when the proportions are made to be unequal. Overall, in the simulations, the proposed minimum weighted Cramér-von Mises estimator exhibited the most stable behaviour. 4·3. L eukaemia data The leukaemia data from Cook & Weisberg (1982, p. 193) were analysed in Carroll & Pederson (1993), among others. There are 33 observations, with the response being survival for 52 weeks and two predictors, white blood cell count and the indicator of acute granuloma. It is well documented that a possible response outlier with Y =1 lies in a cluster of five points with identical values of the white blood cell count. Including only the continuous covariate in the model yields a situation with which it is more difficult to deal with as the outlier is now contained in a large group with equal leverage. Table 3 gives the estimated coefficients and asymptotic standard errors for the various procedures. Also shown for comparison is  32 , the maximum likelihood estimate after removing the possible response outlier. The Mallows estimator is highly unstable in this situation because of the extreme skewness and bimodality of the distribution of white blood cell counts. An alternative choice of tuning constant, c=8, the default in the current Robust package of S-Plus, is also shown. The Bianco-Yohai estimator with the previously used tuning constant behaves similarly to the maximum likelihood estimator, but with a large standard error and hence a very small t-statistic. An alternative choice of tuning constant for the Bianco-Yohai estimator is shown as well. The estimator is now more robust, but its efficiency is much lower, as evidenced by its large standard error. The minimum weighted Cramér-von Mises estimator and that of Kü nsch et al. perform best here, dampening the effect of the single point as seen by the fact that they move towards the estimate  32 . 
