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Abstract. 
A simple computer model is described that takes a novel approach to the problem of 
accounting for perceptual coherence among successive pure tones of changing frequency by 
using simple physiological principles that operate at a peripheral, rather than a central level. 
The model is able to reproduce a number of streaming phenomena found in the literature 
using the same parameter values. These are: 1) the build-up of streaming over time, 2) the 
temporal coherence and fission boundaries of human listeners, 3) the ambiguous region, and 
4) the trill threshold. In addition, the principle of excitation integration used in the model can 
be used to account for auditory grouping on the basis of the Gestalt perceptual principles of 
closure, proximity, continuity, and good continuation, as well as the pulsation threshold. The 
examples of Gestalt auditory grouping accounted for by the excitation integration principle 
indicate that the predictive power of the model would be considerably enhanced by the addi-
tion of a cross-channel grouping mechanism that worked on the basis of common on sets and 
offsets, as more complex stimuli could then be processed by the model. 
In addition to the model replications of previous studies, a number of novel experi· 
ments are described. The first experiment indicates that the percepts of streaming and 
temporal coherence can be defined in probabilistic terms, and that the temporal coherence 
and fission boundaries define regions of extreme probability values which serve to 'force' the 
subjective percept of the listener towards either temporal coherence or streaming. In the 
second experiment, designed to compare temporal coherence responses for a number of fre-
quency regions, the results indicate that there is more streaming overall when tones have a 
frequency ~3 kHz. The failure of the model to reproduce the experimental data for 
frequencies ~3 kHz suggests that either apparent loudness differences between the tones, or 
the loss of phase-locking that occurs at high frequencies is responsible for this phenomenon. 
In the third experiment, designed to find the time constant of the model's leaky integrator, 
the results indicated that the induction, and consequent decay, of streaming bias over time 
can be described by an exponential accumulation and decay function with a time constant in 
the region of 460 m sec. This value is greater than those found from studies of temporal inte-
gration and short-term memory, and would suggest that the stream biasing mechanism is a 
separate process from temporal integration and short-term memory. 
The success of the model in reproducing experimental data obtained from humans, and 
the wide applicability of the excitation integration principle to auditory stimuli, justifies the 
potential value of a low-level analysis, as used in the model, for explaining high-level 
psychological phenomena such as Gestalt auditory grouping, and suggests that some Gestalt 
auditory grouping may be the product of low-level processes. 
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Chapter 1. 
Introduction. 
Sound source separation. 
Perhaps the major issue confronting auditory science today is the question of how one 
sound source can be isolated from a background of competing noise. Helmholtz (1877) re· 
marked that "when several sonorous bodies in the surrounding atmosphere simultaneously 
excite different systems of waves of sound, the changes of density of the air, and the dis-
placements and velocities of the particles of the air within the passages of the ear, are each 
equal to the algebraical sum of the corresponding changes of density, displacements and ve-
locities, which each system of waves would have separately produced, if it had acted inde-
pendently". The problem here is to determine by what means the auditory system decompos-
es an acoustic mixture into its constituent parts, and then assigns these parts to the individual, 
original sound sources that created the mixture. For example, how is a person listening to an 
orchestra through a single loudspeaker able to hear an individual instrument? Clearly, the lis-
tener groups across time a subset of the frequencies emanating from the loudspeaker into a 
coherent stream of sound that corresponds to the attended instrument. Helmholtz (1877) felt 
that there were various sources of information that allowed the listener to perform this task. 
For example, even if sounded simultaneously, different instruments produce tones with dif-
ferent onset rise-times. This suggests that the waveform envelope of the sound could be a 
source of information. However, Helmholtz (1877) did not have any empirical evidence to 
support this view. 
Cherry (1953) asked the question: "how do we recognise what one person is saying 
when others are speaking at the same time?" Following on from this, Cherry (1953) also 
asked: "on what logical principles could one design a machine whose reaction, in response to 
speech stimuli, would be analogous to that of a human being? How could it separate one of 
two simultaneous spoken messages?" This is the well-known example of the 'cocktail party' 
phenomenon. At a cocktail party, the human auditory system is presented with a large 
number of frequency components emanating both from the voice of a friend and the voices of 
the other guests at the cocktail party. To follow the friend's voice, the auditory system has to 
isolate the frequency components belonging to it from the components of other voices that 
are present at the same time. 
The example of the cocktail party phenomenon illustrates a basic, and vital, function 
of the auditory system; the ability to decompose a mixture of sound into its individual com-
ponents, and to assign these components to different sound sources. Here a sound source can 
be defined as a sequence of acoustic events emanating from one location or object. 
The importance of this ability can be seen from the problems encountered by hearing-
impaired listeners. Glasberg and Moore (1986) found that the auditory filters of the basilar 
1 
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membrane of hearing-impaired listeners were much broader than those of listeners with nor-
mal hearing. The broadening of the auditory filters means that, for a given filter, more back-
ground noise will be included in the filter output. When listening to a sound source in a noisy 
environment, this will have the effect of making the separation of the sound source from the 
background much harder. Although the perceptual segregation of two or more simultaneous 
sounds depends on a wide variety of factors, in the context of the 'cocktail party' 
phenomenon the broadening of the auditory fllters will make it considerably harder to pick 
out one voice from a mixture of voices. The investigation of the possible mechanisms by 
which the human auditory system segregates simultaneous sound sources is, therefore, of 
great relevance in attempts to relieve the plight of the hearing-impaired. 
In recent years, psychoacoustic research has approached the issue of sound source 
segregation by turning the question around. Instead of asking how the auditory system de-
composes an acoustic mixture into separate sound sources, the question has become; under 
what conditions will a single source of sound segregate into separate perceptual streams? 
Here the segregation of a single sound source into separate perceptual streams is analogous to 
the visual separation of scenes into 'figure' and 'ground' (Koffka, 1935). 
Auditory figure-ground effects. 
In auditory terms, figure-ground effects can be reproduced by using an alternating-tone 
sequence composed of two tones at different frequencies (A and B) which is repeated 
continuously (i.e. ABAB etc). At long tone-repetition times (the time interval between the 
onset of consecutive tones in the sequence) the observer will perceive the sequence as a con-
nected series of tones, or a musical trill, with a rhythm equal to the tone-repetition time. This 
property of continuity, where the tone sequence gives a subjective impression of a connected 
series of tones which is ordered in time, is known as temporal coherence (Van Noorden, 
1975). 
However, at short tone-repetition times, or when there is a large frequency separation 
between the tones, the trill seems to split into two parallel sequences or 'streams', one high 
and one low in pitch, as if there were two different, but interwoven, sound sources. Here the 
observer's attention will be focussed on only one of the tones (A or B), and the stimulus will 
appear to have a longer periodicity equal to twice the tone-repetition time. This phenomenon 
has become known as auditory stream segregation or 'streaming', where each of the separate 
sound sources is referred to as a stream (Bregman & Camp bell, 1971 ). A stream is a psycho-
logical organisation that mentally represents a sequence of acoustic events emanating from 
one location or object, and which displays a continuity that allows that sequence to be inter-
preted as a whole and contrasted with other auditory objects. In ABAB tone sequences, the 
attended stream is subjectively louder than the unattended stream. 
2 
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Factors influencing auditory streaming. 
The perception of auditory streams in alternating-tone sequences is influenced by sev-
eral factors. Van Noorden (1975) found that the two major. factors are the frequency separa-
tion between the tones (M), and the tone-repetition time (TRT). If the TRT is decreased far 
enough, tones of similar frequencies cluster together to form separate perceptual streams. In 
addition to this if, for a fixed TRT, tones are moved far enough apart in frequency, they will 
cluster into streams on the basis of frequency proximity (Van Noorden, 1975). The length of 
the silences between the tones does not affect this phenomenon, so long as the time interval 
between the tone onsets is held constant (Dannenbring & Bregman, 1976a). Figure 1.1 sum-
marises these findings. In Figure 1.1A shows the percept of a temporally coherent ABAB 
tone sequence. Here the observer hears the tones forming an ABAB trill. This percept is 
more likely to occur when there is a long TRT or a small M. Figure l.lB shows the percept 
of a streaming ABAB tone sequence. Here the observer hears the tones forming separate 
streams, one high and one low in pitch. This percept is more likely to occur when there is a 
short TRT or a large M. Van Noorden (1975) also found that between a M value where a 
tone sequence is temporally coherent and a M value where a tone sequence is streaming, 
there is a range of .M values where the resulting percept is strongly influenced by the 
observer's attentional set and effort. 
Van Noorden's (1975) findings showed the existence of three separate perceptual 
areas that are defined by two perceptual boundaries. These are shown in Figure 1.2 (redrawn 
from McAdams & Bregman, 1979). Above the temporal coherence boundary it is impossible 
to integrate the two tones comprising the sequence into a single perceptual stream, and the 
listener always hears two separate pulsing tones. Below the fission boundary it is impossible 
to hear more than one stream, and the tone sequence forms a coherent whole. Between the 
two boundaries lies the ambiguous region, where the attentional set of the observer deter-
mines the percept heard. 
Tone intensity also has an effect on streaming. Van Noorden (1975, 1977) showed that 
if the loudness of a subset of tones within a larger coherent pattern is increased or decreased 
sufficiently, the pattern will split into two separate streams on the basis of intensity. This ef-
fect may be linked to the reduction in apparent loudness of an unattended stream. 
Another important factor is the length of exposure to the stimulus. A number of studies 
(Bregman, 1978a; Anstis & Saida, 1985) have shown that streaming increases over time. 
When a tone sequence is initially presented, subjects in an experiment tend to hear a tempo-
rally coherent percept. However, over the duration of the stimulus, the tone sequence splits 
into separate streams. This factor will be examined in more detail in later chapters. 
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Figure 1.1A. The percept of a temporally coherent ABAB tone sequence. 
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Figure 1.18. The percept of a streaming ABAB tone sequence. 
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Figure 1.2. The temporal coherence boundary (upper curve) and the fission boundary 
(lower curve) for an ABAB sequence composed of alternating pure tones of 40 msec 
duration (redrawn from McAdams & Bregman, 1979). Three perceptual regions are present. 
The percept of the listener is determined by the frequency separation between the two tones· 
and the tone-repetition time (see text). fA=lOOO Hz. 
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Evidence exists that auditory stream segregation interacts with mechanisms that group 
simultaneous stimuli. For example, Bregman and Pinker (1978) presented subjects with a 
tone dyad (BC) which was alternated repeatedly with a captor tone (A) which was near to 
one of the tones (B) in frequency (Figure 1.3). Their results indicated that the perceived 
richness of the BC dyad was reduced due to the captor tone stripping tone B out of the dyad, 
causing the formation of an AB stream, and that this effect was related to the frequency 
proximity of the A and B tones. Bregman (1990) states that the study of Bregman and Pinker 
(1978) indicates that there is an interaction between a sequential grouping mechanism which 
forms the AB stream, and a cross-channel simultaneous-grouping mechanism which groups 
the B and C tones on the basis of common onsets and offsets. To see auditory streaming phe-
nomena in perspective then, we should consider some factors that influence the grouping of 
simultaneous sounds. 
Factors influencing simultaneous grouping. 
One factor that influences the grouping of simultaneous sounds is onset/offset syn-
chrony. Rasch (1978), in a masking experiment, investigated the role of onset in perceptual 
fusion. The stimulus configuration consisted of two chords composed of a loud 250Hz tone 
(the masker), and a high-frequency tone. The low 250Hz tone was the same in both chords, 
but the high tones were different, being either higher or lower in the second chord. The sub-
jects'task was to state the direction in which the high tone moved. Rasch ( 1978) varied the 
onset asynchrony of the high and low tones, as well as the decibel (dB) level of the high tone. 
He found that when the high tone started 30 msec before the low tone, subjects were able to 
perform the experimental task even when the level of the high tone was reduced by 40 dB. 
This would indicate that onset asynchrony between the high and low tones reduced the mask-
ing effect of the low tones, and promoted the perceptual segregation of both tones. In a later 
experimental study, Rasch (1979) measured the onset asynchronies present in performed 
music, when simultaneous onsets were called for by the score. He found that 'synchronous' 
onsets in fact varied in asynchrony by 27-49 msec. Rasch ( 1979) suggested that onset 
asynchrony led to an "increased transparency" in musical performances, so that individual 
voices could be easily followed in polyphonic music. In another study, Dannenbring and 
Bregman (1978) alternated a 3-component complex tone (AB C) with a captor tone (D) that. 
had the same frequency as B. They found that onset and offset asynchrony of B relative to 
the A and C tones, so that B started before, or finished after the A and C tones, made B easier 
to capture into a DB stream. The studies of Rasch (1978, 1979) and Dannenbring and Breg-
man (1978) indicate that simultaneous frequency components with synchronous onsets and 
offsets tend to be grouped together as the spectral components of a single sound, and that 
components with asynchronous onsets and offsets tend to be perceptually segregated. 
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Another factor that promotes grouping of simultaneous components is amplitude mod-
ulation (AM) coherence. Bregrnan et al. (1990) presented subjects with stimuli that consisted 
of alternations of a tone (A) and a tone dyad (BC), similar to the stimulus of Bregrnan and 
Pinker (1978). All tones were amplitude modulated sinusoidal (pure) tones. Tones A and B 
had identical AM and frequency, and the AM of tone C was varied. Bregrnan et al. (1990) 
found that the closer the AM frequency of tone C to that of tone B, the more strongly B and 
C fused into one percept, with the strongest fusion occurring when the AM of B and C was 
identical. The same pattern of results were found by Bregrnan et al. (1985). 
We have seen that AM coherence promotes grouping of simultaneous components. 
Evidence exists that frequency modulation (FM) coherence has a similar effect. Research by 
McAdarns (1984) systematically investigated the effects of FM on perceptual grouping by 
applying coherent and incoherent FM to harmonic stimuli. In coherent FM, the same 
modulation pattern was applied to all the harmonics of the stimulus so that they changed in 
synchrony, and in parallel, on a log frequency scale. In incoherent FM, the total number of 
harmonics of the stimulus was divided into two subsets, one modulation pattern being ap-
plied to one subset and another,"independent, modulation pattern being applied to the other 
subset. Here the two modulation patterns were incoherent with respect to each other. In gen-
eral, McAdarns (1984) found that imposing coherent FM on the components of an inhar-
monic stimulus increased the fusion of the components into a single percept. Imposing inco-
herent FM onto a harmonic stimulus caused segregation of the components into two appar-
ently separate sound sources. 
In real-world harmonic sound sources, such as a human voice or a musical instrument, 
there are small random fluctuations in pitch which cause the harmonics to move up and down 
in synchrony, and in parallel, on a log frequency scale. This situation is analogous to the co-
herent FM investigated by McAdarns (1984). As the frequency filters on the basilar 
membrane are arranged on a log frequency scale, the components of harmonic stimuli sub-
jected to coherent FM will maintain a constant separation on the basilar membrane. 
McAdams's (1984) findings, then, indicate that coherent FM, and consequently parallel 
movement of stimulation on the basilar membrane, may be one clue used by the auditory 
system to group harmonic and inharmonic sounds into separate sound sources. However, this 
has been challenged by Carlyon (1991), who has suggested that listeners may detect 
incoherence in harmonic complexes on the basis of the mistuning of the incoherent compo-
nents from the harmonic series. 
Spatial cues can also promote grouping of simultaneous components. Kubovy et al. 
(1974) presented subjects with a dichotic stimulus that consisted of 8 continuous pure tones 
corresponding to a musical scale. In their experiment, the phase of one of the pure tones was 
shifted in one ear relative to the same tone in the other ear. This resulted in a subjective spa-
tial displacement of the pure tone, which then stood out perceptually from the others. By re· 
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pealing this procedure for the different tones comprising the stimulus, a melody could be 
created that was recognisable by the subjects. The importance of binaural cues, and spatial lo-
cation, for this effect, was shown when the input was presented to one ear alone. In this situa-
tion, subjects were unable to hear the melody due to the absence of relative phase informa-
tion provided by two ears. The results of this study, and many others, indicate that binaural 
differences provide powerful cues for the auditory system to isolate an auditory object. How-
ever, binaural effects are out of the range of study of this thesis, which deals almost exclu-
sively with monaural, sequential grouping phenomena. 
Auditory scene-analysis and streaming. 
Existing auditory stream fonnation theories use Gestalt perceptual principles to 
explain streaming phenomena. The Gestalt psychologists proposed that we group stimuli into 
configurations on the basis of simple principles (Koffka, 1935). For example, the principle of 
proximity states that nearer elements are grouped together in preference to those that are 
spaced further apart, the principle of similarity states that configurations are formed out of 
like elements, the principle of good continuation states that elements that follow each other 
in a given direction are perceived together, and the principle of common fate states that ele-
ments which move in the same direction are perceived together. These Gestalt principles 
have mainly been applied to visual stimuli, and it was not until the work of Bregman (1978b, 
1990) that they were applied extensively to auditory stimuli. 
The Gestalt approach taken by Bregman's (1990) theory of auditory scene-analysis 
postulates that the auditory system decomposes a sound mixture by assigning the resolvable 
frequency components of the mixture to the separate perceptual structures that are used to 
represent individual sound sources. These grouping mechanisms are claimed to operate 
according to Gestalt perceptual principles. For example, the principle of good continuation is 
demonstrated by connecting the tones of an ABAB tone sequence by glides. This reduces the 
tendency to hear the A and B tones as separate streams (Bregman & Dannenbring, 1973). 
Likewise, the principles of similarity and proximity are demonstrated by the tendency of 
tones to fonn streams when they are in the same frequency region and there is a small 
frequency difference between them (Van Noorden, 1975). Factors, reviewed above, that 
promote the fusion of simultaneous spectral components can be loosely described by the Ge-
stalt perceptual principle of common fate. That is, if spectral components are doing the same 
thing at the same time (e.g. going on and off in synchrony, changing frequency in parallel on 
a log frequency scale), then they are grouped by the auditory system as part of the same 
sound source. 
Stream segregation is thought to occur as a consequence of a 'scene-analysis' process 
whereby the system attempts to group auditory components into streams, each of which 
represents a separate sound source (Bregman, 1990). A computational auditory scene-
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analysis approach taken by Williams (1989) uses Gestalt perceptual principles to define the 
properties of the components of auditory scenes and groups them together on the basis of the 
Gestalt relationships between the components. These relationships are then displayed as 
frequency/time graphs. 
The dependence of streaming on M and TRT is explained by Bregman (1990) as being 
due to the operation of a primitive segregation mechanism. The focussing on one particular 
stream by an observer is caused by a schema-based segregation mechanism that works on the 
basis of the Gestalt perceptual principle of grouping by (frequency) proximity- i.e. the high 
tones in a sequence tend to group with other high tones if brought close to them in time by a 
decrease in TRT. 
The increase of streaming over stimulus duration is explained by Bregman (1990) in 
terms of a primitive segregation mechanism. Here the auditory system gradually accumulates 
evidence that a tone sequence contains different subsets of sounds with distinct properties, 
and that these subsets should be sorted into separate streams. Bregman (1978a) found that the 
biasing towards a streaming percept builds up for at least 4 seconds, and takes at least 4 sec-
onds to go away after the sequence stops. This sluggishness in response prevents the auditory 
system from oscillating wildly among different ways of organising an acoustic input 
(Bregman,l990). 
An alternative approach to streaming phenomena. 
Bregman's (1990) theory of auditory scene-analysis relies heavily on Gestalt 
perceptual principles to explain streaming phenomena, and implies that the percepts of tem-
poral coherence and streaming are caused by high-level cortical mechanisms. 
However, an alternative approach, and one which will be taken in this thesis, is to 
consider the action of the lower levels of the auditory nervous system. It is possible that the 
physiology of the peripheral auditory system, rather than higher-level mechanisms, is 
responsible for the effects of some Gestalt perceptual principles. These perceptual principles 
could prove to be the 'emergent properties' of a simple low-level processing system. 
Evidence that auditory stream segregation is product of low-level processing has been pro-
vided by Demany (1982), who presented temporally coherent and streaming tone sequences 
to infants between the ages of 1.5-3.5 months. His results indicated that the infants were able 
to differentiate streaming and temporally coherent tone sequences, and that their results 
paralleled those of adults. These results suggest that streaming could be a product of low-lev-
el processes governed by the nature and operational characteristics of the human auditory 
system. 
In this thesis, a computer model of the auditory system is demonstrated, which uses 
low-level auditory analysis, rather than Gestalt perceptual principles, to account for some 
examples of auditory streaming phenomena. The computer model is based upon simple 
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circuits analogous to electronic or physiological systems, and exhibits similar behaviour to 
that of human listeners for cenain simple stimuli. The approach taken in this thesis can be 
seen as being complementary to the Gestalt approach, but at a different level of explanation. 
The simplest way of simulating streaming phenomena using a computer model would 
be to reproduce the response of human listeners to simple ABAB tone sequences. First, 
though, it is necessary to review the literature, to see what components and processes should 
be incorporated into such a computer model of auditory stream segregation. 
1 1 
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Literature review: physiological evidence. 
Introduction. 
Various psychoacoustic and physiological studies carried out over the last thirty years 
give an indication of the constraints that should be imposed on any computer model designed 
to explain auditory streaming phenomena in ABAB tone sequences. Below we will review 
the evidence provided by these studies. First, let us consider the physiological evidence. The 
main areas that need to be addressed are those relevant to peripheral auditory processing - au-
ditory filters and auditory hair cells. 
Auditory filters. 
Patterson (1976) measured the shape of the auditory filter by presenting subjects with 
a pure tone (T) embedded in a notched-noise masker. The frequency of the tone (IT) and the 
level of the noise were held constant. The threshold for the tone was measured as the cut-off 
of the noise varied symmetrically above and below the frequency of the tone (Figure 2.1). It 
was assumed that the listener only responded to the channel corresponding to IT. 
As the value of the frequency separation (M) between the cutoffs of the noise bands 
grows smaller, more noise passes through the filter with a centre frequency (CF) equal to IT, 
causing increased masking ofT, and elevating the threshold forT. By plotting the tone 
threshold (in dB) against M/IT, it was found that the shape of the auditory filter can be ap-
proximated by a rounded exponential (roex) function. With this function the skirts of the 
passband are close to exponential, but the top is flattened. Patterson (1974) also found that 
the auditory filter is reasonably symmetrical at moderate sound levels. 
The bandwidth of this auditory-filter is expressed in terms of the equivalent bandwidth 
(ERB) of a rectangular filter. The ERB of a filter is equal to the bandwidth of a perfect rec-
tangular filter which has a transmission in its passband that is equal to the maximum trans-
mission of the specified filter, and which transmits the same power of white noise as the 
specified filter (Patterson & Moore, 1986). That is, if a rectangular filter is scaled to the same 
maximum height and area as the roex auditory filter, then the bandwidth of the rectangular 
filter is the ERB of the roex filter. The size of the ERB increases with frequency. Glasberg 
and Moore (1990), using a notched-noise procedure, found that the ERB of a filter can be 
estimated by the formula 
ERB(CF)=107.939(CF/1000) + 24.7 (1) 
where CF is the centre frequency of the filter in Hz. 
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Figure 2.1. The stimulus configuration used by Patterson (1976), consisting of a pure tone 
(T) and two flanking noise bands symmetrically placed around T. 4f is the frequency 
separation between the cutoffs of the noise bands. 
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One consequence of having a filter bank is that a tone that stimulates a filter (i) with a 
CF equal to the tone will also stimulate adjacent filters, albeit to a lesser extent. The further 
the distance from filter i, the lower the power (W) fed into other filters by this tone. Similar-
ly, the further a tone from a given filter, the lower the power (W) fed into the filter by that 
tone. This can be described by the formula given by Moore and Glasberg (1983), 
W··=(l+(p·g·))exp(-p·g·) IJ I I I l 
where wij is the power attenuation in filter i to the frequency lj and 
and 
P·=4 f·IERB(CF·) I J I 
g·=(CF.-f.)/CF· I I J I 
(2) 
(3) 
(4) 
where CF i is the centre frequency of filter i in Hz. Figure 2.2 shows a situation where 
filter i is being stimulated by a tone of frequency lj. 
Van Noorden (1975) found that the temporal coherence boundary and fission 
boundary above and below a given tone (fA) are symmetrical with respect to ~t.>tti~ a loga-
rithmic scale. The fission boundary has a uniform value over tone-repetition time that is close 
to 0.5 ERB(fA). This suggests that critical bandwidth factors might be involved in the crea-
tion of these boundaries, because the auditory filters on the basilar membrane are arranged on 
a logarithmic scale. In addition to this, physiological and psychophysical studies have 
indicated that the structure and operation of the basilar membrane corresponds closely to a 
bank of overlapping bandpass filters (Moore, 1986). This evidence suggests that the first 
stage of any model designed to reproduce auditory streaming effects should be a multi-
channel bandpass filter bank arranged on a logarithmic scale. Accordingly, the first stage of a 
model channel should be an auditory filter that works using the above formulae. 
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Figure 2.2. Schematic representation of an auditory filter, 
showing the equivalent rectangular bandwidth (ERB) of 
filter i. The filter is being stimulated by a tone of frequency fj . 
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Hair cells. " 
Them""t~~-..of each pot.\:· on the basilar membrane directly stimulates the auditory hair 
cells associated with that filter. When a hair cell is stimulated by a tone it sends electrical 
impulses (spikes) down the auditory nerve, its main response to the signal being at the onset 
of the tone. Here the hair cell will generate a large number of spikes/second. This situation 
does not last for long, however, and the firing rate of the spikes very rapidly declines along a 
steep slope, which then levels off into a gentle slope. This gentle slope then continues until 
the end of the tone. During a period of silence the hair cell fires at a low continuous level-
the spontaneous firing rate - until another tone is presented, whereupon the process starts all 
over again (Westerman & Smith, 1984). The peak, decline, gentle slope, and spontaneous 
firing rate of the hair-cell response~not uniform in nature, but vai9 randomly over time. It 
can be approximated, however, by applying a double exponential function to the output of 
the filter (Westerman & Smith, 1984; Meddis, 1986); 
firing rate= x + y*exp(-t/2.6) + z*exp(-t/40) (5) 
wherex,y, and z are constants and 2.6 and 40 are typical time constants (in msec) of 
the exponential decays. This will give the firing rate of the hair cell in spikes/second. Figure 
2.3A shows the response of a hair cell to a tone, and Figure 2.3B shows a double exponential 
curve for comparison. 
Random fluctuations in firing rate. 
Although the response of a hair cell can be approximated by a double exponential 
function, there is a large degree of variation in the response, and this variation is proportional 
to the firing rate. This indicates that the firing rate of the hair cell should be varied randomly 
to imitate the stochastic nature of the activity of the auditory nerve. This can be achieved by 
having small random fluctuations in the firing rate of the hair cell that are proportional to the 
firing rate in spikes/second. Accordingly, the output from the auditory fllter should be fed 
into a hair cell simulation that incorporates a random element in its output. The action of this 
random bias will simulate the stochastic nature of the auditory nerve fibres, and also the 
random fluctuations that exist in the firing rate of the auditory hair cells (Kiang et al., 1965). 
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Figure 2.3A. The response of an auditory hair cell to a tone, 
showing the peak, decline, gentle slope, and spontaneous 
firing rate sections of the hair-cell response. 
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Conclusion. 
The use of filters and hair-cell simulations in any computer model of the auditory sys-
tem is unavoidable. Hence, 
1) The first stage of a single model channel should be a bandpass frequency filter. 
2) The output of this filter should be fed into a simulation of an auditory hair cell that 
incorporates a random element in its output that is proportional to the fning rate of the hair 
cell. 
This arrangement will simulate the processing of acoustic stimuli that occurs at the pe-
riphery of the auditory system. 
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Literature review: psychophysical evidence. 
Introduction. 
In this chapter we will consider some of the psychophysical evidence found in the lit-
erature and its implications for the post-peripheral processing of acoustic stimuli. We will 
consider the discovery of Van Noorden (1975) that streaming can be caused by amplitude 
level differences between tones, the findings of Scharf et al. (1987) and Dai et al. (1991) 
which indicate that if we attend to one channel, all other channels are attenuated, the tempo-
ral integration of signals over time by the auditory system, and finally the random nature of 
the firing rate of the auditory hair cells. 
Subjective amplitude and streaming percepts. 
Numerous experiments (reviewed in Bregman, 1990) have shown that we can only at-
tend to one stream at a time. That is, when we hear a streaming ABAB tone sequence, the 
dominant percept is that of the attended stream. However, we can still hear the unattended 
stream in the background. This implies that the unattended stream is perceptually attenuated 
relative to the attended stream. 
In the course of listening to streaming and temporally coherent tone sequences, the au-
thor was struck by the apparent level differences between attended and unattended streams. 
When one listens to the A orB stream in a streaming ABAB tone sequence, it is as if the un-
attended stream were attenuated in level compared to the attended stream. This would 
suggest that one consequence of streaming is that the amplitude output of the auditory system 
fluctuates in level, giving a high output for one tone (the attended stream) and a low output 
for the other tone (the unattended stream). This output imbalance would be analogous to the 
percepts heard when listening to a streaming ABAB tone sequence, where the two streams 
heard have different subjective loudnesses (Van Noorden, 1975). Following on from this, 
when temporal coherence occurs, the amplitude levels of both tones are approximately equal. 
This strongly suggests that if a critical subjective loudness difference between the A and B 
tones of an ABAB tone sequence is exceeded- i.e. one channel dominates the output of the 
auditory system in terms of level - streaming will result. 
Evidence in suppon of this hypothesis is given by Van Noorden (1975, 1977), who 
presented subjects with a tone sequence that consisted of tones of the same pitch that alter-
nated between low and high amplitude tones. When the level difference between the tones 
was <3 dB, the low and high amplitude tones were heard as having different loudness levels 
but were pan of a single stream. When the soft tone was :2:5 dB below the loud tone, two sep-
arate streams of different loudnesses could be perceived. Van Noorden's (1975, 1977) find-
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ings suggest that if the loudness difference between the A and B tones of an ABAB tone 
sequence is greater than 3-5 dB, the percept will be one of streaming. 
The existence of a critical level difference necessary for streaming implies that if some 
mechanism altered the amplitude level ratio between the component tones of an ABAB tone 
sequence by attenuating one of the tones, then streaming would result, because only one 
channel signal would predominate in the system output. Psychophysical evidence suggests a 
possible mechanism for this effect. 
Channel attenUiltion mechanism. 
Scharf et al. (1987) conducted an experiment which consisted of a 2IFC detection task 
where subjects were presented with a two-interval stimulus, and were led to expect and listen 
for one sound (the primary tone) that occurred in one of the two intervals. In some trials, 
however, an unexpected sound of a different frequency (the probe tone) was presented 
instead of the primary tone. The subjects were told that the primary tone was present in every 
trial, and were given no information about the existence of the probe tone. The tones were 
presented against a background of 60 dB white noise, at a level of 4 dB above the threshold 
for the primary tone. The results, when a 1 kHz primary tone was used, showed that the 
percentage of correct responses for the detection of the probe tone was only slightly impaired 
when the probe tone lay within the critical band (or equivalent rectangular bandwidth, ERB) 
of the attended primary tone. However, outside the ERB of the primary tone the detection of 
the probe tone dropped to almost chance level - see Figure 3.1. These results imply that if 
subjects focus their attention on one frequency, then this focussing of attention is limited to a 
region within the ERB of this frequency. 
The subjects in the study of Scharf et al. (1987) performed their task against a 
background of white noise. When the probe tone lay outside the ERB of the primary tone, the 
subjects'responses were near to chance level - i.e. the probe tone functioned at a level 
equivalent to the threshold of the primary tone in white noise~n the experimental conditions 
where the probe tones lay outside the ERB of the primary tone, the bandwidth of the noise 
used by Scharf et al. (1987) extended from 300Hz to 1800Hz. We can find the dB level of 
the noise within the"(-; \~ttwhose centre frequencies are equal to the frequencies of the probe 
tones (600 and 1500Hz) by using the formula 
D=dB(noise )-1 Olog(noise bandwidth)+ 1 OlogERB(freq) (6) 
where D is the level of the noise within the ERB of the primary tone in dB, freq is the 
frequency of the probe tone in Hz, and the noise bandwidth is 1500Hz. This gives us a noise 
level of within the ERB of the 600 Hz probe tone of 
-- - ----- -
* Using formula (6) given below, the threshold of a primary tone of I kHz (ERE= 132.639) in 60 dB SPL 
white noise (noise bandwidth= 1500Hz) was found to be 49.466 dB. 
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Figure 3.1. The results of Scharf et al. (1987) showing the percentage of correct responses 
to the detection of a probe tone. The barred lines show the upper and lower limits of the 
ERB of the primary tone (1000Hz). 
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D=60-10log(1500)+10log(89.46) = 47.75 dB, (7) 
and a noise level within the ERB of the 1500 Hz probe tone of 
D=60-10log(l500)+10log(186.61) = 50.95 dB. (8) 
As the stimulus tones were 4 dB above the threshold for the primary tone in 60 dB S"3•"'' noise, they had a resultant level of dB. This will create, within the ERB of the 600 Hz 
probe tone, a level difference between the probe tone and the noise of S"•'l-2. dB. Within the 
ERB of the 1500Hz probe tone, there will be a level difference between the probe tone and 
the noise of: 2-·SidB. 
When the subjects of Scharf et al. (1987) gave results that were a little above chance 
level (as in Figure 3.1), then the probe tone was at threshold. That is, the noise and the signal 
were equal within an ERB. From the level differences calculated above, we can see that out-
side the ERB of the primary tone the 600Hz probe tone was effectively reduced in level by 
. s-.~Z.dB, and the 1500Hz probe tone was effectively reduced in level by .1.•SJ dB. 
The formula for calculating the decibel difference (dB) between tones of different 
amplitudes (Amp) is given by the formula: 
(9). 
If we rearrange this formula we get: 
(10). 
If we take the unattenuated probe tone to have an amplitude of 1.0 (Amp2) then, if we 
substitute the dB differences found above, we can calculate the amplitude level of the attenu-
ated probe tones. For the 600 Hz probe tone 
(11) 
and for the 1500Hz probe tone 
(12) 
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If we average these values, we arrive at a value of0.633.This value indicates that, in 
this experiment, the perceived amplitude level of probe tones outside the ERB of the primary 
tone is roughly 0. n~,. or less, of the amplitude of the primary tone, the amplitude level of 
tones inside the ERB of the primary tone being related to the filter function of the primary 
tone. 
However, Dai et al. (1991), in a variation of the experiment of Scharf et al. (1987), 
have found that attention gives rise to sharp frequency selectivity and that the shape of the at-
tention band, for frequencies from 250 to 4000 Hz, is close to that of the auditory filter as 
measured in notched-noise experiments. Their results indicated that listeners can optimise the 
delectability of a tone by listening to a single auditory filter centred on that tone. 
Dai et al. (1991) also found that, on average, the unattended probe tones used in their 
experiment were attenuated by about 4 dB compared to the attended target tones. However, 
there was a large degree of uncertainty in the results caused by variations in the performance 
of the subjects (n=3). When this was taken into account, the effective attenuation of unattend-
ed probe tones was found to be =7 dB for probe tones outside the critical band of the target 
tone. That is, the effective amplitude of probe tones outside the critical band of the target 
tone was 0.447. The attenuation function was also found to be flat outside the critical band of 
the target tone. 
Van Noorden (1975, 1977) found a 3-5 dB attenuation in level to be necessary for 
streaming to occur. If we take the lowest attenuation level found by him (3 dB) and convert it 
into amplitude level, we get a value of 0. 708. The average attenuation level found by Dai et 
al. (1991) was 4 dB (amplitude level= 0.631), and their corrected attenuation level was 7 dB 
(amplitude level= 0.447). These values are rather higher than the amplitude level of 0.186 
found by Scharf et al. (1987). However, if we average all these amplitude levels we arrive at 
an average attenuated amplitude level of 0. 'oS' for probe tones outside the ERB of the prima-
ry tone. 
The results ofDai et al. (1991), Scharf et al. (1987), and Van Noorden (1975, 1977), 
when taken together, indicate that the listener assigns a weighting function to frequencies 
around the target tone that is equivalent to the roex function of the auditory filter. However, 
once outside the critical band of the target-tone filter, the weighting function applied to other 
frequencies is roughly 0.5. This can be simulated by applying a roex attenuation function 
centred on a given frequency filter, that has a maximum attenuation value of 0.5. This seems 
a reasonable working attenuation value for the purpose of developing the model. 
For the purposes of designing a computer model to account for streaming phenomena, 
these results indicate that if one model channel is selected as being the dominant output 
channel (or stream), then the imposition of a roex-attenuation mechanism, such as the one de-
tailed above, on the outputs of the model channels will successfully recreate the perceived 
amplitude level differences between attended and unattended streams. The attenuation pat-
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tern suggested by the results of Dai et al. (1991) and Scharf et al. (1987), if applied to the 
output of the model channels as a function of frequency, is shown in Figure 3.2. 
Selection of the domi1Ulnt channel. 
The results of Dai et al. ( 1991) and Scharf et al. ( 1987) indicate that the auditory sys-
tem can 'home in' on the output of a chosen auditory filter, and attenuate the output of all the 
other filters relative to the chosen filter. The assumption that the auditory system 'homes in' 
on the output of a specific filter is central to studies that measure the ERBs of filters, as it is 
assumed that subjects are attending to only one filter, or channel. However, this leaves us 
with the question: on what basis does the auditory system choose a particular filter over 
another? ~ot2. .-ls 
Meddis and Hewitt (1991) investigated$1trn,l;.co ..... · . >I ·,using a multi-channel 
computer model that contained the periodicity information of the two vowels in each chan-
nel. Each channel~ o..S?eci~\e c~ :, and the periodicity in each of the channels was 
summed across the channels. From this summation, the strongest periodicity (in terms of oc~ 
currence) was calculated. To isolate one vowel out of the double vowel stimulus, channels 
were selected and assigned to one vowel only if they showed the strongest periodicity value 
calculated from the cross-channel summation. This done, all other channels were either 
attenuated totally, or by half. To find one vowel, a new summary across the unattenuated 
channels was performed. To find the other vowel, another summary was performed across 
the attenuated channels at their proper level. 
The method of channel selection used by Meddis and Hewitt (1991) worked on the 
basis of common periodicity information across channels. However, for a computer model of 
streaming, it seems more appropriate to select the attended, or dominant channel on the basis 
of excitation level. If a tone is presented at a favourable signal-to-noise ratio, the attention of 
the listener is drawn to the tone, not the noise. This will be because the tone will create more 
excitation in the channels it stimulates than the noise. 
If, then, our attention is drawn towards a particular channel by virtue of its having the 
highest excitation level (making it the dominant channel), and the output from all the other 
channels is attenuated by the roex-attenuation mechanism described above, then the domi-
nant channel will be the main output of the system, and all the other channels will be the 
background. The roex-attenuation mechanism will therefore imitate the auditory streaming 
percepts of 'figure' and 'ground'. If one channel continues to have the highest excitation 
level, the resultant system output will be analogous to the response of human listeners to a 
streaming ABAB tone sequence, where the two streams heard have different subjective 
loudness levels (Van Noorden, 1975). If the dominant channel alternates between the A and 
B tones, then temporal coherence will occur as the system output will be approximately equal 
in response to the two tones. 
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Figure 3.2. The attenuation pattern suggested by the results of Dai et al. (1991) and Scharf 
et al. ( 1987) applied to the output of the model channels as a function of frequency. 
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Excitation integration. 
We have seen above how a roex-attenuation mechanism centred on the model channel 
with the highest excitation level (the dominant channel) can simulate the percepts of tempo-
ral coherence and streaming. This asks the question: what mechanism should the model use 
to find the channel with the highest excitation level? 
A number of studies (Green et al., 1957; Plomp & Bouman, 1959) have shown that the 
auditory system averages sound energy over a duration of =200 m sec. The loudness of a 
sound grows with duration up to this value, with the loudness level being nearly directly pro-
portional to the logarithm of the duration- i.e. the loudness level increases by roughly 10 dB 
when the duration is increased by a factor of 10. To account for this phenomenon, Zwislocki 
(1969) proposed a model of temporal integration which integrates the power of the stimulus 
over a fixed time period by using a leaky integrator. A leaky integrator sums the energy 
occurring within a given time period or temporal 'window'. The window is assumed to slide 
in time, giving an output from the temporal integrator that is similar to a running average of 
the input. A time constant controls the temporal width of the window. The leaky integrator 
functions as a low-pass filter, and will show a gradual build up in excitation whilst a stimulus 
is on, and a gradual decline in excitation once the stimulus has ended. To model this, the 
hair-cell output of each channel should be fed into a leaky integrator. The output of the leaky 
integrators can then be examined by the model to find the channel with the highest excitation 
level. The channel with the highest excitation level would then be defmed as the dominant 
channel, and the output of all other channels will be attenuated relative to it by the roex-at-
tenuation mechanism. 
Destabilisation of dominant channel. 
If an ABAB tone sequence was presented to the current arrangement of the model 
then, as each tone was presented, we would see a gradual build up of excitation in the 
channels with centre frequencies corresponding to the frequencies of the A and B tones. 
When the tones ended, we would see a gradual decline in excitation level in these channels. 
However, given this arrangement, there is no way that the excitation level in one channel will 
be the highest for a long period of time. As the A tone comes on, the excitation level in the 
corresponding A channel rises to a peak, causing it to be the dominant channel in terms of 
excitation level. However, when A goes off and the excitation caused by it decays, the excita-
tion caused by the B tone will rise to a peak and make the B channel the dominant channel. 
This will lead to the system output alternating between the A and B channels for the duration 
of the sequence, regardless of the frequency separation between the A and B tones and the 
tone-repetition time. That is, the system output will be temporally coherent for all ABAB 
stimuli over the duration of the sequence. 
Temporal coherence is the universally experienced percept at the beginning of each 
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ABAB tone sequence, whereas streaming tends to occur later on in the sequence (Anstis & 
Saida, 1985). However, to reproduce streaming phenomena, some destabilising influence 
must clearly be introduced to affect the excitation levels in each channel's leaky integrator, 
so that one channel has the highest excitation level for a long period of time, causing the for-
mation of a stream. 
Random bias. 
The results of Anstis and Saida (1985) and Bregman (1978a) indicate that any model 
of streaming should include a mechanism that cumulatively builds up the percept of stream-
ing while the stimulus is on, and which decays once the stimulus is off. Such a mechanism is 
provided by the action of the leaky integrator used by Zwislocki (1969) to explain temporal 
integration, which gives a slow build up in excitation whilst a stimulus is on, and a slow 
decline in excitation once the stimulus has ended. As we have seen in the section above, 
however, there is no mechanism that creates a stream by selectively biasing the excitation 
level of one channel's leaky integrator over another channel's leaky integrator. 
In the "hair cells" section of Chapter 2, the idea was put forward of creating small ran-
dom fluctuations in the firing rate of each hair cell that were proportional to the firing rate. If 
these random fluctuations were cumulative, creating a random walk, then a suitable biasing· 
would be created. Two examples of random walks are given in Figure 3.3. In Figure 3.3A the 
random walks hover in the same region for the first 20 msec. However, by t= 60 msec the 
walks have started to diverg~:, so that by t=lOO msec the difference between them is large. 
However, random walks do not always diverge. Figure 3.3B shows an example of two ran-
dom walks that start to diverge, but end up hovering around each other in value. In general, 
however, at t=O, the expected difference between two random walks will be zero. Over time, 
though, the expected distance between two random walks gets greater, because the variance 
of the difference between them increases over time. 
If a cumulative random bias is applied to the output of each hair cell, then the small 
differences in the firing rate of the hair cell will accumulate, so that sometimes a situation 
will be reached where a large overall change resulted. To achieve a random walk, the small 
random fluctuations in the firing rate of each channel's hair cell should be accumulated over 
time, giving a separate random walk for each channel. 
If, for each channel, we feed the randomly-biased hair cell output directly into the 
leaky integrator, then the cumulative random bias applied to the hair cell output will serve to 
destabilise the accumulation of excitation by the leaky integrator, as sometimes the firing rate 
of the hair cell will be higher than usual, sometimes lower. 
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Figure 3.3A. An example of two random walks, where the difference between the two 
walks increases over time . 
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Figure 3.3B. An example of two random walks, where the difference between the two 
walks increases and decreases over time. 
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Random bias, excitation integration, and the dominant channel. 
If the A and B tones of an ABAB tone sequence stimulate different channels, then the 
cumulative random bias applied to the bait cell of each channel will produce different excita-
tion levels in each channel. These excitation levels will not be unifonn, but will vary 
differently in each channel over time due to the separate random walk in each channel. As a 
result, the channel with the greatest excitation level will vary randomly from the A channel to 
the B channel over the course of an ABAB tone sequence. If the channel with the greatest ex-
citation level is taken to be the dominant channel, then the fluctuation between the A and B 
channels - in tenns of highest excitation level - will imitate the apparently random attentional 
alternation between A and B streams over the duration of a tone sequence (Anstis & 
Saida,1985). 
Another consequence of this is that as the random bias is proportional to the firing 
rate, and therefore the level of the stimulus, the onset of a tone which follows a period of 
silence is preceded by a history of little bias. However, the effect of the bias, and the random 
walk, will accumulate over the first few presentations of the tone. As a consequence of the 
bias accumulation, the first few seconds of a stimulus will always be characterised by 
alternation between the A and B channels. That is, irrespective of the stimulus parameters, 
temporal coherence will occur at the beginning of a sequence (Bregman, 1990). After a peri-
od of time, however, the bias accumulation will begin to take effect, and the probability of 
one channel having a higher excitation level than the other, and consequently fonning a 
stream, will increase (Bregman, 1990; Anstis & Saida, 1985). 
Conclusion. 
I) The random element incorporated into the bait-cell simulation should be cumulative 
in nature. 
2) The bait-cell output should be fed into a leaky integrator to simulate the summation 
of excitation over time found in the auditory system. 
3) The leaky integrator output should be examined to see if it has the highest excitation 
level compared to the other channels. 
4) The system output should have roex attenuation function applied to it, that has a 
maximum attenuation value of 0.5, and which is centred on the channel with the highest exci-
tation level output from the leaky integrator. 
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Introduction. 
In this chapter we will consider some additional features of the model suggested by 
observations of streaming phenomena, and summarise the features suggested in the previous 
chapters. 
Dual pathway. 
A situation may arise where one frequency-selective channel comes to dominate the 
system output, because that channel has the highest excitation level. For example, if the A 
and B tones of an ABAB tone sequence are very close together in frequency, then a channel 
midway between them will be highly stimulated by consecutive tones. The excitation in the 
channels corresponding to the A and B tones will have a chance to decay between tone on-
sets, but the midway channel will be continuously stimulated throughout the sequence. This 
situation will mean that the midway channel will consistently have the highest excitation 
level, and dominate the system output. If this occurs, then it is necessary to have some means 
by which the two tones can be distinguished in the output from the dominant channel. This 
can be achieved by processing the information carried by the temporal fine-structure of the 
signal. 
This observation suggested the use of a dual pathway in each model channel, after the 
random bias has been added to the hair cell output. One pathway (the excitation-level path) 
should subject the hair-cell output (plus random bias) to a leaky integration process to give 
temporal integration to the output, and to cause channel domination on the basis of excitation 
level. This path would only be used for the purpose of determining the channel excitation 
level. 
To enable the signal to be processed by higher levels, and to preserve all information 
carried by the auditory nerve, the other pathway (the filtered-signal path) should preserve the 
hair-cell output (plus random bias) for later use in determining the system output If the dual 
pathway is employed, then the roex-attenuation mechanism described in the previous chapter 
should be applied to the output of the filtered-signal paths of all the model channels. The de-
cision to preserve all information carried by the auditory nerve in the filtered-signal path al-
lows higher-level processes to extract pitch information from the signal on the basis of the 
temporal fine-structure of the signal, or the place of origin on the basilar membrane. 
System output. 
When we focus our attention on a component of a stimulus, we are still able to hear all 
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the other components, albeit at an attenuated level. This indicates that when one channel is 
attended to, or dominates the system output, the other channels are also heard, albeit at an at-
tenuated level (Dai et al., 1991; Scharf et al., 1987). It seems reasonable then to find the sys-
tem output by adding together the roex-attenuated output levels of all the filtered-signal 
channels. This will result in the temporal fine-structure of all channels being transmitted to 
higher levels of the system. 
The evidence reviewed in the "subjective amplitude levels and streaming" section of 
Chapter 3 indicated that if a critical loudness difference between the A and B tones of an 
ABAB tone sequence is exceeded, streaming will result. One way of measuring this is by av-
eraging the amplitude levels of both the A and B tones over a time period and finding the 
ratio of the two. If one channel dominates the system output for any length of time, then a 
high ratio will result (a streaming percept). If the system output alternates between the A and 
B channels, then the ratio will be approximately equal to 1.0 (temporal coherence). 
Summary and conclusions. 
The additional features of the model suggested in this chapter, and in the previous 
chapters, are summarised in the following list. 
1) The first stage of a model channel should be a bandpass frequency filter. 
2) The ftlter output should be fed into a simulation of an auditory hair cell. 
3) The hair-cell simulation should have a cumulative random bias incorporated in its 
output. 
4) The hair-cell output should be fed into a leaky integrator to simulate the summation 
of excitation over time found in the auditory system. 
S) Each model channel should divide into an excitation-level path and a filtered-signal 
path after the cumulative random bias is applied to the hair-cell output. 
6) The leaky integrator output should be examined to see if it has the highest excitation 
level compared to the other channels. 
7) The output of all model channels should have a roex attenuation function applied, 
that has a maximum attenuation value of 0.5, and which is centred on the channel with the 
highest excitation level output from the leaky integrator. 
8) The roex attenuation function should be applied to the output of filtered-signal paths 
of all the model channels. 
9) The system output should be the sum of the outputs of the roex-attenuated filtered-
signal paths. 
10) The model should assess streaming on the basis of the amplitude level ratio be-
tween the stimulus tones. 
A diagram showing the arrangement of one model channel, derived from the literature 
indications summarised above, is given in Figure 4.1. 
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Chapter 5. 
Model description. 
Introduction. 
Chapters 2,3, and 4 described the features necessary to create a computer model of the 
auditory system designed to account for streaming phenomena in ABAB tone sequences. 
These were 1) a peripheral frequency analysis feeding 'channels' characterised by a bandpass 
frequency response to stimuli, 2) a hair-cell simulation that incorporates a cumulative ran-
dom element, 3) a 'leaky integration' principle which allows excitation to build up in the 
channels and to dissipate slowly over time, and 4) an attentional mechanism which responds 
selectively to the channel with the greatest excitation level. A diagram showing the 
construction of the model detailed in this chapter is given in Figure 5.1. All the stimuli 
presented to the model are composed of pure tones of a fixed input amplitude level of 1.0. 
This was taken to be equivalent to the level of a pure tone at 35 dB above threshold. 
Filter bank. 
The stimulus input to the filter bank is a sequence of two alternating pure tones each . 
computed as 
(13) 
where st is the instantaneous amplitude level of the tone, t is the time andfj is the 
frequency of the tone. In this implementation, only one stimulus level (peak amplitude= 1.0) 
was used. A tone sequence consists of tones of only two frequencies (fA and ffi) and 
intervening silences. In what follows fA is always equal to 1000Hz. 
This stage of the model calculates the output amplitude (-.lW ij) of the signal output 
from the i th filter using formulae suggested by Glasberg and Moore (1983)- see also 
Patterson and Moore (1986) for a detailed discussion of this topic. The formula used was 
and 
(14) 
where Wij is the power attenuation in the i th channel to the frequency fj (fA or ffi) 
P·=4 f·/ERB(CF·) I J I 
33 
(15) 
Model description. 
Figure 5.1. The structure of the computer model. The output from the filters 
divides into two lines, an excitation-level path (thin line) and a filtered-signal 
path (thick line). The output from the model is taken from the filtered-signal 
branch of the channel which shows the greatest instantaneous excitation level. In 
this diagram, the channel with a CF corresponding to ffi is the dominant channel. 
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(16) 
where CFi is the centre frequency of the i th filter in Hz. The ERB (equivalent 
rectangular bandwidth) of the filter was calculated by using the formula given by Glasberg 
and Moore (1990); 
ERB(CFi)=l07.939(CFjll000) + 24.7 (17). 
The output from each filter ~it ) is the input signal attenuated by the filter function, 
(18). 
Note thatj is the frequency of the tone at timet. 
The filter bank has, in principle, a large number of filters. However, when the stimulus 
is composed of tones of only two frequencies (A and B), the only relevant channels for 
evaluation purposes are those with centre frequencies (CF) equal to the frequency of the two 
stimulus tones and one channel midway between the two (arithmetic mean frequency). This 
arrangement has the virtue of saving a considerable amount of computing time. 
Hair-cell simulation. 
It has been noted in Chapter 2 that the peak, decline, gentle slope, and spontaneous 
firing rate of a hair-cell response to pure-tone stimuli can be approximated by applying a 
double exponential function to the output of the filter (Westerman & Smith, 1984; Meddis, 
1986). This function should also include a minimum level to correspond to the spontaneous 
firing rate of a hair cell. Examples of a double exponential function can be seen in Figure 
5.2B. To find a typical instantaneous firing rate of the hair cell (in spikes/second), we can use 
the expression: 
(19) 
where hit is the flring rate of the hair cell, xit is the instantaneous amplitude of the 
input signal attenuated by the filter function, r0 is the onset time of the tone, t is time in 
35 
Model description. 
(1111$~ 
msec, and dt is the sampling rat!il T 1 and T2 vary from cell to cell, but typical values for them 
are T 1 =2.6 m sec, and T2 =40 msec. The spontaneous ftring rate was given a value of 0.005 
of the maximum ftring rate of the hair cell for a stimulus (peak amplitude= 1.0). 
Figure 5.2A shows the output of the ftlters (xit) when presented with a 40-msec 1 kHz 
tone with an amplitude level of 1.0. Figure 5.2B shows the output of the hair-cell simulation 
when presented with the same stimulus. Here the centre frequencies (CF) of the three 
channels are ch0=1000, chl=l060 and ch2=1120 Hz. Due to the attenuation provided by the 
fllter functions, in Figure 5.2B the initial onset peaks of channels I and 2 are markedly 
reduced compared with that of channel 0, which is maximally stimulated with no attenuation 
of the output. They-axis of Figure 5.2A can be viewed as the output from each fllterin terms 
of amplitude. They-axis of Figure 5.2B can be viewed as the ftlter output in terms of the 
firing rate of the hair cells belonging to each ftlter. It can be seen that the characteristic peak, 
decline, gentle slope and spontaneous ftring rate response of an auditory hair cell are 
reproduced accurately by the hair-cell simulation. 
The hair-cell simulation has the effect of reducing the differences in the output of 
different channels. Over most of the stimulus duration, the channel output levels shown in 
Figure 5.2B are fairly similar, compared to those of Figure 5.2A, with the main difference 
between channels being at the onset of a stimulus. This means that the highest output of a 
channel's hair cell in response to a stimulus will be at the onset of that stimulus. 
Consequently, this onset peak will provide the main source of excitation for the next stage of 
the model, the leaky integrator. Although this hair-cell simulation gives a less satisfactory ac-
count of the physiological evidence than other hair-cell models (e.g. Schwid & Geisler, 1982; 
Meddis 1988), it was considered adequate for the range of pure-tone stimuli of constant am-
plitude investigated in this thesis. A detailed discussion and evaluation of hair-cell models is 
provided by Hewitt and Meddis (1991). 
Random bias. 
When an auditory hair cell is stimulated by a tone it ftres electrical impulses (or 
spikes) down the auditory nerve. The . cell h!AS a probability (p) of firing and a probability 
(1-p ) of not ftring. Assuming that the spike occurrence is characterised as a stationary Pais-
son process, we can use the binomial theorem. 
E(s)=np (20) 
where E( s) is the expected number of spikes, and n is the number of samples. The 
variation in the number of spikes Var(s) is given by the expression, 
Var(s) = np(l-p) = (1-p)E(s) (21). 
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Figure 5.2A. The amplitude envelopes of the half-wave rectified output of the model 
filters (xit) when presented with a 40-msec I kHz tone (peak amplitude=l.O) 
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Figure 5.2B. The output of the hair-cell simulation (hit) when 
presented with a 40-msec 1kHz tone (peak amplitude=l.O) 
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This is a Poisson process, where the number of spikes fired during each sample will 
vary at random around a mean value. The variation Var(s) around this mean is proportional 
to the expected number of spikes E(s) for small values of p. If the probability of fuing (p) is 
high, then Var(s) is greater and the random element in the spike firing increases. However, 
this situation only applies when p <0.5, which is normally the case when using shon epochs. 
To recreate this effect, the output from each hair cell has a random element 
proportional to its level. This reflects the stochastic nature of the activity of the auditory 
nerve, and is implemented by adding a smoothed random quantity (bit) to the rectified 
excitation level of each channel (hit). This random quantity is based on a sequence of 
uniformly distributed random numbers (rit) with a mean of zero and a range of ±M I, it, 
where M is a parameter of the system. The smoothed bias applied to the i th channel is 
computed as shown in Figure 5.1 by the following low-pass digital filter: 
(22) 
This procedure is used to generate a different random walk for each channel. The 
value of the moderator parameter (M ) of the random bias was found by optimising model 
performance using data from Anstis and Saida (1985). 
As the strength of the random bias is proportional to the firing rate of the hair cell, the 
strength of the random bias will be highest at the start of the stimulus. This will decline to a 
smaller level over the duration of the stimulus, fmally dropping to its lowest level when the 
tone is off. 
As the random bias is proportional to the level of the stimulus, the onset of a tone 
which follows a period of silence is preceded by a history of little bias. However, the effect 
of the bias will accumulate over the first few presentations of the tone - as described in Chap-
ter 3. It will be shown in the next chapter that, as a consequence of the slow accumulation of 
bias, the first few seconds of the stimulus are always characterised by temporal coherence, ir-
respective of the stimulus parameters, and streaming is more likely to occur after a few 
seconds. 
Dual pathway. 
To implement this, one pathway (the excitation-level path) goes through the leaky 
integrator. The other pathway (the filtered-signal path) preserves the hair-cell output (plus 
random bias) for later use in determining the system output. 
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Excitation integration. 
The combined signal of each channel ( hit+ bit ) passes through an exponential 
accumulation and decay function (a leaky integrator). This is designed to give a slow build 
up in excitation whilst a tone is playing, and a slow decline in excitation once the tone has 
ended, and provides temporal integration of the filter output. A variable (Y) controls the time 
constant of the integrator. The output of the excitation-level pathway (yit) is computed using 
the formula 
(23) 
where 
J.! = exp( -dt I y ) (24). 
and r is the time constant of the integrator in m sec. 
Channel selector. 
The channel selector, at 1-msec intervals, chooses the channel with the highest 
excitation level ( y it ). This is called the 'dominant channel'. This channel experiences no 
attenuation in its filtered-signal path output, whereas the level of activity in the filtered-signal 
paths of all the other channels (hit+ bit) is attenuated by a roex filter function centred on the 
channel with the highest excitation level ( Yit) - i.e. the dominant channel. The derived 
amplitude ratios given in Chapter 3 from the studies of Dai et al. (1991) and Scharf et al. 
(1987) suggest that the maximum attenuation of (hit+ bit) should be no more than 0.5. 
The roex attenuation function centred on the dominant channel is given by 
(25) 
where Wid is the power attenuation in the i th channel to the frequency of the 
strongestchannelfd and 
P·=4 CF·/ERB(CF·) 1 1 1 (26) 
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and 
(27) 
where CFi is the centre frequency of the i th channel in Hz, and CF d is the centre 
frequency of the dominant channel in Hz. The ERB of the filters was calculated using the 
formula given by Glasberg and Moore (1990); 
ERB(CFi)=l07.939(CF/1000) + 24.7 (28). 
Giving the roex attenuation function a minimum value of 0.5, we can calculate the 
attenuated output of each filtered-signal path ( D it ): 
(29). 
The system output is found by adding together the attenuated levels of all the filtered-
signal channels; 
(30). 
1n Figure 5.1 it is assumed, for the purpose of illustration, that the channel with a CF 
corresponding to m is the dominant channel. 
1n a pilot version of the model, all channels apart from the dominant channel were at-
tenuated by half. The resultant model output was more or less the same as when the roex 
attenuation mechanism described here was implemented. However, one advantage of the 
roex attenuation mechanism is that tones within the ERB of the dominant channel will 
contribute more to the system output than tones outside the ERB. This arrangement ensures 
that the operation of the model agrees with the findings of Dai et al. (1991) and Scharf et al. 
(1987). 
Streaming/temporal coherence decision. 
It is assumed that streaming occurs when the system output fluctuates in level, giving a 
high output for one tone and a low output for the other tone. This output imbalance is 
analogous to the response of human listeners to a streaming ABAB tone sequence, where the 
two streams heard have different subjective loudness levels (Van Noorden, 1975). Temporal 
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coherence is taken to occur when the system output is approximately equal in response to the 
two tones. To evaluate this, the average system output level during tone A (.QA ) is found and 
compared with the average system output level during tone B (!.?8 ) over a 1 second period; 
;=n[Al/O[BJ (31). 
At the end of each !-second period, .Q A and n8 are res:~ to ~ero. 
When Zt, or 1/Zt, exceeds a critical value, Zcrit, the system output is judged to be 
streaming- i.e. the model 'hears' one tone as being consistently 'louder' than the other. This 
condition occurs when one tone dominates the system output. This judgment is made at the 
end of each second from the beginning to the end of the stimulus. 
As can be seen, Zt represents the output of the model, and therefore can be used for 
evaluating model replications of psychophysical experiments. These replications, and the ap-
plication of zt. will be described in later chapters. 
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Example stimuli. 
Introduction. 
The working of the model can be illustrated with an alternating ABAB tone sequence 
stimulus (similar to Figure 7.2), to show how frequency proximity and tone-repetition time 
affect the model output. In these examples, the centre frequency (CF) of channel I 
corresponds to the frequency of tone A (fA), and the CF of channel3 corresponds to the 
frequency of tone B (ffi). The CF of channel 2 is placed midway between the two at 
{ (fA+ffi)/2}. The tone duration in all the examples is 40 m sec. When reading the figures it is 
important to note that the excitation in a channel builds up maximally when a tone is played 
at its CF and declines at other times. This gives the excitation curves their characteristic 
oscillatory appearance (Figure 6.1). In all figures, the model output was sampled every 100 
msec. 
For most stimuli, the filter whose CF corresponds to the tone frequency will contain 
the highest excitation level. This means that the output from that filter will dominate the 
system output because the output from the other filters will be attenuated. However, in some 
cases the most excited channel will not correspond to the one being maximal1y stimulated. 
This will reduce the system output in response to that tone because that channel has an 
attenuated contribution. This situation may arise when two frequency channels are close 
together, and an intermediate channel can accumulate more excitation over the whole 
stimulus presentation. It may also occur simply as the result of the action of the random bias, 
which may accumulate excitation in one channel so that it remains dominant even when it is 
not being actively stimulated. Therefore, in some instances a filter that is not being directly 
stimulated will contain the information necessary for the auditory system to determine what 
percept is heard, in others the percept heard is dependent upon channel-switching between 
the two channels. Three examples are given here to illustrate how this mechanism operates. 
First example. 
In the first example, the frequency of tone A (fA= I 000 Hz) is close to the frequency of 
tone B (ffi= 1060Hz) with a tone-repetition time of 50 msi:c. This places ffi below the fission 
boundary of Van Noorden (1975). Figure 6.2A shows the output of the excitation paths of the 
three channels, and Figure 6.2B shows the running averages of the system output for the am-
plitudes of tones A and B (ill and nB) along with the mapped-on value of Z (the amplitude 
ratio of A and B over a 1-second period). When t=0-3 seconds, channel2 is the dominant 
channel. As this channel is midway between channels 1 and 2, it contains tones A and B at 
roughly equal amplitudes. In this situation, the value of .Q for both tones will be roughly 
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Figure 6.1. Excitation levels for channel 1 (CF=fA) and channel 3 (CF=ffi) showing 
the overlapping vertical excursions of the excitation levels. Here fA=lOOO Hz, 
ffi=1240 Hz and tone-repetition time=250 msec. The model parameters were 
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Figure 6.2A. Excitation levels of all three channels when fA=lOOO Hz, ffi=1060 Hz 
and tone-repetition time=SO msec. The model parameters were 
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Example stimuli. 
equal over the course of each second. This will result in a Z value close to 1.0, and the model 
will give a temporally coherent output When t=8-l0 seconds, channel 1 is the dominant 
channel. Here the system output will be dominated by tone A. However, as tones A and B are 
very close in frequency (ilf=60 Hz), a large amount of tone B 's amplitude enters tone A's fll-
ter (and channel). So, although tone A's channel is the dominant one, tone B makes a roughly 
equal contribution to the system output. This results in average !2 values for both tones that 
are roughly equal, with the consequence that b 1.0, and a temporally coherent output is 
given by the model. When t=17-20 seconds, channe13 is the dominant channel. Here the 
situation is the same as when t=S-10 seconds. That is, although tone B's channel is the domi-
nant one, tone A makes a roughly equal contribution to the system output. This results in 
.aA=!28, and Z= 1.0, giving a model output of temporal coherence. In this example, the whole 
sequence gives a model output of temporal coherence, whatever channel dominates the sys-
tem output. This is to be expected, as the stimulus arrangement ensures that fB lies well 
inside the fission boundary of Van Noorden (1975). 
Second example. 
In the second example (Figure 6.3), there is a large frequency difference between the 
two tones; fA (1000Hz) is substantially less than fB ( 1240 Hz) with a long tone-repetition 
time (250 m sec). The value of fB here places it within the ambiguous region of V an Noorden 
(1975). Because the tone duration is only 40 msec, there is a silence of210 msec between 
one tone and the next. This silent period allows the signal strength in each channel to decline 
by a large amount- due to the leaky integrator, which has a time constant ( y) of95 msec. 
This decline in excitation level between tone presentation produces the overlapping 
excitation levels found in Figure 6.3A. 
When t=0-13 seconds, channel 2 receives relatively little excitation because the two 
frequencies are distant from the CF of channel 2 which is approximately 1120Hz. The 
strongest channel, therefore, alternates between channel! (when tone A is active) and 
channel 3 (when tone B is active). This means that when each tone is playing, it is being 
relayed faithfully through its own channel without attenuation. Here the system output would 
be temporally coherent and very similar to Example 1 despite the fact that that the signal is 
coming via a different route. That is, .!24=!28, and z,..t.O, as can be seen in Figure 6.3B. 
When t=13-14 seconds, the random bias causes the excitation level in channel3 to drop 
below that of channel!, reducing !28 far enough below .!24 to makeZ >Zcrir This will give 
a model decision of streaming for the 14th second of the sequence. When t=14-20 seconds, 
channel alternation between channels I and 3 again takes place, giving roughly equal values 
of .QA and !28. Here Z <Zcrir and the system output is temporally coherent. 
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Figure 6.3A. Excitation levels of all tltree channels when fA=lOOO Hz, fB=l1 +oHz 
and tone-repetition time=~sec. The model parameters were 
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Third example. 
In the third example (Figure 6.4), fA (1000Hz) is again substantially less than fB 
(1240Hz) but the stimulus has a shorter tone-repetition time with a 50 msec interval between 
tone onsets. The value of fB places it above the temporal coherence boundary of V an 
Noorden (1975)?* 
When t=0-3 seconds, channel 3 is the dominant channel. This means that the running 
average of the output level for tone A (.QA)will decrease over a 1 second period, while DB 
will increase. However, we can see how the cumulative random bias acts on the system out-
put within the first 3 seconds. If the random bias applied to one channel, due to the action of 
the random walk, is at a high level, then not only will there be more excitation in that chan-
nel, but there will be a higher .Q level for the tone in that particular channel. For example, if 
we look at the Y(i) trace for channel 1 (Figure 6.4A) and the .Q values for fA (Figure 6.4B) 
when t=2-4 seconds, we can see that the .QA and Y(i) values mirror each other as they rise 
and fall. This is due to the excitation-level and filtered-signal paths both being fed by the· 
hair-cell (plus random bias) output. When t=0-3 seconds, the random bias has not accumulat-
ed to the extent where the .Qvalues of A and Bare far apart. Hence, .QA ... DB, andZo.l.O, giv-
ing a temporally coherent output. When t=3-6 seconds, channel 3 is still dominant. However, 
. the cumulative random bias has not only decreased the excitation level of channel1, but also 
the level of .QA. The imbalance between the .Q levels of A and B increases the value of Z, 
though not enough to exceedZcrit (1.2). Therefore, a temporally coherent output results. 
When t=7-9 seconds, channel! is dominant. The effect of the random bias (which here 
decreases DB), and the smaller filter of tone A (which attenuates tone B more than the tone B 
filter attenuates tone A), conspire to push DB to a far lower level than !24. This increases Z 
above Z crir giving a streaming model output. 
When t=9-11 seconds, channel 2 is dominant. As tones A and B are contained at 
roughly equal levels in this channel, although rather attenuated due to the large M between 
them, .QA ... DB, andZ,..l.O, giving a temporally coherent decision. When t=12-20 seconds, 
channel 3 is dominant. This, combined with the random bias decreasing .QA to a low level, 
makes Z >Z crir and streaming results. 
• In Figure 6.4, the sharp transitions in the values of.QA and a;·at each second of the ~d;l~ut~~ a;e 
caused by .Q A and a 8 being reset to zero at the start of each }-second period. 
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Figure 6.4A. Excitation levels of all three channels when fA=lOOO Hz, ffi=1240 Hz 
and tone-repetition time=50 msec. The model parameters were 
M =0.005, Zcrit =1.2 and r=95 msec. 
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Summary. 
From these examples it can be seen that temporal coherence occurs when either the 
middle channel is predominant (fA is approximately equal to m) or when the dominant 
channel alternates between fA and m (this is facilitated when the tone-repetition time is 
longer). When channel alternation takes place the vertical excursions of the excitation levels 
overlap so that one channel peaks first - i.e. dominates the output - followed by the other 
channel (as in Figure 6.1). This effect is found in the first 12 sec of example 2 (Figure 6.3A). 
Streaming occurs when the middle channel cannot be used, because m is much greater than 
fA, and when rapid switching between channel 1 (fA) and channel 3 (m) does not take place 
- i.e. the vertical excursions of the excitation levels do not overlap. 
Because the output of the model is never truly stable, due to the action of the random 
bias, the above examples were selected from a number of trials. On the whole, however, the 
model shows a general trend of stabilising its output by 15 sec. 
In addition to this, three channels are used out of a multi-channel filter bank for 
simplicity, and to save computer time. The middle channel acts as a 'neutral' buffer. That is, 
if channel2 dominates the system output, then nA=.QB, and the output level of tone A will 
equal the level of tone B in the system output. The amplitude ratio of A and B (Z ) will equal 
approximately 1.0, and the model output will contain alternating frequencies at equal 
amplitudes. In other words, the tone sequence is 'perceived' as temporally coherent, and the 
percept would be a single sound image changing in .frequency. 
At the start of all stimuli, the model always gives a temporally coherent response. This 
is because either channel alternation between channel I (fA) and channel 2 (m) takes place, 
or channel 2 is the dominant channel. In the first case, the random bias in channels 1 and 2 
has not accumulated to such an extent that there is a marked imbalance in the J2 levels of A 
and B. However, the random bias applied to the channel excitation levels can destabilise this 
effect, and will cause a build up of excitation imbalance between the channels, increasing the 
probability of stream formation occurring due to the presence of a dominant channel. When 
this is the case, then the system output would be dominated by the output of only one of the 
channels. If it were channel 1 or 3 this, in conjunction with the action of the random bias 
(which will boost the .Q level of the tone with a frequency corresponding to the CF of the 
dominant channel), would result in a marked level difference between frequencies A and B at 
the model output. This creates a 'percept' of streaming, as only one frequency predominates 
in the output. The buildup of this excitation imbalance which creates channel domination, 
however, takes a few seconds, even for tone sequences with large .Ms and shon tone-
repetition times. This results in the delay in the onset of a streaming percept, and the 
persistence of coherence at the start of a stimulus. 
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Conclusion. 
A number of conclusions can be drawn from these examples. 
1) Temporal coherence will occur when channel2 is the dominant channel. 
2) Temporal coherence will occur in an ABAB tone sequence when the dominant 
channel alternates between channel! (fA) and channel2 (ffi). 
3) Streaming will occur when one channel dominates the system output for an extend-
ed period of time. 
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Chapter 7. 
Probability of coherence and the 
temporal coherence boundary. 
In this chapter, the perceptual boundaries discovered by Van Noorden (1975) will be 
considered in tenns of the model output, and an attempt made to redefine these boundaries 
using measures of probability. 
The temporal coherence and fission boundaries. 
Van Noorden (1975) has described the existence of two perceptual boundaries that are 
dependent on frequency separation and tone-repetition time. He presented subjects with a 
sequence of two alternating 40 msec tones and plotted streaming versus temporal coherence 
responses as a function of the frequency difference between the tones and the tone-repetition 
time (Figure 7.1; after McAdams & Bregman, 1979). Above the temporal coherence 
boundary it is impossible to integrate the two tones comprising the sequence into a single 
perceptual stream. The listener typically hears two separate pulsing tones; one clearly louder 
than the .other. The choice of which one is louder seems to be a matter of chance. Below the 
fission boundary, it is impossible to hear more than one stream. 
If one tone is held constant in frequency (fA, base tone) while the other (m) varies in 
frequency, the fission boundary above and below fA is fairly constant across tone-repetition 
time, and approximately equal to 1 semitone (see Figure 7.1 and Van Noorden, 1975). This 
value corresponds to half an equivalent rectangular bandwidth (ERB), and suggests that the 
bandwidth of the fA basilar membrane filter influences the location of the fission boundary. 
The region between the two boundaries is an ambiguous region perceptually, since either a 
segregated or an integrated percept may be heard depending upon the attentional set of the 
observer. While the stimulus is playing, the listener typically hears both streaming and 
temporally coherent percepts in a slow, apparently random alternation. 
Probability of coherence implications. 
The results of Van Noorden (1975), however, can be considered in tenns of the 
probability of temporal coherence. If this approach is taken, then his results imply that, if fA 
were kept constant, a low probability of coherence would be expected when m is above the 
temporal coherence boundary. Similarly, when m is below the fission boundary we would 
expect a high probability of coherence. Intermediate probability values would result if m 
were in the ambiguous region. This approach to Van Noorden's (1975) results was suggested 
by the operation of the model which, due to the random bias, gives a variable response to a 
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Figure 7.1., The temporal coherence boundary (upper curve) and the fission boundary 
(lower curve) for two alternating pure tones of 40 msec duration, played in an ABAB 
sequence (redrawn from McAdams & Bregman, 1979). Three perceptual regions are present. 
The percept of the listener is determined by the frequency separation between the two tones 
and the tone-repetition time (see text). fA=lOOO Hz. 
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stimulus on each trial. As a consequence of this, it is more convenient to assess the model 
output over a number of trials, and view the results in terms of the probability of a response. 
Rationale for experiment •• 
An experiment was devised in order to see whether the model simulated the effects of 
the temporal coherence and fission boundaries as described by Van Noorden (1975) for 
ABAB tone sequences, and to provide data in a form readily comparable to the output of the 
computer model. Unfortunately, his procedure varied the value of m above and below a 
fixed value of fA (1000Hz) for a specific tone-repetition time. This was repeated until the 
frequency difference berween the A and B tones was found which gave a reliable, continuous 
streaming percept. However, this methodology was not suitable for constructing an adequate 
simulation using the computer model. Hence, observations were made using listeners 
involving a number of combinations of frequency differences (ffi - fA) and tone repetition 
times in an attempt to establish the probability of temporal coherence as a function of these 
variables. This approach had the advantage that the results were in a form which could be 
readily compared with the output of the computer simulation, and which could be used to 
verify the probability-of-coherence implications of V an Noorden 's ( 1975) results. 
In the experiment itself, subjects were required to listen to an alternating tone sequence 
(ABAB) for 15 sec, and asked to follow the changing percepts of temporal coherence and 
streaming as they changed spontaneously throughout the duration of the sequence. At the end 
of the sequence, subjects were asked to press a button indicating whether the percept was 
temporally coherent (a tone changing in frequency) or streaming (rwo unrelated streams of 
pulses) just as the sequence ended. This assessment of the sequence in terms of the last 
percept heard by the subjects was suggested by the results of Anstis and Saida (1985), which 
indicated that the percept of streaming builds up over time, but has stabilised by the time 15 
sec has passed. 
METHOD. 
Subjects. 
There were 6 subjects aged between 26 and 45, four of whom were already familiar 
with the concepts of temporal coherence and streaming. 
Stimuli. 
The stimulus used was 15 sec of a continuously repeating ABAB sequence of 40 m sec 
pure tones (see Figure 7 .2). Each 40 m sec tone had a 5 m sec rise and fall time - implemented 
using raised cosine ramps - in order to prevent onset and offset clicks. The pitch of fA was 
kept constant at 1000Hz and that of m was varied berween stimuli. The subjects were 
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presented with tone sequences where the frequency difference values were 60, 120, 180, 240, 
300, 360 and 420Hz and the tone-repetition time values (i.e. time between the onset of 
successive tones) were 50, 90, 130, 170, 210 and 250 msec. Each combination of frequency 
difference and tone-repetition time was presented to the subjects once in each experimental 
block. All stimuli were presented diotically at 35 dB above each listener's absolute threshold 
for the base tone (fA). 
Procedure. 
The subjects were seated in a sound attenuating booth and listened to as many practice 
example sequences (drawn at random from the above pools) as were necessary to make them 
familiar with the percepts of temporal coherence and streaming, and also to notice the way 
that these percepts alternated with time over the course of the sequence. When they were 
satisfied with and understood the examples, they were then asked to listen to the various tone 
sequences and follow the changing percepts over time whilst trying to preserve a sense of 
temporal coherence in the tone sequence. They were told that at the end of the sequence they 
should press a button indicating whether the last percept they heard was temporal coherence 
or streaming. There was a silent gap of 3 sec between the end of one sequence and the 
beginning of the next. Subjects were prompted to make their decision and warned of the next 
trial by a computer terminal present in the booth. It is important to note that each subject was 
asked to respond in terms of the period immediately prior to signal cessation, and this point 
was stressed to the subjects. 
Design. 
All 6 subjects completed 5 blocks, each of which contained all42 frequency difference 
and tone-repetition time combinations presented in random order. The total number of 
coherence responses for each combination was then converted to a percentage. Each 
percentage is, therefore, based on 30 observations. 
Apparatus. 
The stimuli were generated using a 40,000 Hz sampling rate using a MASSCOMP 
5450 computer. The signal output from the computer's 12-bit digital-to-analogue converter 
was filtered with a Kemo VBF8 dual-variable filter (low-pass at 5 KHz, 90 dB/octave roll 
off) and passed to a Rote! RC-850 stereo control amplifier. The amplifier output was passed 
into a Hedemora acoustic booth and presented diotically to each subject via Beyer dynamic 
DT 109 headphones. 
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Figure 7 .2. A sequence of four tones which illustrates the basic stimulus pattern 
used in the experiment. D is the duration of each tone, G is the duration of the 
gap between successive tones and TRT is the tone-repetition time. 
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RESULTS. 
The pooled results for the 6 subjects are presented in Table 7 .1. Figure 7.3 shows the 
pooled results, and the pooled results smoothed by 3 points. The results show broadly the 
expected trend that, at the end of a 15-second stimulus, there is a decreasing probability of 
temporal coherence as the frequency difference between the two tones is increased. In 
addition to this, the probability of coherence rises with long tone-repetition times. These two 
findings confirm the probability-of-coherence implications of Van Noorden's (1975) results 
which were obtained by using a variable frequency adjustment technique with two subjects. 
DISCUSSION. 
One implication that emerges from these results is that the percepts of streaming and 
temporal coherence are essentially probabilistic in nature. That is, if the probability of 
coherence is below a certain critical value, then the percept is classified as a streaming 
percept Similarly, if the probability of coherence is above a certain critical value, then the 
percept is classified as being temporally coherent. The ambiguous region would then result 
from having probability of coherence values that Jay between these two critical values. This 
would imply that the temporal coherence and fission boundaries defme regions of extreme 
probability values which serve to 'force' the subjective percept of the listener towards either 
temporal coherence or streaming. 
Derivation of perceptual boundaries. 
If this approach is taken, then the 2-dimensional probability response surfaces shown 
in Figure 7.3 can be mapped onto Van Noorden's (1975) results (shown in Figure 7 .1). This 
can be achieved by using suitable probability values for dividing the probability response 
surfaces into separate perceptual regions. The fission boundary defines the limits of the 
perceptual region of permanent temporal coherence. Hence, a response of 90 or 95% 
coherent responses is indicated for the probability response that creates the fission boundary. 
However, the value of the percentage coherence level that marks the temporal coherence 
boundary is not so clear from Van Noorden's (1975) results. Accordingly, arbitrary values of 
45, 50, and 55% coherent responses were chosen to define the temporal coherence boundary. 
The pooled subject responses (raw and smoothed) were examined to find the value of 
m where they crossed the arbitrary percentage response levels chosen as the fission and 
temporal coherence boundaries (90-95% and 45-55% coherent responses respectively). 
Figure 7.4 shows these values plotted and compared with the 'idealised' boundaries shown in 
Figure 7 .1. Where the subjects' responses fluctuated around a specific percentage coherence 
level, the average of the crossover points was used as the value of m for that percentage 
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TABLE 7.1 
Table 7.1. The percentage of coherent responses out of 30 trials as a function of tone 
repetition time (in m sec) and frequency difference (in Hz). 
fA (Hz) fB (Hz) 50 ms 90 ms 130 ms 170 ms 210 ms 250 ms 
1000 1060 83 87 97 97 93 90 
1000 1120 77 80 83 90 100 97 
1000 1180 53 60 67 53 80 90 
1000 1240 50 27 57 57 57 83 
1000 1300 30 30 30 47 63 80 
1000 1360 30 20 27 40 47 60 
1000 1420 23 20 43 37 53 83 
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Figure 7 .3. The pooled results of 6 subjects for each tone-repetition time value 
used (white circles), and the same data smoothed by 3 points (black circles). 
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Figure 7 .4A. The value of fB when the pooled raw subject responses cross the percentage 
response levels chosen as the fission and temporal coherence boundaries (FB and TCB), 
compared with the 'idealised' boundaries of Van Noorden (1975) from Figure 7.1. (fA=1000 
Hz). 
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coherence level. As can be seen, the subjects' responses give a poor fit to the fission 
boundary. This was because the majority of the subjects' responses fell below the 90 and 95% 
coherent responses levels taken as the fission boundary. However, in Figure 7 .4A it can be 
seen that the 95% coherent responses level provides a better fit than the 90% coherent 
responses level. Perhaps a better fit would be provided by the m values where the percentage 
of coherent responses fell below 100%. This possibility will be examined further in Chapter 
11. 
The fit to the temporal coherence boundary is better, with the raw and smoothed data 
fitting quite well for tone-repetition times <130 msec. However, at long tone-repetition times, 
the subjects' responses never dropped below the percentage of coherent responses levels taken 
as the temporal coherence boundary - i.e. the temporal coherence boundary was not reached 
by the subjects. This would indicate that, for these long tone-repetition times, a temporally 
coherent percept was always heard. If this is the case, then the subjects' responses indicate 
that the temporal coherence boundary rises to infinity for long tone-repetition times. The re-
sultant temporal coherence boundary asymptotes are shown in Figure 7 .4. 
Van Noorden (1975) found that the location of the temporal coherence boundary as-
ymptote varied in a tone-repetition time range of 150-250msec. The existence of the subjects' 
temporal coherence boundary asymptotes in this range agrees with his findings. 
Conclusion. 
This experiment used six subjects, compared to the two used in Van Noorden's (1975) 
study, and achieved better control over the perceptual criteria for streaming and temporal 
coherence by using a forced-choice task. However, Van Noorden's (1975) results did provide 
a useful indication of the percentage of coherent responses levels equivalent to the temporal 
coherence and fission boundaries (45-55% and 90-95% coherent responses respectively). The 
reasonable fit to the temporal coherence boundary, and the existence of the temporal coher-
ence boundary asymptotes provided by the subjects' responses, suggests that the hypothesis 
that the temporal coherence and fission boundaries define regions of extreme probability 
values is a valid one. 
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Model evaluation I. 
Introduction. 
The experiment described in the previous chapter was designed to be replicable using 
the model. In this chapter, the empirical results of Chapter 7 are used for the purpose of 
testing the model. 
Procedure. 
The same stimuli as used in the experiment described in Chapter 7 were presented to 
the model. Because the model, like human listeners, generates a probabilistic output, 250 tri-
als for each of the 42 frequency difference/ repetition time combinations were carried out. 
The 'streaming or coherent' decision was based on the last second of the model output, 
imitating the task given to the subjects. On each trial, the model was required to decide 
whether the sequence was streaming or temporally coherent as described above. 
The range value for the random bias module (M) was 0.005, the critical ratio value 
(Zcrit) was 1.2 and the time constant of the leaky integrator (y) was 95 msec. These values 
were found using the optimisation procedure given in Appendix I. The model results were 
compared directly with the pooled subject responses by plotting the percentage of coherent 
responses against fB for each tone-repetition time value used (Figure 8.1). 
Results. 
As can be seen, the model-subject responses in each tone-repetition time graph are 
similar to each other with the exception of the 250 m sec function. Despite this anomaly 
however, the general trends are similar. As the frequency difference increases, the probability 
of coherence gets less, and the slope of this trend becomes shallower at longer tone-repetition 
times for both the subject and model responses. 
DISCUSSION. 
Active and passive processing of stimuli. 
A possible explanation for the 250-msec anomaly in the model evaluation is provided 
by the passive processing of stimuli by the model. At a tone-repetition time of 250 m sec all 
of the frequency difference values used, apart from 60Hz, lie well inside Van Noorden's 
(1975) ambiguous region (see Figure 7.1) due to the maximum value of fB being 1420Hz. 
These values will result in stimuli that are distant from the temporal coherence and fission 
boundaries, and this could reduce or effectively negate the chances of a 'forced' percept 
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Figure 8.1. Comparisons of model and pooled raw subject results for each tone-repetition 
time value used (white = subject responses, black= model responses). The model parameters 
were M =0.005, Zcrit =1.2 and r= 95 msec. 
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caused by extreme probability of coherence values. As the subjects in the experiment were 
asked to actively preserve a sense of temporal coherence whilst listening to the tone 
sequences it could well be that, at a tone-repetition time of 250 m sec, subjects can override 
the operational characteristics of the auditory system and preserve temporal coherence by 
conscious control. The computer model, however, has no such override mechanism and 
therefore more streaming responses will occur. This explanation is supported by the 
percentage of coherent responses of the subjects being rather higher in value than those of the 
model in this particular graph. The issue of active and passive processing of auditory stimuli 
will be discussed further in Chapter 13. 
Derivation of perceptual boundaries. 
In Chapter 7, the subjects' responses were mapped onto the idealised temporal coher-
ence and fission boundaries of Van Noorden (1975) by finding the fB values where the 2-di-
mensional probability response surfaces of the subjects dropped below the level of 90, 95, 
45, 50, and 55% coherent responses. The experiment in Chapter 7 was designed to be replica-
ble using the model, and the experiment and model replication were comparable in method. 
This suggested comparing the fB values where.the 2-dimensional probability response 
surfaces created by the model and the raw subject data dropped below the same percentage . 
coherent levels. 
Therefore, the model output for each tone-repetition time value was examined to find 
the value of fB where it crossed the arbitrary percentage response levels chosen in Chapter 7 
- the levels for the fission boundary being 90 and 95%, and the levels for and temporal 
coherence boundary being 45, 50, and 55% coherent responses. Figure 8.2 compares the 
resulting values of fB derived from the model and subject responses. Where the model's 
output fluctuated around a specific percentage coherence level, the average of the crossover 
points was used as the value of fB for that percentage coherence level. 
For the 90 and 95% coherence levels (the levels taken to represent the fission bounda-
ry), the model output gives a reasonable fit to the pooled subject responses and, although 
varying in frequency, is of the same order of magnitude. For the 45, 50, and 55% coherent 
responses levels, the model output gives lower m values than the subject responses. Howev-
er, if we consider the model output for the 45% coherent responses level, we can see that 
when the tone-repetition time was 250 msec, the model output never dropped below the 45% 
coherent responses level - i.e. the temporal coherence boundary was not reached. This agrees 
with the responses of the subjects, given in Chapter 7, and the findings of Van Noorden 
(1975) that indicate that the temporal coherence boundary rises to infinity between tone-repe-
tition times of 150-250 msec. The model output for the 45% coherent responses level also 
shows a gradual increase with tone-repetition time, similar to the temporal coherence bound-
ary of Van Noorden (1975). 
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Figure 8.2. The value of m (fA= l kHz) where the model and pooled subject responses cross 
the percentage response levels chosen as the fission boundary (90 & 95% coherent 
responses), and the temporal coherence boundary (45, 50 & 55% coherent responses). White 
=subjects, black =model. The model parameters were M =0.005, Zcrit =1.2 and r= 95 msec. 
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Model evaluation I. 
Conclusion. 
The success of the model in reproducing the responses of human listeners and the tem-
poral coherence boundary of Van Noorden (1975), suggests that the percepts of streaming 
and temporal coherence can be defmed in probabilistic terms, and gives suppon to the 
hypothesis that the temporal coherence and fission boundaries define regions of extreme 
probability values which serve to 'force' the subjective percept of the listener towards either 
temporal coherence or streaming. A fuller investigation of this hypothesis is detailed in 
Chapter 12. 
The subject and model results indicate that the fission boundary can be defined as 
being reached when the model output drops below a levelof95% coherent responses, and the 
temporal coherence boundary boundary can be defined as being reached when the model out-
put drops below a level ~5% coherent responses. 
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Introduction. 
In Chapter 1, a number of studies were discussed that showed that stream segregation 
builds up with repetitive presentation. For example, the results of Bregman (1978a) indicated 
the presence of a stream-formation mechanism that accumulated evidence for the existence 
of a stream over time. His results also indicated that inserting a period of silence between 
stimuli dissipated the accumulated bias of the stream-formation mechanism. 
In this chapter we will focus on the study of Anstis and Saida (1985), who 
systematically studied the probability of coherence as a function of the total length of a 30-
second ABAB tone sequence. As the percept alternated irregularly between temporal coher-
ence and streaming, subjects were required to press a button indicating what percept they 
heard at any given time over the course of each trial. Their results indicated that all stimuli 
begin by sounding coherent, and that the probability of temporal coherence decreased 
steadily over time as a function of total sequence duration. 
The operation of the model would suggest that the cumulative nature of streaming is · 
due to the cumulative random bias imposed on the firing rate of each channel's hair cell. 
These random fluctuations will eventually accumulate to a level where the excitation level in 
each channel's leaky integrator is destabilised (as in Figure 3.3). This will result in one chan- . 
ne!, and then another, having the highest excitation level and becoming the dominant channel 
(or stream). Sometimes, however, the excitation levels in each channel will be roughly the 
same, allowing channel alternation, and a temporally coherent percept, to occur even when 
the channel excitation levels are extremely destabilised. 
Procedure. 
The methodology of Anstis and Saida ( 1985) was already suitable for computer 
simulation. Accordingly, it was not necessary to collect any further data. The response of the 
model to the stimuli used in their experiment was recorded instead and compared with their 
data. 
The stimuli used were ABAB sequences 30 seconds long, which consisted of two 
tones (fA=800 and fB=1200 Hz) with tone-repetition times of either 62.5 or 125 m sec. The 
duration of each tone was equal to the tone-repetition time. Each sequence was played 500 
times. During the presentation of the stimulus, decisions by the model in favour of temporal 
coherence were totalled for each second along the length of the sequence and expressed as a 
percentage. The results were then plotted and matched with those of Anstis and Saida (1985). 
The parameter values of the model were unchanged from the previous model evaluation 
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(Chapter 8). The range value for the random bias module (M) was 0.005, the critical ratio 
value (Z . ) was 1.2 and the time constant of the leaky integrator (r) was 95 msec. 
cm 
Results. 
A comparison of the model output and the results of Anstis and Saida (1985) is shown ; 
in Figure 9.1. The model is clearly successful in replicating the build-up of streaming over 
time found by Anstis and Saida (1985). One interesting feature of the results of Anstis and 
Saida (1985) not replicated by the model is the apparently regular fluctuation in the percent-
age of coherent responses over time shown by their subjects (period z 8 seconds). This may 
be due to the difference in the number of trials (n=25) used by Anstis and Saida (1985) and 
the model replication (n=500). 
Conclusion. 
The successful replication of the results of Anstis and Saida (1985) justifies the inclu-
sion of the cumulative random bias mechanism incorporated into the model. In addition, it 
should be noted that a model replication of the stimuli of Anstis and Saida (1985) detailed in 
this chapter (and the consequent fit of the model output to their data) was used to optimise 
the values of the model parameters (see Appendix I). 
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Figure 9.1. Comparison of the output of the model with the results of Anstis & Saida (1985). 
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Tone onsets and the temporal coherence boundary. 
Introduction. 
Dannenbring and Bregman (1976a) presented subjects with a repeating ABCD tone 
sequence (2000, 614, 1600 & 400Hz), in which the durations of the silent gaps between the 
tones were different in every condition. Their task was to alter the tone durations until the 
streaming threshold was found. The results indicated that subjects compensated for 
increasing silent gap durations by decreasing the duration of the tones, keeping the total time 
(tone duration plus gap duration) -i.e. tone-repetition time- relatively constant at a mean 
value of 194 msec (Figure 10.1). This would imply that the tone-repetition time is more 
important than either the tone duration or the gap duration in determining streaming - i.e. it is 
the onsets of the tones, and the gap between them, that determines the percept heard. 
An investigation of the results of this study using the model was an opportune 
moment to test the response of the "hair-cell simulation, which gives realistic onset responses 
to the start of tones. With a hair-cell response, the duration of a tone is relatively unimportant 
as the main excitement caused by a tonal stimulus is at the start of the tone - i.e. the onset of 
the tone, not its duration, produces the highest firing rate level, which is then fed into the 
leaky integrator. 
Model explanation of Dannenbring & Bregman' s (1976) results. 
The results of Dannenbring and Bregman (1976a) become clear if the principle of the 
hair-cell simulation is applied to their experiment, and the response to each tone is thus 
considered as being basically an onset response. When a subject adjusts the tone duration to 
find the streaming threshold, he is basically altering the tone-repetition time between 
consecutive tone onsets. 
If we consider the operation of the model, we find that over the course of a given tone-
. repetition time of an ABAB tone sequence, the excitation caused in the leaky integrator of 
the model by the onsets of both tones will decay by a certain amount. If the excitation levels 
decay by a large amount, then there is less chance of one tone dominating the system output 
due to its causing one channel to have the highest excitation level. This will give a Z value 
close to 1.0 for the model output - i.e. a temporally coherent decision will result. 
If, however, we shorten the tone durations of the ABAB tone sequence like the sub-
jects in the experiment ofDannenbring and Bregman (1976a) shortened the tone durations of 
the ABCD tone sequence, we shorten the tone-repetition time, and thereby increase the level 
in the leaky integrator which the excitation decays to. This will have the effect of increasing 
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Figure 10.1. The streaming threshold ofDannenbring & Bregman (1976a), 
shown as a function of gap duration. 
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the probability of one tone dominating the system output, as the channels excited by the stim-
uli will have high excitation levels. As a result, the value of Z will increase. If the tone dura-
tion is progressively shortened, there comes a point where Z exceeds Zcrit, and a streaming 
percept results. 
In Dannenbring and Bregman's (1976a) paradigm, different gap durations were 
presented in each condition, resulting in different tone-repetition times. These conditions will 
give varying values of Z for the model output If the human auditory system works in a simi-
lar manner to the model, then when the subjects alter the tone duration in each condition to 
find the streaming threshold, they are altering Z so that it has the same value in every 
condition. This particular value will be Zcrit, one of the parameters of the model, below 
which a temporally coherent percept is heard, and above which a streaming percept is heard. 
Rationale for model replication. 
The results of Dannenbring and Bregman ( 1976a) for the streaming threshold can be 
considered in terms of the model output, in percentage of coherent responses. Figure 10.2 
shows the expected percepts for the stimuli they used, if the tone and gap durations are 
altered. Below the streaming threshold, a streaming percept will be heard - i.e. there will be a 
low percentage of coherent responses. Above the streaming threshold, a temporally coherent 
percept will be heard - i.e. there will be a high percentage of coherent responses. 
In Chapter7, various percentage-of-coherent-response levels were investigated, in 
order to find the model equivalent to the temporal coherence boundary. The results indicated 
that a percentage of coherence response level ::>45% gave the best fit to the temporal coher-
ence boundary. This suggests that, if we present the model with the same range of stimuli 
used by Dannenbring and Bregman (1976a), then we will obtain a pattern of results, in terms 
of the percentage of coherent responses, very similar to Figure 1 0.2. If this is done, then iso-
coherence contours can be mapped onto these results, and the resulting contours compared 
with the streaming threshold of Dannenbring and Bregman (1976a). By following this 
procedure, the model equivalent to the streaming threshold of Dannenbring and Bregman 
(1976a) can be found in terms of the percentage of coherent responses level. 
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Figure 10.2. The streaming threshold of Dannenbring & Bregman (1976a), 
considered in tenns of the model output, in percentage of coherent responses. 
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Procedure. 
Because the model is only designed to handle alternating ABAB tone sequences, only 
a rough approximation of the stimulus configuration used in Dannenbring and Bregman's 
(1976a) experiment could be used with the model. This was created by calculating the 
arithmetic mean frequency for the higher pair of tones (2000 and 1600 Hz) and the lower pair 
of tones (614 and 400Hz). This method of approximation was chosen because, from the 
point of view of the model, both the higher pair and the lower pair of tones would create 
separate regions of high excitation on the basilar membrane. In each region of high 
excitation, the channel containing equal levels of the two tones will be the one with a 
frequency corresponding to the arithmetic mean of the frequencies of the two tones creating 
the region of excitation. This situation is due to the filters used in the model being 
symmetrical about a centre frequency (Patterson & Moore, 1986). 
The tone sequences input into the model, therefore, consisted of an alternating ABAB 
stimulus where A=507 Hz and B=l800 Hz. The tone durations and the gap durations of the 
sequences were varied to cover the range of these values that Dannenbring and Bregman 
(1976a) investigated. The sequences were 15 seconds long and the 'streaming or coherent' 
response given by the model for the last second of the sequence was recorded. There were 
250 trials for each combination of tone duration and gap duration, and the number of 
coherent responses for the last second of each sequence were totalled for each combination. 
These were then converted to percentages. As in previous replications, the range value for the 
random bias module (M) was 0.005, the critical ratio value (Zcrit) was 1.2 and the time 
constant of the leaky integrator (f) was 95 msec. 
Results. 
The results were in the form of percentage coherence levels (see Table 10.1). To map 
the model output onto the results ofDannenbring and Bregman (1976a), which were in terms 
of tone and gap duration, it was necessary to do a multiple regression analysis of the form 
dependent variable = c + x*gd + y*td (32) 
where c, x, and y are constants, gd is gap duration, and td is tone duration. The de-
pendent variable will be the model output in percentage of coherent responses. Accordingly, 
the probability-of-coherence percentages of Table 10.1 were subjected to a multiple 
regression analysis. This gave the formula 
% coherent responses = 6.5 + 0.1293gd + 0.2403td (33) 
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TABLE 10.1 
Table 10.1. The percentage of coherent responses out of 250 trials, for the 
model replication of the study of Dannenbring & Bregman (1976a), 
presented as a function of tone duration and gap duration (in msec ). 
Gap Tone % 
duration duration coherent 
(msac) (msac) responses 
0 90 30.8 
0 110 34.8 
0 130 37.6 
0 150 41 .6 
0 170 50.0 
0 190 58.0 
10 90 34.8 
10 110 3 2.4 
10 130 38.8 
10 150 46.4 
. 
10 170 42.8 
10 190 52.4 
25 90 29.6 
25 110 3 0. 0 
25 130 44.0 
25 150 3 9. 6 
25. 170 48.0 
25 190 60.0 
50 90 28.0 
50 110 42.0 
50 130 40.8 
50 150 46.8 
50 170 56.0 
50 190 55.2 
75 90 38.0 
75 110 40.0 
75 130 52.4 
75 150 53.6 
75 170 58.8 
75 190 60.8 
100 90 46.0 
100 110 44.0 
100 130 52.4 
100 150 57.6 
100 170 58.8 
100 190 64.0 
74 
Tone onsets and the temporal coherence boundary. 
where gd is gap duration (in msec) and td is tone duration (in msec). The adjusted 
coefficient of correlation (R2) was 0.881. 
The next step was to produce iso-coherence contours for the percentage of coherent 
responses in terms of gap and tone duration. These could then compared with the results of 
Dannenbring and Bregman (1976a)- see Figure 10.3. The iso-coherence contours were given 
by putting various percentage coherence values into the formula: 
td:: -{ (6.5+0.1293gd-% coherent responses)/0.2403} (34) 
It can be seen from Figure 10.3 that the streaming threshold of Dannenbring and 
Bregman (1976a) crosses a numberofiso-coherence contours. If we sum the values of the 
iso-coherence contours that the data points ofDannenbring and Bregman (1976a) coincide 
with, then the average percentage of coherent responses given by the model in response to 
their stimuli is 48.27%. However, their results deviate from a linear function when the gap 
duration is <25 m sec. If the points <25 m sec are excluded, then the average percentage of co-
herent responses given by the model in response to their stimuli is 47.5%. 
The slope of the iso-coherence contours given by the model output does not fit the 
streaming threshold ofDannenbring and Bregman's (1976a) study exactly. Although the 
model's average -percentage of coherent responses level equivalent to the streaming threshold 
was in the region of 47.5-48.27%, it is clear that there is some degree of freedom in this 
value, as the percentage coherence levels equivalent to the streaming threshold ranged from 
52.5-42.1% (see Figure 10.3). In addition to this, the model output failed to reproduce the 
'kink' in Dannenbring and Bregman's (1976a) results for gap durations <25 msec. 
The mismatch in slope between the model and subject responses could be due to the 
stimulus approximation used in the model replication. Alternatively, it could be due to the 
ability of the subjects (discussed in Chapter 8) to actively override the operational 
characteristics of the auditory system, and preserve temporal coherence by conscious control. 
If the subjects were preserving temporal coherence by this method, then the streaming thresh-
old would be elevated in terms of tone duration and gap duration. That is, the percentage of 
coherent responses · equivalent to the streaming threshold will be higher than its true 
value. As the model passively processes stimuli, it was decided to fix the model equivalent to 
the streaming threshold ofDannenbring and Bregman (1976a) at a lower than average level 
of 40% coherent responses, in order to take into account any active processing of stimuli by 
the subjects in Dannenbring and Bregman's (1976a) study. 
However, bearing in mind that the model parameter values used in this replication 
have successfully reproduced two previous studies, the results can be taken to indicate that 
the streaming threshold of human listeners can be defined as being reached when the model 
output is =-47.5-48.27% coherent responses. 
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Figure 10.3. !so-coherence contours for the model output when presented 
with the stimuli ofDannenbring & Bregman (1976a). 
The model parameters were M =0.005, Zcrit =1.2 and r=95 msec. 
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DISCUSSION. 
Definition of temporal coherence boundary. 
If we consider the frequency difference in semitones between the A and B tones used 
in the approximation of Dannenbring and Bregman' s (1976a) ABCD stimulus, we find that 
there is approximately a 22 semitone difference between the two. In their experiment, 
subjects set the tone-repetition time to a mean value of 194 msec to arrive at the streaming 
threshold. If we consult Figure 7.1, we find that the value of the temporal coherence 
boundary for a tone-repetition time of 194 msec is approximately 13.5 semitones. The 
difference between the two values of the temporal coherence boundary derived from their 
results and the computer replication is probably due to the stimulus approximation used by 
the model, and to the variance of the temporal coherence boundary between subjects, and 
with procedure (Van Noorden, 1975; Bregman, 1990). At a tone-repetition time of 194 msec, 
the temporal coherence boundary shows a sharp asymptote. Hence, small differences in tone-
repetition time will produce large variations in the frequency separation needed for 
permanent streaming to occur. Taking these facts into account, it seems fair to assume that 
the streaming threshold found by Dannenbring and Bregman (1976a), the model equivalent 
to the streaming threshold of 40% coherent responses, and the temporal coherence boundary 
are one and the same thing. This idea will be explored at greater length in Chapter 12. 
Effect of tone duration on streaming. 
One implication of the results of this replication is that, for a given frequency 
separation and tone-repetition time, the tone duration will not affect the percept heard as long 
as the tones (A and B) are of equal length. This would be caused by the leaky integrator 
allowing the excitation generated by the 2 tones to decay equally over the length of the tone-
repetition time. Therefore we would expect the probability of coherence values given by the 
model for a fixed frequency separation and tone-repetition time to be constant, even though 
the tone and gap duration values changed. To prove this, ABAB tone sequences were fed into 
the model (tone-repetition time:: 50, 130 and 210 msec) and the duration of the tones was 
varied. The probability of coherence values for the 15th second of each sequence were 
totalled and expressed as a percentage (as in Chapter 7). The results can be seen in Figure 
1 0.4. As can be seen, varying the duration of the tones in an ABAB tone sequence makes 
virtually no difference to the output of the model. The small differences that exist are 
probably due to the action of the random bias module. 
*Figure 10.4 compares the model output with the subjects' responses to the stimuli used in Chapter 7. 
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Figure 10.4. Model responses to some of the stimuli of Chapter 7 when tone duration 
(td) is varied. The model parameters were M =0.005, Zcrit =1.2 and r=95 msec. 
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Conclusion. 
We have seen in this chapter that, when the stimuli ofDannenbring and Bregman · 
(1976a) are presented to the model, the model output equivalent to the streaming threshold of 
human listeners is =40% coherent responses. In addition to this, varying the duration of tones 
gave no major difference in the model output, so long as the tone-repetition time was 
unchanged. 
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Chapter 11. 
The trill threshold. 
Introduction. 
A pioneering study into the effect of frequency separation on temporal coherence was 
conducted by Miller and Heise (1950). In their experiment, they presented subjects with 
alternating ABAB tone sequences that had tone durations of 100 msec and tone-repetition 
times of 100 msec, with no gaps between successive tones. Two percepts were heard by the 
subjects that depended on the frequency difference (M) between the tones. When the 
frequency difference was small the pitch seemed to "move continuously up and down" - i.e. a 
temporally coherent percept of a trill was heard. When the frequency difference was 
increased, a point was reached where the percept changed and "two unrelated and interrupted 
tones" were heard - i.e. a streaming percept resulted. They called this point the "trill 
threshold" and measured its size for a number of base frequencies (fA). 
The results of Miller and Heise (1950) are shown in Figure 11.1, and are compared 
with the ERB values for the corresponding base frequencies, calculated from the formula of 
Glasberg and Moore (1990). As can be seen, the value of the trill threshold with fA accords. 
quite well with ERB(fA), suggesting that the trill threshold is linked to auditory filter factors. 
This implies that measuring the trill threshold of a tone may be one way of measuring the 
ERB of the filter with a centre frequency equal to that tone. The relative simplicity of the ex-
perimental arrangement and criteria for determining the trill threshold compare favourably 
with the usual, more complex, methods of measuring the ERB, such as the notched-noise 
paradigm of Patterson ( 197 6) detailed in Chapter 2. 
Miller and Heise (1950) noted that the trill threshold was roughly 15% offA for the 
lower frequencies that were investigated, but decreased as the value of fA increased. They 
also noted that, at the highest frequencies that were investigated (5 and 7kHz), the response 
of the headphones was not perfectly uniform and amplitude modulation was introduced as a 
result. Also, their subjects "commented that their criterion seemed to change for these highest 
tones" (Miller & Heise, I 950). As a result of this, the data for the 5 and 7 kHz values of fA 
may not be valid. 
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Figure 11.1. The size of the trill threshold of Miller & Heise (1950) 
in Hz and the equivalent rectangular bandwidth (ERB), plotted as a 
function of base frequency (fA). Tone-repetition time== lOO msec. 
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Rationale for model replication. 
We can see, from their description of the trill threshold, that there is some ambiguity 
as to whether it is equivalent to the fission boundary or the temporal coherence boundary. 
Below the fission boundary the percept is always one of permanent temporal coherence, 
above the temporal coherence boundary the percept is always one of permanent streaming. 
However, above the fission boundary and below the temporal coherence boundary lies the 
ambiguous region (see Figure 7.1). It is unclear, from their description of the experiment, 
whether subjects increased the Af until the percept of permanent temporal coherence changed 
to that of a streaming/coherent mix (i.e. the ambiguous region), or that of permanent 
streaming (above the temporal coherence boundary). 
The ambiguity of the nature of the trill threshold suggested a computer replication of 
their study using the model. The close correspondence of the trill threshold and ERB(fA), as 
seen in Figure 11.1, indicated that ~u~~ sJe.cl-i ,.;.~waS involved in this phenomenon. 
As the model is based around a bank of auditory filters, the ERB is a central concept of the 
model that affects the level of all incoming signals as a function of M, and it is possible that 
the trill threshold is closely related to both ERB(fA) and M. If so, the output of the model 
should show some degree of correspondence to the trill threshold for certain criteria. 
Accordingly, to find the model equivalent to the trill threshold, and to resolve its ambiguous 
nature, the transition from the fission boundary to the ambiguous region and the transition 
from the ambiguous region to the temporal coherence boundary were both investigated. 
Procedure. 
The model was presented with alternating ABAB tone sequences where fA was fixed 
in frequency for each condition, and m varied in frequency. The tone durations and tone-
repetition times of the sequences were 100 m sec, corresponding to the stimuli of Miller and 
Heise (1950). The sequences were 15 seconds long, and the 'streaming or coherent' response 
given by the model for the last second of the sequence was recorded. 
The parameter values used in this application of the model were the same as those 
used in previous chapters - the range value for the random bias module (M ) was 0.005, the 
critical ratio value (Zcrit) was 1.2 and the time constant of the leaky integrator (y) was 95 
msec. 
To find the fission-boundary/ambiguous-region discontinuity, the value offfi was 
gradually increased relative to fA until the model output for the last second of the sequence 
dropped below 100% coherent responses. This criterion was chosen because the fission 
boundary defines a region where the percept is always one of permanent temporal coherence 
- i.e. the model output is always 100% coherent responses. When the model output dtops 
below 100% coherent responses, a streaming/coherent mix is indicated which corresponds to 
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the percept heard in the ambiguous region. Hence, the fission-boundary/ambiguous-region 
discontinuity is given by the M needed for the model output to drop below the level of 100% 
coherent responses by the end of the sequence (or for the value of Zcrit to be exceeded in the 
last second of the sequence). 
To confirm that the fission-boundary/ambiguous-region discontinuity was constant 
with regards to tone-repetition time (Van Noorden, 1975), this procedure was repeated with 
tone-repetition times of 50 and 250 msec for fA=lOOO Hz. To find the ambiguous-
region/permanent-streaming discontinuity (the temporal coherence boundary), the value of 
m was gradually increased relative to fA until the model output for the last second of the 
sequence dropped below 40% coherent responses. There were 250 trials for each m value 
used. The percentage of coherent responses value used to define the ambiguous-
region/permanent-streaming discontinuity was derived from the results of Chapter 10 where 
the results indicated that the streaming threshold - i.e. the temporal coherence boundary - is 
reached when the model output is = 40% coherent responses. The results were plotted 
(Figure 11.2), along with the ERB values of each fA( calculated from the formula suggested 
by Glasberg and Moore (1990)fof"" "iRT"' roo 11\Se.c... 
Results. 
As can be seen from Figure 11.2, the closer correspondence to the trill threshold of 
Miller and Heise (1950) is given by the fission-boundary/ambiguous-region discontinuity, 
with the ambiguous-region/permanent-streaming discontinuity showing a higher M value 
over the range of frequencies investigated. In addition to this, the fission-
boundary/ambiguous-region discontinuity was found to be relatively constant with regard to 
tone-repetition time forfA=lOOO Hz, and had an average value of l.llfA or 1110Hz. 
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Figure 11.2. Comparison of the trill threshold of Miller & Heise (1950), the equivalent 
rectangular bandwidth (ERB) of fA, the model output for the fission-boundary/ambiguous-
region discontinuity (FB/AMB), and the model output for the ambiguous-region/permanent-
streaming discontinuity (AMB/PERM). Tone-repetition time= lOO msec. 
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DISCUSSION. 
The nature of the trill threshold. 
Whereas an 'idealised' fission boundary with a value of "'1 semitone is shown in 
Figure 7.1, Van Noorden (1975) in fact found a number of different values for the fission 
boundary, which varied with the stimulus used (ABAB or ABA ABA tone sequences) and 
the experimental procedure. In general, however, the fission boundary seemed to range from 
=1.25 to "'2.5 semitones or, forfA=1000 Hz, "'1075 to =1155Hz. If these two figures are 
averaged, then we arrive at a value for the fission boundary of "'1.875 semitones or "'1115 
Hz, which is very close to the figure given by the model for the fission-boundary/ambiguous-
region discontinuity. Admittedly, there is some degree of variance in Van Noorden's (1975) 
data, but the closeness of these fits, taken with the constant value across tone-repetition time, 
strongly suggests that the model is successfully reproducing the phenomenon of the fission 
boundary. In addition to this, the trill threshold value of Miller and Heise (1950) for fA=1000 
Hz is =1167Hz, close to the upper range given by Van Noorden (1975) for the fission 
boundary. 
The close correspondence of the fission-boundary/ambiguous-region discontinuity as 
given by the model, the value of ERB(fA), and the trill threshold of Miller and Heise (1950), 
strongly suggests that the trill threshold corresponds to the fission boundary of Van Noorden 
(1975), and that the existence of the trill threshold (and the fission boundary) is due to 
auditory filter factors. 
Conclusion. 
This chapter has shown that the model is able to provide a close fit to the fission 
boundary of Van Noorden (1975) by taking the M value between A and B tones where the 
model output drops below the level of 100% coherent responses. In addition to this, the value 
of the trill threshold with fA agreed quite well with ERB(fA), not only suggesting that the 
trill threshold of Miller and Heise (1950) is linked to auditory filter factors, but that 
measuring the trill threshold of a tone may be one way of measuring the ERB of the filter 
with a centre frequency equal to that tone. 
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Chapter 12. 
The temporal coherence boundary revisited. 
In this chapter, the model evaluation performed in Chapter 8 will be repeated, but with 
a wider range of fB values, using a model output of 40% coherent responses (found in Chap-
ter 10 to correspond to the streaming threshold of listeners) to establish a model equivalent to 
the temporal coherence boundary. This will then be combined with the 100% coherent 
responses level, found in Chapter 11 to correspond to the fission boundary, in an attempt to 
reproduce the responses of the subjects to the stimuli used in Chapter 7. 
Introduction. 
We have seen from Chapter 10 that the streaming threshold of human listeners for the 
stimuli ofDannenbring and Bregman (1976a) can be defined as being reached when the 
model output is = 40% coherent responses. This would imply that, for all stimuli, when the 
output of the model drops below 40% coherent responses, this is equivalent to human listen-
ers hearing a streaming percept. The hypothesis made in Chapter 10 that the streaming 
threshold and the 40% coherent responses level of the model are directly related to the 
temporal coherence boundary can be explored funher. 
If we consider Figure 7.1, which shows an 'idealised' version of the temporal 
coherence boundary, we can see that this boundary asymptotes when the tone-repetition time 
is = 200 msec. This is a realistic figure for the asymptote, as the majority of V an Noorden's 
( 1975) experiments that investigate the temporal coherence boundary show an asymptote that 
tends to lie within tone-repetition time values of 150 to 250 msec. The existence of this 
asymptote effectively means that, above a cenain tone-repetition time value in the 150-250 
msec range, ABAB tone sequences will never be perceived as continuously streaming after 
the frrst few seconds of the sequence, whatever the frequency difference between the tones, 
due to the broadening of the ambiguous region. If we relate this to the model, it implies that 
above a cenain tone-repetition time value in the 150-250 m sec range, the output of the model 
to ABAB tone sequences will never drop below the streaming threshold (i.e. 40% coherent 
responses), whatever the frequency difference between the two tones. That is, the temporal 
coherence boundary will never be crossed, as the temporal coherence boundary asymptote 
broadens to infinity. 
Procedure. 
To test this hypothesis, the ABAB tone sequences of 40 msec tones used in Chapter 7 
were presented to the model. The tone-repetition time values were unchanged from Chapter 7 
(TRT=SO, 90, 130, 170, 210 and 250 msec), but a wider range of values was used for fB. 
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These ranged from fB=1060 to 1780Hz in 60Hz increments. The~uUo1fA was kept 
constant at 1000Hz. As in Chapter 7, the sequences were 15 seconds long and the 'streaming 
or coherent' response given by the model for the last second of the sequence was recorded. 
There were 250 trials for each combination of tone-repetition time and m, and the number of 
coherent responses for the last second of each sequence was totalled for each combination. 
These were then converted to percentages. As in previous model replications, the range value 
for the random bias module (M) was 0.005, the critical ratio value (Zcrit) was 1.2 and the 
time constant of the leaky integrator (y) was 95 msec. 
Results. 
Figure 12.1 shows the percentage of coherent responses for the tone-repetition times of 
the ABAB sequences as a function of fB. As can be seen, all the tone-repetition times 
investigated, except for the 250 msec condition, drop below the level of 40% coherent 
responses (the streaming threshold). The 210-msec condition varies around the 40% coherent 
responses level, indicating that it is sometimes 'perceived' by the model as streaming, some-
times as being temporally coherent. This would indicate that the 210-msec condition lies ex-
tremely close to the streaming threshold (or the temporal coherence boundary asymptote). 
Discussion. 
The results bear out the hypothesis made above that, above a certain tone-repetition 
time value in the 150-250 msec range, the output of the model will never drop below the 
level of 40% coherent responses. The response of the model suggests that the streaming 
threshold of Dannenbring and Bregman' s (197 6a) subjects, the 40% coherent responses level 
of the model, and the temporal coherence boundary could possibly be one and the same 
thing. 
We have seen that the model accurately reproduces the responses of human listeners to 
a number of auditory stimuli using the same parameter values. It seems reasonable then, to 
assume that the model works in a similar way to the human auditory system, and to use the 
response of the model to the stimuli presented in this chapter to explain the formation of the 
temporal coherence boundary in human listeners. 
To find the temporal coherence boundary for a given tone-repetition time, subjects 
increase the frequency separation between the tones (M) until the probability of temporal 
coherence is "'0.4 (40% coherent responses). For small tone-repetition times the M required 
to reach this level is relatively small but, as the tone-repetition time increases, so does the 6f 
needed to reach this level. This can be seen in Figure 12.1. By the time the tone-repetition 
time is >210 msec, the mean probability of coherence does not drop below the 0.4level, but 
instead remains slightly above it and results in a temporally coherent percept, regardless of 
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Figure 12.1. The response of the model to the stimuli of Chapter 5 using high m values. 
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~f. This is what produces the temporal coherence boundary asymptote for tone-repetition 
times >210 msec. 
For tone-repetition times in the 210 msec region (when M>300 Hz), the probability oL 
coherence will vary around the 0.4 level, resulting in a percept that is sometimes temporally 
coherent, sometimes streaming. This is because the response of the model to these stimuli, 
though showing a general trend over many trials, still varies from trial to trial due to the 
action of the random bias function. This can be seen in the 210 msec condition shown in Fig-
ure 12.1. The variance around the 0.4 probability level results in a variable value for the 
temporal coherence boundary in this tone-repetition time range, and accounts for the 
observations of Van Noorden (1975) and Bregman (1990) that the temporal coherence 
boundary varies from subject to subject. 
The ambiguous region. 
The output of the model indicates that the ambiguous region can be defined as the 
region over which the percentage of coherent responses drops from 100% to 40% - i.e. from 
the fission-boundary/ambiguous-region discontinuity of Chapter 11 to the streaming 
threshold (or temporal coherence boundary). In Figure 12.1 we saw that, as the tone-
repetition time increases, the value of fB needed for the model to drop below the 40% coher-
ence level gradually increases until, when the tone-repetition time is >210 msec, the 40% 
coherence level is never reached. This reflects the finding of V an Noorden (1975) that the 
size of the ambiguous region increases with increasing tone-repetition time, and increases to 
infinity above a certain tone-repetition time value in the 150-250 msec range (as seen in 
Figure 7.1). 
The ambiguous region can be illustrated by plotting, for each tone-repetition time, the 
fB value where each 2-dimensional probability response surface in Figure 12.1 intersects the 
40% coherent responses level. Where the model's output fluctuated around the 40% 
coherence level, the average of the crossover points was used as the value of fB. This 
procedure gives the model equivalent to the temporal coherence boundary. If the model 
equivalent to the fission boundary found in Chapter 11 is plotted as well, then the area 
between the two corresponds to the ambiguous region of Van Noorden (1975). This can be 
seen in Figure 12.2, which compares the model equivalents to the temporal coherence and 
fission boundaries with the fB values where each 2-dimensional probability response surface 
of the raw and smoothed subject data of Chapter 7 (shown in Figure 7 .3) crosses the 40% and 
100% coherence levels. No fission boundary could be obtained from the subject data, as the 
. percentage of coherent responses, apart from the raw subject data for 210-msec condition, 
were all below the 100% level. However, the single point in the 210-msec condition that did 
drop below the 100% coherent responses level had a fB value of 1120Hz, very close to the 
model value for the fission boundary (1110Hz). 
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Figure 12.2. The temporal coherence boundary (TCB) derived from the 40% coherence 
level, using the model results shown in Figure I 2. I, and the raw and smoothed subject data 
shown in Figure 7.3. The graph also shows the value of the fission boundary (FB) given by 
the model. For all boundaries, fA=IOOO Hz. 
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The comparison between the 2-dimensional probability response surfaces of the model 
and subjects was done because Van Noorden's (1975) measurement of the temporal coher-
ence and fission boundaries used a different method from that of the experiment of Chapter 7 
and the model replication, and therefore could not be compared to the model output. 
It can be seen from the graph that all the temporal coherence boundaries derived in this 
fashion show the same gradual increase with tone-repetition time. However, no model value 
for the temporal coherence boundary can be obtained for a tone-repetition time value >210 
m sec as the model output is always greater than the 40% coherent responses level, resulting 
in the temporal coherence boundary asymptote. Similarly, above a tone-repetition time of 
130 msec, the raw subject data was always greater than the 40% coherent responses level, 
and above a tone-repetition time of 170 msec, the smoothed subject data was always greater 
than the 40% coherent responses level. The resultant model asymptote is shown in Figure 
12.2, along with the asymptotes for the raw and smoothed subject data. 
The temporal coherence boundary asymptotes derived from the subject data occur at 
smaller tone-repetition times than the model. However, it is clear that the model is essentially 
processing the stimuli in a similar manner to the subjects. 
Conclusion. 
This chapter has shown that, by taking a model output of 40% coherent responses as 
the temporal coherence boundary, and the M value where the model output drops below the 
100% coherent responses level, the model is able to simulate the temporal coherence and fis-
sion boundaries, as well as the ambiguous region, of Van Noorden (1975). The model also 
successfully simulates the constancy of the fission boundary over tone-repetition time, and 
the temporal coherence boundary asymptote. 
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_ Active processing of stimuli 
and the ambiguous region. 
In this chapter we will consider evidence for a descending bias in the auditory system, 
a possible model equivalent, and the implications that a descending bias has for the existence 
of the ambiguous region of Van Noorden (1975). 
Introduction. 
Although the model gives an account of the results of Van Noorden (1975), Anstis and 
Saida (1985), Miller and Heise (1950), the fission boundary, and the temporal coherence 
boundary, it is clear, however, that there is a considerable flexibility in the auditory system 
for determining a perceptual output. The existence of the ambiguous region, where a subject 
can hear streaming or temporal coherence according to their attentional set, suggests that 
subjects can, to a certain extent, override the output of the auditory system. 
Evidence to support this was shown in Chapter 8, where, in an experiment to find the 
probability of coherence as a function of tone-repetition time and frequency separation, the 
output of the model was similar to the responses of the subjects except when the tone-repeti-
tion time was 250 msec. Here the stimuli presented lay well within the ambiguous region. An 
ability to reduce or effectively negate the chances of a 'forced' percept caused by the 
operation of the auditory system on the part of the subjects was advanced as a possible 
explanation for this result. 
The computer model has no such override mechanism, and processes auditory stimuli 
'passively'. When the tone-repetition time was 250 m sec, this passive processing resulted in 
more streaming responses from the model than the subjects, who were asked to actively 
preserve temporal coherence. The ability of subjects to override a forced percept caused by 
the operation of the auditory system suggests the presence of a 'descending' bias that runs 
from the cortex to relatively peripheral parts of the auditory system, and which can alter the 
transmission characteristics of the ascending pathway to higher levels. 
Physiological evidence for a descending bias. 
There are many candidates for a descending bias in the auditory system. Scharf et al. 
( 1987) suggested that the attentional filter they discovered is achieved by centrifugal control 
via the crossed olivocochlear bundle (COCB), which runs from the level of the superior olive 
and innervates most of the cochlear hair cells. A number of physiological studies 
(Rasmussen, 1946; Brown, 1987) have found that the efferent COCB fibres synapse on hair 
cells and auditory neurons within the cochlea. COCB fibres are responsive to sound and ter-
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minate in the areas of the cochlea that give them maximum stimulation. This creates "closed 
frequency-specific feedback loops" (Pickles, 1988) between the hait cells and the COCB. 
Wiederhold (1970) found that the COCB can reduce responses to low-level stimuli equiva-
lent to decreasing the level of a tone by I to 25 dB. This effect is greatest at the centre 
frequency of the fibre, and decreases sharply above and below the centre frequency. These 
results indicate that the COCB is able to suppress excitation from the cochlea. 
In another study, Lukas (1980) found that concentrated visual attention can modify the 
sensory transmission properties of the human auditory nerve. His results indicated that the 
efferent COCB fibres enhance the signal-to-noise ratio by attenuating background irrelevant 
acoustic stimuli. A similar effect was observed at the level of the inferior colliculus, but was 
significant only for tones =1-2kHz. 
The evidence of Lukas (1980) suggests that it may well be possible for efferent 
influences, under attentional control, to attenuate the responsiveness of the auditory system to 
sound. Lukas's (1980) results are supported by a number of animal studies (cited in Lukas, 
1980). However, a recent study by Connolly et al. (1989) indicates that the evidence for this 
effect is unreliable. However, it is important to note that all these studies use mixed 
modalities (visual-auditory stimuli) to investigate efferent control, and this may well have 
had some effect on the results. Although the exact role of the COCB in attention is uncertain, 
physiological evidence does exist that shows the presence of pathways that descend from the 
cortex to the cochlea (Desmedt, 1975), and it may well be that higher-level attentional 
processes simply use the COCB as a pathway to govern attention. 
A model equivalent to active stimulus processing. 
The model itself is designed to simulate low-level auditory processes. Therefore, if the 
model output is to be 'influenced' by conscious control, this must take place via descending 
influences from higher auditory processes. One undisputed effect the efferent COCB fibres 
have, when stimulated, is that of reducing the firing rate of the auditory bait cells (Winslow 
& Sachs, 1987). This suggests a model equivalent to the possible active processing employed 
by the subjects in the experiment of Chapter 7. 
The model classifies a sequence as streaming when one channel dominates the system 
output, due to its having the highest excitation level. A classification of temporal coherence 
results when no individual channel dominates the output, and the channel with the highest 
excitation level oscillates between channels. If one channel dominated the system output, 
then a mechanism that reduced the excitation level in that channel to a level equivalent to that 
of the other channels would cause the system output to oscillate between channels, as they 
would all have similar excitation levels. This would result in a model 'percept' of temporal 
coherence. Similarly, ifthe system output is oscillating between channels with similar excita-
tion levels, then a mechanism that reduced the excitation levels in all the channels bar one 
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would cause the system output to be dominated by one channel. This would result in a model 
'percept' of streaming. 
The excitation levels in each model channel accumulate and decay over time with the 
action of the leaky integrator. However, the input of excitation to the leaky integrator is 
mainly determined by the firing rate of the hair cells. If the firing rate of one channel's hair 
cell is reduced, then less excitation will be fed into the leaky integrator. This will result in 
that channel having a lower excitation level than usual, and will increase the chances of an-
other channel dominating the system output on the basis of excitation level. However, if 
some mechanism was able to selectively reduce the hair-cell firing rates in specific channels, 
then the excitation levels in all channels could either be made roughly equal so that the sys-
tem output oscillated between channels (temporal coherence), or altered so that one channel 
had a higher excitation level than the others (streaming). The efferent COCB influence over 
the firing rate of the hair cells described above provides such a mechanism. Unfortunately, 
given the current uncertainty surrounding efferent control in the auditory system, this hypoth-
esis can, at best, only be regarded as being speculative at this time, though it does have the 
virtue of being possible to implement in future versions of the model. 
Active model processing of stimuli and attentional set. 
In the ambiguous region of Van Noorden (1975), subjects are able hear streaming or 
temporal coherence, according to their attentional set. Earlier in this chapter, it was suggested 
that this could be achieved by a descending bias from higher levels of the auditory system. It 
was suggested that this descending bias could be simulated in the model by selectively reduc-
ing the hair-cell firing rate of specific model channels so that the system output either oscil-
lated between channels (to produce temporal coherence), or was dominated by one channel 
(to produce streaming). 
At this point in time, we should remember that the model, due to the action of the 
cumulative random bias, gives a system output that fluctuates from temporal coherence to 
streaming over the duration of a sequence, though there is more temporal coherence at the 
start of a sequence due to the time needed for the random bias to accumulate. To reproduce 
the responses of subjects to experimental stimuli, large numbers of trials (n=250) were done 
using the model to make the general trend of the model output clear. 
However, if we consider the model output for a smaller number of trials, say n=50, 
then the fluctuations in the model output become apparent. In the model replications of 
experimental studies in previous chapters, apart from that of Anstis and Saida (1985) which 
averaged the model output over the course of a 30-second sequence, the averaged model 
output that has been mapped onto the empirical data has been taken from the 15th second of 
an alternating ABAB tone sequence. This method was chosen because, in an experiment 
where subjects compensated for the increased tendency to hear streaming over the course of 
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an ABAB tone sequence by slowing down the the alternation of the A and B tones, the alter-
nation rate used by subjects to maintain temporal coherence between the two tones fell line-
arly with listening time from 2-10 seconds, and then showed a slower linear decrease from 
10-60 seconds (Anstis & Saida, 1985). This, taken with their other results (shown in Figure 
9.1), which indicated that the percept of streaming is more or less stable after 10 seconds, in-
dicated that the overall percept of streaming or temporal coherence created by an ABAB se-
quence is well established by the lOth second of a sequence. Hence, the model output was 
taken from the 15th second of a sequence, and averaged over a large number of trials in order 
to gauge the typical percentage coherence level that corresponded to the overall percept cre-
ated by the stimulus. 
We have seen that the model equivalent to the temporal coherence boundary is a sys-
tem output of 40% coherent responses, and that the model equivalent to the fission boundary 
is the point where the system output drops below the level of 100% coherent responses. In 
Chapter 12, the mapping of these model equivalents to the temporal coherence and fission 
boundaries indicated that the ambiguous region between the two can be defined as the region 
over which the model output drops from the level of 100-40% coherent responses. 
However, another way of looking at the ambiguous region is to consider it in terms of 
fluctuations in the model output. When m is below the fission boundary, we would expect · 
the model output never to drop below the level of 100% coherent responses over the duration 
of an ABAB sequence. Similarly, when m is above the temporal coherence boundary, we 
would expect the model output to drop quickly over the frrst few seconds of an ABAB 
sequence to a percentage coherent responses level that was less than 40% (the temporal co-
herence boundary). 
The ambiguous region, however, defines a perceptual area that is essentially 'neutral' 
in character, as it is the attentional set of the observer that defines the percept that is heard. 
This would imply that when subjects vary their attentional set, they are performing a task that 
is equivalent to altering the model output so that it is above the 40% coherence level (to pro-
. duce temporal coherence), or below the 40% coherence level (to produce streaming.) If no at-
tentional set was applied to a stimulus that was in the ambiguous region, then the percept 
heard by listeners would just randomly alternate between temporal coherence and streaming. 
In this situation, we would expect the model output, over a small number of runs, to exhibit 
fluctuation around or near the level of 40% coherent responses. 
To test this, three 30-second ABAB sequences were presented to the model, based on 
the model equivalents to the temporal coherence boundary and fission boundary shown in 
Figure 12.2. In the first, m=I400 Hz, and the tone-repetition time= lOO msec. This placed m 
well above the temporal coherence boundary. In the second, ffi=1040 Hz, and the tone-repe-
tition time=olOO msec. This placed m well below the fission boundary. In the third, ffi=l400 
Hz, and the tone-repetition time=250 msec. This placed m well within the ambiguous region. 
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In all sequences, fA= 1000 Hz, and 50 trials were done for each sequence. The results were 
converted to percentage coherent responses and plotted (see Figure 13.1 ). 
As can be seen from Figure 13.1, when m is below the fission boundary, the model 
output never drops below 100% coherent responses, as expected. When m is above the 
temporal coherence boundary, the model output drops below the 40% coherent responses 
level after ~3 seconds. This model response simulates the percept of temporal coherence that 
is universally heard at the start of every ABAB tone sequence, regardless of M and tone-rep-
etition time. When m is inside the ambiguous region, the model output fluctuates around the 
40% coherent responses level over the last half of the sequence. This will give a random al-
ternation between temporal coherence and streaming, with no single overall percept for the 
sequence. 
These results would suggest that the hypothesis made above is essentially correct. That 
is, when subjects apply an attentional set to stimuli within the ambiguous region to hear 
temporal coherence or streaming, they are performing an action equivalent to pushing the 
model output above the 40% coherent responses level (to produce a temporally coherent per-
cept), or pushing the model output below the 40% coherent responses level (to produce a 
streaming percept). If this is the case, then the ambiguous region can be defined as an area 
where the model output lies close to, or fluctuates round, the 40% coherent responses level · 
and, if no attentional set is applied, the percept alternates randomly from temporal coherence 
to streaming and back again. 
Conclusion. 
In this chapter, evidence has been presented for the existence of a descending bias in 
the auditory system. A possible mechanism for this was suggested, that works by efferent 
control of hair-cell firing rate via the crossed olivocochlear bundle (COCB). The ambiguous 
region was redefined as a region with a 'neutral' perceptual character, and which is 
equivalent to a model output that randomly fluctuates around the 40% coherent responses 
level (from temporal coherence to streaming and back again) after descending from a level of 
100% coherent responses. 
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Figure 13.1. The average output of the model over 50 trials to ABAB tone sequences with 
various tone-repetition tones (TRT), convened to percentages. The 40% coherent responses 
level (equivalent to the temporal coherence boundary) is shown. fA= 1000Hz. 
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Introduction. 
Chapter 14. 
The temporal coherence boundary 
and frequency region. 
One relatively unexplored aspect of streaming is the variation of the temporal 
coherence boundary with frequency region. Apart from a study canied out by Bernstein and 
Bregman (cited in Bregman, 1978b), no systematic investigation of this area has taken place. 
Their results, using base frequencies (fA) of 300, 690, 1587, and 3650Hz, presented as 
ABA-ABA tone sequences, indicated that the splitting threshold (the temporal coherence 
boundary) is constant over a wide range of frequencies. However, the splitting threshold for 
the highest base frequency used (3650Hz) is slightly flattened compared to the others when 
the tone-repetition time> 100 m sec. 
Pilot study. 
Using 1 subject- myself- I conducted a pilot study which presented an alternating 
ABAB tone sequence for 15 seconds. The task was to decide whether the sequence was 
streaming or coherent. Each condition used a different value for the frequency of the base 
tone (fA) which was chosen from the following pool: 1, 3, 4, 5, 6, and 8kHz. In each 
condition, fB was varied relative to fA using a procedure where 1 coherent response raised 
the value of fB by 0.06fA, and 1 streaming response decreased the value of fB by 0.06fA. 
The number of increases and decreases necessary for a threshold decision was 10.* 
The duration of all the tones was 40 msec. Two trials 
were completed for each condition, and the results plotted on a graph- Figure 14.1. 
The shape of the temporal coherence boundary for fA=l kHz is somewhat at odds with 
the findings of Van Noorden (1975), which can be seen in Figure 14.1. This may be due to 
the method used in the pilot study, which was different from Van Noorden's (1975) method 
where subjects adjusted the frequency separation between the A and B tones to find the 
temporal coherence boundary. However, the overall pattern of the results indicates that, as 
one increases the value of fA, the curve of the temporal coherence boundary gradually 
flattens out to a horizontal line when fA ~4kHz, giving a temporal coherence boundary that 
is constant with respect to tone-repetition time, and which is reached when the frequency 
difference between the two tones is =4 semitones. These findings imply that the overall 
probability of temporal coherence is reduced when tones A and B are ~4 kHz. It is interesting 
to note that it is in this frequency region (4-5kHz) that phase-locking breaks down and the 
encoding of auditory signals is believed to change from a temporal to a place mechanism 
(Rose et al., 1967). Another point of interest is that differences between the temporal 
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Figure 14.1. The results of the pilot study using one subject (MB), showing the frequency 
separation (M) in semitones between fA and m needed to reach the temporal coherence 
boundary, as a function of tone-repetition time (in msec). The base-tone (fA) values were 
1,3,4,5,6 and 8kHz. The results of Van Noorden (1975) are shown for comparison. 
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coherence boundaries only become apparent when the tone-repetition time > 100 msec, 
similar to the result of Bernstein and Bregman (cited in Bregman, 1978) for the highest base 
frequency used (3650 Hz). 
Rationale for expen"ment. 
Whereas in Chapter 7 streaming and temporal coherence responses were explored in a 
frequency region c. lose; to 1kHz, the results of the above pilot study prompted an 
investigation into streaming and temporal coherence responses in two other frequency 
regions - 3 kHz and 6kHz. The choice of these regions was determined by phase-locking 
considerations. If the same type and range of stimuli were used as in Chapter 7 then, with a 
base tone (fA) of 6kHz, the tones used would only stimulate that part of the basilar 
membrane where phase-locking breaks down, as the frequency range covered by the stimuli 
would be 6000-8520 Hz. This would provide a good comparison with the results of Chapter 7 
which covered the frequency range of 1000-1420 Hz, which is well inside the phase-locking 
region. The 3 kHz region could be considered as an intermediate zone as the stimuli would 
cover a range of 3000-4260 Hz, just encroaching on the phase-locking transition region. It is 
worth noting that none of the stimuli used by Bernstein and Bregman (cited in Bregman, 
1978) lay totally outside the phase-locking region, as the highest value of fA was 3650Hz. It 
is interesting to note, in this context, that the subjects of Miller & Heise (1950) "commented 
that their criterion seemed to change" for the trill threshold of tones ~ kHz. 
The experimental paradigm used was exactly the same as that of Chapter 7 in order to 
facilitate a comparison with the results for a 1 kHz base tone. As before, subjects were 
required to listen to an alternating ABAB tone sequence for 15 sec, and asked to follow the 
changing percepts of temporal coherence and streaming as they changed spontaneously 
throughout the duration of the sequence. At the end of the sequence, subjects were asked to 
press a button indicating whether the percept was temporally coherent (a tone changing in 
frequency), or streaming (two unrelated streams of pulses) just as the sequence ended. 
In order to neutralise the effects of any frequency notches that might be present in 
either the response of the headphones or the hearing of the subjects, 3 separate base tones 
were used for each particular frequency region under consideration. These were 2800, 3000, 
and 3200 Hz for the 3 kHz region and 5600, 6000, and 6400 Hz for the 6 kHz region. 
A number of predictions can be made from the results of the pilot study. Firstly, the 
results indicate that the percentage of coherent responses for 1,3, and 6kHz base tones 
should be roughly equal when the tone-repetition time is <100 msec. Secondly, coherence 
differences between the base-tone conditions should become apparent when the tone-
repetition time is > 100 msec, with the 6 kHz condition showing a lower percentage of 
coherent responses all round than the 1 and 3 kHz conditions. Thirdly, when the the tone-
repetition time is >lOO m sec, we would expect the 6kHz condition to show a lower percent-
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age of coherent responses than the 1 kHz condition when Ll~4 semitones. These predictions, 
if correct, mean that the probability of coherence functions for the 3 and 6 kHz conditions 
will have steeper slopes than those of the 1 kHz condition when the tone-repetition time is 
>lOO msec and Ll~4 semitones. 
METHOD. 
Subjects. 
There were 6 subjects aged between 24 and 40. Five of these were already familiar 
with the concepts of temporal coherence and streaming and had participated in the 
experiment detailed in Chapter 7. Two of them were familiar with the hypotheses to be 
tested. 
Stimuli. 
The stimulus used was 15 sec of a continuously repeating ABAB sequence of 40 msec 
pure tones (see Figure 7 .2). Each 40-msec tone had a 5 m sec rise and fall time - implemented 
using raised cosine ramps - in order to prevent onset and offset clicks. The pitch of the base 
tone (fA) was kept constant in each experimental block and was chosen randomly from the 
following pool - 2800, 3000, 3200, 5600, 6000, and 6400 Hz. The frequency of m was 
varied between stimuli. In the tone sequences themselves, the frequency difference values 
were 0.06, 0.12, 0.18, 0.24, 0.3, 0.36, and 0.42 of the frequency of the base tone (fA). The 
tone-repetition time values (i.e. tone duration+ gap duration) were 50, 90, 130, 170,210, and 
250 msec. Each combination of frequency difference and tone-repetition time was presented 
to the subjects once in each experimental block. All stimuli were presented diotically at 35 
dB above each listener's absolute threshold for the base tone (fA). 
Procedure. 
The subjects were seated in a sound attenuating booth and listened to as many practice 
example sequences (drawn at random from the above pools) as were necessary to make them 
familiar with the percepts of temporal coherence and streaming, and also to notice the way 
that these percepts alternated with time over the course of the sequence. When they were 
satisfied with and understood the examples, they were then asked to listen to the various tone 
sequences and follow the changing percepts over time whilst trying to preserve a sense of 
temporal coherence in the tone sequence. They were told that at the end of the sequence they 
should press a button indicating whether the last percept they heard was temporal coherence 
or streaming. There was a silent gap of 3 sec between the end of one sequence and the 
beginning of the next. Subjects were prompted to make their decision and warned of the next 
trial by a computer terminal present in the booth. It is important to note that each subject was 
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asked to respond in terms of the period immediately prior to signal cessation, and this point 
was stressed to the subjects. 
Design. 
All 6 subjects completed 1 block for each individual base tone. Each block contained 
all42 frequency difference and tone-repetition time combinations presented in random order. 
The coherence responses given by the 6 subjects for each base-tone block were then totalled. 
The base-tone block totals for fA = 2800, 3000, and 3200Hz were added together to give the 
total coherence values for the 3 kHz region and the base-tone block totals for fA = 5600, 
6000, and 6400 Hz were added together to give the total coherence values for the 6 kHz 
region. The total number of coherence responses for each combination was then converted to 
a percentage. Each percentage is, therefore, based on 18 observations. 
Apparatus. 
The stimuli were generated using a 40,000 Hz sampling rate using a MASSCOMP 
5450 computer. The signal output from the computer's 12-bit digital-to-analogue converter 
was filtered with a Kemo VBF8 dual-variable filter (low-pass at 10KHz, 90 dB/octave roll 
off) and passed to a Rote! RC-850 stereo control amplifier. The amplifier output was passed 
into a Hedemora acoustic booth and presented diotically to each subject via Beyer dynamic 
DT 109 headphones. 
RESULTS AND DISCUSSION. 
The pooled results for the 6 subjects are presented in Table 14.1. Figure 14.2 compares 
these results with those of Chapter 7 by plotting the percentage of coherent responses against 
ffi/fA for each frequency region investigated. As the results are somewhat 'noisy', Figure 
14.3 shows the same data smoothed by 3 points. This enables us to see the underlying trends 
more clearly, and allows us to check the predictions made from the results of the pilot study 
against the experimental data. 
The first prediction was that the percentage of coherent responses for 1,3, and 6 kHz 
base tones should be roughly the same when the tone-repetition time <100 msec. We fmd this 
effect in the smoothed experimental data, with the curves for each condition being roughly 
the same for tone-repetition time values <lOO msec. The second prediction was that 
coherence differences between the base-tone conditions should become apparent when the 
tone-repetition time >I 00 msec, with the 6 kHz region showing a lower percentage of 
coherent responses all round than the 1 and 3 kHz regions. The results show this expected 
trend, with the 3 and 6 kHz regions generally exhibiting markedly lower percentages of 
coherent responses than the 1 kHz region when the tone-repetition time> 100 m sec. 
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TABLE 14.1 
Table 14.1. The percentage of coherent responses out of 18 trials, totalled for the 3 
and 6 kHz conditions, presented as a function of tone repetition time (in msec) and 
ffi/fA. 
3 kHz frequency region 
fB/fA 50 ms 90 ms 130 ms 170 ms 210 ms 250 ms 
1.06 67 83 94 83 94 83 
1.12 67 72 78 89 83 83 
1.18 44 44 50 67 67 89 
1. 24 50 22 22 22 50 67 
1.3 33 22 11 22 44 67 
1.36 28 17 17 17 28 67 
1.42 22 6 11 1 1 28 39 
6 kHz frequency region 
f B/fA 50 ms 90 ms 130 ms 170 ms 210 ms 250 ms 
1.06 72 89 78 89 83 89 
1 .1 2 56 56 72 100 72 89 
1.18 50 72 72 50 44 78 
1. 24 44 28 28 44 50 44 
1.3 33 33 56 28 50 33 
1.36 33 33 33 22 22 44 
1 .42 28 17 0 7 22 39 
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Figure 14.2. Comparisons of the pooled subject responses for each frequency region (white 
circles= I kHz, hatched squares=3 kHz, black circles=6 kHz). 
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Figure 14.3. Comparisons of the pooled subject responses for each frequency 
region, smoothed by 3 points (white circles= I kHz, hatched squares=3 kHz, 
black circles=6 kHz). 
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In some cases, however, the 3 kHz region shows a lower percentage of coherent responses 
than the 6kHz region. This could well be due to the 'noisy' data, which was based on 18 
observations. 
The third prediction was that, when the tone-repetition time> 100 m sec, we would 
expect the 6kHz region to show a lower percentage of coherent responses than the 1 kHz 
region when .1.~4 semitones. When fA= 6kHz, the ffi/6000 Hz value equivalent to 4 
semitones is 126. Again the results generally confirm the prediction. The graphs also show 
the expected general trend - i.e. the 3 and 6 kHz regions have steeper slopes than the 1 kHz 
region when the tone-repetition time is > 100 msec, and ~4 semitones. 
The results show a clear effect of frequency region. As the tone-repetition time 
increases, the curves for the 3 and 6 kHz conditions break away from that of the 1 kHz 
condition, indicating that the overall probability of coherence drops with increasing base 
frequency (fA). 
Derivation of temporal coherence boundaries from subject data. 
To derive temporal coherence boundaries from the results, the ffi/fA values where the 
2-dimensional probability response surfaces of the raw and smoothed subject data crossed the 
40% coherent responses level (the percentage coherence response level established in Chap-
ter 12 as being equivalent to the streaming threshold) were found and plotted. Figure 14.4A 
shows the derived temporal coherence boundaries for the raw subject data, and Figure 14.4B 
shows the derived temporal coherence boundaries for the raw subject data smoothed by 3 
points. In both diagrams, the temporal coherence boundary asymptotes are shown. Above 
certain ffi/fA values, for both sets of data, no points could be obtained as the responses of the 
subjects never fell below the 40% coherent responses level. Where the responses of the sub-
jects for a specific tone-repetition rime crossed the 40% coherent responses level a number of 
times, the average of the crossover points was taken as the ffi/fA value. 
In Figure 14.4A, there are no temporal coherence boundary asymptotes for the 3 kHz 
and 6 kHz frequency region, indicating that the temporal coherence boundary is less steep for 
these frequency regions compared to the 1 kHz frequency region. In Figure 14.4B, the 
temporal coherence boundary asymptote for the 3 kHz frequency region occurs at a longer 
tone-repetition time value, and is less steep, than the asymptote for the 1 kHz frequency 
region. However, there is no temporal coherence boundary asymptote for the 6 kHz frequen-
cy region. These two derivations of the temporal coherence boundary indicate that, compared 
to the 1kHz temporal coherence boundary, not only are the 3 and 6kHz temporal coherence 
boundaries are flattened, and have gentler slopes, but also the 6kHz temporal coherence 
boundary is fairly constant with regards to tone-repetition time. This supports the finding of 
the pilot study illustrated in Figure 14.1. 
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Figure 14.4A. The value of fB/fA where the pooled subject responses cross the 40% coher-
ent responses level (the temporal coherence boundary). White circles=! kHz, hatched 
squares=3 kHz, black circles=6 kHz. 
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Figure 14.4B. The value of fB/fA where the pooled subject responses, smoothed by 3 points, 
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MODEL REPLICATION OF EXPERIMENT. 
Introduction. 
The same stimuli as used in the 3 kHz and 6 kHz conditions (in the experiment 
described above) can be presented to the model in an attempt to reproduce the subjects' re-
sponses for the 3 kHz and 6kHz frequency regions. The model output for these stimuli could 
then be combined with the results of the model replication of Chapter 8, where the stimuli 
were identical to the stimuli used in the 1 kHz condition in the experiment described above. 
The model output can then be examined to see if the model shows the same pattern of re-
sponses as human listeners for the percentage of coherent responses. 
Procedure. 
Because the model, like human listeners, generates a probabilistic output, 250 trials for 
each of the 42 frequency difference/repetition time combinations in each of the 1, 3, and 6 
kHz conditions were carried out. The 'streaming or coherent' decision was based on the last 
second of the model output, imitating the task given to the subjects. On each trial, the model 
was required to decide whether the sequence was streaming or temporally coherent, as 
described above. 
As in previous replications, the range value for the random bias module (M) was 
0.005, the critical ratio value (Zcrit) was 1.2 and the time constant of the leaky integrator (r) 
was 95 msec. The model results were compared by plotting, for each frequency region, the 
percentage of coherent responses against ffi/fA for each tone-repetition time value used. 
Results. 
Figure 14.5 shows the model results for the 1, 3, and 6kHz conditions. We can see 
from Figure 14.5 that the model output for the I, 3 and 6kHz conditions shows roughly the 
same level of coherent responses for each tone-repetition time value used. The variations that 
exist between conditions are probably due to the action of the random bias module. This 
pattern of results is somewhat at odds with the responses of the subjects to the same stimuli, 
which showed that for large Ms, and when tone-repetition time ;;:: 170 msec, there was a lower 
percentage of coherent responses for the 3 kHz and 6 kHz frequency regions, compared to 
the 1 kHz frequency region. 
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Figure 14.5. Comparison of the model output for the 1, 3, and 6kHz conditions for each 
tone-repetition time used. White circles= 1 kHz, hatched squares=3 kHz, black circles=6 kHz. 
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DISCUSSION. 
The overall pattern of subject responses in the experiment and pilot study described 
above indicates that, when fA and m :2: 3 kHz, the overall level of coherent responses is 
reduced. That is, more streaming is likely to occur at these frequencies. One possible expla-
nation for this phenomenon is provided by the variation in the absolute threshold of a sound 
with frequency. 
Figure 14.6 (redrawn from Scharf, 1978) shows a very rough approximation of the 
equal-loudness contours for various loudness levels over a wide frequency range. The central 
frequency values compared in the experiment described in this chapter were fA=1000, 
m=1060-1420 Hz for the 1kHz frequency region, fA=3000, m=3180-4260 Hz for the 3kHz 
frequency region, and fA=6000, m=6360-8520 Hz for the 6kHz frequency region. From 
Figure 14.6, we can see that the stimuli used for the 1 kHz condition have approximately the 
same absolute threshold over the m range covered by the stimuli. However, the m stimuli 
used for the 3 kHz condition show an decreased absolute threshold as m increases, although 
here the difference in absolute threshold only has a maximum value of 1 dB. The most strik-
ing variation, however, is given by the m values used in the 6kHz condition, where m 
shows a marked increase in absolute threshold with increasing frequency, with absolute 
threshold difference values for fA (6000Hz) and m ranging from 2.5 dB for m=6360 Hz 
(the lowest value of m used in the 6kHz condition), and 11.75 dB for m=8520 Hz (the 
highest value of m used in the 6 kHz condition). 
Van Noorden (1975, 1977) has shown that if the level of one subset of tones in anal-
ternating ABAB tone sequence (where fA=m) is reduced by 3-5 dB, two separate perceptual 
streams are formed on the basis of loudness. In the experiment described above, all stimuli 
were presented at 35 dB above each listener's absolute threshold for the base tone (fA~e 
variation of absolute threshold with frequency, seen in Figure 14.6, indicates that the m 
tones in the 6 kHz frequency region had lower loudness levels than the fA tones. This, taken 
with Van Noorden's (1975, 1977) findings cited above, would suggest that the perceived 
loudness differences between the fA and m tones in the high frequency conditions 'pushed' 
the percepts of the subjects towards streaming. This factor would produce more streaming 
responses, and result in the lower percentage coherence responses given by the subjects for 
the 3 and 6 kHz frequency regions compared to the 1 kHz frequency region, where the levels 
of the stimulus tones were nearly equal. As the stimuli presented to the model all had the 
same level (peak amplitude= 1.0), there was no effect of level difference in the model 
replication, and therefore no added bias towards streaming. As a result, the model gave more 
coherent responses than the subjects for stimuli :2:3 kHz. 
• This was found using a manual signal-level adjustment procedure. 
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Figure 14.6. Diagram showing a rough approximation of the equal loudness contours for 
various loudness levels as a function of frequency (redrawn from Scharf, 1978). . 
The frequency regions investigated in the experiment of Chapter 14 (1, 3, and 6kHz) 
are indicated on the diagram. 
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The temporal coherence boundary and frequency region. 
The experiment described in this chapter has shown that streaming in human listeners 
is more likely to occur at high frequencies. However, it does not show conclusively whether 
this effect is caused by the loss of phase-locking that occurs at high frequencies (Rose et al., 
1967), or whether it is due to the unevenness of the loudness contours. One way of resolving 
this issue would be to repeat the experiment, but this time equalising the loudness levels 
across all stimuli. However, to do this properly would be very time consuming. 
If the variations in the coherence responses of the subjects between frequency regions 
were caused by subjective loudness differences between the tones, and if the model is an ac-
curate reflection of the way human listeners process simple acoustic stimuli, then we would 
expect the equalisation of loudness across stimuli to result in subjects giving the same pattern 
of responses as the model. That is, subjects will give a similar number of coherent responses 
for the 1, 3, and 6kHz frequency regions for all tone-repetition times. However, if the 
variation in coherence responses between frequency regions was caused by the loss of phase-
locking at high frequencies, then we would expect the observed difference in coherence re-
sponses between low and high frequency regions to still occur, as the model has no equiva-
lent mechanism to a phase-locking response. 
Conclusion. 
In a study carried out to compare probability-of-coherence responses for a number of 
frequency regions (1,3, and 6kHz), the results indicated that there is more streaming overall 
when tones have a frequency ;;::3 kHz. The failure of the model to reproduce the experimental 
data for the 3 kHz and 6kHz frequency regions suggests that either apparent loudness differ-
ences between the tones, or the loss of phase-locking that occurs at high frequencies (Rose et 
al., 1967) was responsible for this phenomenon. 
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Induction of streaming. 
Introduction. 
Rogers and Bregman (cited in Bregman, 1991) presented subjects with stimuli that 
consisted of an induction sequence and a test sequence composed of high (H) or low (L) 
tones. The induction sequence was made from repetitions of one tone (H) that were equally 
spaced in time, and the test sequence was a HLH-HLH-HLH pattern (see Figure 15.1). The 
purpose of the induction sequence was to induce streaming in a tone pattern (HLH-HLH-
HLH) configured so that it would not normally split into two streams when presented alone. 
Their results showed that more streaming was produced with an increasing number of H 
tones in the induction sequence. Their results also showed a roughly monotonic increase in 
the induction of streaming as the number of tone onsets in the induction period increased. 
When one long tone was presented as the induction sequence, there was no real difference 
from the control condition, which presented white noise during the induction period. 
Rogers and Bregman (cited in Bregman, 1991) explain this last finding in terms of an 
auditory scene-analysis process (Bregman, 1990). Here the long tone in the induction period 
builds up evidence that a high stream is present. At the end of the induction period,' however, 
the abrupt change from the long tone to the HLH-HLH-HLH pattern of the test sequence is 
treated as the start of a new sound source. This causes the auditory system to reset the 
process used for accumulating evidence that a stream exists, causing the test sequence to be 
considered as a different sound source. 
An alternative explanation of streaming induction. 
However, an alternative explanation of their results can be provided by some of the 
processes used in the computer model. For example, the hair-cell component of the computer 
model, when a tone is sounded, shows its maximum response, in terms of firing rate, at the 
beginning of the tone. This then swiftly declines into a gentle slope for the rest of the tone. 
Hence the main source of excitation, which is provided by the stimulus and fed into the leaky 
integrator, is created by the onsets of the individual tones. The resulting output from the 
leaky integrator is the main output ( Yit) of the excitation-level path (as in Figure 5.1). 
Following on from this, it has been argued in previous chapters that, for stream 
formation to occur in the model, there must be a strong excitation peak in the channel with a 
CF corresponding to that particular tone, which causes that channel to dominate the output. If 
we examine the response of the leaky integrator to a long tone, we find that the main buildup 
of excitation occurs at the onset of the tone. This excitation peak, however, decays over the 
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Figure 15.1. The stimulus configuration used by Rogers 
& Bregman (cited in Bregman, 1991). 
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rest of the tone duration, even though the tone is still on, due to the gentle slope of the hair-
cell response and the decay function of the leaky integrator. Figure 15.2A shows the output 
of the excitation-level path ( Yit ) of a filter centred on a single 500 msec tone. By the end of 
the tone, a fair amount of the excitation in the path has decayed, and stream formation is 
unlikely to occur. This situation is analogous to what happens when a long tone is used as the 
induction condition. 
If, however, we present the model with a sequence of shon tones which has the same 
frequency and overall duration as the long tone, then the excitation level in the excitation-
level path centred on these tones rises to a much greater peak, compared with the long tone. 
Figure 15.2B shows the output of the excitation-level path to two 500-msec tone sequences 
with tone-repetition times of 100 and 50 m sec, with the output of the 500 msec tone shown 
for comparison. In both sequences the tone duration is 40 msec. The increase in excitation 
level is caused by the increased number of onsets in the shon-tone sequences, which provide 
the main source of excitation to the leaky integrator. Presenting more tones in a space of time 
increases the number of onset peaks fed into the leaky integrator and hence the excitation 
level in that channel. This would cause the formation of a stream centred on the frequency 
filter of that channel as, due to its high level of excitation, it would dominate the system · 
output. The high excitation level reached by the shon-tone sequences would take some time 
to decay totally compared with the 500 msec tone, and would effectively bias the system 
towards the formation of a stream centred on the filter corresponding to the excitation-level 
path with the highest output. This seems a plausible explanation for the finding of Rogers and 
Bregman (cited in Bregman, 1991) that the induction of streaming increased as the number of 
tone onsets in the induction period increased. 
It seems, then, that the results of Rogers and Bregman (cited in Bregman, 1991) can be 
explained in terms of the enhanced hair-cell response to the onset of tones, and by the 
presence of a leaky integrator somewhere in the auditory system. If the computer model is an 
accurate reflection of the way the auditory system functions, then predictions can be made 
about stimuli similar to those of Rogers and Bregman (cited in Bregman, 1991). 
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Figure 15.2A. The output of the excitation-level 
path ( Yir ) of a filter centred on a 500 msec tone . 
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Figure 15.28. The output of the excitation-level path ( Yit) of a filter 
when presented with a 500 msec tone and 40-msec tone sequences with 
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Rationale for experiment. 
If a sequence of tones of the same frequency and duration (fA) is presented for a long 
period of time to the model - the induction sequence - we would expect a very large 
excitation peak to occur in the channel with a CF corresponding to the frequency of that tone. 
If we then present a short ABABAB tone burst - the test sequence - immediately after the 
induction sequence, we would expect the test sequence to decompose into a weak fB stream 
and a strong fA stream due to the excitation peak centred on fA. Although fA and fB give the 
same amount of excitation to the system, the excitation peak centred on fA caused by the 
induction sequence, combined with the continued excitation of fA by the test sequence, gives 
the fA channel the highest excitation level, and results in that channel dominating the system 
output. The fB channel, not having been stimulated by the induction sequence, has a much 
lower excitation level and never dominates the output. 
If, however, a period of silence was inserted between the induction and test sequences, 
we would expect the fA excitation peak created by the induction sequence to decay over the 
duration of the silent interval. This decay of excitation would weaken the decomposition of 
the test sequence and the formation of the fA stream. In addition to this, we would expect 
longer silent intervals to produce progressively more excitation decay. After a long enough 
silence, no decomposition of the test sequence would occur due to the absence of an 
excitation peak in the channel corresponding to fA. This absence would put fA and fB on an 
equal footing with regards to excitation level, and would result in the dominant channel 
alternating from A to B and back again, giving a temporally coherent percept. By varying the 
duration of the silent interval between the induction and test sequences, a function for the 
decay of excitation in the leaky integrator could be found and, from this, an approximation to 
the value ofits time constant (y). An experiment was devised to investigate this. 
Stimulus configuration. 
Subjects were required to listen passively to a I 0 second induction sequence of short 
tones (tone A), which was followed immediately by a silent interval and then a test sequence 
which consisted of an ABABAB tone burst. The subjects were then asked to press a button 
indicating whether their percept of the test sequence was temporally coherent (i.e. it sounded 
like a 'warble') or streaming (where fA dominated the test sequence). 
The 1 0-second induction sequence of short tones served to build up the excitation 
maximally in the channel corresponding to fA, thus ensuring the formation of an fA stream. 
The silent interval varied in duration from 0 to 2 seconds. These silent-interval durations 
were chosen because Bregman (1978a) has shown that the stream-formation mechanism has 
largely reset itself by the end of a 4 second silence, and also because a pilot study indicated 
that fA stream formation was extinct after 2 seconds of silence. During this silent interval, we 
would expect the excitation level in the fA channel to decay, resulting in a reduced likelihood 
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of a fA stream. The ABABAB tone burst used as the test sequence was composed of two 
tones (A and B) that, if repeated continuously, streamed strongly after 2-3 seconds. However, 
when only three AB alternations were presented, as in the test sequence, the sequence 
remained coherent. This gave a test sequence that needed only a slight 'push' by any stream-
formation mechanism to result in a streaming percept. Hence, if any excitation remained in 
the fA channel, a streaming percept would result. The subjects were asked to listen passively 
to the stimulus in order to eliminate any effects due to attentional set. 
From the results, we can plot a graph of the percentage of streaming responses against 
the duration of the silent interval. We would expect an initial slope on the graph that levels 
off to an asymptote by 2 seconds. By finding the value of the initial slope, we can calculate 
the value of yin msec. 
METHOD. 
Subjects. 
There were 4 subjects (MB, MH, RM, and TS) aged between 27 and 45, all of whom 
were already familiar with the concepts of temporal coherence and streaming. 
Stimuli. 
The stimulus format was the same in every trial and consisted of an induction 
sequence, a silent interval, and a test sequence (see Figure 15.3). The induction sequence 
used was 10 sec of a continuously repeating sequence of pure tones (fA) which had a 
frequency of 1000 Hz and a tone-repetition time of 90 msec. The silent interval that followed 
had a duration of 0, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 
1400, 1500, 1600, 1700, 1800, 1900 or 2000 msec. The test sequence consisted of three 
repetitions of an AB pure-tone cycle where fA was 1000Hz, m was 1420Hz, and the tone-
repetition time was 90 msec. The induction and test sequences were the same in every trial 
and the tones used in them all had the same duration (40 msec). Each 40 msec tone had a 5 
msec rise and fall time - implemented using raised cosine ramps -in order to prevent onset 
and offset clicks. Only the silent interval varied between trials. 
Each silent-interval duration was presented to the subjects once in each experimental 
block. All stimuli were presented diotically at 35 dB above each listener's absolute threshold 
for fA. 
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Figure 15.3. The stimulus configuration used in the experiment of Chapter 15. 
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Procedure. 
The subjects were seated in a sound attenuating booth and shown a copy of Figure 
15.3. They were told that, after the induction sequence and silent period, a tone burst would 
follow for which there would be two possible percepts. One percept was that of a 'warble', 
where both tones contributed to the percept, and was defined as coherent. The other percept 
was that of a 'stream', where tone A of the induction sequence seemed to either carry on 
through the tone burst, or the lower tone of the tone burst (fA) stood out more than the higher 
tone (ffi ). This was defined as streaming. The subjects were told not to focus on the tones 
presented in the induction sequence, but listen to them passively. Between the end of one 
sequence and the beginning of the next there was a silent gap of 3 sec. Subjects were 
prompted to make their decision and warned of the next trial by a computer terminal present 
in the booth. 
Design. 
All 4 subjects completed 10 blocks, each of which contained all 21 silent periods 
presented in random order. The total number of coherence responses for each combination 
was then convened to a percentage. Each percentage is, therefore, based on 40 observations. 
Apparatus. 
The stimuli were generated using a 40,000 Hz sampling rate using a MASS CO MP 
5450 computer. The signal output from the computer's 12-bit digital-to-analogue converter 
was filtered with a Kemo VBF8 dual-variable filter (low-pass at 5 KHz, 90 dB/octave roll 
off) and passed to a Rote! RC-850 stereo control amplifier. The amplifier output was passed 
into a Hedemora acoustic booth and presented diotically to each subject via Beyer dynamic 
DT 109 headphones. 
RESULTS. 
Table 15.1 shows the results against the duration of the silent period in msec. The 
number of coherent responses for each subject out of 10 trials is shown. Also shown are the 
pooled results for MB, MH and RM (3S%str) and MB, MH, RM and TS (4S%str) convened 
into the percentage of streaming responses. Two separate pooling of results were done be-
cause, as can be seen from Figure 15.4, the results of subject TS differed markedly from 
those of the others. 
A number of graphs were plotted from the raw data. Figure 15.4 shows the total 
number of coherent responses out of 10 trials for each subject plotted against silent-interval 
duration in msec. Figure 15.5A shows the pooled results for 3S%str and 4S%str. Figure 
15.5B shows the same data smoothed by 5 points. 
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TABLE 15.1 
Table 15.1. Subject totals out of 10 trials for the number of coherent 
responses (MB, MH, RM & TS) for each silent interval, and these 
figures converted into the percentage of streaming responses for MB, 
MH & RM (3S%str) and MB, MH, RM and TS (4S%str). 
Interval MB MH RM TS 3S%st 4S%str 
rmsec) 
0 0 0 0 4 100 90 
100 0 0 0 2 100 95 
200 1 2 0 3 90 85 
300 0 2 1 2 90 87 
400 0 6 2 3 73 72 
~00 1 1 2 4 67 65 
600 2 7 2 7 63 55 
700 5 8 4 5 43 45 
800 3 9 7 3 37 45 
900 4 9 6 6 37 38 
1000 5 10 3 6 40 40 
1100 5 10 4 4 37 42 
1200 4 10 6 6 33 35 
1300 7 10 9 4 13 25 
1400 6 10 8 5 20 27 
1500 6 10 8 4 20 30 
1600 10 10 9 7 3 tO 
1700 9 10 8 3 10 25 
1800 10 10 10 4 0 15 
1900 10 10 8 4 7 20 
2000 10 10 9 1 3 10 
121 
------ ----
-.. 
~8 
~ 
-0 
~ 
-
.. s 
.. 
.. 
c 
0 
c. 
"4 .. 
~ 
-c 
.. 
~ 
~2 
0 
" 
10 
-.. 
~8 
~ 
-0 
~ 
-:6 
.. 
c 
0 
c. 
:4 
~ 
-c 
.. 
~ 
~2 
0 
" 
.. 
-:?,o 
Induction of streaming. 
Figure 15.4. Total number of coherent responses (out of 10 trials) for each subject. 
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Figure IS.SA. Pooled scores for 3 subjects (3S=MB,MH,& RM) and 4 subjects 
(4S=MB,MH,RM,& TS), converted into the percentage of streaming responses. 
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Figure 15.SB. Pooled scores for 3 subjects (3S=MB,MH,& RM) and 4 subjects 
( 4S=MB,MH,RM,& TS), converted into the percentage of streaming responses 
and smoothed by 5 points. 
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Fitting exponential decays to the data. 
As rcontrols the exponential accumulation and decay of excitation in the leaky 
integrator, we might interpret the results by assuming that the decline in the percentage of 
streaming responses follows an exponential decay. If this is the case, then it is possible to fit 
exponential decay functions to the raw and smoothed subject data by using a simple regres-
sion analysis of the form 
dependent variable = c + xS (35) 
where c and x are constants, and S is the duration of the silent interval. To produce an 
exponential decay, the dependent variable must be the subjects' percentage streaming re-
sponses to the log e- i.e. loge(% streaming). Accordingly, the raw and smoothed subject data 
was subjected to a simple regression analysis. This gave the following formulae, and adjusted 
coefficients of correlation (R2): 
loge(3S%str raw)= 5.211 - 0.002092(silent interval) R2=0.621 (36) 
loge(4S%str raw)= 4.655- 0.00103(silent interval) 
loge(3S%str smoothed) = 4.496- 0.000816(silent interval) R2=0.373 (38) 
loge(4S%str smoothed)= 4.664- O.OOIOOI(silent interval) R2=0.99 (39) 
These formulae were then rearranged to give exponential decays that fitted the raw and 
smoothed data. This gave 
3S%str raw= 183.38e- 0.002092(silent interval) (40) 
4S%str raw= l05.114e- 0.00103(silent interval) (41) 
3S%str smoothed= 89.693e- 0.000816(silent interval) (42) 
4S%str smoothed= l06.084e- O.OOIOOI(silent interval) (43) 
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The resultant exponential decay curves produced by putting silent interval values into 
these formulae were then plotted and compared with the raw and smoothed subject data (Fig-
ures 15.6 and 15.7). Figure 15.6 shows the exponential decays fitted to the raw data, and 
Figure 15.7 shows the exponential decays fitted to the smoothed data. As can be seen, with 
the exception of the fit to the smoothed 3S%str data, the derived exponential decays fit the 
experimental data quite well. 
Calculation of gamma ( }j. 
In the previous section of this chapter, we assumed that the decline in the percentage 
of streaming responses follows an exponential decay, and consequently fitted exponential 
decay curves to the raw and smoothed subject data. We can now use these fitted curves to 
calculate the value of r in the following manner. 
Figure 15.8 shows shows an exponential decay over time, from Yo to Yt over the 
period to to t1. The experiment described above was designed to investigate the amount of 
excitation remaining in the channel corresponding to fA and, if a leaky integrator was in 
operation, the time taken for this excitation to dissipate. Hence, in the experimental results, . 
the drop in the percentage of streaming responses can be viewed as the drop from Yo to y1, 
and the increase in the duration of the silent interval over which this drop occurs can be 
viewed as the increase from to to t1. The exponential decay over time shown in Figure 15.8 
follows the general formula: 
(44). 
By rearranging this formula, r can be calculated thus: 
(45) 
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Figure 15.6. Pooled raw scores for 3 and 4 subjects, converted into the percentage of 
streaming responses, and compared with the corresponding exponential 
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Figure 15.7. Pooled raw scores for 3 and 4 subjects, converted into the percentage of 
streaming responses and smoothed by 5 points, compared with the corresponding exponential 
decay fits generated using the simple regression formulae derived 
from each smoothed subject group. 
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Figure 15.8. An example of an exponential decay over time. 
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The exponential decay curves fitted to the data were chosen for analysis. Values of 
to= 0 msec and t1 = 2000 msec were used. These gave the following values: 
y0= 183.38% and yl'= 2.794% 
Yo= 105.114% and y 1 = 1.34% 
Yo= 89.694% and y1= 1.754% 
Yo= 106.084% and y1= 1.433% 
3S%str/raw 
4S%str/raw 
3S%str/smoothed 
4S%str/smoothed 
By using formula ( 45), given above, the value of rwas calculated. This gave the fol-
lowing values: 
3S%str/raw 
4S%str/raw 
3S%str/smoothed 
4S%str/smoothed 
r=- 478.01 msec 
r=- 458.44 msec 
r=- 503.31 msec 
r= -464.62 msec 
These values were negative because the formula gives the constant for an exponential 
decay. As the best fitted exponential decays were those applied to the raw and smoothed 
4S%str data, it was decided to evaluate ron the basis of the rvalues calculated from these 
fits. This gave an average yvalue of 461.53 msec. 
THE NATURE OF THE STREAMING BIAS. 
Echoic memory. 
The phenomenon investigated in this experiment may be related to studies of echoic 
memory- the retention of the acoustic properties of sounds. Cowan (1984), in an extensive 
review of the literature, concludes that the evidence of a large number of previous studies 
indicates that there are two sensory stores with different properties. One - short auditory 
storage - has a rapidly decaying trace that lasts for 200 to 300 msec, the other- long auditory 
storage - has a span of at least lO seconds. As the persistence of temporal coherence in this 
experiment was virtually extinct after 2 seconds, this experiment would seem to overlap with 
studies of short auditory storage. 
A number of paradigms have been used to investigate short auditory storage - auditory 
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persistence, integration phenomena, and detection masking. In an auditory persistence 
paradigm the subject must judge the perceived offset of a sound (Efron, 1970), or a 
perceptible trace of the stimulus such as offset decay rate or continuity across a gap (Piomp, 
1964). Estimates of auditory persistence using these methods give values from 60 msec to 
350 m sec for the limits of auditory persistence, the differences in these values probably being 
due to the different task demands of the experiments. 
Investigations of integration phenomena concern themselves with the dependence of 
perceptions upon temporal factors. Examples of this would be the perceived loudness of a 
tone and the accuracy of loudness and pitch comparisons with that tone, all of which increase 
with tone duration. This is commonly thought of in terms of the integration of acoustic 
information over time. Studies that fall under the integration umbrella and which are 
reviewed by Cowan (1984), tend to show that auditory information is integrated within a 
window of approximately 200 to 300 m sec. 
Auditory persistence can lead to the masking of a sound by a preceding or subsequent 
sound. Experiments that investigate detection masking show that masking effects persist up 
to intervals of approximately 200 msec. In addition to this, Plomp (1964) found that, ex-
pressed in dB as a function of log( time), the decay of auditory sensation is represented by a 
straight line, with the sensation level reaching a value of zero when time = 225 m sec. 
Temporal integration. 
Cowan (1984) notes that there is a model that can account for the data on short 
auditory storage. This model, put forward by Zwislocki (1969), is for the temporal 
summation of loudness, and bears some resemblance to parts of the computer model of 
auditory stream segregation detailed in this thesis. 
For a single channel, Zwislocki (1969) takes the half-wave rectified hair-cell response 
to the output of an auditory filter and integrates it over time with a weighting function that 
counts the most recent neural activity most heavily by means of an exponential weighting 
function. This would suggest that Zwislocki's (1969) temporal integration process corre-
sponds to the model's leaky integrator, and hence to the mechanism behind the decay of 
streaming bias observed in the experiment described in this chapter. To produce the best fit to 
the psychophysical data, Zwislocki' s ( 1969) weighting parameter used a time constant of 200 
msec. A study by Gerken et al. (1990) reviewed the literature on temporal integration, and re-
analysed the data to find, amongst other things, the value of the time constant that controlled 
leaky integration models of temporal integration. Their results indicated that the mean time 
constant of such models was 363 msec when frequency=1-2 kHz. 
However, the value of the time constant of the exponential decay of streaming bias, as 
indicated by the experimental results of this chapter, which were derived from stimuli in the 
1000-1420 Hz range, is in the region of 460 msec. This would suggest that temporal integra· 
130 
Induction of streaming. 
tion does not correspond to the mechanism behind the decay of streaming bias. 
Discussion. 
We have seen that values for total-decay times that are found from short-term memory 
and auditory persistence studies are, typically, in the region of 200-300 msec. If short-term 
memory is controlled by a leaky integration mechanism, then these values would suggest that 
its time constant (i.e. y) is in the region of70-100 msec. In addition to this, we have seen 
that the mean time constant of leaky integration models of temporal integration, calculated 
from a wide range of data, is =>363 msec for stimuli in the 1-2kHz range. As the stimuli used 
in the experiment described in this chapter were in the 1000-1420 Hz range, clearly both 
these values are too short to correspond to the phenomenon investigated in this chapter, and 
suggest that temporal integration and short-term memory do not correspond to the mecha-
nism behind the decay of streaming bias. 
However, Viemeister and Wakefield (1991) have proposed an alternative model of 
temporal integration. In their model, a single channel consists of an auditory filter, the output 
of which is half-wave rectified and passed into a leaky integrator with a time constant =>3 
msec. The channel output is stored in a memory with a different decay characteristic and a 
time constant of lOOs of m sec. Their experiments indicated that observers use multiple, 
short-term looks at the auditory input, and combine these in an intelligent manner. 
Viemeister and Wakefield (1991) hypothesise that these looks could well be weighted expo-
nentially and summed over time, in a similar manner to the 3-msec leaky integrator in their 
model channel. In addition to this, they indicate that this integration of multiple-looks is situ-
ated at a post-cochlea level of the auditory system. This would suggest that the model's leaky 
integrator might possibly correspond to Viemeister and Wakefield's (1991) second leaky in-
tegrator, which has a time constant of hundreds of m sec, and integrates the output of the first 
leaky integrator, which has a time constant =3 msec. 
This line of reasoning suggests that the structure of the model could be altered so that, 
in the excitation-level paths, there were two leaky integrators in series, one with a time con-
stant (y) equal to 3 msec, the second with a a time constant (y) equal to 460 msec (as found 
in the experiment described above). By using this arrangement, it may be possible not only to 
replicate· the subjects'responses found in this experiment, but also to apply the model to stud-
ies of temporal integration phenomena. 
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Conclusion. 
In an experiment designed to find the time constant of the model's leaky integrator, re-
sults were found that indicated that the induction, and consequent decay, of streaming bias 
over time can be described by an exponential accumulation and decay function with a time 
constant (r) in the region of 460 msec. This value is greater than those found from studies of 
temporal integration and short-term memory. This would suggest that the stream biasing 
mechanism is a separate process from temporal integration and short-term memory. 
The difference between the value of r found in the experiment described in this chap-
ter <r = 460 msec) and the value used in the model replications <r = 95 msec) is fairly large. 
However, the r value used in the model replications was found by fixing the other model 
paramters (M and Zcrit) at specific values (see Appendix 1). Hence, a value of r = 460 msec 
could easily be incorporated into into future versions of the model by fixing rat 460 msec, 
Zcrit at 1.2, and varying the value of M to find the best fit to the subject data according to the 
optimisation procedure given in Appendix I. If this is done, then Figure Al.l in Appendix I 
will show the percentage of coherent responses on the y-axis, and the value of M on the x-ax-
is. 
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Excitation integration and streaming phenomena. 
Introduction. 
We have seen in previous chapters that the model is able to replicate a number of stud-
ies in the literature fairly accurately, using the same set of parameter values. This suggests 
that the operation of the model is a reasonably accurate reflection of the way the human audi-
tory system processes simple acoustic stimuli. It seems appropriate, then, to use the principle 
of excitation integration by which the leaky integrator works, not only to address the fmdings 
of other studies which have investigated more complex auditory phenomena, but also to 
throw light upon the mechanisms behind the Gestalt perceptual principles that are generally 
used in explaining streaming phenomena (Bregman, 1990). Some of these Gestalt 
phenomena could be accounted for by the model in purely physiological terms. In this chap-
ter we will consider the effects of constant excitation, residual excitation, unbroken excitation 
patterns, and the cumulative effects of constant excitation. 
In this and the next three chapters, it is assumed that a multi-channel version of the 
model is in operation, rather than the abbreviated three-channel model used in previous 
chapters. It is also assumed that there can be more than one dominant channel at any one 
time, and the system output will be mainly determined by the dominant channels. As a result, 
the model evaluates the average system output level (!2) for each stimulus component. The 
critical level ratio (Zcrit) above which the system output is judged by the model to be 
streaming will, therefore, be evaluated by comparing the n value of each stimulus 
component. 
The effect of constant excitation on stream formation. 
Dannenbring and Bregman (197 6b) presented subjects with 20-second sequences 
composed of alternating pure tones and bursts of band-passed noise (Figure 16.1A). They 
found that the sequence exhibited marked streaming - i.e. there seemed to be no relationship 
between the pure tones and the noise bursts, and subjects could attend to only one type of 
stimulus at a time. 
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Figure 16.1A. The stimulus configuration used in the study of 
Dannenbring and Bregman (1976b). Two model channels are shown, 
one of which (channel A) has a centre frequency equal to that of the pure tone. 
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Figure 16.1B. The excitation levels of channels A and B (shown in the diagram above) 
demonstrating how the excitation level in channel A builds up due to repeated stimulation by 
both the pure tones and the noise bursts. 
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When this type of stimulus is presented to subjects, we would expect streaming to 
occur due to the action of the leaky integrator. When the pure tone is initially sounded, an 
excitation peak is created in the channel with a corresponding centre frequency. When this 
tone is followed by a noise burst, the stimulus energy of the noise 'tops up' the excitation 
level in this channel, maintaining the excitation peak initially created by the pure tone. This 
causes this channel to have the highest excitation level, as there is no silent period long 
enough to allow excitation levels to decay significantly, because another pure tone almost 
immediately follows the noise burst. However, the excitation levels in the other channels 
stimulated by the noise burst will decay during the time the next pure tone is on, as they are 
not directly stimulated by the pure tone. This is illustrated in Figure 16.1B. The resulting 
stimulation imbalance between the pure tone channel and the other channels will give the 
pure-tone channel the highest excitation level, and make it the dominant channel (the main 
determinant of the system output). As a consequence of this, the average system output level 
for the pure tones (ily-) will be very much greater than the average system output level for 
the noise bursts (fJ'N ), thereby increasing the value of Z above the critical streaming value 
(Zcrit ), and giving a model output of streaming. This example also serves to throw light on 
the possible mechanism behind the pulsation threshold of Houtgast (1972). 
The pulsation thresholtL 
Houtgast (1972) presented subjects with a sequence consisting of regular pure-
tone/masker alternations where the pure-tone was present in the masker. He found that when 
the pure tones were adjusted in intensity so that they were just above threshold, they sounded 
like a continuous tone that ran through the masker, rather than individual tones. The percept 
of a continuous tone was found to occur only when the masker contained a frequency compo-
nent in the neighbourhood of the pure tone. Houtgast (1972) called the level at which the 
pure tone changed from a pulsating to a continuous tone the pulsation threshold, and suggest-
ed that the tone was perceived as being continuous when the pure-tone/masker transition 
caused no perceptible increase of nervous activity in any frequency region. 
The effect of excitation integration and the pulsation threshold. 
If we consider the pulsation threshold in the light of the excitation integration principle 
used in the model, then a pure tone and a masker- say a band-passed noise burst- of equal 
intensity (and energy) will create differing levels of excitation across the channels of the 
model. The energy of the noise burst will be spread out over the frequency region it covers, 
but the energy of the pure tone will be localised in frequency and therefore relatively more 
intense in spectral terms (Figure 16.2). 
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Figure 16.2. An alternating pure-tone/masking noise stimulus, 
similar to the ones used to find the pulsation threshold of Houtgast (1972), 
showing the relative energy levels of each part of the stimulus. 
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If the pure tone and the wide-band noise burst have the same intensity in dB, then 
when the pure tone is initially sounded it will cause an excitation peak in the channel corre-
sponding to its CF, making it the dominant channel. The noise burst that follows will only 
contribute a small part of its energy towards continuing the stimulation of the dominant pure-
tone channel as its intensity, and therefore its energy, is spread over the bandwidth of the 
noise. As the dominant channel is used by the model as the main system output (all other 
channels being attenuated), the average system output level for the pure tone <£2r} will be 
very much greater than the average system output level for the noise burst (!2N) over the 
total duration of the stimulus. In this situation, 
and the system output will be defined as streaming. Here the observer will hear the 
pure tones and the noise bursts segregated into two separate perceptual streams. 
However, if the pure tone has been reduced in intensity to the level where the pulsation 
threshold is reached, then the energy fed into the pure-tone channel by the pure tone will be 
close in level to the energy fed into the same channel by the noise burst. In this situation, the 
pure-tone channel will still be the dominant channel, and will be taken as the system output. 
This is due to the excitation peak created in that channel by the repeated stimulation by both 
the pure tones and the noise bursts. If the pure tone channel is the dominant channel then, due 
to the equivalent energy levels of the pure tones and noise bursts in this channel, the average 
system output level for the pure tone <Or) will be approximately the same as the average 
system output level for the noise burst (!2N} over the total duration of the stimulus. This will 
give a Zcrit value close to 1.0, and the system output will be defined as being temporally co-
herent. Here the observer will hear the output of the dominant channel as a continuous tone, 
as the continuous stimulation of the pure-tone auditory filter and its corresponding channel 
by the pure tones and the components of the noise bursts that are equal to or near to the fre-
quency of the pure tone will give the illusion of a continuous tone. 
This possible explanation of the pulsation threshold agrees with that provided by 
Houtgast (1972), as the model's level of (nervous) activity in the pure-tone channel will be 
roughly equal for both the pure tones and the noise bursts. In addition to this, it can be seen 
that, for the pure-tone channel to be the dominant channel, the pure tone and a component of 
the masker must be close in frequency, as Houtgast (1972) found. The explanation of the pul-
sation threshold given above supports the decision to assess streaming in the model by 
relative amplitude levels, and also gives an insight into the possible mechanism behind the 
Gestalt perceptual principle of closure demonstrated by the pulsation threshold (closure, in 
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auditory terms, occurring when an obscured sound tends to be perceived as being 
continuous). 
Constant excitation and the effect of captor tones. 
The previous sections of this chapter have suggested that if the pure tone and the noise 
burst of an alternating pure-tone/noise-burst stimulus have a component in common, the con-
stant excitation caused by the occurrence of the component in both the pure tone and the 
noise burst serves to build up a bias towards a stream forming around the channel corre-
sponding to that component. This theory can be extended to experiments where a captor tone 
is alternated with a complex tone which contains the captor tone as one of its components. 
Here the repeated presentations of the captor tone in both the captor and complex tone would 
serve to bias the system output in favour of the captor. 
Bregman and Pinker (1978) presented subjects with a tone dyad (BC) which was 
alternated repeatedly with a captor tone (A) which was near to one of the tones (B) in 
frequency (Figure 16.3). Their results indicated that the perceived richness of the BC dyad 
was reduced due to the captor tone stripping tone B out of the dyad, causing the formation of 
an AB stream, and that this effect was related to the frequency proximity of the A and B 
tones. This is an example of the Gestalt perceptual principle of proximity. 
However, the operation of the model would suggest that the results of Bregman and 
Pinker (1978) are a result of the excitation integration principle used in the leaky integrator. 
If the captor tone is sounded at or near the frequency of tone B, then this boosts the channel 
activity level around the tone B channel in a manner similar to the previous example 
(Dannenbring & Bregman, 1976b ), resulting in a higher excitation level for tone B overall. 
This would make the tone B channel the strongest one, resulting in a high excitation level for 
tones A and B and a low excitation level for tone C. This excitation level imbalance would 
then give a high Z value. The high Z value will then result in a streaming percept, as the 
formation of an AB stream will effectively decompose any cross-channel grouping of B and 
C caused by common onsets and offsets. 
Bregman (1990) states that the study of Bregman and Pinker (1978) indicates that 
there is an interaction between a sequential grouping mechanism which forms the AB stream, 
and a cross-channel simultaneous-grouping mechanism which groups the B and C tones on 
the basis of common onsets and offsets. This hypothetical interaction will be considered in 
further detail in Chapter 18. At the moment, however, it seems fair to say that the model prin-
ciple of excitation integration provides one possible account of such a sequential grouping 
mechanism, and also gives an insight into the possible mechanism behind the Gestalt percep-
tual principle of proximity demonstrated in Bregman and Pinker's (1978) study. 
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Figure 16.3. The stimulus configuration used 
in the study ofBregman and Pinker (1978). 
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The effect of residual excitation on stream formation. 
The residual excitation left in the model after the offset of a stimulus can also be used 
to explain streaming phenomena. For example, Ciocca and Bregman (1987) presented 
subjects with stimuli composed of an initial sinusoidal tone glide and a steady-state tone (A 
or B) which were separated by a noise burst (Figure 16.4). Their results indicated that 
frequency proximity dominated over trajectory alignment in determining the perceived 
continuity between the glide and the tone -i.e. in Figure 16.3, tone B will give the best 
integration with the glide. The operation of the model suggests that this is due to the residual 
excitation left in the system at the last frequency channel stimulated prior to the noise burst. 
Although the noise burst adds excitation to all frequency regions, this excitation is uniform in 
nature and the last channel stimulated prior to the noise burst (i.e. the channel with a CF 
corresponding to tone B) will still have a higher excitation level than the other channels due 
to the 'topping up' principle, and will therefore become the dominant channel. This will lead 
to the system being primed for a recurrence of a tone corresponding to the CF of the 
dominant channel (or one of a similar frequency). Hence, the best continuity between stimuli 
will occur when the next stimulus starts at a frequency at or near the CF of this dominant 
channel, as the excitation pattern will then be unbroken, resulting in an integrated, unified 
percept. This explanation not only accords well with the findings of Ciocca and Bregman 
(1987), but provides a possible mechanism for the Gestalt perceptual principle of proximity 
that is demonstrated in their experiment. 
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Figure 16.4. The stimulus configuration used 
in the study ofCiocca and Bregman (1987). 
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Residual excitation and the effect of captor glides. 
The effect of residual excitation also suggests a possible explanation for the effect of 
captor glides. Steiger and Bregman (1981) found that the decomposition of2 fused sinusoidal 
glides into separate streams, by the inclusion of an alternating captor glide, is dependent on 
the similarity of both frequency and glide direction between the captor and target glide, with 
the strongest decomposition occurring when the captor and target glides are identical in slope 
and frequency range (Figure 16.5). The operation of the model would suggest that the captor 
glide works by building up strong excitation values over the frequency range it traverses 
which, due to the action of the leaky integrator, leaves a large amount of residual excitation 
in the channels thus stimulated. The captor glide serves to maintain a high level of excitation 
in the target-captor frequency region, causing this frequency region to dominate the system 
output. This would have the effect of reducing the action of any cross-channel grouping 
mechanism that created the percept of a fused glide, thereby separating the two components 
of the fused glide into separate streams. This situation is analogous to the experiment of 
Bregman and Pinker (1978), described above, which used pure tones instead of glides. The 
best integration of the target and captor glides will occur when all frequencies stimulated by 
the target glide reach this high excitation level (albeit at different times). For this to occur the 
target and captor glides have to have the same slope - i.e. exhibit the Gestalt perceptual prin, 
ciple of similarity - or else some frequencies between A and B never reach the same 
excitation level as the others as they are not stimulated on every sweep of the target-captor 
frequency region, but only on alternate ones. The action of excitation integration, and its re-
sultant residual excitation, has the effect here of decomposing the action of the cross-channel 
simultaneous-grouping mechanism that works on the basis of common onsets and offsets. 
As the captor glide is at its most effective when it is identical in slope and frequency 
range to the glide to be captured, the explanation advanced here of the results of Steiger and 
Bregman ( 1981 ), in terms of excitation integration, provides an insight into the possible 
mechanism underlying the Gestalt perceptual principles of similarity and (frequency) 
proximity demonstrated in their study. 
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Figure 16.5. The stimulus configuration used 
in the study of Steiger and Bregman (1981). 
The captor glide varied in frequency and slope. 
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Unbroken excitation patterns and stream formation. 
Bregman and Dannenbring (1973) found that joining the component tones of a 
repeating ABAB tone sequence with frequency glides increased the integration of the 
sequence, causing temporal coherence (Figure 16.6). In the model, a glide will cause a sweep 
of excitation going from the channel corresponding to tone A to the channel corresponding to 
tone B and back again. As the model takes the channel with the highest excitation level as the 
dominant channel, in this experimental situation channel dominance would follow the sweep 
from tone A to tone B and back again, making the sequence temporally coherent. This will 
occur because the excitation integration in the A and B channels, and all channels between 
them, will not get high enough for any one channel to dominate for a long period, because 
the applied channel excitation is transient in nature. As no particular channel dominates the 
overall output, the value of Z will be close to 1.0, and the sequence will therefore be judged 
as temporally coherent. The results of this experiment imply that temporal coherence is pro-
moted by the stimulus having an unbroken excitation pattern. Another study has shown that 
this condition also applies to speech stimuli. 
Co!e and Scott (1973) presented subjects with stimuli that consisted of a single conso-
nant-vowel syllable repeated in a loop. In one condition, the portion of the syllable where the 
consonant turned into the vowel (the formant transitions) was removed and the remaining 
portions spliced together. The resultant syllable sounded intelligible when played in isolation. 
This 'spliced' syllable was then looped and the responses of subjects to it were compared 
with the responses to an unspliced syllable. It was found that, after only a few cycles of sylla-
bles, the consonant and vowel portions of the spliced syllable formed separate perceptual 
streams. This effect was rarely reponed for the unspliced syllables. The results indicated that 
it was the formant transitions between the consonants and vowels that served to hold the syl-
lable together. This reflects the phenomenon found in speech where the transition from one 
speech sound to another is not instantaneous, but is marked by gradual changes in the posi-
tion of the formants. The results of Cole and Scott (1973) strongly suggest that it is these 
gradual transitions that hold the speech stream together. That is, the continuity present in 
normal speech transitions preserves the temporal coherence of speech. 
The results of Bregman and Dannenbring (1973) and Cole and Scott (1973) indicate 
that the propeny of continuity in an acoustic stimulus created by an unbroken excitation 
pattern is essential for perceiving the stimulus as a single coherent stream. That is, the per-
cepts heard in these two studies are governed by the Gestalt perceptual principles of 
continuity and good continuation. The operation of the model suggests that continuity and 
good continuation will be fulfilled if the stimulus creates an unbroken, uniform excitation 
pattern across a bank of frequency filters (or channels), similar to the arrangement of the 
basilar membrane, as it changes in frequency over time. 
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Figure 16.6. The stimulus configuration used 
in the study of Bregman and Dannenbring ( 1973). 
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Cumulative effects of constant excitation. 
The operation of the model suggests that increasing the number of tones in a capturing 
sequence composed of tones of the same frequency will increase the excitation level in the 
channel with a CF corresponding to the frequency of the captor tones. As the channel with 
the highest excitation level becomes the dominant channel, the excitation created by a 
number of captor tones will increase the probability of the formation of a stream centred on 
the frequency of the captors, and effectively gives them more ability to capture other tones 
into a stream than a single captor tone. This hypothesis is borne out by the results of 
Bregman and Dornbusch (cited in Bregman, 1990) who found that the longer a series of cap-
turing tones, the stronger the capturing effect. The same phenomenon was also found by 
Pattison et al. (1986) and Darwin et al. (1989), in studies where the number of tones in a cap-
turing sequence was varied in order to capture a tone from within a vowel spectrum. 
The study of Anstis and Saida (1985) showed that the cumulative effects of constant 
excitation is specific to the frequencies involved. If subjects are exposed to one pair of alter-
nating tones, and are then immediately presented with a second pair of alternating tones, 
there is no carryover of streaming unless the second pair of tones is within 1-2 semitones of 
the original pair. This can be explained by the original pair of tones causing excitation peaks 
at their CFs. The excitation peaks, which bias the system output towards forming streams 
centred on these CFs, will decay unless the level of excitation is maintained by stimulation 
created by tones of a similar frequency. The maintenance of the peaks, and the resultant bias-
ing towards streaming, will only occur when the second pair of tones are close enough in fre-
quency to the original pair to directly stimulate the original CFs that have the excitation 
peaks. We can see from this why a captor tone works best when it is close in frequency to the 
stimulus component it is designed to capture. That is, it demonstrates the Gestalt perceptual 
principle of proximity. 
Conclusion. 
The principle of excitation integration used in the model can be used to account for au-
ditory grouping on the basis of the Gestalt perceptual principles of closure, proximity, 
continuity, and good continuation. In addition, the excitation integration principle can also 
account for the pulsation threshold ofHoutgast (1972). 
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Excitation peaks and stream formation. 
Introduction. 
We have seen in previous chapters that a stream is formed by the model when there is 
a high level of excitation in one particular channel or frequency region. Here we will consid-
er some of the effects of spectral peaks found in previous studies, and how these reflect upon 
the operation of the model. 
Excitation peaks in different spectral regions. 
Van Noorden (1975) presented subjects with an alternating-tone sequence composed 
of two complex tones (C and Cl). C was formed from the 3rd,4th, and 5th harmonics of a 
140Hz tone, and Cl was formed from the 8th,9th, and lOth harmonics of a 140Hz tone (Fig-
ure 17.1). This gave a tone sequence where C and Cl had the same pitch but very different 
timbres, with Cl having a brighter quality. When C and Cl were alternated, two separate 
streams formed. As the fundamental frequency of both tones was the same, this suggests that 
it was the difference in spectral peaks between the two tones that was responsible for the 
streaming percept. 
From the operation of the model we would expect the 3rd, 4th, and 5th harmonics to 
form an excitation level peak centred on a frequency region around the 4th harmonic, and the 
8th, 9th, and lOth harmonics to form an excitation peak centred on a frequency region around 
the 9th harmonic. The wide separation in frequency between the excitation peaks thus formed 
(the 4th and 9th harmonics of a 140Hz tone are 560 and 1260Hz- i.e. a 14 semitone 
difference) is analogous to alternating two pure tones with frequencies of 560 and 1260Hz. 
At the tone-repetition time of 100 m sec V an Noorden (1975) used for this experiment, the ef-
fective mean difference of 14 semitones between the 4th and 9th harmonics (equivalent to 
values of 1000 and 2250Hz in Figure 7.1) places this stimulus well within the region of 
permanent streaming. This would account for Van Noorden's (1975) observations. 
147 
Excitation peaks and stream formation. 
Figure 17.1. The stimulus configuration used by Van Noorden (1975). 
C is the 3rd, 4th, and 5th harmonics of a 140Hz tone, and 
Cl is the 8th, 9th, and lOth harmonics of a 140Hz tone. 
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Excitation peaks in the same spectral region. 
Van Noorden (1975) presented another complex-tone stimulus where the spacing of 
the harmonics of one tone (C) was kept uniform within a fixed frequency region (fC= 140 
Hz), and the number of harmonics of the other tone (Cl, fCl= 70Hz) was gradually de-
creased within the same frequency region until the harmonic spacing was the same as that of 
tone C (Figure 17 .2). This widening of harmonic spacing resulted in a corresponding increase 
in the frequency of the fundamental of Cl from 70Hz to 140Hz. This stimulus effectively 
gave an decreasing jump in pitch between C and Cl, while keeping the component 
frequencies contiguous on the basilar membrane. Van Noorden (1975) reported that temporal 
coherence could clearly be heard over the duration of this stimulus, even when the pitch 
difference between the two tones was 1 octave. This pitch difference was greater than that at 
which temporal coherence could be heard for pure tones using the same tone-repetition time 
value (100 msec). This result, taken with his previous finding detailed above, suggests that 
for temporal coherence to occur, the component frequencies of the stimulus must be contigu-
ous on the basilar membrane. 
In this experiment, the stimulus frequencies were contiguous on the basilar membrane. 
Therefore, the excitation peaks caused by C and Cl will be centred on the same frequency re-
gion. This frequency region will then become the dominant output of the system due to its 
continued excitation by both tones and, because it contains the harmonics of both tones, C 
and Cl will be present in roughly equal amounts in the system output. This will result in a 
value of Z close to 1.0, and a temporally coherent percept will result, whatever the frequency 
separation (D.t) between the fundamental frequencies. 
Excitation peaks and frequency separation. 
Bregman and Levitan (cited in Bregman, 1990) presented subjects with alternating 
complex-tone stimuli where the complex tones differed in spectral-peakl_~ct:fJindamental fre-
quency. Their results indicated that there was an effect of fundamental frequency on sequen-
tial grouping that was independent and additive to the effects of spectral-peaki~er, their 
results indicated that the spectral peak was the dominant factor in stream formation in their 
experiment. Their stimuli, unlike those of Van Noorden (1975), shaped the spectral content 
of the tones gradually. Tones differing in spectral peak did so by only having a peak in a dif-
ferent region, and still covered the same range of frequencies. Van Noorden's (1975) stimuli 
occupied totally non-overlapping frequency regions. The results of Bregman and Levitan 
(cited in Bregman, 1990) indicated that having non-overlapping spectra is not a necessary 
condition for streaming to occur, and that having peaks in different regions of the spectra of 
two tones is sufficient to create streaming. Bregman and Levitan (cited in Bregman, 1990) 
also showed that, the wider the frequency difference between the spectral peaks of the stimu-
lus tones, the more streaming that occurred. 
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Figure 17.2. The stimulus configuration used by Van Noorden (1975). · 
C is the 8th, 9th, and lOth hannonics of a 140Hz tone, and 
Cl is the 16th to 20th hannonics of a 140Hz tone. The spacing 
and number of hannonics of Cl are altered gradually 
(unlike this diagram) over the duration of the stimulus. 
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If there are two widely separated areas of excitation caused by spectral peaks, then 
these will produce a similar effect to alternating two tones that have a large M between them 
(as in the first example in this chapter). Van Noorden (1975) has shown that increasing the M 
between two tones increases the probability of stream fonnation occurring. Therefore, as the 
M between the spectral peaks in Bregman and Levitan's (cited in Bregman, 1990) experi-
ment increased, we would expect more streaming to occur. This explanation agrees with their 
findings. 
This explanation ofBregman and Levitan's (cited in Bregman, 1990) results can also 
be used to account for the fmdings of Dannenbring and Bregman (1976b). They presented 
subjects with alternating-sound sequences (TRT= 135 msec) where the two sounds consisted 
of noise bursts created by filtering band-passed white noise (400-2000 Hz) so that the 
intensity dropped by 48 dB/octave on both sides of a peak in the spectrum. When the two 
noise bursts had spectral peaks at 1000 and 1200Hz, subjects reported strong continuity be-
tween the bursts. However, when the noise bursts were centred at 1000 and 3000Hz, and the 
spectral peaks were at the same frequencies, they were heard as being strongly segregated, 
with the degree of segregation being as strong as the segregation of pure tones of the same 
frequencies. 
When the spectral peaks were at I 000 and 2000Hz, there would be some degree of 
overlap between the areas of excitation on the basilar membrane caused by the noise bursts, 
despite the filtering, as the bandwidth of both noise bursts extended to 2000 Hz. This means 
that an area between the spectral peaks at 1000 and 2000Hz would be constantly stimulated 
by successive noise bursts. This will have the effect of making the excitation level in the 
1000-2000 Hz region the highest This region will consequently dominate the system output 
over the duration of the stimulus. The continuity in the excitation pattern (and the system out-
put) for this stimulus will result in the subjects reporting strong continuity between the noise 
bursts, as found by Dannenbring and Bregman (1976b). 
When the noise bursts, and therefore the spectral peaks, are centred at 1000 and 3000 
Hz, the 48 dB/octave filtering on both sides of the spectral peaks will result in the excitation 
level in the frequency region midway between them ("'2000Hz) being minimal compared to 
the excitation levels in the area of the peaks. As the spectral peaks are widely separated in 
frequency, there will be virtually no continuity in the excitation pattern on the basilar mem-
brane created by the stimulus. In addition to this, the effect of the cumulative random bias 
will cause one spectral-peak channel to have the highest excitation level, making it the domi-
nant channel, and resulting in a streaming percept. The lack of continuity in the excitation 
pattern, and the effect of channel domination, will result in the subjects perceiving the stimu-
lus as being strongly segregated, as Dannenbring and Bregman (1976b) found. 
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Conclusion. 
A number of studies, detailed above, have shown that if a two-sound alternating stimu-
lus has contiguous spectral peaks, then temporal coherence is preserved, even when there are 
large M' s between the two sounds. The excitation integration principle used in the model can 
be used to account for this phenomenon in terms of a spectral region of high excitation 
common to both sounds, which dominates the system output and creates a temporally coher-
ent percept. 
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Excitation integration and 
simultaneous/sequential grouping interaction. 
Introduction. 
In Chapter 16, reference was made to a hypothetical cross-channel simultaneous-
grouping mechanism that works on the basis of common onsets and offsets (a grouping-by-
synchrony mechanism), and the effect that excitation integration has on this mechanism. One 
study that demonstrates the interaction of cross-channel simultaneous grouping and stream 
formation caused by excitation integration is that of Bregman and Tougas (1989). Although 
the model was not designed to handle cross-channel grouping effects as investigated by 
Bregman and Tougas (1989), it can perhaps offer an possible explanation of their findings. 
Excitation integration and simultaneous/sequential grouping. 
Bregman and Tougas (1989) presented subjects with repetitive tone sequences com-
posed of four tones- A, B, C, and D (see Figure 18.1). In two conditions (IT and IV), subjects 
were presented with a tone dyad (BC) which alternated with a captor tone (A) that had the 
same frequency as tone B. In the other two conditions (I and Ill) the stimulus was the same 
except that another captor tone (D) was introduced at the same frequency as tone C. Subjects 
were asked to rate the clarity of the two high tones (A and B) as a pair- i.e. the strength of 
coherence of an AB stream - on a scale from 1 to 7. 
The stimulus configuration of condition II is the same as that used in the study of 
Bregman and Pinker (1978)- an alternating A-tone/BC-dyad sequence, cited in Chapter 16 as 
an example of excitation integration. In this example, it was seen how the presence of a 
captor tone will, to an extent, override the action of any grouping-by-synchrony mechanism, 
by causing an excitation level imbalance between the component tones of the stimulus which 
then leads to stream formation. We would expect the same effect to occur in condition 11 of 
Bregman and Tougas's (1989) study. In addition, as all the tone sequences in their study 
were repeated in a loop, we would expect tone A in condition IV to have the same capturing 
effect as tone A in condition II. That is, as the stimuli are circular in nature, the excitation 
level in the channel with a CF corresponding to the frequency of tones A and B will rise to a 
higher level than the excitation level in other channels, as this channel is stimulated for most 
of the sequence, unlike the other channels, which are only stimulated intermittently. This will 
cause this channel to have the highest excitation level and dominate the system output, there-
by overriding the action of any grouping-by-synchrony mechanism, and resulting in the 
formation of an AB stream. 
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Figure 18.1. The stimuli used by Bregman and Tougas (1989). 
The numbers in each box are the coherence ratings for the AB stream on a scale from 1 to 7. 
Condition I Condition Il 
A B A B 
c D c 
5.63 2.93 
Condition Ill Condition IV 
B A B A 
D c c 
5.62 2.75 
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The prediction that conditions 11 and IV should exhibit the same behaviour is 
confirmed, as the results show some decomposition of the BC dyad, the average rating of AB 
coherence being 2.84. Taking this example further, one could predict that, if another captor 
tone (D) was introduced to strip out tone C from the BC dyad to form a CD stream, the 
ratings of AB coherence would roughly double in value. This again is borne out by the 
results of Bregman and Tougas (1989), the average rating being 5.625 for conditions I and 
m. This effect occurs due to a conflict between the stream formation mechanism (excitation 
integration) and the hypothetical grouping-by-synchrony mechanism. Whereas one captor 
tone will decompose the BC dyad by a certain amount, the presence of two captor tones (as 
in conditions I and Ill) will more or less double the decomposition by forming AB and CD 
streams, although there would still be some residual BC grouping due to their mutual onset 
and offset synchrony. 
In conclusion, then, the results ofBregman and Tougas (1989) indicate the existence 
of a conflict between a stream formation mechanism (excitation integration) and a grouping-
by-synchrony mechanism (cross-channel simultaneous-grouping). 
Onset asynchrony and simullllneouslsequential grouping. 
It has been stated above that the effect of a grouping-by-synchrony mechanism will be 
reduced by introducing asynchronous onsets and offsets into the stimuli. Dannenbring and 
Bregman (1978) presented subjects with a sequence of 3-component complex tones (BAD) 
alternating with a captor tone (C), where the asynchrony of the middle component (A) of the 
tone complex was varied (Figure 18.2). They found that both onset and offset asynchrony of 
tone A with the B and D tones resulted in a tendency for an AC stream to form. We would 
expect that if one tone (A) starts before or continues after the other tones (B and D) have fin-
ished, then the effect of the grouping-by-synchrony mechanism will be reduced, resulting in 
A being perceptually separated from the remaining BD dyad. If another tone (the captor) is 
sounded at or near the frequency of tone A, then this will boost the excitation level around 
the tone A channel, resulting in a higher excitation level for tone A overall, and promoting 
the formation of an AC stream. The creation of the AC stream by excitation integration, cou-
pled with the asynchrony of tone A, will serve to increase the perceptual isolation of tone A 
from the remaining BD dyad. Here we can see how the balance of perceptual power between 
the simultaneous and sequential grouping mechanisms can swing from one side to the other 
by altering the stimulus parameters, in this case altering the onset and offset of tone A to re-
duce the effect of the grouping-by-synchrony mechanism. 
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Figure 18.2. The stimulus configuration ofDannenbring and Bregman (1978). 
The onsets and offsets of tone A were varied relative to tones B and C. 
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Excitation integration and simultaneous/sequential grouping interaction. 
This explanation ofDannenbring and Bregman's (1978) results suggests an interesting 
experimental variation on the study of Bregman and Tougas (1989). If the onsets and offsets 
of the B and C tones used in their experiment were asynchronous, then we would expect 
higher rating values of AB coherence. This will occur because the asynchrony of the B and C 
tones would reduce the effect of the grouping-by-synchrony mechanism. This theory could 
be verified by further experimentation. 
Constant excitation and simultaneous/sequential grouping. 
Bregman (1990) gives another example of an interaction between simultaneous and se-
quential grouping. Two complex tones (A and B) are alternated and have one component 
(fY) in common (see Figure 18.3). If fX, fY, and fZ are far enough apart in frequency and the 
tone-repetition time is short enough, the fY component splits from the other components to 
form a separate perceptual stream, accompanied by additional fX and fZ streams. Bregman 
(1990) also states that the continuity of fY plays an important part in the decomposition of 
the A and B tones into separate streams, as the sensation of an fY stream is increased if there 
are no silences between A and B, so that fY is on all the time. 
The operation of the computer model would suggest that the constant excitation 
caused by the repeated occurrence of fY during both the A and B tones serves to build up a 
strong excitation peak in the channel with a CF corresponding to fY. The excitation peaks 
caused by fX and fZ have time to decay between the onsets of the A and B tones, whereas the 
excitation peak caused by fY has no chance to decay. The repeated excitation of the fY chan-
nel causes it to have the highest excitation level, resulting in that channel dominating the sys-
tem output, and the formation of an fY stream. 
This situation suggests an interesting experiment. We have seen above that the forma-
tion of an fY stream will decompose the cross-channel grouping of fXfY and fYfZ. Bregman 
(1990) states that the fY stream will form when fX, fY, and fZ are far enough apart in 
frequency, and when the tone-repetition time is short enough. If this is the case, then the fre-
quency separation between fX, fY, and fZ and the tone-repetition time of the sequence could 
be titrated against each other to find the strength of cross-channel grouping as a function of 
spectral density and tone-repetition time. This information could then be incorporated into 
further developments of the model that included a cross-channel grouping mechanism. 
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Figure 18.3. The stimulus configuration ofBregman (1990). A and Bare complex tones 
created from components fX, fY, and fZ. 
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Conclusion. 
In this chapter we have seen examples of how a sequential grouping mechanism (exci-
tation integration) and a cross-channel grouping mechanism (grouping-by-synchrony) inter-
act with each other. The explanations offered for the sequential grouping mechanism, in 
terms of excitation integration, support the decision to use the model channel with the highest 
excitation level as the system output, and suggests that the human auditory system uses a 
similar method for sequential grouping. The examples given in this chapter indicate that the 
predictive power of the model would be considerably enhanced by the addition of a cross-
channel grouping mechanism that worked on the basis of common onsets and offsets, as 
more complex stimuli could then be processed by the model. 
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The place of the model in auditory scene analysis. 
Introduction. 
In this chapter we will consider the position occupied by the model in relation to 
Bregman's (1990) theory of auditory scene analysis. 
Auditory stream segregation as an innate function. 
Bregman (1990) states that primitive auditory scene analysis flt'St breaks down the in-
coming signal into a number of separate analyses which are local to particular moments of 
time and particular frequency regions in the acoustic spectrum. Each region is described in 
terms of intensity, fluctuation pattern, spatial location and other features. The outputs from 
these separate analyses are then grouped so that each group is derived from the same envi-
ronmental event by using such clues as frequency proximity, spectral similarity, and correla-
tions of changes in acoustic properties. These clues, according to Bregman (1990) are the 
ones that form the basis for Gestalt principles of grouping, which are the expression of innate 
processes. 
Evidence that auditory stream segregation is an innate function (mentioned in Chapter 
1) has been provided by Demany (1982), who presented ABCD and DCBA tone sequences 
to infants between the ages of 1.5-3.5 months. The stimuli were constructed so that if the 
sequences streamed, then AC and BD streams would form. This meant that the two segregat-
ed streams would be virtually the same when the ABCD and DCBA sequences were present-
ed. However, if the sequences were coherent, then there would be a noticeable difference be-
tween the ABCD and DCBA sequences caused by the difference in tone order. His results in-
dicated that the infants were able to differentiate streaming and temporally coherent tone 
sequences, and that their results paralleled those of adults. 
The results of Demany' s ( 1982) study suggests that the perception of temporal coher-
ence and streaming can be regarded as an innate function. That is, streaming is a product of 
low-level processes governed by the nature and operational characteristics of the human 
auditory system. This would suggest that the origin of streaming phenomena either lies en-
tirely with low-level processes, or that the apparently higher-level constructs of Gestalt 
perceptual principles by which streaming is said to operate (Bregman, 1990) have their origin 
in low-level processes. In Chapter 16, a number of streaming phenomena were accounted for 
in terms of the excitation integration principle used in the model. These phenomena included 
examples that exhibited auditory grouping according to Gestalt perceptual principles (e.g. 
closure, proximity, continuity, and good continuation). The success of this low-level 
computer model in reproducing a number of studies in the literature using the same parame-
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ter values, and the ease with which excitation integration can account for examples of Gestalt 
auditory grouping, would suggest that some Gestalt auditory grouping is the product of low-
level auditory processing. 
Primitive and schema-driven segregation. 
Bregrnan ( 1990) contrasts the primitive organisational mechanism outlined above with 
that of a schema-driven organisation of acoustic information. The schema-driven process in-
volves the activation of stored knowledge of familiar patterns (or schemas) in the acoustic 
environment, and a resultant search for a confrrmatory stimulation in the auditory input. 
Whereas the primitive segregation mechanism partitions the sensory evidence, schema-driv-
en attentional processes select from the evidence without partitioning it. 
However, the primitive segregation mechanism works without reference to the recog-
nition of specific familiar sounds, whereas the schema-driven mechanism selects specific 
components of the incoming acoustic information to match them against stored schemas for 
familiar environmental sounds. The primitive segregation mechanism can therefore be con-
sidered as a bottom-up process, and the schema-driven mechanism can be considered as a 
top-down process. Bregman (1990) also states that the primitive segregation mechanism does 
not employ voluntary attention, and that the schema-driven mechanism governs voluntary at-
. tention. This would imply that the primitive segregation mechanism is involved in involun-
tary attention. 
We have seen in previous chapters that the model processes stimuli passively, whereas 
human listeners can actively process stimuli. We have also seen that the model simply passes 
information, via the filtered-signal paths, to 'higher-level' processes that decide whether or 
not the sequence is streaming on the basis of fixed criteria. This indicates that the model is a 
bottom-up process. If this is the case, then the model corresponds to Bregman's (1990) primi-
tive segregation mechanism, which is involved in involuntary attention. 
Voluntary attention and the ambiguous region. 
The role of involuntary attention is already reflected in the operation of the computer 
model, where the criteria for the temporal coherence and fission boundaries are defined by 
specific percentage levels of coherent responses (40% and 100% respectively). 
In Chapter 13, it was shown that the model output for stimuli in the ambiguous region, 
where the percept heard varies with attentional set, fluctuates around the 40% coherent re-
sponses level. As the 40% and 100% levels of coherent responses define regions of involun-
tary attention circumscribed by the temporal coherence and fission boundaries, the ambigu-
ous region - and therefore coherent response percentage levels ~0% - may define a region 
where the schema-driven mechanism can operate successfully, altering the percept from tem-
poral coherence to streaming at will. 
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The place of the model in auditory scene analysis. 
In Chapter 13, physiological evidence was presented for a descending bias in the audi-
tory system via the crossed olivocochlear bundle (COCB). Although the hypothesised mech-
anism for the descending bias operates via efferent control of hair-cell fuing rate, and 
Bregman's (1990) schema-driven mechanism operates by selectively comparing stimulus 
components against stored schemas, the descending bias is still a top-down process. 
The voluntary attentional set possible in the ambiguous region, then, could be account-
ed for in two ways. Either subjects compare a 'neutral' system output against stored schemas 
of streaming and temporal coherence, or subjects alter the system output (by efferent control 
of hair-cell firing rate) so that it matches stored schemas of temporal coherence or streaming 
by being either above or below the level of 40% coherent responses. 
Unfortunately, given the current lack of knowledge about high-level processes, decid-
ing which of these mechanisms underlies voluntary attention in the ambiguous region is im-
possible. However, the efferent control mechanism is one that could be incorporated into fu-
ture versions of the model. 
Conclusion. 
In this chapter we have discussed the place of the model in Bregman's (1990) theory 
of auditory scene analysis. The passive processing of stimuli carried out by the model, and its 
replication of involuntary perceptual boundaries (the temporal coherence and fission bounda-
ries), would suggest that it corresponds to Bregman's (1990) primitive segregation mecha-
nism, which is a bottom-up process involving involuntary attention. If this is the case, then 
the active processing of stimuli carried out by subjects for stimuli in the ambiguous region, 
which may be mediated by efferent control of hair-cell firing rate, would then correspond to 
Bregman's (1990) schema-driven segregation mechanism, which employs voluntary atten-
tion. 
If the model does correspond to Bregman's (1990) primitive segregation mechanism, 
due to the fact that both work in a bottom-up mode, and both deal with involuntary attention 
then, as Gestalt percepts are involuntary in nature, and the model principle of excitation 
integration can account for examples of Gestalt auditory grouping, this would suggest that 
some Gestalt auditory grouping is the product of low-level processes, either ones that work 
in a similar manner to the model, or ones that correspond to the processes used by Bregman' s 
(1990) primitive segregation mechanism. 
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Chapter 20. 
Conclusion. 
Introduction. 
In this chapter, we will review the strengths, weaknesses and physiological plausibility 
of the model, and consider its relation to Gestalt theories of auditory grouping. 
Replication of experimental studies. 
In Chapter 8, we saw that the model was able to accurately reproduce the responses of 
subjects in an experiment designed to investigate temporal coherence and streaming in terms 
of the probability of coherence. In Chapter 9, we saw that the model was able to accurately 
reproduce the responses of subjects to the stimuli of Anstis and Saida (1985). In Chapters 10 
and 11, it was found that a model output of 40% coherent responses, and the fB value where 
the model output dropped below the level of 100% coherent responses, corresponded to the 
streaming threshold (the temporal coherence boundary) and the fission boundary 
respectively. In Chapter 12, by using these percentage coherence response levels, the model 
was able to simulate · the temporal coherence and fission boundaries of Van Noorden 
(1975), with the area between the two corresponding to the ambiguous region of Van 
Noorden (1975). In Chapter 11, the model was able to provide a close fit to the trill threshold 
of Miller and Heise ( 1950), and indicated that the trill threshold corresponds to the fission 
boundary of Van Noorden (1975). In Chapter 14, the model failed to reproduce experimental 
data that indicated that there is less overall coherence in ABAB tone sequences composed of 
frequencies ;::3 kHz. However, this may have been due to apparent loudness differences be-
tween the tones, or the loss of phase-locking that occurs at high frequencies (Rose et al., 
1967), neither of which were designed to be replicated by the model. 
Perhaps the most important aspect of these successful model replications, for evaluat-
ing the overall success of the model as a model of auditory stream segregation, is that the 
same model parameter values were used for each replication. This would indicate that, for 
these particular stimuli, the model is imitating the responses of human listeners fairly accu-
rately, and processes the stimuli in a similar manner to the human auditory system. 
Physiological plausibility of model. 
We would expect a model of the auditory system to be more successful in reproducing 
the responses of human listeners if its features were physiologically accurate. For example, 
Assmann and Summerfield ( 1990) found, using a number of computer models of the auditory 
system, that the computer replication of subjects' responses to stimuli which consisted of two 
simultaneously presented vowels was best for the more physiologically accurate model. The 
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model described in this thesis, however, is physiologically plausible for a number of reasons. 
Firstly, not only are the bandpass frequency fllter functions used in the model are based on 
human and animal studies (Moore, 1986), but the use of bandpass filters is unavoidable in a 
modern auditory theory. 
Secondly, the noise provided by the cumulative random bias, which plays such an 
important role in the generation of the streaming effects, is a prominent feature of auditory 
nerve activity. Fibres in the auditory nerve operate in a stochastic manner, where the 
probability of firing is determined by the signal level. As the signal level increases, the 
variance associated with this probability will also increase. 
Thirdly, the ventral cochlear nucleus (VCN) has chopper units whose rate of firing 
reflects stimulus amplitude, which are tonotopically arranged, and which could be used for 
channel-selection purposes (Oertel et al., 1988). The excitation-level path could well reflect 
the operation of the VCN. 
Fourthly, the cochlear nucleus has lateral inhibitory networks in both ventral and 
dorsal sections suggesting competition between channels (Oertel et al., 1988). This model 
has explored the possibility that mutual inhibition of channels may be a critical component in 
the physiological basis of selective attention. 
The use of a dual pathway in the model is, admittedly, speculative. However, evidence 
exists that the auditory system divides into separate pathways at the level of the cochlear nu-
cleus. Oertel et al. (1988) found that the chop-S, multipolar cells in the VCN smear the firing 
pattern of auditory nerve fibre inputs. The multipolar cells, in addition to being frequency-. 
specific, also add the activity of the auditory nerve fibres across time (Oertel et al., 1988), 
similar to the action of a leaky integrator with a time constant of 2-3 msec. In addition to this, 
Warr (1982) describes how the spherical and globular bushy cells of the VCN faithfully 
transmit the temporal fine-structure of the signal, via the superior olive, to higher structures. 
We can see then, that there is some evidence to support the decision to use a dual pathway in 
the model. 
Unfortunately, the role of the model's leaky integrator is somewhat unclear. This fea-
ture of the model was suggested by the studies of Bregman ( 1978a) and Anstis and Saida 
(1985), and was originally designed to give temporal integration of the model output and, 
consequently, a streaming bias centred on the model channel with the highest excitation 
level. However, in Chapter 15, the time constant of the accumulation and decay of the 
streaming bias was estimated to be =460 msec. This value is larger than the average time 
constant value of =363 msec for leaky integration models of temporal integration (Gerken et 
al., 1990), and those found from studies of short-term memory. 
The study ofViemeister and Wakefield (1991) suggested that the hair-cell output of 
each model channel should be passed into two leaky integrators in series, the first leaky 
integrator having a time constant =3 msec, the second having a time constant in hundreds of 
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msec. The results of the experiment in Chapter 15 suggested that the second time constant 
could be the one associated with the formation of the streaming bias - =460 m sec. 
As the multipolar cells in the VCN function as a leaky integrator with a time constant 
of 2-3 msec, it may well be that the multipolar cells correspond to the first leaky integrator in 
Viemeister and Wakefield's (1991) suggested model channel, which was originally proposed 
as a model of temporal integration. If this is the case, then the =460 msec leaky integrator 
responsible for the accumulation and decay of streaming bias could be located at a post-VCN 
level of the auditory system, although still in the general region of the auditory periphery. 
However, at the present time, this issue is still open to question. It may be that the =460 msec 
value for the time constant of the streaming bias is a result given by the accumulated effect of 
a number ofleaky integrators in series. For the moment, however, the model's leaky integra-
tor can basically be considered to perform the function of the stream biasing mechanism, 
whether it consists of one or more leaky integrators. 
Gestalt auditory grouping and the model. 
Bregman and Camp bell (1971) define a stream as "a sequence of auditory events 
whose elements are related perceptually to one another, the stream being segregated 
perceptually from other eo-occurring auditory events." Similarly, Bregman and Pinker (1978) 
define a stream as a psychological organisation whose function is to mentally represent the 
acoustic activity of a single source over time. Bregman (1990) argues that streaming phe-
nomena are caused by a scene-analysis process that works on the basis of Gestalt perceptual 
principles. These are high-level theoretical constructs. However, it can be argued that 
streaming could equally be understood in terms of physiological factors as utilised in the 
model. That is, low-level physiological processes largely determine the percept heard by lis-
teners. The model suggests that auditory events are temporally coherent whenever the system 
output transmits both tones with equal amplitude. This occurs whenever an intermediate filter 
has more excitation than the others, or when the stimulus tones are close together in frequen-
cy. It also happens whenever the choice of the strongest channel oscillates between channels 
with CFs at the frequencies of the two tones. In both cases, the signal strength ratio (Z) of 
the 2 tones is approximately equal to 1.0, or is less than the critical ratio (Zcrit) when 
temporal coherence occurs. 
In Chapter 16, the principle of excitation integration used in the model was able to 
give a good account of the findings of a number of studies that investigated more complex 
auditory phenomena which exhibited auditory grouping on the basis of the Gestalt perceptual 
principles of closure, proximity, continuity, and good continuation, as well as the pulsation 
threshold of Houtgast (1972). As a result, it was suggested in Chapter 19 that the model cor-
responds to Bregman's (1990) primitive segregation mechanism, due to the fact that both 
work in a bottom-up mode, and both deal with involuntary attention. As Gestalt percepts are 
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involuntary in nature, and the model principle of excitation integration can account for 
examples of Gestalt auditory grouping, this suggested that some Gestalt auditory grouping 
could be the product of low-level processes, either ones that work in a similar manner to the 
model, or ones that correspond to the processes used by Bregman's (1990) primitive segrega-
tion mechanism. 
In the meantime, however, the success of the model in reproducing experimental data 
obtained from humans, and the wide applicability of the excitation integration principle to 
auditory stimuli, justifies the potential value of a low-level analysis, as used in the model, for 
explaining high-level psychological phenomena such as Gestalt auditory grouping. This 
approach contrasts with that of the computer model of Williams (1989), which supplies only 
the details of the relationships of the gestalt concepts between the input data elements, and 
displays them as graphs. 
General conclusion. 
The model has the considerable virtue of simplicity. By using only the intrinsic 
randomness of the activity of the auditory nerve, a leaky integrator, and a channel-attenuation 
mechanism, it has managed to replicate the experimental findings of a number of studies 
(summarised above), and gives a good account of some examples of Gestalt auditory 
grouping. However, the power of the model presented in this thesis should not be 
exaggerated. It can only claim to be a start in efforts to complement, and perhaps explain the 
formation of auditory Gestalt perceptual phenomena by attempting to find a physiological 
origin for psychological phenomena. Only a limited range of data has been considered in this 
thesis, as the model has been deliberately simplified to form a secure basis for further 
investigations and extensions (such as a cross-channel grouping mechanism). The addition of 
a cross-channel grouping mechanism that works on the basis of common onsets and offsets 
would allow the model to process more complex perceptual effects, as discussed in Chapter 
18, and would greatly increase its predictive power. 
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Optimisation procedure. 
There are three model parameters that can be varied -
1) the range value for the random bias module (M ), 
2) the critical ratio value (Z crit ), and 
3) the time constant of the leaky integrator ( r) in m sec. 
For simplicity's sake, and to save on computing time, it was decided to flx Zcrit at a 
value of 1.2, M at a value of 0.005, and to vary the value of rto see what the model output 
was in terms of the percentage of coherent responses. Using this method, the value of rcan 
be adjusted so that the model output accords with the experimental data. The data taken as 
the standard for the model output was provided by the experimental data of Chapter 7. 1n this 
chapter, for a tone-repetition time of 50 msec and m values of 1120Hz and 1420Hz (fA= 
1000Hz), the subjects responses were 77% and 23% coherent responses respectively. 
The model was presented with ABAB tone sequences which had tone-repetition times 
of 50 msec, and m values of either 1120Hz or 1420Hz (fA= 1000Hz). For each of the two 
frequency-difference/repetition-time combinations 200 trials were done, and the Z value for 
the 15th second of the sequence was recorded, imitating the task given to the subjects. After 
200 trials, the 200 values of Z thus produced for each frequency-difference/repetition-time 
combination were sorted, so that they were in ascending order. The number of Z values 
below the level of Z= 1.2 were found, and then divided by 200 to find the percentage of co-
herent responses. 
This procedure was repeated, using the frequency-difference/repetition-time 
combinations given above, for different values of y. The resulting percentage levels for each 
value of rwere then plotted (Figure Al.l). Figure Al.l shows the percentage of coherent re-
sponses using values of Zcrit=1.2, and M=0.005. The yvalues used were 50, 100, 250, 500, 
750, and 1000 msec. As can be seen, as the value of yincreases, the percentage of coherent 
responses decreases. This occurs because increasing r causes any destabilisation of excitation 
caused by the random bias to take longer to dissipate. If M had been chosen as the variable 
parameter, then the effect of increasing M would be to accelerate the accumulation of the 
random bias. In either case, increasing the value of one of these parameters tends to produce 
a situation where one channel dominates the system output, and the model gives a streaming 
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decision. This will give a smaller number of coherent decisions, and therefore reduce the per-
centage of coherent responses. 
To find a suitable value of yfrom Figure Al.l, the rvalue was found where the 1120 
Hz and 1420 Hz curves gave percentage of coherent responses readings from the y-rods that 
gave the best fit to the subject data (ffi=ll20 Hz/77% coherent responses 3nd ffi=l420 
Hz/23% coherent responses). This can be seen in Figure A1.2, where a reasonable fit to the 
subjects responses occurs when Y"" 85 msec. This value was checked by presenting the 
model with the stimuli used by Anstis and Saida (1985), and comparing it with their data. 
This gave a fit which was slightly inaccurate, and which was improved by raising the value 
of yto 95 msec. This gave resultant model parameter values of Zcrir= 1.2, M= 0.005, and r= 
95 msec. These values were then used for all model replications. 
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Figure Al. I. The percentage levels of the model output for the 15th second of an ABAB 
tone sequence for various values of r, found using m values of 1120Hz and 
1420Hz (fA= 1000Hz). Tone-repetition time= 50 msec. 
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Figure A1.2. This diagram shows the value of ywhere the 1120Hz and 1420Hz 
curves give the best fit to the subject data (ffi=1120 H"Z/77% coherent responses 
and ffi=1420 Hz/23% coherent responses). 
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Model program. 
The computer program of the model investigated in this thesis is given below, and is 
written in Fortran. Details of the various subroutine functions are given in the program. There 
are three subroutines which control channel spacing: 
1) three channel= 3 channels spaced on a harmonic scale, 
2) multi_ channel= variable number of channels and variable spacing of channels on a 
harmonic scale, and 
3) three_ channel_ arith = 3 channels spaced equally in frequency (the usual model 
channel arrangement). 
-------.. ----------------------------*********************------------------------------------
Program npog 
* 
* 
THIS IS THE REVISED VERSION OF THE PROGRAM USED 
IN (BEAUVOIS & MEDDIS, 1991)- 1st Aug 1991 
* 
* 
* 
* 
ALL NON-DOMINANT CHANNELS ARE ATIENUA1ED BY ROEX 
WEIGHTING FUNCTION 
Note silences between tones (in B(ch) section). 
Hair cell function imposed on stimulus level 
* reads npog.var for data 
* -------------------------------* * * * * * * * * --------------------------
include 'comm_blo_pog' 
integer trial_no 
call initialise_program 
****------------------------------change tone onsets (SOA) 
do I SOA=min_SOA,max_SOA,SOA_step 
write(9, *) 
****------------------------------------change f2 (fl=lkHz) 
do 2 f2=low _f2,high_f2,freq_step 
call initialise_main_loops 
do 99 i=l,no_trials 
trial_no=i 
****** 
****** 
****------------------------------------------set up new trial *** 
call trial_reset 
****----------------------------------------play stimulus ******** 
do 3 k=l,no_cycles 
do 4 time=O,cyc_Iength,epoch 
time_elapsed=time_elapsed+epoch 
if(( time .eq. 0) .and. (k .eq. 1)) time_elapsed=O 
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*** * ---------------------------------------------1HE MOD EL ******* 
call excit_curve 
call cca 
call find_strongest_channel 
****------------------------------------process model output ***** 
call add_bchs 
4 continue 
3 continue 
call status(trial_no) 
99 continue 
call process_coherence_responses 
2 continue 
1 continue 
call close_files 
print * ,'>*>*>*>*>*>*>*>' 
print *,'END OF RUN.' 
print*,'>*>*>*>*>*>*>*>' 
end 
"------------------------------------------------------------------
subroutine open_files 
"****************************************************************** 
* opens output files from the model * 
* npog.coh - coherence info. * 
* npog.stat - trial status * 
******************************************************************* 
include 'comm_blo_pog' 
open(9, file='npog.coh', form='formatted') 
rewind (9) 
open(11, file='npog.stat', form='formatted') 
rewind (11) 
open(l2, file='npog.thr', form='formatted') 
rewind (12) 
return 
end 
*------------------------------------------------------------------
subroutine close_files 
******************************************************************* 
* closes output files from the model * 
******************************************************************* 
include 'comm_blo_pog' 
close(9) 
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close(! I) 
close(12) 
return 
end 
*---------------------------------------------------------------
subroutine read_npog_ var 
******************************************************************* 
* reads the parameter file "npog. var" and initialises the * 
* variables used in the model * 
******************************************************************* 
include 'comm_blo_pog' 
open(l,file='npog.var',fonn='formatted') 
rewind(!) 
read(l,lOOl) min_SOA 
read(l,lOOl) max_SOA 
read(l,lOOl) SOA_step 
read(l,lOOI) low_f2 
read(l,lOOl) high_f2 
read(l,lOOl) freq_step 
read(l,lOOl) f1 
read(1,1003) fl_on 
read(l,l003) fl_off 
read(l,lOOl) tonedur 
read(l,l003) no_channels 
read(l,lOOl) theta 
read(l,lOOl) basefreq 
read(l,lOOl) gamma 
read(l,lOOl) epoch 
read(1,1003) no_oials 
read(l,lOOl) seq_length 
read(l,lOOl) fl_level 
read(l,lOOl) f2_level 
read( 1,1001) critical_zlevel_ratio 
read(l,lOOl) M 
read(l,lOOl) roexbase 
read(l,l003) windowtime 
read(l,l003) program_function 
read(l,l003) channel_option 
close( I) 
random_increm_range=(M*2)*epoch 
kl =exp( -epoch/gamma) 
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1001 format(f14.6) 
1003 format(i8) 
return 
end 
*------------------------------------------------------------------
subroutine three_channel 
******************************************************************* 
* sets up a 3 channel grid for the model where * 
* ch(O)=fA, ch(2)=ffi & ch(1)=harmonic mean frequency(fA.ffi) * 
* also calculates roex attenuation values relative to fA * 
* using the formula AWg(ch)=(l+(p*g))*exp(-p*g) where * 
* p=(4*CF(ch))/ERB_CF(ch) and g=abs((CF(ch)-fl))/CF(ch) and * 
* ERB_CF(ch)=(107.939*(CF(ch)/1000))+24.7 * 
* - Glasberg & Moore (1990) Hearing Research paper * 
******************************************************************* 
include 'comm_blo_pog' 
* no. of channels used in model = no_channels+ 1 
print* ,'3 channels engaged (hmf)' 
no_channels=2 
basefreq=fl 
theta=((f2/basefreq)**(1.0/no_channels)) 
do 10 ch=O,no_channels 
CF(ch)=basefreq*theta**ch 
ERB_CF(ch)=(107.939*(CF(ch)/1000))+24.7 
p=(4*CF(ch))/ERB_CF(ch) 
g=abs((CF(ch)-fl))/CF(ch) 
A Wg(ch)=(l +(p*g))*exp( -p*g) 
print* ,'CF(' ,eh,')=' ,CF(ch) 
print*,'ch & CF(CH) & A Wg(CH)=',ch,CF(ch),AWg(ch) 
10 continue 
return 
end 
*------------------------------------------------------------------
subroutine multi_channel 
******************************************************************* 
* sets up a multi-channel grid for the model where * 
* ch(O)=fA & ch(no_channels)=ffi * 
* also calculates roex attenuation values relative to fA * 
******************************************************************* 
include 'comm_blo_pog' 
* no. of channels used in model = no_channels+ 1 
print* ,'multi channels engaged' 
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print* ,'no. channels=',no_channels 
do 10 ch=O,no_channels 
CF(ch)=basefreq*theta**ch 
ERB_CF(ch)=(l07.939*(CF(ch)/1000))+24.7 
p=(4*CF(ch))/ERB_CF(ch) 
g=abs((CF(ch)-fl))/CF(ch) 
AWg(ch)=(l+(p*g))*exp(-p*g) 
print* ,'CF(' ,eh,')=' ,CF(ch) 
10 continue 
return 
end 
*------------------------------------------------------------------
subroutine set_onsets_and_cycles 
******************************************************************* 
* calculates cycle_length, f2 onset & offset & * 
* no. of cycles in sequence length * 
******************************************************************* 
include 'comm_blo_pog' 
cyc_length=(2*SOA)-l 
f2_on=SOA 
f2_off=SOA +tonedur 
if(tonedur .eq. SOA) then 
fl_off=SOA-1 
f2_off=cyc_length 
endif 
no_cycles=anint((seq_length/cyc_length))+ 1 
return 
end 
*------------------------------------------------------------------
subroutine fill_array 
******************************************************************* 
* fills the input( time) array with fl, silence, f2, silence * 
* also calculates roex attenuation values relative to m * 
******************************************************************* 
include 'comm_blo_pog' 
do 12 ch=O,no_channels 
do 14 time=O,cyc_length 
input(time)=O 
14 continue 
12 continue 
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do 16 time=fl_on,fl_off 
input(time)=fl 
16 continue 
do 18 time=f2_on,f2_off 
input(time)=f2 
18 continue 
do 20 ch=O,no_channels 
p=(4*CF(ch))/ERB_CF(ch) 
g;abs((CF(ch)-f2))/CF(ch) 
BWg(ch)=(l +(p*g))*exp(-p*g) 
print*,'ch & CF(CH) & BWg(CH)=',ch,CF(ch),BWg(ch) 
20 continue 
return 
end 
*------------------------------------------------------------------
subroutine reset_ variables 
******************************************************************* 
* resets filter outputs+random jitter (B(ch)), leaky * 
* integrator (C(ch)) and hair cell {firing_rate(ch)} * 
* to zero * 
******************************************************************* 
include 'comm_blo_pog' 
do 21 ch=O,no_channels 
B(ch)=O 
C(ch)=O 
fuing_rate(ch)=O 
21 continue 
return 
end 
*------------------------------------------------------------------
subroutine excit_curve 
******************************************************************* 
* imposes hair-cell response on the output from * 
* each channel as a function of the filter * 
* output (in terms of amplitude) for that channel. * 
* This gives the firing rate of the hair cell * 
* for that channel. RAN(ch) is the random bias added to * 
* the firing rate. B(ch)= firing rate +random jitter * 
******************************************************************* 
include 'comm_blo_pog' 
do 1 ch=O,no_channels 
if(int(input(time)) .eq. 0) then 
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firing_rate(ch)=0.07105 
W=O.O 
endif 
if(abs(input(time)-fl) .it. 0.01) then 
W=sqrt(A Wg(ch)) 
frring_rate(ch)=((stim_levell *W)/10)+ 
& (stim_levell *W)*exp((fl_on-time)/2.6)+ 
& (stim_levell *W*0.32l)*exp((fl_on-time)/40.0) 
if(firing_rate(ch) .it. 0.07105) frring_rate(ch)=0.07105 
endif 
if(abs(input(time)-f2) .it. 0.01) then 
W=sqrt(BWg(ch)) 
frring_rate(ch)=((stim_level2*W)/10)+ 
& (stim_level2*W)*exp((f2_on-time)/2.6)+ 
& (stim_level2*W*0.321)*exp((f2_on-time)/40.0) 
if(firing_rate(ch) .it. 0.07105) frring_rate(ch)=0.07105 
endif 
rand! =randomO 1 (random_increm_range*frring_rate(ch)) 
rand 1 =(rand 1-(random_increm_range*firing_rate( eh) )/2.0) 
RAN(ch)=RAN(ch)+randl 
B(ch)=firing_rate(ch)+RAN(ch) 
if(B(ch) .it. 0) B(ch)=0.000001 
1 continue 
return 
end 
*------------------------------------------------------------------
subroutine cca 
******************************************************************* 
* this is the leaky integrator which causes the * 
* cumulative exponential buildup & decay of the signal * 
* using exp( -epoch/gamma) - kl * 
******************************************************************* 
include 'comm_blo_pog' 
do 1 ch=O,no_channels 
C(ch)=C(ch)*kl +B(ch) 
1 continue 
return 
end 
*------------------------------------------------------------------
subroutine find_strongest_channel 
******************************************************************* 
* this examines the C( eh) values every epoch and finds the * 
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* channel with the highest value * 
******************************************************************* 
include 'comm_blo_pog' 
real strongest_channel_ value 
if((mod(time_elapsed,epoch)) .eq. 0) then 
stro_ch_time=stro_ch_time+ 1 
strongest_channel(stro_ch_time)=999 
strongest_ channel_ value=O 
do 291 ch=O,no_channels 
if(C(ch) .gt. strongest_channel_value) then 
strongest_ channel_ value=C(ch) 
strongest_channel(stro_ch_time )=eh 
endif 
291 continue 
endif 
return 
end 
*·································································· 
******************************************************************* 
* random number generator for values between 0 & 1 * 
* calling progrCam should set seed : n= srandom$(seed) * 
* where seed is in 1..15. Function call: * 
******************************************************************* 
real function randomO l(xx) 
integer random$ 
real divisor 
divisor= real(2**31-1) 
random01= (xx*(real(random$())/divisor)) 
return 
end 
*····················································--············ 
subroutine trial_reset 
******************************************************************* 
* resets variables at the start of every trial * 
******************************************************************* 
include 'comm_blo_pog' 
call reset_ variables 
k=O 
time=O 
rime_elapsed=O 
stro_ch_time=O 
stim_level1 =fl_level 
stim_level2=f2_level 
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ZA=O.O 
ZB=O.O 
ZAcount=O.O 
ZBcount=O.O 
do 10 ch=O,no_channe1s 
RAN(ch)=O 
10 continue 
return 
end 
*------------------------------------------------------------------
subroutine add_bchs 
******************************************************************* 
* this takes the strongest channel value every epoch and * 
* applies a roex weighting function to that channel so * 
* that the output from all the other channels is attenuated * 
* relative to it. This is the Scharf function * 
* Every epoch the total amplitude output from each filter * 
* is weighted by the Scharf function and totalled. This * 
* total is then added to ZA(if fA is on) or ZB(if fB is on). * 
* At the end of 1 sec (windowtime=lOOO) the ratio ofZA to ZB is calculated * 
* - this is the Zratio - & is used to see whether the tone * 
* sequence is str/coh for that second. * 
* NOTE- if half-wave rectification of fllter output * 
* is required, substitute * 
* ZA=ZA+(roex_weighting(ch)*sqrt(A Wg(ch))) * 
* ZB=ZB+(roex_weighting(ch)*sqrt(BWg(ch))) * 
* else model output = roex attenuated filter output( +random jitter) * 
******************************************************************* 
include 'comm_blo_pog' 
real roex_ weighting(0:50) 
ixx=strongest_channel(stro_ch_time) 
do 81 ch=O,no_channels 
p=(4*CF(ch))IERB_CF(ch) 
g=abs((CF(ch)-CF(ixx)))/CF(ch) 
roex_weighting(ch)=(l +(p*g))*exp(-p*g) 
roex_ weighting( eh )=(roex_ weighting( eh )/(1. 0/roexbase) )+roexbase 
81 continue 
if(input(time) .eq. fl) then 
do 10 ch=O,no_channels 
ZA=ZA+(roex_ weighting(ch)*B( eh)) 
10 continue 
ZAcount=ZAcount+ 1.0 
endif 
if(input(time) .eq. f2) then 
do 12 ch=O,no_channels 
ZB=ZB+(roex_weighting(ch)*B(ch)) 
184 
i 
----------------------------------------------------------------------- - -
Appendix II. 
12 continue 
ZBcount=ZBcount+ 1.0 
endif 
if(time_elapsed .eq. 0) return 
· if(mod(time_elapsed,windowtime) .eq. 0) then 
ZA=ZA/ZAcount 
ZB=ZB/ZBcount 
if((ZB .eq. 0) .or. (ZA .eq. 0}) then 
Zratio=lOO 
else 
Zratio=ZA/ZB 
if(Zratio .It. 1.0) Zratio=(l.O/Zratio) 
endif 
if(time_elapsed .eq. seq_length) write(l2, *)Zratio 
call check_zratio 
endif 
return 
end 
ZA=O.O 
ZB=O.O 
ZAcount=O.O 
ZBcount=O.O 
Zratio=O.O 
*------------------------------------------------------------------
subroutine check_zratio 
******************************************************************* 
* decides whether the Zratio is above or below the critical * 
* value needed for streaming to occur. * 
******************************************************************* 
include 'comm_blo_pog' 
logical streaming 
streaming=.true. 
if(Zratio .It. critical_zlevel_ratio) streaming=.false. 
if(.not. streaming) then 
prob _of_coh( time_elapsed/1 OOO)=prob_of_coh( time _elapsed/1 000)+ 1 
endif 
return 
end 
*------------------------------------------------------------------
subroutine status(trial_no) 
******************************************************************* 
* gives trial status to the file "npog.stat" * 
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******************************************************************* 
include 'comm_blo_pog' 
integer trial_no 
rewind(11) 
write(ll,*)'freq A I freq B =',fl,f2 
write(11,*)'SOA=',SOA 
write(11,*)'gamma I M =',gamma,M 
write( 11, *)'crit Zratio=',critical_zlevel_ratio 
write(11,*)'trial no.=',trial_no 
write(11,*) 
do 10 iu=1,seq_length/1000 
write(11, *) iu, prob_of_coh(iu) 
10 continue 
return 
end 
'"------------------------------------------------------------------
subroutine process_coherence_responses 
'"'"**'"********'"***************************'"**************'"*'"'"'"'"'"'"'"'"* 
'" processes the strlcoh responses into output form * 
******************************************************************* 
include 'comm_blo_pog' 
******************************************************************* 
'" list total coherent responses for each sec of sequence · '" 
******************************************************************* 
if(program_function .eq. 0) then 
do 121 i=1,seq_length/1000 
write(9,'") prob_of_coh(i) 
121 continue 
endif 
*'"'"*'"*'"**'"************'"***'"****'"***'"'"****'"**'"'"*'"'"*'"'"'"'"***'"*'"'"**'"*'"'" 
'" list total coherent responses for 15th sec of sequence * 
'" to give tcb grid value * 
******************************************************************* 
if(program_function .eq. 1) then 
write(9,*) SOA, fl, f2, prob_of_coh(15) 
print*,'**************************************' 
print*, SOA, fl, f2, prob_of_coh(15) 
endif 
********'"'"'"'"**'"'"*'"*'"*'"****'"*****'"****'"********'"'"'"*'"*'"*'"*****'"'"'"'"*'"'" 
* clear p(coh) array '" 
******************************************************************* 
do 111 i=1,seq_length!1000 
prob_of_coh(i)=O 
111 continue 
return 
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end 
*------------------------------------------------------------------
subroutine set_channels 
******************************************************************* 
* determines no. of channels used by the model * 
******************************************************************* 
include 'comm_blo_pog' 
if(channel_option .eq. 3) call three_channel 
if(channel_option .eq. 2) call three_channel_arith 
if(channel_option .eq. 0) call multi_channel 
return 
end 
*------------------------------------------------------------------
subroutine prepare_results_file 
******************************************************************* 
* prepares results file (npog.coh) for incoming data * 
******************************************************************* 
include 'comm_blo_pog' 
******************************************************************* 
* clears the results array * 
******************************************************************* 
do 111 i=1,seq_length/1000 
prob_of_coh(i)=O 
111 continue 
******************************************************************* 
* sends vital info to results file * 
******************************************************************* 
rewind(9) 
write(9, *)'gamma=' ,gamma 
write(9,*)'M=',M 
write(9, *)'critical Z ratio=' ,critical_zlevel_ratio 
write(9, *)'no. of trials =' ,no_trials 
return 
end 
*------------------------------------------------------------------
subroutine initialise_program 
******************************************************.************ 
* opens output files, sets random seed * 
* reads parameters & prepares results file * 
******************************************************************* 
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call open_files 
call tseed$(0) 
call read_npog_ var 
call prepare_results_file 
return 
end 
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*------------------------------------------------------------------
subroutine initialise_main_loops 
******************************************************************* 
* sets up no. of channels used, sets no. of cycles & tone * 
* onsets dependant on SOA, sets MODEL variables = 0 and * 
* creates the stimulus * 
******************************************************************* 
include 'comm_blo_pog' 
call set_ channels 
call set_onsets_and_cycles 
call reset_ variables 
call fill_array 
return 
end 
*-----------------------------------------------------------------
subroutine three_channel_arith 
******************************************************************* 
* sets up a 3 channel grid for the model where * 
* ch(O)=fA, ch(2)=ffi & ch(l)=arithmetic mean frequency(fA.ffi) * 
* also calculates roex attenuation values relative to fA * 
* using the formula A Wg(ch)=(l +(p*g))*exp(-p*g) where * 
* p=(4*CF(ch))tERB_CF(ch) and g=abs((CF(ch)-fl))/CF(ch) and * 
* ERB_CF(ch)=(107.939*(CF(ch)/1000))+24.7 * 
* -Glasberg & Moore (1990) Hearing Research paper * 
*********·********************************************************** 
include 'comm_blo_pog' 
* no. of channels used in model = no channels+ 1 
print*,'3 channels (arith) engaged' -
no_channels=2 
CF(O)=fl 
CF(l )=fl +((f2-fl )/2.0) 
CF(2)=f2 
do 10 ch=O,no_channels 
ERB_CF(ch)=(107.939*(CF(ch)/1000))+24.7 
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p=(4*CF(ch))/ERB_CF(ch) 
g=abs((CF(ch)-fl))/CF(ch) 
A Wg(ch)=(l +(p*g))*exp(-p*g) 
print*,'CF(',ch,')=',CF(ch) 
print* ,'eh & CF(CH) & A Wg(CH)=',ch,CF(ch),A Wg(ch) 
10 continue 
return 
end 
*-----------------------------------------------------------------
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Model parameter file. 
The computer program given in Appendix II reads from the file given below the infor-
mation pertaining to the ABAB tone sequence that is the stimulus, and the values of the 
model parameters. Here, SOA =stimulus onset asynchrony (i.e. tone-repetition time), 
windowtime = the period over which the system output ration between the A and B tones is 
calculated, >>options = 0- the model gives streaming/temporal coherence decision for each 
second of the sequence, >>options = 1 - the model gives streaming/temporal coherence deci-
sion for the 15th second of the sequence. 
------------------------------------*********************-----------------------------------
50.000000 
250.000000 
40.000000 
1060.000000 
1420.000000 
60.000000 
1000.000000 
0 
40 
40.000000 
39 
1.012510 
930.000000 
95.000000 
1.000000 
250 
15000.000000 
1.000000 
1.000000 
1.200000 
0.005000 
0.500000 
1000 
1 
2 
min_SOA - (ms) 
max_SOA - (ms) 
SOA_step - (ms) -->> SOA increment 
low_f2- (Hz) --» f2 = ffi 
high_f2 - (Hz) 
freq_step- (Hz) -->> f2 increment 
f1 - (Hz) --» f1 =fA 
fl_on- (ms) 
fl_off- (ms) --» fl_off=tonedur for A & S stimuli 
tonedur- (ms) -->>tonedur =tone duration 
no_channels -->> number of channels in multi-channel grid 
theta- controls channel spacing of multi-channel grid 
basefreq- (Hz) -->> lowest eh freq in multi-channel grid 
gamma- (ms) -->>leaky integrator time constant 
epoch- (ms) 
number of trials 
seq_length - (ms) -->>length of stimulus 
fl_level 
f2_level 
critical_zlevel_ratio -->>equivalent to zcrit 
M= maximum random value+/- to flring_rate(ch) per epoch 
roexbase - lowest channel attenuation value 
windowtime- (ms) -->>length of window for str/coh decision 
0 for whole seq , 1 for 15th sec ------------------->>options 
3 = 3 eh (hmt) , 2 = 3ch (arith), 0 =multi-eh ---»channel spacing 
* 
* 
* 
file name = npog. var 
contains all the variables needed for npog.f to run 
USE NO TABS 
*---------------------------------------------------------
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Model common variables. 
This is the common block of the computer program given in Appendix II, and tells the 
model what program variables are general to the system or not, as well as if a variable is a 
real or integer number. 
--------------------------------*********************---------------------------------
* 
* 
ftle name is 'comm_blo_pog' 
use in NPOG program 
real B, C, CF, ERB_CF, input, RAN, frring_rate 
real theta, epoch, gamma, p, g, W 
real tonedur 
real AWg, BWg 
real critical_zlevel_ratio 
real seq_length 
real M, random_increm_range 
real ZA, ZB, ZAcount, ZBcount, Zratio 
real kl,roexbase 
real basefreq, min_SOA, max_SOA, SOA_step, SOA, 
& low _f2, high_f2, freq_step, cyc_length, 
& fl, f2, 
& k, no_cycles, stim_levell, stim_level2, 
& fl_level, f2_level 
integer windowtime 
integer no_channels, eh, time, fl_on, fl_off, f2_on, f2_off 
integer time_elapsed, program_function, channel_option 
integer prob_of_coh, no_trials, strongest_channel, 
& stro_ch_time 
common B(0:50), C(0:50), CF(0:50), 
& ERB_CF(0:50), input(0:3000), RAN(0:50), frring_rate(0:50) 
common theta, epoch, gamma, p, g, W 
common tonedur 
common A Wg(0:50), BWg(0:50) 
common critical_zlevel_ratio 
common seq_length 
common M, random_increm_range 
common ZA, ZB, ZAcount, ZBcount, Zratio 
common kl, roexbase 
common basefreq, min_SOA, max_SOA, SOA_step, SOA, 
& low _f2, high_f2, freq_step, cyc_length, 
& fl, f2, 
& k, no_cycles, stim_levell, stim_level2, 
& · fl_level, f2_level 
common windowtime 
common no_channels, eh, time, fl_on, fl_off, f2_on, f2_off 
common time_elapsed, program_function, channel_option 
common prob_of_coh(IOO), no_trials, strongest_channel(lOOO), 
& stro_ch_time 
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