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The problem of classifying an observation i to one of several differ- 
ent covariance matrices, of Toeplitz type, is considered. These 
matrices occur when the observation consists of uniformly spaced 
samples from a weakly stationary stochastic process. The usual 
Bayes procedure for this problem, assuming Gaussian distributions 
and a zero-one loss function, partitions the sample space with quad- 
ratic forms and is very difficult to implement. 
An asymptotic simultaneous diagonalization procedure (ASDP) is 
introduced which, in an asymptotic sense, simultaneously diag- 
onalizes all of the covariance matrices. This result is valid regardless 
of whether the Gaussian assumption is made. A classification method 
based on the ASDP is proposed which can be used regard- 
less of whether the Gaussian assumption holds. In the Gaussian case 
it is shown, using the theory of Toeplitz forms, that the performance 
of the ASDP classification system compares very favorably, in an 
asymptotic sense, with that of the optimum, and more complicated, 
Bayes procedure. 
The ASDP classification system has considerable appeal from an 
engineering standpoint. The system essentially estimates the sampled 
power spectrum by applying the observation toa bank of orthogonal, 
and uniformly spaced, narrow-band filters. This estimate isweighted 
by values of sampled power spectra nd combined with bias terms in 
order to obtain a classification decision. A comparison of the present 
results with some related work of Price and Kailath is also given. 
I. INTRODUCTION 
The pattern recognition problem is of considerable importance in 
engineering applications. Many  examples can be cited, such as speech 
and character ecognition, and target identification. I t has been recog- 
nized that  the pattern recognition problem can be discussed within the 
framework of statistical classification theory. Thus, let us suppose that  
there exists a set of patterns, or categories, which we desire to recognize 
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by artif icial or mechanical  means. We denote these categories by 
C~, • •. , C~. In  addit ion, we assmne that  we are given a set o f  observa- 
tions, or measurements,  X~, -. • , XN,  which can be considered to be a 
set of N continuous, real, random variables. The pat tern  recognit ion, 
or stat ist ica l  classification, problem consists of part i t ion ing the measure- 
ment  space into m regions R1, "-- , R,~, so that  when X1 ,  - . .  , XN 
lies in Rk we decide that  the measurements came h'om the category, or 
pattern, Ck. 
The  reliability of a particular recognition procedure can be described 
quantitatively by means of certain misclassifieation probabilities and 
cost functions. These in turn define a loss function, which usually forms 
the basis for choosing the classification regions. For example, the Bayes 
procedure chooses RI, " " ,  R~ so as to minimize the expected loss, 
while the min imax procedure minimizes the max imum expected loss, 
cf. Anderson (1958), chap. 6. 
Much  of the literature on statistical classification theory is based on 
the assumption that within each class C~ there is associated a multivariate 
Gaussian probability density for the measurements. This assumption is 
necessitated by the fact that it is difficult to write the multivariate prob- 
ability density if it is not Gaussian. It is well known that under this 
assumption the Bayes, as well as the minimax, procedure leads to a 
partitioning of the measurement  space by boundaries which are quadratic 
functions, assuming, of course, a zero-one loss function. This method of 
partitioning the measurement  space is difficult to implement, in general, 
particularly if N happens to be large. While the scheme leans very heavily 
on the assumption that the multivm~iate distribution of the measure- 
ments is. Gaussian, for each Ck, it is still possible to justify its use when 
this assumption is dropped. 
Another procedure has been considered by Anderson and Bahadur  
(1962) which is independent of the Gaussian assumption and results in a 
partitioning of the measurement  space with linear functiol~s or plane 
boundaries. This method of partitioning is simpler to implemen~ than 
the previous one which used quadratic boundaries. However,  the re- 
liability of the Anderson~Bahadur procedure must  always be less, or at 
best the same, as the Bayes or min imax procedures. An  application of 
both the Bayes and Anderson-Bahadur procedures to the vowel recogni- 
tion problem has been made by Welch  and  Wimpress  (1961). 
In the present work we will consider the pattern recognition problem 
when the covariance matrix of the measurements is a Toeplitz matrix, 
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for each category Ck. These matrices arise whenever the observations 
are uniformly spaced samples from a weakly stationary stochastic 
process, which includes enough applications tobe of practical significance. 
The optimum Bayes procedure for this case is still quite difficult to 
implement, since the partitioning of the measurement space is still done 
with quadratic functions. However, a simple linear unitary transforma- 
tion of the measurements will be introduced which, in an asymptotic 
sense, simultaneously diagonalizes all of the covariance matrices, and 
allows the partitioning of the measurement space to be implemented 
quite easily. This result is independent of the Gaussian assumption so 
that the procedure is applicable for both the non-Gaussian as well as 
Gaussian cases. In the Gaussian case it is shown that the reliability of 
this procedure compares favorably, in an asymptotic sense, with the 
optimum and more complicated Bayes procedure. 
II. OPTIMUM CLASSIFICATION PROCEDURES 
We consider the problem of classifying an observation 
into one of several categories, or patterns, C1, •. • , C,~. In.addition, we 
assume that each category C~ has associated with it a probability density 
function pk(x~r). It is desired to divide the space of observations into m 
mutually exclusive and exhaustive r gions R1, • • • , Rm • If an observa- 
tion falls into Rk we shall say that it comes from Ck. 
Let the cost of miselassifyi~g anobservation from Ck as coming from 
Cj be C(jl k). The probability of this misclassification is 
P(J I k, R) = .o~j p~(xN) dxN. (1) 
( 
The probability of misclassifying an observation from C~ is 
P'(k, R) = ~ P(j I k, R). (2) 
~ : ' : '  j#k  
If qi'i"" i ,  qm denote th e a priori probabilities of the categories, then the 
expected loss is 
PATTERN RECOGNIT ION 267 
In  order to simplify matters  only the Bayes procedure will be con- 
sidered. The Bayes procedure chooses R1, • • • , R,,~ so as to minimize the 
expected loss given in (3). I f  we assume that  
C( j [k )  =1,  j , k - -  1 , . - . ,m, j~/c ,  
(4) 
= 0, j=  k , j=  1 , - . . ,m,  
aud all patterns are a priori equally probable so that  
qk = l /m,  k = 1 , . . . ,m,  (5) 
then the Bayes procedure assigns xN to R~ if 
p~-(x~) < pk(x~), j = 1, - . .  , m, j  ~ k, (6) 
Oi[' 
pk(x~) 
Qjk = l n ~  > 0, j = 1 , - . .  , m, j  ~ k, (7) 
cf., e.g., Anderson (1958), p. 144. That  is, the point x~ is in Ck if k is the 
index for which pj(xN) is a maximum, or in other words Ck is the most 
probable population. 
We will assume that  we have mult ivar iate Gaussian probabi l i ty 
densities 
= 1~ "~- -1  ~ k 1, ,m, (8) p~(xiv) (2r)-N/2 I 2~k 1-2/2 exp ( - -~  ~k ~ j , = . . .  
where Z~k is the covariance matr ix of xN and is assumed to be positive 
definite, xN' denotes transpose, and I ZNk I denotes determinant  of ~k  • 
I t  should be noted that  there is no essential loss of generality in assuming 
that  the mean value matr ix of x~ is zero, under C~:, ]c = 1, . . .  , m. 
Thus, we have 
= Y,~k) x~ j ,  k 1 m, (9) ' , 
and the best set of regions of classification are R~ : Q21 > 0, - • • , Q,,~ > 0; 
R2 :Q~2>0,  Q32>0, . - . ,Q~2>0; . . .  ;R~:Q~>0, - - - ,Q~_~,~>0.  
The Bayes procedure was derived under the assumption that  x~ has 
a mult ivar iate Gaussian distr ibution in Ck, k = 1, - - -  , m. The pro- 
cedure is still a reasonable one to use eveIl if this assumption is not 
satisfied, provided, of course, that  the covariance matr ix is still given by 
ZNk, k = 1, " '"  , m. However,  it is quite complicated to implement he 
test since it, involves the computat ion of inverses and determinants of m 
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high-dimensional matrices, the evaluation of m quadratic forms, and the 
partitioning of the measurement space with quadratic surfaces. 
It  is well known that there exists a unitary matrix which diagonalizes a 
given real symmetric matrix. If we are given two real symmetric matrices 
it is possible to simultaneously diagonalize both matrices with a single 
unitary matrix if and only if the matrices commute, of. Perlis (1952), p. 
213. The commutation of two matrices is certainly a fortunate occur- 
rence, so that, afortiori, if we have m real symmetric matrices it would be 
extremely fortuitous if we could find a unitary matrix which simul- 
taneously diagonalized all m matrices. However, if such a simultaneous 
diagonalization were possible for 2Nt, • " , ZN~, the implementation of 
the Bayes procedure would be considerably simplified, since all quadratic 
forms could be reduced to sums of squares in terms of the transformed 
variates, and the problem of finding determinants and inverses would be 
replaced by the simpler problem of computing eigenvalues. The problem 
of determining eigenvalues i , of course, simple when such a simultaneous 
diagonalization procedure xists and may not be simple otherwise. 
In the present work we will introduce a unitary matrix which will 
simultaneously diagonalize 2N~, • ' • , ~ .... in an asymptotic sense which 
will be made more precise subsequently. The results will be valid only 
when Zm, " "  , 2Nm are Toeplitz matrices. These matrices occur when- 
ever the X /s  are uniformly spaced samples from a weakly stationary 
stochastic process. This includes enough problems to be of practical 
significance. 
III. THEORY OF TOEPLITZ FORMS 
Let (k) Ek(X jX j , ) , j , j '  ~j-~, : : 1, "-. ,N ,k  = 1, . . . ,m,  whereE~de- 
notes expectation taken with respect o pk (xN). A matrix 
z~i'~, j, = 1, . . . ,N ,  k = 1 , . . .  ,m,  (105 
will be said to be a Toeplitz matrix if 
¢~,h, = zsJ', when I h -  h' I = ] j - j ' ] ,  
11) 
h ,h ' ,3 ,3 = 1, . ,N .  
Let (k) (k) and let f~(x) be a real-valued function of the class L. P i - J '  = o - j j , ,  
i.e., LI(--~r, 7r) and 
~z 
oj ~ , i = V - -~,  (12) 
i= - -oo  
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its Fourier series, where 
pj -- ~ J_ f~(x)~ dx, 
v" 
and are assumed to be known for - ~ < j < 
havefk(x) -- fk( - -x) .  
The Hermitian form 
N 
TN(fk) = ~ P~k-)i' uj u*' 
j , j t~ l  
f_r I iV 12 _ 1 ~ uj eijx I fk(x) dx, (14) 
271" ~ j= l  i 
is defined as the Toeplitz form associated with the fnnction fk(x), where 
u* denotes complex conjugate. I f  X1, . . . ,  X~ are uniformly spaced 
samples from a weakly stationary process {X(t)}, with spacing T, then 
fk(~oT) is the sampled power spectrum of {X(t)},  el. Ragazzini and 
Franklin (1958), p. 257. An extensive account of the theory of Toeplitz 
forms has been given by Grenander and Szeg5 (1958). 
I t  is known, ef. Grenander and Szeg5 (1958), p. 19, that fk(x) is non- 
negative except for a set of Lebesgue measure zero if and only if its 
Toepfitz forms are nonnegative for all values o f N. Since ~Nk iS a co- 
variance matrix, and thus nonnegative definite for all N, it follows that 
fk(x) is nonnegative almost everywhere with respect o Lebesgue meas- 
ure. In addition, if f~(x) is positive on a set of positive measure it can 
easily be shown that ZNk is positive definite for each N. In fact, suppose 
N i]x TN(fk) = 0, then KN(x) = ~-~j=lUje vanishes on a set of positive 
measure. However, K~v(x) extends to an ei)tire analytic function of the 
complex variable z, so that KN(x) = 0 everywhere• Due to the ortho- 
gonality of e '~i~, j = 1, . . - ,  N, on [ -v ,  ~r], it follows that uj = 0, 
j = 1, - • • , N, so that ZNk is positive definite for each N. 
In the ensuing discussions we will need the following regularity con- 
ditions for .5 (x), ]c --- 1, • • • , rn. 
A. fk(x) is continuously differentiable, x C [ -~ ,  v]. This implies 
Mk = max_~<~_<~fk(x) is bounded, and also allows us to use the mean 
value theorem to write 
.£(x) = .f~(xo) + (x -- xo)f'k(2), (15) 
j = 0 ,± 1, ± 2, . - .  , (13) 
(k) (k) 
• Since p j  = p- j ,  we 
270 CAPON 
where ~ is between x and x0. In addition, this condition implies that 
fk(x) is Riemann integrable so that we can always write 
,im 1 F N~ Iv j=l = ~ f J (x )  dx, (16) 
for any positive integer s, and also 
N~ N j= l l im 1 ~ In f k ( j  N)  = ~1 f~ In f~(x)dx,  (17) 
assuming condition B is satisfied. 
B. mk = min fk(X) > 0. 
- -  7r ___x_< ~r 
C. The covariance matrix B~-l.k ~r(k)~ = l uiJ'1 is positive definite, where 
uji, = ,~\~ 1 \ ~  1 dx 
/E~: (fk(x) 71/2  \fi'-~'~ 1)2 dxj  [ f : ( fk(x) \~ 1) 2 dxJTl'~, (18) 
• . !  . , !  
3,3 = 1, . . . ,  m; 3,3 ~ k. 
D. tfk(x) - f~(x)l > 0 on a set of positive measure, x C [ -v ,  ~], a]] 
j , k  = 1, . . . ,m, j#k .  
Let X(~ ), X(~ ), ~(k) • "" , ,,NN, denote the eigenvalues of the matrix Zs~. 
If F(X) is any continuous function defined in the finite interval 
m~ _-< X _-< M~,, then we have, cf. Grcnander and Szcg6, (1958), p. 65, 
1 N f~ ~2vlim ~ F(X(N~)) = ~1 ~ F(fk(x))  dx. (19) 
- (ik) ~ok) X~ ), denote the " -1 • Let X~ , ,,~ , • •., elgenvalues of ZNjZN~. Then, according 
to Grenander and Szeg6, pp. 105-106, we have, by observing that if 
a~ -< . . .  <_ a~, b~ =< ..-  =< b~ are the eigenvMues of the positive 
definite matrices A, B, respectively, and if these matrices commute, i.e., 
AB = BA, then alb~ <= • • • <= a,~b,~ are the eigenvalues of the matrix AB, 
lim 1 ~ ~,,.o'k) 1 f '~ (fj(x)~ ~® ~ ~. ~^~, ) = F dx. (20) 
PATTERN RECOGNIT ION 271 
The last result we need is that  concerning the limiting joint distributi6n 
of quadratic forms in normal  variates. Let 
, 1 ( 11i I l~ml~ Qjk = ~ Qjk -~  ~-Nkl,/  
(21) 
I , ~ ~-1 -1 -~ ~Nk) 2--NXN ~ Nj  - -  X~¢. 
We wish to find the limiting joint distribution of the set of random 
variables :
2 Q,0' {Q;k, , ' , ' , , ' ( ) = " • " Qk- l , k  Q~+I,k --- Q~d, 2 
- ! . 
for all/c = t, • • - , m. The characteristic function of Q~ is (cf. Grenander 
and Szeg5 (1958), p. 217, or Cram4r ( I946),  p. 118) 
I.~ I-in 
~(~)  = - ~r j=~ , 
j~k 
where I~ is the identity matr ix of order N, and 
ak  = {a , ,  . . .  , ak -~ , c~._~, . . . ,  o~.~}. (24) 
Denot ing the eigenvalues of the matr ix 
N" j=l 
j~k  " " - 
by X~(~) ,  . . .  , XN~(~k), Eq. (23) reduces to 
N 
in ~(a~)  = -½ Z In (1 - 2¢~; (~) ) .  (25)  
j=l 
Let 
l ff Ff~(x) l dx, = _ in f~(x)7  2m~.~ ~ ~ Lfj(x) ~ J  
4d~ 2 1 ff (f~(x) )~ 
- ~92~ ~\ f j -~  1 dx, j ,~  = 1, 
We consider the norma]ized stochastic variables 
(26) 
• . . ,  m. (27) 
Qj t~ -1  - i  
= (~j~N (Qjk -- mik). (28) 
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The characteristic function of 
~kl! Ip f! ff 
---- {Q lk  . . . .  • Ok+l,k • " Qk'l,k 
is given by, cf. Eq. (25), 
• " ,  Q:k}, (29) 
In ~(a~) = ~ (~! - aja3,bjj -4- dN -4- o(1), (30) 
j , j '= l  
y ,y '¢k 
since the asymptotic eigenvalue distribution of the sum of Toeplitz 
matrices is the same as the sum of the asymptotic eigenvalue dis- 
tributions of the individual matrices, and where 
, (31)  
y=l t . L j '= I  \~Y 'k /  _1 y '= l  
j ' ~k  j '~z~k 
X~] ') are the eigenvalues of (ZNk2~Tv}' -- I~) /N .  According to Grenander 
and Szeg5 (1958), p. 219, 
~,~ = 0(N-1/2), all 
X(kj,) O(N-1), all hry ---~ 
so that 
and we have 
I dN [ < AN -1/2.~ _~ Ol j 2 , 
. i~1 
j', k, (32) 
j ' ¢ k, 
j, j', k, (33) 
j '  ~ k, 
(34) 
~lim ~N(ak)=exp I - ],H=I ~ aJaJ'b}~!l" (35)  
y,y'~k 
Thus, the (m - 1) normalized quadratic forms, (~/0", have a joint normal 
distribution with zero mean value matrix and eovarianee matrix 
B~-l,k, which according to the regularity condition C is positive definite, 
of. e.g. Anderson (1958), p. 36. It should be noted that there is no 
essential loss of generality in assuming Bm_l.k is positive definite. 
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We obtain from Eq. (35) that 
lira PN'(I~, R) = lira 1 -- f~  
mk 1 k/ak 1 k 
(2~)-(~-1)/2 I B,~_l.k l-l/2 
• exp ( - -z~- i  Bm-L~ z~-l) dzl . . .  dzk-1 dzk+l ""  dz,,. 
We also have that 
~]k__ i l /2 iT r r fk (x )  
~.  2v~; ~ LL(x) 
1 ln fk (x ) ]dx / [ f _ ]  
. . . .  f  t-J 
\L(x) 
(36) 
(37) 
Since u - 1 _-> lnu ,  u >_- 0, the integral in the numerator of Eq. (37) is 
positive and we get 
mj~ j , k  = 1, - - . ,m 
- -  - - -4  - -  ~ ,  N -+ ~, (38)  
so that 
lira PN'(k, R) -- 0, k = i, . . .  , m. (39) 
Thus, the probabil ity of misclassifying an observation from C~ goes to 
zero, as N --+ ~,  for all k = 1, . . .  , m, for the opt immn Bayes pro- 
cedure. 
IV. ASYMPTOTICALLY UNCORRELATED VARIATES 
I f  we are given a set of possibly complex-valued random variables 
/YNjl, J = 1, . . .  , N, we say that  these random variables are asymp~ 
totically uncorrelated if for each e :> 0, there is a N(e), such that  
I E(YN~ - E (YN j ) ) (Y* j , -  E(Y*~,)) l < e, 
for all N :> N(¢),  and for eachj ,  j '  = 1 . . .  , N, j  ~ j'. I n  particular, if 
U• is a unitary matrix and if 
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then if { Y~i} are asymptotically uncorrelated under Ck, k = 1, • • • , m, 
the matrix UN will be said to asymptotically diagonalize all ~ ,  and the 
process of obtaining the Y~'s from the X]s will be termed an asymptotic 
simultaneous diagonalization procedure (ASDP). 
Let 
, N-1/~e~'ijk/N , Ux = / ,3, k = 1, . . . ,  N}. (41) 
The matrix U~ is unitary since 
{UuU~'}~,~ = N -~ ~ e 2~¢(~-e)~'/N = ~i~. (42) 
We define 
N 
YNkl = N-1/~ ~ e2~J~k~/Nv~, , kl = 1 , . ' .  , N (43) 
and we will now show that this corresponds to an ASDP. We obtain 
N 
E~( Y~kl * N -1 e(2~ri/N)(Jlkl--J2k2)7~1Dkk.Zkjl[" ~ -2"3"2 ) 
Jl ,J2 =1 
= N-i ~ J~.~)~kl-i~k,) f~(x)_~(j~_j~)~ __dz (44) 
= N -1 f J k (x )  dx -~h(~-k~2,~jm~ e h(~-k~2~lm. 
- Jx=l 
Now-, we have 
h=! e -ih(~-kl2r/'v) = e-i[(:V+l)/2](x-k12~rm)D~v X-  kl ~ , (45) 
14 i[(N+l)/2](x_k22~hV)D:v ( 2~)  
e °'~(~-~nv) = e x -- k2~- , (46) 
i2=1 
where 
DN(z) sin (N/2)x 
- N s iOUx (47) 
Thus, using Eqs. (45), (46) in (44) we get 
Y~2)I  = N £(x )DN x - kl [ E~( YNk, * 
(48) ( .D~ x - -  ks ~ , 1 < kl,k2 =<N. 
By using the series expansions given in Eqs. (45), (46) we obtain easily 
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= 0, (k~, I~2 = 1, . .~,  N, (49) 
kl # k2), 
= 1,(k l  = k2 = 1, . . . ,N ) .  
There is no loss of generality in considering only the eases ks> kl, 
]cl, ks <= N/2. We introduce the numbers n tending to infinity with N in 
the folIowing manner 
n~/N ~ = c, (5o) 
where c is a generic constant independent of n, N. We have, for 
I ks -- kl [ =< 2n, kl ¢/c~, using Eq. (49) 
/(k2+,>2~s~ (x  kl DN -- ks o (kl-n)2rr/z¢ 27r 
D~ x- -  kl D~¢ x -  /~s - -  
()0 ) (17 1 s ~r-- (ks- -  lcl-}-2n)27r/N < ~n ' (51) < ~-n 2~ = 
since 
1 1 In  n ] = - x ~ 0 -~?  2~, o+~r  2~ . (52)  D~,(x-O)l < N½(n/lV)2~ ~n' 
Now, we can write 
N ~-~, ' F  (k~-,,)2~-/a, --P x;~+,~)2,~/~v 
2NM~ 
5 ~Sn~ + Nfk 2 (k,--,)~,iN 
"fD'(x)DN( x -  ]~I~)DN( x -  ~2~) dxl 
IH(~) = ~r2n2 +t~'(k~--)s~l~ 2 N i s 
. ,  
9-~ ) to(k,_.)s:i. ND"S 2 ~]  
.~ j  ~ ~.~n ~ +  2n t M,/I = 
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Therefore, 
I E~(Yu~,Y*~2)I < cN -1/4, 
If I k~ - ]c~ I > 2n we obtain 
[Ek(YNk~ Y*~)I < + 
~--~ [ (kl-~k 2)/2 ] 2 v/N 
dx  ~1/2 
ND~ 2 - -  ~z  axe1~2 
• NDN ~ - k2 dx \  in 
I k2 -  kl] < 2n. (54) 
Therefore 
(55) 
I E~(Y~klY*k~)I < cN -~/4, ]k l -  k2 ] > 2n. (56) 
Thus, { Y:~j} are asymptotically uncorrelated under C~, k = 1, • • • , m, 
and we have an ASDP based on the matrix Ux. The proof is independent 
of the choice of the constant c, although it may be different for each Ck. 
In addition, the woof does not require any assumption concerning the 
form of the probability density pk(x~). If ]cl = k2, then it follows easily 
from the properties of FejSr's kernel, Grenander and Szeg5 (1958), 
p. 210, 
(57) 
V. CLASSIFICATION BASED ON AN ASDP 
Since the { YNj} are uncorrelated under Ck, k = 1, - . .  , m, at least in 
an asymptotic sense, it might be supposed that these v~riates could be 
used in a classification procedure• That this is indeed possible will now be 
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shown and the advantages of using such a procedure will also be pointed 
out. 
We define 
Psk =~ I n ~  +y~(F~Nj - -  F~N~) YN , j , k  = 1, . . - ,m,  (58) 
where F~ is an Nth order diagonal matrix whose j th diagonal element is 
f k ( j2~r /N) ,  j = 1, • • • , N ,  k = 1, . . .  , m,  and it is recalled that y~ is 
given in terms of x~ as in Eq. (43). The regions of classification are now 
R l ' :P21> 0 , - . . ,P , , I>  0 ;R~' :P12> 0, Pa2> 0, . - . , P ro2> 0 ; . . . ;  
Rm'  :PI ,~ > 0, . . .  , Pm--l,m > 0. This test, just as that based on the 
Qi~'s, can be used even when xN does not have a multivariate Gaussian 
distribution under Ck, k = 1, - . .  , m. This test is also quite simple to 
implement. The {YNj} are obtained from the {Xi} by means of a simple 
linear transformation. The magnitudes of the {YNj} are obtained and 
weighted by constants which are determined by values of sampled power 
spectra. These quantities arc summed, added to a bias term, which again 
is determined only by sampled power spectra, and the result yields the 
statistic on which the classification regions are based. This procedure is 
much simpler than the optimum Bayes test, since we no longer have to 
compute inverses and determinants of m Nth order matrices. However, 
the test based on the ASDP does lean very heavily on the assumption 
that the sampled power spectrum f k (x )  is known for all/c = 1, . . .  , m. 
Let 
p! 1 ( 1 I FNJ 1~ 1 , , 1 1 
= - = - (59) 
and let 
/5 ' p '  ' p '  ' = . . .  
• " " P k - l k ,  k+l ,k ,  k = { ~k, , . . . .  P,~}, k 1, ,m. (60) 
The character i s t i c  function of/sk', in the Oaussian case, is 
i--1/2 
, 2 i  t 
3"=1 
Now, it is easily seen, cf. Grenander and Szeg5 (1958), section 7.6, that 
the limiting eigenvalue distribution of the matrix 
- - ) U 
N i=1 j~k 
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is the same~ as that of 
1 ~ as(Z~k Z~v~ Iv). 
N j=l 
This in turn implies that if 
pit  -x~T- l /p  --  mj~), 
]k = (rjk~v k jk 
the limiting distribution of 
p " ~p,, p" p" p" 
k ~-  { l k  , ' " " , /a - - l , k  k+l ,k  , " " ' , ink  J" 
is the same as that of Ok". Thus, the (m - 1) nm'malized quadratic 
forms, Pk", have a joint normal distribution with zero mean value matrix 
and covariance matrix Bm_~,k. In addition, the misclassification proba- 
bilities, of the classification system using the ASDP, all go to zero, as N 
approaches infinity. 
gI .  IMPLEMENTATION OF CLASSIFICATION SYSTEM USING ASDP 
The implementation of the ASDP classification system is shown in 
Fig. 1. It is easily seen that the decision criterion used in this system cor- 
responds to the classification regions R~', .-. , R~' defined previously. 
The system is seen to have considerable intuitive appeal from an engi- 
neering standpoint. If the observations are from Ck, then the system 
essentially first estimates fk(x), the sampled power spectrum under Ck, 
by means of 2 orthogonal sets of N narrow-band filters uniformly spaced 
from 2~r/N to 27r. This estimate is then weighted by the reciprocal values 
of the sampled power spectrum, for each of the categories, and then com- 
bined with a bias term. The system then chooses C~ if the output of the 
kth channel is smaller than that of all the other channels. The system has 
been shown to have a performance which, at least asymptotically, com- 
pares favorably with the optimum Bayes system, under the Gaussian 
assumption. This is certainly enough justification for using the system in 
such applications. However, even in the nonGaussian case the system 
has considerable appeal due to the asymptotic simultaneous diagonaliza- 
tion property, which is independent of the Gaussian assumption. Thus, 
the system is generally applicable for classification problems dealing 
with stationary data. 
It has, of course, been assumed that there is a learning phase during 
which fk(x) is estimated for each pattern. The output of the bank-of- 
filters shown in Fig. 1 can be used for this estimation procedure, cf. 
Grenander and Rosenb]att (1957). We mention briefly that if the fk's are 
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DATA Xl 
ASYMPTOTICALLY 1.1. 
UNCORR~LAT~D ~N~ ~ YN'I 
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I 
N 2 
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I I 
MoF I f~-~s 
JARES!I I ~( 
IYN212 
I 
N 2 ~0"r,~/Y N N 
I f 
FIG. 1. Implementation f classification system based on asymptotic simulta- 
neous diagonalization procedure. 
allowed to vary slowly with time then the system of Fig. 1 can be made 
adaptive by using the output of the bank-of-filters, and the system's 
decision, to continually change the weights .f71(j2~r/N), j = 1, . . .  , N, 
k= 1 , . - - ,m.  
The possible applications for the ASDP classification method are 
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quite numerous. We mention, for example, radar or sonar, in which data is 
in sampled form, and it is desired to recognize several different argets, 
the returns from which can be considered as samples from a stationary 
random process. 
It  is interesting, and in fact desirable, to compare the present results 
with those of Price (1956) and Kailath (1960) for the detection of 
stochastic signals in noise. Since Kailath's work represents a generaliza- 
tion of Price's, only Kailath's results will be considered. The present 
work is closely related to Kailath's in the sense that both treat the wob- 
lem of detecting one of m Gaussian random processes with known cor- 
relation functions. However, the underlying structures of the two prob- 
lems are not the same so that the results obtained are quite different. 
It  is assumed by Kailath that the kth member of the set of m processes 
consists of a stochastic signal component which is different for each k 
and an additive independent oise component which is the same for each 
k = 1, • • • , m. This type of assumption is not made in the present work, 
since no notion of additive noise enters into our discussion. In addition, 
Kailath assumes that the observed process can be processed continuously 
over a finite time observation i terval. In the present work the observa- 
tion consists of uniformly spaced samples, with spacing T, and the 
asymptotic results for N approaching infinity become valid when the 
total observation i terval, NT, is quite large. It  is the difference between 
these latter assumptions which makes Kailath's work quite different 
from ours. 
The decision system obtained by Kailath is also quite different from 
the ASDP classification system. The optimum receiver of Kailath cross- 
correlates an estimate of the transmitted signal with the received signal 
and compares this value with a threshold, in order to determine which 
signal has actually been transmitted. This receiver structure is intuitively 
satisfying since it is a generalization of the usual matched filter receiver 
used for the detection of deterministic signals in additive Gaussian 
noise. In addition, Kailath's receiver structure has had some very sue- 
eessful applications in radar astronomy and scatter communication 
systems. 
Although not mentioned explicitly by Kailath, it is possible for a 
certain type of singularity to occur in his problem in the sense that the 
miselassifieation probabilities can be made arbitrarily small over an 
arbitrarily small observation interval, el. Slepian (1958). This singu- 
larity runs counter to engineering intuition, since it is known that no 
such result can be obtained in practice. However, it has been pointed 
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out by several authors, of. Wainstein and Zubakov (1962), and Root 
(1963), that by imposing some suitable regularity conditions on the 
spectra of the noise and signal processes it is possible to remove the 
singularity. These regularity conditions correspond to just the situations 
considered by Kailath, as well as Price, and explains why their results 
have been applied so successfully. 
It is possible for a singularity to occur in the present, work also, ef. 
Eq. (39). This type of singularity does not run counter to engineering 
intuition, however, since it states that the miselassifieation probabilities 
can be made arbitrarily small if we can employ an arbitrarily tong ob- 
servation interval. As a practical matter, it is, of course, impossible to 
obtain arbitrarily small error probabilities since the observation i terval 
cannot be made arbitrarily large. 
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