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VALUATION RINGS AS LIMITS OF COMPLETE INTERSECTION
RINGS
DORIN POPESCU
Abstract. As in Zariski’s Uniformization Theorem we show that a valuation ring
with a finitely generated value group, containing its residue field of characteristic
p > 0 as a pure transcendental extension, is a filtered increasing union of its
smooth Fp-subalgebras. If it is not a pure transcendental extension then it is a
filtered direct limit of its complete intersection Fp-subalgebras.
Introduction
Zariski predicted, and proved in characteristic 0 in [22], that any integral algebraic
variety X equipped with a dominant morphism v : Spec(V ) → X from a valuation
ring V can be desingularized along V : there should exist a proper birational map
X˜ → X for which the lift v˜ : Spec(V )→ X˜ of v supplied by the valuative criterion of
properness would factor through the regular locus of X˜. This local form of resolution
of singularities remains open in positive and mixed characteristic, and implies that
every valuation ring V should be a filtered direct limit of regular rings. There exists
several nice extensions of Zariski’s Uniformization Theorem as for example recently
the result of B. Antieau, R. Datta [1, Theorem 4.1.1], which says that every perfect
valuation ring of characteristic p > 0 is a filtered direct limit of its smooth Fp-
subalgebras. This result is an application of [18, Theorem 1.2.5] which relies on
some results from [6]. Also E. Elmanto and M. Hoyois proved that an absolute
integrally closed valuation ring of residue field of characteristic p > 0 is a filtered
direct limit of its regular finitely generated Z-subalgebras (see [1, Corollary 4.2.4]).
The goal of this paper is to establish another such extension in characteristic > 0.
Theorem 1. Let V be a valuation ring containing a perfect field F of characteristic
p > 0, k its residue field, Γ its value group and K its fraction field. Then the
following statements hold
(1) if Γ is finitely generated, k ⊂ V and K/k is a pure transcendental field
extension then V ′ is a filtered direct union of its smooth k-subalgebras, in
particular its smooth F -subalgebras,
(2) if Γ is finitely generated, k ⊂ V then V is a filtered direct union of its
complete intersection F -subalgebras,
(3) if Γ is finitely generated, k/F is separable generated (that is there exists a
transcendental basis x of k over F such that the field extension F (x) ⊂ k is
algebraic separable) and V is Henselian, then V is a filtered direct union of
its complete intersection F -subalgebras,
(4) if k ⊂ V then V is a filtered direct limit of complete intersection F -algebras,
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(5) if either dimV = 1, or V is Henselian if dim V > 1, then V is a filtered
direct limit of complete intersection F -algebras.
The proof is given in Corollaries 6, 13, 14 and Theorems 18, 22. A kind of
desingularization for pure transcendental immediate extensions of valued rings is
given in Corollary 7. When Γ is not finitely generated we had to use the cross-
sections as in [21, Lemma 7.9], or [2, 3.3.39, 3.3.40].
It is well known that if the fraction field extension of an immediate extension
V ⊂ V ′ is finite and p > 0 then V ′ could be not a filtered direct limit of smooth V -
algebras as shows [13, Example 3.13] inspired from [11] (see also [13, Remark 6.10]).
After seeing [8, Theorem 6.2] (see also [19], [20]) we understood that in general
we should expect that V ′ is a filtered direct union of its complete intersection V -
subalgebras.
We owe thanks to Kęstutis Česnavičius who hinted us some mistakes in the pre-
liminary forms of Theorem 5. Also we owe thanks to F. V. Kuhlmann for some
explanations.
1. Pure transcendental immediate extensions of valuation rings
An inclusion V ⊂ V ′ of valuation rings is an immediate extension if it is local as
a map of local rings and induces isomorphisms between the value groups and the
residue fields of V and V ′.
Let ω be a fixed limit ordinal and v = {vi}i<ω a sequence of elements in V indexed
by the ordinals i less than ω. Then v is pseudo convergent if
val(vi − vi′′) < val(vi′ − vi′′) for i < i′ < i′′ < ω (see [7], [16]). A pseudo limit of
v is an element v ∈ V with
val(v− vi) < val(v− vi′) (that is, val(v− vi) = val(vi− vi′)) for i < i′ < ω. We
say that v is
(1) algebraic if some f ∈ V [T ] satisfies val(f(vi)) < val(f(vi′)) for large enough
i < i′ < ω;
(2) transcendental if each f ∈ V [T ] satisfies val(f(vi)) = val(f(vi′)) for large
enough i < i′ < ω.
Lemma 2. Let V ⊂ V ′ be an immediate extension of valuation rings, K ⊂ K ′ its
fraction field extension and (vi)i<ω an algebraic pseudo convergent sequence in K,
which has a pseudo limit x in K ′, but no pseudo limit in K. Set
xi = (x − vi)/(vi+1 − vi). Let h ∈ V [X ] be a polynomial of minimal degree among
the polynomials f ∈ V [Y ] such that val(f(vi)) < val(f(vj)) for large i < j < ω and
g ∈ V [X ] a polynomial with deg g < deg h. Then there exist d ∈ V ∗ and u ∈ V [xi]
for some i < ω with g(x) = du and val(u) = 0.
Proof. In the Taylor expansion1
g(x) =
∑deg h
n=0 (D
(n)g)(vi)) · (x− vi)
n with D(n)h ∈ V [Y ]
1The polynomials D(n)f ∈ R[Y ] for f ∈ R[Y ] make sense for any ring R: indeed, one constructs
the Taylor expansion in the universal case R = Z[a0, . . . , adeg f ] by using the equality n! ·(D
(n)f) =
f (n) and verifying over Frac(R).
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the values val((D(n)g)(vi)) · (x − vi)n) are pairwise distinct for all n ≤ deg g and
every large enough i because val(vi+1 − vi) increases, deg(D(n)g) < deg h and so
val((D(n)g)(vi)) is constant for i large. It follows that
g(x) = g(vi) +
deg g∑
n=0
(D(n)g)(vi)(vi+1 − vi)
nxni ∈ g(vi)(1 +m
′ ∩ V [xi]),
which is enough. 
The following lemma is given by Ostrowski ([11, page 371, IV and III], see also
[16, Lemmas 8]) and we need it next.
Lemma 3. (Ostrowski) Let βl, . . . , βm be any elements of an ordered abelian group
G, and let {γs} be a well-ordered, monotone increasing set of elements of G, without
a last element. Let tl, . . . , tm, be distinct positive integers. Then there exists an
ordinal ν and an integer r ≤ m such that
βi + tiγs > βr + trγs
for all i 6= r and s > ν.
Remark 4. In fact the proof of this lemma shows that the elements βi+tiγs, i ∈ [m]
are different for all s > ν. If one of ti = 0 then the above lemma still holds. Indeed
in this case apply the lemma for t′i = ti + 1. Then there exists a ν < ω such that
βi+ t
′
iγs, i ∈ [m] are different for s > ν and so βi+ tiγs, i ∈ [m] are different as well.
Theorem 5. Let V ′ be an immediate extension of a valuation ring V , K ⊂ K ′
their fraction field extension, v = (vj)j<ω a pseudo-convergent sequence in V with a
pseudo limit x in V ′, but having no pseudo limit in K. Assume x is transcendental
over K and K ′ = K(x). Then the following statements are equivalent:
(1) for every primitive polynomial f ∈ V [X ] and d ∈ V ∗ with f(x) ∈ dV ′, there
exists x˜ ∈ V such that f(x˜) ∈ dV ,
(2) V ′ is a filtered direct union of its localizations of polynomial V -subalgebras
in one variable.
Proof. First assume (2) holds and let f, d as in (1). Let z ∈ V ′ be such that
f(x) = dz. Then the solution x, z in V ′ of the polynomial F = f − dZ ∈ V [X,Z]
must be contained in a localization of a polynomial V -subalgebra C = V [u′]P (u′)
of V ′, where P ∈ V [U ] and u′ is transcendental over V . Choose u ∈ V such that
u ≡ u′ modulo m′ the maximal ideal of V ′. Then P (u) is a unit in V and the map
ρ : C → V given by u′ → u is a retraction of V ⊂ C and x˜ = ρ(x), ρ(z) is a solution
of F in V , and so f(x˜) ∈ dV .
Assume (1) holds. We may assume that val(x) = 0. If v is transcendental then
the proof is done in [12, Lemma 3.2] (see also [15, Lemma 15]) and goes without
assuming (1), but certainly should also hold. Assume v is algebraic. Let h be a
primitive polynomial in V [X ] of minimal degree among the primitive polynomials
f such that val(f(vj)) < val(f(vj+1)) for j enough large. We must have deg h > 1
because otherwise v has a pseudo limit in V , which is false. Let g ∈ V [X ] be a
polynomial of degree deg h − 1 ≥ 1 with a unit as the first coefficient (easier for
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division with it). Note that we have val(g(vj)) = val(g(x)) for j large because
deg g < deg h. Set a0 = v, y0 = x, y1 = g(x). We may find a pseudo convergent
sequence a1 = (a1j)j<ω1 over V with y1 = g(x) as a pseudo limit, which has no
pseudo limits in V (see [7, Theorem 1]). Note that val(a1j) = val(y1) for j large.
For n = 0, 1 and each jn < ωn, n = 0, 1 we set
ynjn = (yn − ajn)/(an,jn+1 − anjn),
so that, ynjn is an unit in V ′. Let Ajn, n = 0, 1 be the localization of V [ynjn] in
m
′ ∩ V [ynjn], m
′ being the maximal ideal of V ′. By construction we have
g(y0) = g((a0,j0+1 − a0,j0)y0,j0 + a0,j0) =
(a1,j1+1 − a1j1)y1j1 + a1j1 = y1.
Similarly, we denote by Aj0,j1 the localization of V [y0j0, y1j1] in m
′ ∩ V [y0j0, y1j1]
We have by Taylor’s formula
(a1,j1+1 − a1j1)y1j1 = g(y0)− a1j1 = g(a0,j0)− a1j1+
deg g−1∑
l=1
(D(l)g)(a0,j0)(y0 − a0,j0)
l = g(a0,j0)− a1j1+
deg g−1∑
l=1
(D(l)g)(a0,j0)(a0,j0+1 − a0,j0)
lyl0,j0.
Fix j1 with val(a1j1) = val(y1). As g1 = g−a1j1 ∈ V [X ] has degree< deg h we have
still val(g1(a0,j0)) = val(g1(x)) for large j0. Thus the element β0 = val(g(a0,j0)−a1j1)
is constant for large j0. Using Lemma 3 for βl = val((D(l)g)(a0,j0)) = val((D
(l)g)(x)),
l > 0, β0 and γj0 = val((a0,j0+1 − a0,j0)y0,j0) we see that βl + lγj0 are different for
j0 large enough because deg(D(l)g) < deg h for l ≥ 0. Then val(a1,j1+1 − a1j1) =
βl + lγj0 < βl′ + l
′γj0 for some l, j0 large and l
′ 6= l.
Thus we have
y1,j1 = (1/(a1,j1+1 − a1j1))[g(a0,j0)− a1j1+
deg g−1∑
l=1
(D(l)g)(a0,j0)(a0,j0+1 − a0,j0)
lyl0,j0] ∈ [1 +m
′ ∩ Aj0].
In this way, we see that Aj0 = Aj0,j1. Therefore, independently how we choose g a
polynomial of degree deg h− 1 we get Aj0,j1 ⊂ Aj′0 for some j
′
0 > j0.
Note that Aj0 ⊂ Aj0+1 and so the union A of Aj0 is a filtered direct one as in [15,
Lemma 15]. But Aj0 is a localization of a polynomial V -algebra in y0,j0. Hence A is
filtered direct union of localizations of its polynomial V -subalgebras.
We claim that for a primitive polynomial 0 6= f ∈ V [X ] there exist d ∈ V ∗
and u ∈ Aj′
0
for some j′0 such that f = du and val(u) = 0. We use induction on
deg f , case deg f < deg g = deg h being done as in Lemma 2. By division we get
f = gf1 + r, that is f(x) = f1(x)y1 + r(x), for two polynomials f1, r ∈ V [X ] with
deg r < deg g, deg f1 < deg f . Actually, we need only that deg r < deg f .
Case when val(f1(x)y1) 6= val(r(x)).
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As y1 = (a1,j1+1−a1j1)y1j1+a1j1 we see that val(y1) = val(a1j1) < val(a1,j1+1−a1j1)
for j1 large. By induction hypothesis hypothesis we get d′, d′′ ∈ V ∗ and some units
u′, u′′ ∈ Aj′
0
for some j′0 such that f1(x)a1j1 = d
′u′, r(x) = d′′u′′. If val(f1(x)y1) <
val(r(x)) then d′|d′′ and for d = d′ and u = du′[1+(1/d)u′−1(f1(x)(a1,j1+1−a1j1)y1j1+
(d′′/d)u′−1u′′] we have f(x) = du ∈ d(1 + m′ ∩ Aj′′
0
) for j′′0 > j
′
0 large such that
Aj′
0
,j1 ⊂ Aj′′0 . Similarly, we treat the case val(f1(x)y1) > val(r(x)).
Case when val(f(x) = val(f1(x)y1) = val(r(x)).
We change g (we saw that this is possible when 1 ≤ deg g < deg h) to reduce
the problem to the first case. As y1 = (a1,j1+1 − a1j1)y1j1 + a1j1 and y1j1 is a unit
we have val(f1(x)a1j1) = val(f1(x)y1) = val(r(x)), that is there exists a unit α ∈ V
such that val(r(x) − f1(x)a1j1α) > val(r(x)). Change g by g
′ = g + αa1j1 and we
get f(x) = f1(x)y′1 + r
′(x) for y′1 = g
′(x) and r′ = −αf1a1j1 + r, the last one has
degree possible bigger than deg g but important is that deg r′ < deg f . Note that
val(r(x)) < val(r′(x)), that is changing g, r by g′, r′ we increase val(r(x)). It follows
that val(f) = val(f1(x)y1) < val(r(x)), that is we reduce to the first case.
Case when val(f(x) > val(f1(x)y1) = val(r(x)).
It seems the above trick gives not too much in this case. Let d ∈ V ∗ be such
that val(f(x)) = val(d). By the hypothesis (1) f has a solution b ∈ V modulo
dV . By division we get f = f1g + r for g = X − b and r = f(b) ∈ dV . Since
val(r) ≥ val(d) = val(f(x) we reduce the problem to the above cases.
It is enough to show that A = V ′. Let f1/f2 be a rational function from V ′. It is
easy to reduce the problem to the case when fi, i = 1, 2 are primitive polynomials.
Using our proved claim we may assume that fi = diui, i = 1, 2 for some di ∈ V ∗
and some units ui ∈ Aj′
0
for some j′0. Then val(d1) ≥ val(d2) because f1/f2 ∈ V and
f1/f2 = (d1/d2)u1u
−1
2 ∈ Aj′0 ⊂ A. Hence A = V
′ is a filtered direct union of Aj′
0
for
some j′0, which are localizations of V -polynomial algebras in one variable. 
Corollary 6. Let V be a valuation ring of characteristic p > 0 with a finitely gen-
erated value group Γ and fraction field K. Assume that V contains its residue field
k. If K/k is a pure transcendental field extension then V is a filtered direct union of
localizations of its polynomial k-subalgebras in (tr degK/k+ rankΓ)-variables when
K/k is a field extension of finite type, in particular of its smooth Fp-subalgebras.
Proof. We may reduce the problem to the case when K/k is a field extension of finite
type because if z is a transcendental basis of K/k then V is a filtered direct union
of all V ∩ k(z′) when z′ runs in the set of the finite subsets of z. By [15, Lemma
27 (1)] we see that V is an immediate extension of a valuation ring V0 which is a
filtered increasing union of localizations of polynomial k-subalgebras of V in (see [4,
Theorem 1, in VI (10.3)], or [15, Lemma 27 (1)]). In fact, important here is that
there exists a cross-section s : Γ→ K∗ (see [21, Proposition 5.4]), since Γ is finitely
generated and V0 = V ∩ k(s(Γ)) (a cross-section of V is a section in the category of
abelian groups of the valuation map val : K∗ → Γ). More precisely, V0 = V ∩ k(y)
for some elements y from V such that val(y) is a basis in Γ, which is free of rank
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r. Also note that V0 is a filtered increasing union of localizations of its polynomial
k-subalgebras in some r algebraically independent elements ys defined from y, they
are monomials in y with exponents from Z (see [15, Lemma 27 (1)]).
Apply induction on t = tr degK/k to show that V is a filtered direct union of
some localizations of its polynomial V0-subalgebras, the case t = 0 being trivial. We
consider t > 0, x′ = (x′1, . . . , x
′
t−1) and x in V such that x
′, x is a transcendental
basis in K/k(y). Set W = V ∩ k(y, x′).
We claim that the condition (1) of Theorem 5 holds for the extension W ⊂ V .
More precisely, we will show for a polynomial f ∈ W [X ] with val(f(x)) = γ ∈ Γ
that there exists z ∈ W such that val(f(z)) ≥ γ. By induction hypothesis W is
a filtered direct union of localizations of polynomial V0-subalgebras Civ = k[yi, x′v]
in some algebraically independent elements yi coming from y and x′v coming from
x′ (somehow as in the proof of Theorem 5). We may assume x = yjiu
′, x′v = y
jv
i u
′′
v
for some invertible elements u′ ∈ V and u′′v ∈ W , some suitable i, v and j, jv ∈ N
r.
We have f =
∑deg f
s=0 b
′
sX
s for some b′s ∈ W and choose i, v such that there exist
c, bs, u
′
v ∈ Civ, with val(c) = 0 and b
′
s = bs/c, u
′′
v = u
′
v/c that is bs has the form∑
q∈Nr bsqy
q
i , bsq ∈ k[x
′
v], q ∈ N
r for some suitable i, v. Depending on the degree of
bsq, u
′
v in x
′
v we may find some polynomials a
′
vn ∈ k[yi] such that val(x
′
vn − a
′
vn) >
val(cf(x)), n ∈ [t−1]. Thus the polynomials b˜sq ∈ k[yi] obtained by substituting x′vn
by a′vn satisfies val(bsq − b˜sq) > val(cf(x)). We have b˜sq =
∑
m∈Nr bsqmy
m
i for some
bsqm ∈ k. It follows that cf(x) (possible after changing c by a power of c according
to the powers of u′′v) has the same value with∑
s,q,m
bsqmy
mjv+sj+q
i u
′s =
∑
e
he(u
′)yei
for he =
∑
s,q,m,mjv+sj+q=e
bsqmU
s ∈ k[U ], where U is a variable.
If val(yei ) < val(cf(x)) then we have he(u
′) ∈ m, m being the maximal ideal of V .
Let u ∈ k be such that val(u − u′) > 0. Then he(u) ≡ 0 modulo m for e such that
val(yei ) < val(f(x)). So he(u) = 0, in k for e with val(y
e
i ) < val(f(x)). It follows
that g =
∑
s,q,m bsqmy
mjv+sj+q
i U
s satisfies val(g(u)) ≥ val(g(u′)) = val(cf(x)). Thus
for z = uyji ∈ V0 we have val(cf(z)) = val(g(u)) ≥ val(cf(x)), that is val(f(z)) ≥
val(f(x)). Hence our claim holds and V is a filtered direct union of some localizations
of its polynomialW -subalgebras by Theorem 5. Now apply the induction hypothesis.

Corollary 7. Let V ′ be an immediate extension of a valuation ring V with a finitely
generated value group and K ⊂ K ′ their fraction field extension. Assume that
V contains its residue field k and the field extensions k ⊂ K, K ⊂ K ′ are pure
transcendental. Then V ′ is a filtered direct union of its localizations of polynomial
V -subalgebras.
Proof. Note that in the proof of Corollary 6 we showed that if W is a pure transcen-
dental extension of k then V is a filtered direct limit of its polynomialW -subalgebras
in one variable. Using by induction this fact we get that V ′ is a filtered direct limit
of its polynomial V -subalgebras. 
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2. Algebraic immediate extensions of valuation rings
Lemma 8. Let V ⊂ V ′ be an immediate extension of valuation rings, K ⊂ K ′
its fraction field extension and (vi)i<ω an algebraic pseudo convergent sequence in
K, which has a pseudo limit x in K ′, algebraic over V , but no pseudo limit in K.
Assume h =Irr(x,K) is from V [X ]. Then
(1) val(h(vi)) < val(h(vj)) for large i < j < ω,
(2) if h has minimal degree among the polynomials f ∈ V [X ] such that val(f(vi)) <
val(f(vj)) for large i < j < ω, then V ′′ = V ′ ∩K(x) is a filtered increasing
union of its complete intersection V -subalgebras.
Proof. We may change x by an integral element over V and so we may assume
h ∈ V [X ]. In the Taylor expansion
0 = h(x) =
∑deg h
n=0 (D
(n)h)(vi)) · (x− vi)
n with (D(n)h) ∈ V [X ]
we have val(h(vi)) ≥ val((D(n
′)h)(vi)) · (x − vi)
n′) for some n′ > 0 and large i. On
the other hand,
h(vi+1) =
∑deg h
n=0 (D
(n)h)(vi) · (vi+1 − vi)
n
and if val(h(vi+1)) = val(h(vi)) then we must have val(h(vi)) ≤ val((D(n)h)(vi)) ·
(vi+1−vi)
n) for all n > 0. Then val(h(vi)) = val((D(n
′)h)(vi)) ·(vi+1−vi)
n′) increases
because val(vi+1 − vi) increases too. Contradiction! It follows that val(h(vi+1)) >
val(h(vi)) for i large enough, that is (1) holds.
Now, assume deg h is minimal among f having the property from (2). As in
Lemma 2 we consider (xi)i<ω and note that for a polynomial g ∈ V [X ] of degree
< deg h we have g(x) = du for some d ∈ V ∗ and u ∈ V [xi] for some i < ω
with val(u) = 0. An element of V ′′ has the form g(x)/t for some g ∈ V [X ] with
deg g < deg h and t ∈ V ∗ such that val(g(x)) ≥ val(t). It follows that g(x)/t =
(d/t)u ∈ V [xi]m′∩V [xi], where m
′ is the maximal ideal of V ′. Thus V ′′ is the union
of (V [xi]m′∩V [xi])i<ω, which is filtered increasing as in the proof of Theorem 5. We
have V [xi] ∼= V [Xi]/(hi), where hi = h(vi + (vi+1 − vi)Xi). Thus V ′′ is a filtered
increasing union of its complete intersections V -subalgebras. 
Remark 9. The extension V ⊂ V ′′ from (2) of the above lemma is isomorphic with
the one constructed in [7, Theorem 3].
The following lemma is given by Ostrowski ([11, page 371, IV and III], see also
[16, Lemmas 9]) and we need it next.
Lemma 10. If {vj} is a pseudo convergent sequence in K, and f ∈ K[X ] is a
polynomial, then {f(vj} is ultimately pseudo convergent.
The proof of the above lemma gives easily the following possible known result.
Lemma 11. Assume (vj)j is a pseudo-convergent sequence in V with a pseudo
limit x in an extension V ′ of V but with no pseudo limit in V . Let f ∈ V [X ] be
a polynomial. Then (f(vj))j is ultimately pseudo-convergent and f(x) is a pseudo
limit of it.
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Proof. We have val((x−vj+1)−(x−vj)) = val(vj+1−vj) < val((x−vj+2)−(x−vj+1))
and so (x − vj)j is a pseudo convergent sequence. Also we have val(x − vj) =
val(vj+1 − vj) < val(x− vj+1).
We follow the proof of [16, Lemma 9]. Set bj = vj−x and suppose that deg f = n.
Then f(x + bj) = g(bj) for a polynomial g =
∑n
i=0 diX
n−i with dn = f(x). Set
h = g − dn = f(x + X) − f(x). Using Lemma 3 we find a r ≤ n such that
val(h(bj)) = val(drb
r
j) for j large enough. Thus
val(f(vj)− f(x)) = val(h(bj)) = val(drb
r
j) = val(dr(vj − x)
r) = val(dr(vj − vj+1)
r) <
val(dr(vj+1 − vj+2)
r) = val(dr(vj+1 − x)
r) = val(f(vj+1)− f(x)).
So
val(f(vj)− f(x)) = val((f(vj)− f(x))− (f(vj+1)− f(x))) = val(f(vj)− f(vj+1))
for j large enough, and we see that f(x) is a pseudo limit of the ultimately pseudo
convergent sequence (f(vj))j . 
Proposition 12. Let V ′ be an immediate extension of a valuation ring V and K ⊂
K ′ their fraction field extension and K ′ = K(x) for some x ∈ K ′ algebraic over K.
Then V ′ is a filtered direct union of its complete intersection V -subalgebras.
Proof. By [7, Theorem 1] there exists an algebraic pseudo-convergent sequence
(vj)j<ω in V having x as a pseudo limit but no pseudo limits in K.
We claim that there exists an extension K ⊂ K ′′ contained strictly in K(x) such
that g =Irr(x,K ′′) has minimal degree among all polynomials f ∈ K ′′[Y ] such that
val(f(vj)) < val(f(vj+1)) for large j < ω. Let h ∈ V [Y ] be a polynomial with
minimal degree among the polynomials f ∈ V [Y ] such that val(f(vi)) < val(f(vj))
for large i < j < ω. Note that deg h > 1 because (vj)j<ω has no pseudo limits in K.
We see that (vj)j<ω has no pseudo limit in K(h(x)). Indeed, assume that q(h(x)),
q ∈ V [Y ] is such pseudo limit in K(h(x)). We have val(vj) = val(vj+1) = . . .
because deg h > 1, val(h(vj) < val(h(vj+1)) < . . . and val(h(x) > val(h(vj)) for j
large because otherwise we have val(h(x)) < val(h(vr)) for some r large and we get
val(h(x)− h(vr)) = val(h(x)) < val(h(vr)) = val(h(vr+1)− h(vr))
which shows that h(x) is not a pseudo limit of h(vj)j contradicting Lemma 11. Then
val(q(h(x))− q(0)) ≥ val(h(x)) > val(h(vj)) =
val(h(vj+1)− h(vj)) ≥ val(vj+1 − vj)
and so q(0) ∈ K is a pseudo limit of (vj)j, which is false.
If h has minimal degree among the polynomials f ∈ K(h(x))[Y ] such that
val(f(vi)) < val(f(vj)) for large i < j < ω then deg h ≤ deg g1, where g1 is
Irr(x,K(h(x))) and must be also such f by Lemma 8 (1). But x is a root of
g′1 = h(Y )−h(x) ∈ K(h(x))[Y ] and so g1 divides g
′
1. Thus g1 = g
′
1 because deg g
′
1 =
deg h ≤ deg g1 and K ′′ = K(h(x)), g work. Otherwise, we may continue with
K(h(x)) instead K, taking h1 ∈ K(h(x))[Y ] to be a polynomial of minimal degree
among the polynomials f ∈ K(h(x))[Y ] such that val(f(vi)) < val(f(vj)) for large
i < j < ω and consider the extension K ⊂ K(h1(x), h(x)). If h1 has minimal degree
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among the polynomials f ∈ K(h1(x), h(x))[Y ] such that val(f(vi)) < val(f(vj)) for
large i < j < ω then K ′′ = K(h1(x), h(x)) works. Note that deg h1 < deg h. Also
deg h1 > 1 because if deg h1 = 1 then (vj)j<ω has a pseudo limit in K(h(x) and we
saw above that this not the case.
We may continue to find an extension K ⊂ K ′′, contained strictly in K(x) and
1 < deg hs < · · · < deg h1 < deg h such that gs =Irr(x,K ′′) has minimal degree,
that is deg hs, among all polynomials f ∈ K ′′[Y ] such that val(f(vj)) < val(f(vj+1))
for large j < ω, which shows our claim. Then V ′ is a filtered direct union of its
complete intersection V ′′ = V ′ ∩K ′′-subalgebras by Lemma 8 (2). Use induction on
[K ′ : K]. By induction hypothesis we see that V ′′ is a filtered direct union of its
complete intersection V -subalgebras, which is enough. 
Corollary 13. Let V be a valuation ring containing a perfect field F of characteristic
p > 0, k its residue field, Γ its value group and K its fraction field. Assume Γ is
finitely generated and k ⊂ V . Then V is a filtered direct union of its complete
intersection F -subalgebras.
Proof. We reduce to the case when K/k is of finite type because V is a filtered direct
union of all V ∩ K ′ when K ′ runs in the set of the subfields of K which are finite
type field extension of K.
As in the proof of Corollary 6 we consider a valuation ring V0 - a filtered increas-
ing union of localizations of smooth k-subalgebras of V , such that V0 ⊂ V is an
immediate extension.
Let x be a transcendental basis of K over the fraction field K0 of V0. Then
V ′0 = V
′ ∩K0(x) is an immediate pure transcendental extension of V0 and we may
apply Corollary 7 to see that V ′0 is a filtered direct union of its smooth V0-subalgebras.
Using Proposition 12 by induction we see that V ′ is the filtered direct union of its
complete intersection V ′0-subalgebras and we are done. 
Corollary 14. Let V be a valuation ring containing a perfect field F of characteristic
p > 0, k its residue field, Γ its value group and K its fraction field. Assume Γ is
finitely generated, k/F is separable generated and V is Henselian. Then V is a
filtered direct union of its complete intersection F -subalgebras.
Proof. The conclusion goes from Corollary 13 if we show that k ⊂ V . A lifting of k
to V could be done when V is Henselian and char k = p = 0 (see [21, Theorem 2.9]
but the proof goes in the same way when p > 0 and k is separable generated over
F . In particular the lifting could be done when k/F is of finite type. 
To extend Corollary 13 we need some facts from Model Theory (see next section)
and the following two lemmas, the first being [15, Lemma 7] which is an extension
of [9, Proposition 3], and [14, Proposition 5].
Lemma 15. For a commutative diagram of ring morphisms
B
((❘❘
❘❘
❘❘ B
b 7→ a

++❲❲❲❲
❲❲❲
❲❲
A
''PP
PP
PP
66❧❧❧❧❧❧
V that factors as follows A
44✐✐✐✐✐✐✐✐✐
))❚❚❚
❚❚
❚ V/a3V
A′
77♥♥♥♥♥♥
A′/a3A′
44❤❤❤❤❤
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with B finitely presented over A, a b ∈ B that is standard over A (this means
a special element from the ideal HB/A defining the non smooth locus of B over A),
and a nonzerodivisor a ∈ A′ that maps to a nonzerodivisor in V that lies in every
maximal ideal of V , there is a smooth A′-algebra S such that the original diagram
factors as follows:
B
##●
●●
●●
●●
,,❨❨❨❨❨
❨❨❨❨
❨❨❨❨
❨
A
))❙❙
❙❙
❙❙
55❦❦❦❦❦❦ V.
A′ // S
55❦❦❦❦❦❦
Lemma 16. Let V ⊂ V ′ be an extension of valuation rings and Vˆ ⊂ Vˆ ′ their
completion extension. Assume that the field extension of V ⊂ V ′ is separable. Then
V ′ is a filtered direct limit of complete intersection V -algebras if Vˆ ′ is a filtered
direct limit of complete intersection Vˆ -algebras. Moreover, if the above fraction field
extension is not separable, E is a finitely presented V -algebra and w : E → V ′ is a V -
morphism such that w(HE/V )V ′ 6= 0 then w factors through a complete intersection
V -algebra if Vˆ ′ is a filtered direct limit of complete intersection Vˆ -algebras.
Proof. We follow the proofs of [15, Lemma 7, Proposition 9]. Assume that Vˆ ′ is a
filtered direct limit of complete intersection Vˆ -algebras. Let E be a finitely generated
V -subalgebra of V ′ and w the inclusion E ⊂ V ′. E is finitely presented by [10,
Theorem 4]. By separability of the fraction field extension of V ⊂ E, the singular
locus w(HE/V )V ′ has the form zV ′ for some nonzero z ∈ V ′. The same thing
follows when the separability is missing but w(HE/V )V ′ 6= 0 . Actually, changing if
necessary E by E[Z] and w by the possible non injective map E[Z] → V ′ given by
Z → z we may assume that w(HE/V )V ′ has the form dV ′ for some d ∈ E.
Suppose that E ∼= V [Y ]/I, Y = (Y1 . . . , Ym), I being a finitely generated ideal.
As in the proof of [15, Proposition 20] we may assume that for some polynomials
f = (f1, . . . , fr) from I, we have d ∈ NME for some N ∈ ((f) : I) and a r×r-minor
M of the Jacobian matrix (∂fi/∂Yj).
Note that wˆ the composite map E w−→ V ′ ⊂ Vˆ ′ factors through a complete
intersection V ′-algebra T , let us say wˆ is the composite map E → T
ρ′
−→ Vˆ ′.
We may assume that T has the form C/(P ) for a regular system of elements
P = (P1, . . . , Pt) from C and C is smooth over V . We may suppose that C
has the form V [U ]/(g))g′h, U = (U1, . . . , Ul) for some polynomials g, h ∈ V [U ]
and g′ = ∂g/∂U1 (see [17, Theorem 2.5]), the map ρ′ being given by U → uˆ
for some uˆ ∈ (Vˆ ′)l. Thus g(uˆ) = 0 and h(uˆ), g′(uˆ) are invertible. Clearly, the
map w¯ induced by w modulo d3 factors through T¯ = T/(d3), that is w¯ is the
composite map E¯ = E/(d3) → T¯ → V¯ = V/(d3), the last map being given by
U → u + d3(Vˆ ′)l, for some u ∈ (V ′)l which is uˆ modulo d3. Note that we may
assume that P is from V [U ]. We have P (u) = d3z, g(u) = d3z′ for some z, z′ in Vˆ ′.
Set D = (V [U,Z, Z ′]/(P − d3Z, g − d3Z ′))g′h, Z = (Z1, . . . , Zt) and let ρ : D → V
be the map (U,Z, Z ′) → (u, z, z′). Note that h(u), g′(u) are invertible and D is a
complete intersection V -algebra. As w factors through ρ modulo d3 there exists a
smooth D-algebra D′ such that w factors through D′ using Lemma 15. It follows
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that D′ is a complete intersection V -algebra and it is enough to apply [17, Lemma
1.5]. 
3. Model Theory of valued fields
There are two problems two extend Corollaries 13, 14. These are too reduce to
the case:
i) when V has a cross-section s : Γ→ K∗,
ii) when V contains its residue field.
For i) we may use [21, Proposition 5.4, Lemma 7.9], or [2, 3.3.39, 3.3.40]. Actually,
they follow from the following two facts as F. V. Kuhlmann explain to us
(1) every ℵ1-saturated valued field admits a cross-section (see [21, Lemma 7.9]),
(2) every valued field (or more generally, every first order structure in a small
enough language) admits an elementary extension which is ℵ1-saturated; in
present model theoretic algebra, this fact (which holds with any cardinal
number ≥ ℵ1) has widely replaced the use of ultraproducts.
In [15, Theorem A.10] there exists the following possible variant of these results.
Theorem 17. For a valuation ring V with value group Γ, there is a countable
sequence of ultrafilters U1,U2, . . . on some respective sets U1, U2, . . . for which the
valuation rings {Vn}n≥0 defined inductively by V0 := V and Vn+1 :=
∏
Un+1
Vn are
such that the valuation ring
V˜ := lim
−→n≥0
Vn has a cross-section s˜ : Γ˜→ K˜∗,
where K˜ and Γ˜ are the fraction field and the value group of V˜ .
Theorem 18. Let V be a valuation ring containing a perfect field F of characteristic
p > 0, k its residue field, Γ its value group and K its fraction field. Assume k ⊂ V .
Then V is a filtered direct limit of complete intersection F -algebras.
Proof. Certainly we may assume that V is not a field, otherwise the conclusion is
trivial. Let E be a finitely generated F -subalgebra (in fact finitely presented by
[10, Theorem 4]) of V . We will show that w factors through a complete intersection
V -algebra. It is enough to replace V by the intersection of V with the fraction field
KE of E.
As KE is a finite type field extension of F we may assume Γ countable generated
and k countable generated over F by [3, Corollary 5.2]. Consider Ui, Ui, V˜ , k˜, Γ˜,
s˜, t˜ given by Theorem 17 for V . Note that k˜ ⊂ V˜ because k ⊂ V . As usual V˜
is an immediate extension of a valuation ring V˜0 = V˜ ∩ k˜(s˜(Γ˜)), which is a filtered
direct union of localizations of polynomial algebras over k˜. Using Corollary 6 and
Proposition 12 we see that V˜ is a filtered direct union of its complete intersection V˜0-
subalgebras. Then the map w′ : k˜⊗F E → V˜ factors through a complete intersection
k˜-algebra and so through a complete intersection F -algebraD since k˜/F is separable.
So w factors through D too as in the proof of [12, Corollary 5.4] because all finite
systems of polynomial equations which have a solution in V˜ must have one in V .
The proof ends applying [17, Lemma 1.5]. 
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The problem from ii) is also hard. As we explain in the proof of Corollary 14 the
lifting of the residue field k of V when p > 0 could be done when V is Henselian
and k/Fp is of finite type. To glue the liftings of finite type subfields of k is another
problem which is solved using Model Theory. On the other hand our method uses
completions, which are Henselian but in dimension one.
We need [15, Proposition A.6] (useful also in the proof of Theorem 17), which is
obtained using [5, Theorem 6.1.4] and says in particular the following:
Proposition 19. Let V be a valuation ring with value group Γ and τ = card Γ.
Then there exists an ultrafilter U on a set U with card U = τ such that any system
of polynomial equations (gi((Xj)j∈J)i∈I with card I ≤ τ in variables (Xj)j∈J with
coefficients in the ultrapower V˜ = ΠUV has a solution in V˜ if and only if all its
finite subsystems have.
Theorem 20. For a Henselian valuation ring V with residue field k of characteristic
p > 0, there is a countable sequence of ultrafilters U1,U2, . . . on some respective sets
U1, U2, . . . for which the valuation rings {Vn}n≥0 defined inductively by V0 := V and
Vn+1 :=
∏
Un+1
Vn are such that for the valuation ring V˜ := lim−→n≥0 Vn there exists a
lifting t˜ : k˜ → V˜ , where k˜ is the residue field of V˜ .
Proof. Let E be the family of all subfields k′ of k which are field extensions of finite
type over Fp. For such subfield k′ there exists a lifting tk′ : k′ → V as we have seen
above since k′/Fp is separable generated. We have k′ = Fp(y¯k′) for a finite system
of elements y¯k′ from k. Let Gk′ be the polynomial equations from Fp[Y ] satisfied by
y¯k′ (certainly Gk′ could contain just one equation if we arrange properly y¯k′ but it
has no importance for us). The existence of tk′ says that Gk′ has a solution yk′ in
V . If k′1 ⊂ k
′
2 for some fields k
′
i ∈ EL, i = 1, 2 then the elements yk′1, yk′2 satisfy some
polynomial equations Gk′
1
k′
2
from Fp[Y ], several Y which include Gk′
i
for i = 1, 2.
Certainly the existence of tk′
2
assure us that Gk′
1
k′
2
has a solution in V . Let G be the
union of all possible Gk′
1
k′
2
when k′1, k
′
2 runs in E
Let U1 be a set with card U1 > card k and U1 an ultrafilter given by Proposition
19. Then Gk has a solution in V˜ because each finite subsystems of Gk has already
a solution in V given by the lifting of some big enough k′ ∈ E . So we get a lifting tk
of k in V1 =
∏
U1
V .
Repeating this procedure we find some sets (Un) and some ultrafilters (Un) and
define Vn and kn, so that kn+1 ∼=
∏
Un+1
kn and Vn+1 =
∏
Un+1
Vn with
k˜ ∼= lim−→n≥0
kn and V˜ ∼= lim−→n≥0 Vn.
The idea is to build ultrafilters Un one by one in such a way that a desired map
t˜ : k˜ → V˜ would be the limit of compatible maps tn : kn → Vn+1.

Remark 21. The proofs of Theorems 17, 20 are similar and in fact we may find V˜
such that there exist a cross-section s˜ : Γ˜→ K˜∗ and a lifting t˜ : k˜ → V˜ in the same
time.
12
Theorem 22. Let V be a valuation ring containing a perfect field F of characteristic
p > 0. Assume either that dim V = 1 or V is Henselian. Then V is a filtered direct
limit of complete intersection F -algebras.
Proof. Let k be the residue field of V , and Γ its value group. Let E be a finitely
generated F -subalgebra of V and w : E → V the inclusion. Since V is separable
over F we see that w(HE/F )V 6= 0, where HE/F is the ideal defining the non smooth
locus of E over F as in Lemma 15. We will show that w factors through a complete
intersection V -algebra. It is enough to replace V by the intersection of V with
the fraction field KE of E. Consider Ui, Ui, V˜ , k˜, Γ˜, s˜, t˜ given by Theorems 17,
20 for V , or the completion Vˆ of V in case dimV = 1. Thus in both case V is
Henselian and so V˜ is Henselian too. Thus we may assume k˜ ⊂ V˜ and so it is
enough to continue as in Theorem 18. As usual V˜ is an immediate extension of a
valuation ring V˜0 = V˜ ∩ k˜(s˜(Γ˜)), which is a filtered direct union of localizations of
polynomial algebras over k˜. Using Corollary 6 and Proposition 12 we see that V˜
is a filtered direct union of its complete intersection V˜0-subalgebras. Then the map
w′ : k˜ ⊗F E → V˜ factors through a complete intersection k˜-algebra and so through
a complete intersection F -algebra D since k˜/F is separable. So w or the composite
map E → V → Vˆ when dimV = 1 factors through D too because all finite systems
of polynomial equations which have a solution in V˜ must have one in V respectively
Vˆ when dimV = 1. As w(HE/F )V 6= 0 we see that w factors also by D when
dimV = 1 using Lemma 16. The proof ends applying [17, Lemma 1.5]. 
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