We analyze an empirically important issue with the recursive right-tailed unit root tests for bubbles in asset prices. First, we show that serially correlated innovations, which is a feature that is present in most financial series used to test for bubbles, can lead to severe size distortions when using either fixed or automatic (based on information criteria) laglength selection in the auxiliary regressions underlying the test. Second, we propose a sievebootstrap version of these tests and show that this results in more or less perfectly sized test statistics even in the presence of highly autocorrelated innovations. We also find that these improvements in size come at a relatively low cost for the power of the tests. Finally, we apply the bootstrap tests on the housing market of OECD countries, and generally find less strong evidence of bubbles compared to existing evidence.
Introduction
Since the surge and subsequent collapse in stock prices around the turn of the century and in house prices a few years later, research on speculative bubbles in financial markets has received renewed interest. In recent years we have seen many papers suggesting new methods to detect the presence of speculative bubbles; for example, , Homm and Breitung (2012) , Engsted and Nielsen (2012) , Phillips et al. (2015) , and Harvey et al. (2015b) . These test procedures have been widely used in empirical research on bubbles in many different markets, including stock markets, housing markets, commodity markets, and even the art market. 1 Especially, the recursive right-tailed unit root test procedures developed by and Phillips et al. (2015) , also called the SADF and GSADF test, respectively, play an important role in the literature on bubble detection. These tests are motivated by the seminal paper by Diba and Grossman (1988) , who first suggested testing the null hypothesis that a given time series follows a random walk process against the explosive and not the stationary alternative.
In response to the critique by Evans (1991) that such a test procedure has very low power in detecting partially collapsing bubbles, suggest a test procedure (SADF) that entails performing a series of unit root tests using various subsamples of the data. Phillips et al. (2015) show that this test and a generalized version of the test (GSADF) greatly improve power in detecting partially collapsing bubbles.
Since the bubble tests by and Phillips et al. (2015) in essence are sequences of unit root tests, they are naturally also subject to the pitfalls associated with this type of test. Thus, a critical assumption behind the recursive right-tailed unit root tests is that innovations to the relevant time series are homoskedastic and serially uncorrelated under the null hypothesis. In a simulation study, Phillips et al. (2015) explore the properties of the SADF and GSADF tests in the presence of time-varying but stationary volatility and generally find that this does not lead to noticeable size distortions. In contrast, in a recent paper Harvey et al. (2015b) consider the case with non-stationary volatility and show that the SADF test is severely over-sized.
In this paper, we analyze the impact of serially correlated innovations and lag-length selection on the properties of the recursive right-tailed unit root tests by Phillips et al. (2015) , which to our knowledge has not yet been addressed in the literature. In practice, researchers typically deal with the issue of serially correlated innovations by including lags of the dependent variable in the auxiliary regression used to compute the test statistic. A large literature deals with the effect of serially correlated innovations and lag-length selection in standard unit root tests; for example, Schwert (1989) and Perron (1995, 2001) . Two important reasons for why we cannot just use our knowledge from the existing literature on unit root testing to guide us in our choice of lag-length in the auxiliary regressions in the SADF and GSADF tests are i) we test against the explosive and not the stationary alternative, and ii) the test statistics are computed as the supremum of a sequence of unit root tests. The importance of analyzing the effect of serially correlated innovations and lag-length selection is emphasized by the fact that it is not possible to reject the presence of autoregressive and moving average components in the first difference of many of the time series used in bubble tests, such as the price-dividend ratio in case of stock markets and the price-rent ratio in case of housing markets.
Furthermore, the recursive right-tailed unit root tests entail performing unit root tests on many subsamples of the relevant data, some of which will be very small and likely to lead to size problems.
Through a simulation study with parameter values motivated by empirical findings, we show that the presence of serially correlated innovations can lead to large size distortions for the recursive right-tailed unit root tests by and Phillips et al. (2015) . Size distortions decrease with the sample size, but even for very large samples, the tests can be critically oversized, especially the GSADF test. These results imply that we reject the null hypothesis of a random walk against the explosive alternative too often, i.e. we risk concluding the presence of a bubble when it is not there. For example, Phillips et al. (2015) provide an empirical illustration based on the monthly U.S. price-dividend ratio over the period and with no lags in the auxiliary regression used to compute the test statistic. With a similar sample size and one moving average component with a magnitude corresponding to empirical findings, the size of the GSADF test is 0.36, when using no lags in the auxiliary regression. 2 In case of one moving average component, the tests are only reasonably sized with one lag in the auxiliary regression. In practice, it is difficult to determine the order of moving average components with test procedures that require multiple unit root tests on subsamples of the data. One potential solution is the use of information criteria such as the Bayesian Information
Criterion. However, we show that this also leads to severe size distortions. Instead, motivated by Park (2003) , Chang and Park (2003) and Palm et al. (2008) we suggest the use of a sieve bootstrap to restore the size of the recursive right-tailed unit root tests in the presence of serially correlated innovations. We show that such a bootstrap procedure leads to almost perfectly sized tests and that these size corrections come at a relatively low cost in terms of power.
We apply the bootstrap GSADF test to the housing markets of a panel of OECD countries, and compare the results to those obtained using the standard GSADF test with both fixed and automatic transient lag-length selection. Using the bootstrap test, we find less strong evidence of bubbles in the international housing market compared to existing evidence. For example, using the GSADF with automatic lag-length selection, we find evidence of bubbles in all 17 countries in our sample using a 1% significance level. In contrast, with the bootstrap test only 9 out of 17 countries are subject to bubbles using a 5% significance level. With a 1% significance level the number drops to 5 countries.
The rest of the paper is organized as follows. Section 2 gives a brief review of the rational bubble model, which is the theoretical backbone of rational bubble tests, while section 3 provides an overview of the recursive right-tailed test procedures, we consider in this paper. Section 4 contains a simulation study of the size properties of recursive right-tailed unit root tests when innovations are serially correlated as well as empirical results emphasizing the importance of this issue. Section 5 describes the sieve bootstrap version of the tests and contains a simulation study analyzing their size and power. Section 6 provides an empirical application of the sieve bootstrap tests and section 7 some concluding remarks.
The rational bubble model
We begin by considering the standard asset pricing model, in which the value of an asset is determined by the discounted price of the asset in the next period, P t+1 , plus its dividend or service flow, X t+1 , (fundamentals henceforth). Assuming constant expected return, R > 0, the price of the asset is given by
where E t is the expectations operator conditional on time t information. Using forward recursive substitution and the law of iterated expectations, we arrive at the following general solution for (2.1) 2) where the first term is a fundamental value component,
, is a rational bubble component reflecting self-fulfilling expectations, i.e. the bubble only exists in period t because it is expected to exist in the next period. We can express the data generating process for the bubble as
where ξ t+1 is a zero-mean rational forecast error. Consequently, since R > 0, B t will be an explosive process. 3
If we impose the ("no-bubble") transversality condition, lim
(1 + R) −T E t P t+T = 0, when using forward recursive substitution in (2.1), P t = P f t . This means that the properties of the time series with and without the bubble will be different and in some sense, testing for bubbles is implicitly testing the transversality condition. To see why this is the case, we can start by making the common, and often plausible assumption, that the process driving fundamentals is a random walk with drift, 3 Note that (2.3) also means that the presence of a bubble does not result in riskless arbitrage opportunities.
(2.4)
It then follows that 5) which implies that if X t is a random walk with drift, P f t will also be a random walk with drift. Thus, one intuitive way to test for bubbles is to see if prices are best characterized by an explosive autoregressive process or by a random walk. There is, however, one caveat to using prices when testing for bubbles. This is because prices can become explosive, even without a bubble, if fundamentals are transiently explosive. For this reason, empirical researchers often work with the ratio of prices to fundamentals: 6) which will only be explosive if there is a bubble, B t > 0. In other words, the price-fundamentals ratio, P t /X t , automatically controls for explosiveness in fundamentals.
More generally, if there is no bubble (B t = 0) and fundamentals follow a random walk (with drift), there are two possibilities: i) P t and X t have a common stochastic I(1) trend and as a result, the price-fundamentals ratio is stationary (Craine, 1993) ; and ii) P t and X t do not cointegrate, which implies that the price-fundamentals ratio is an I(1) process. The bubble tests we consider here build on the null hypothesis that the relevant series is an I(1) process. With the price-fundamentals ratio as test series, this can be seen as a relatively conservative assumption since a rejection of the I(1) null against explosiveness will have even higher discriminatory power against I(0) behavior. 4
3 Right-tailed unit root tests for bubbles Diba and Grossman (1988) were the first to propose a test that exploits the explosive characteristic of rational bubbles to look for exuberance in the stock market. They utilize unit root tests but instead of testing the unit root null against the stationarity alternative, they look at the right-tail of the distribution and test against the explosive alternative. A problem with this approach is pointed out by Evans (1991) who uses simulations to show that unit root tests have low power when trying to detect periodically collapsing bubbles. build upon the idea developed by Diba and Grossman (1988) , but instead of running a single test over the whole sample, they implement right-tailed augmented Dickey Fuller (ADF) tests using subsets of the data incremented by one observation at each 4 In practice it is commonly found that the price-fundamentals series, whether in the stock market or in the housing market, have a unit root. Indeed, using a battery of unit root tests, we were unable to reject the null of a unit root (against the alternative of stationarity) in the price-dividend and price-rent series presented below.
Page 4 of 34 run, where the largest of these test statistics is used to test for explosiveness. They named this method the Supremum Augmented Dickey Fuller (SADF) test and show that it does not only result in much greater power -even in the presence of periodically collapsing bubbles -but also allows us to pinpoint the start and ending date of the bubble. Phillips et al. (2015) develop a generalized version of the SADF test (GSADF) by allowing both the starting and ending date of the sample window to vary. They find that the GSADF test has an even greater power in detecting periodically collapsing bubbles. We describe the SADF and GSADF tests in more detail in the following section.
The SADF
Consistent with the ideas presented in the preceding section, the null hypothesis of the SADF test is that the series in question follows a random walk with asymptotically negligible drift,
where d is a constant and η > 1/2 is a coefficient that determines the size of the drift as the sample size T goes to infinity and θ = 1 is the autoregressive parameter. Before continuing with the description of the test it will be helpful to introduce some important notation. Let r 1 and r 2 be fractions of the total sample with r 2 = r 1 + r w , where r w > 0 is the fractional window size used in the regressions underpinning the test. The methodology proposed by is to set the starting point of the regression window equal to the first observation (i.e. r 1 = 0) and using a minimum fractional window size of r 0 , expand this window from r 0 to 1. This recursive methodology is based on a standard ADF regression given by
where k is the lag order and the subscripts r 1 ,r 2 indicate that the fractional regression window used starts at r 1 and ends at r 2 . More specifically, since the SADF fixes the start point at 0 the first regression will have a sample size of T r 0 , where . denotes the floor function, and expand one observation at a time until the sequence reaches the end of the sample (i.e. T r w = T ). Each of the ADF test statistics obtained from this recursive sequence is denoted by ADF r 2 r 1 and the supremum of this sequence will define the SADF test statistic
The distribution of the SADF statistic under the null is nonstandard, but asymptotic and finite sample critical values can be obtained by simulation.
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The GSADF
The GSADF test builds upon the idea of its precursor but in contrast to the SADF, this test allows both the starting, r 1 , and ending, r 2 , points of the sample window to vary. Thus, for a given r 0 , a double recursion scheme is performed by allowing the end point of the regression window r 2 to vary from r 0 to 1 and the starting point r 1 to range from 0 to r 2 − r 0 . Based on the same data-generating process for the null (3.1) and empirical regression model (3.2), the GSADF is defined as the largest ADF statistic that we obtain from this double recursion over all feasible ranges from r 1 to r 2 given a minimal window size r 0
As in the case with the SADF, the GSADF test statistic follows a nonstandard distribution and critical values are obtained by means of simulation. Our simulation studies and the empirical application are based on these two tests.
The date-stamping of bubbles
As mentioned, one of the advantages of these recursive types of tests is that they allow us to pinpoint the origin and collapse of the bubble. The date-stamping algorithm works by performing SADF tests in a backward expanding sample sequence, where the ending point, r 2 , at time τ is fixed such that T r 2 = τ , and the starting point varies from 0 to r 2 − r 0 . For a given r 2 , the supremum of this sequence will define the BSADF
We can infer whether or not observation τ is part of the bubble by comparing the BSADF test statistic for that observation to its corresponding critical value (based on a sample size of T r 2 ).
Although our finite sample simulation study does not explicitly cover the BSADF test, we do analyze the size and power properties of the SADF and its bootstrap counterpart. Since the BSADF test can be seen a sequence of SADF tests, it is intuitive to conclude that the results below also apply to the BSADF test. In our empirical application we compare the performance of the BSADF test and a bootstrap version of it.
Testing for bubbles with autocorrelated innovations
The null hypothesis (3.1) of the SADF and GSADF tests, assumes that the time series under consideration is generated by a pure unit-root process with an asymptotically negligible drift.
Nonetheless, the sensitivity of these tests to a violation of the assumption of serially uncorrelated innovations has to our knowledge not yet been explored. 
Motivation and basic framework
The original Dickey-Fuller test statistic and corresponding critical values are based upon a regression model with a white noise error process. This model was extended by Said and Dickey (1984) who augmented the Dickey-Fuller regression with lagged differences of the series, resulting in the augmented Dickey-Fuller (ADF) regression presented in (3.2). The theoretical underpinning of this regression is that an ARMA(p,q) model of unknown order can be satisfactorily approximated by an AR(k) process, where k = O(T 1/3 ). Chang and Park (2002) show that this approximation will hold for a general class of linear models and that, assuming k → ∞ as T → ∞, the ADF test statistic will have the same limiting distribution as the simple DickeyFuller t-statistic. The issue then becomes one of selecting the right autoregressive lag-length, k, in (3.2) such that the test is correctly sized and there is no loss of power. In the classic ADF test against stationarity the test statistic is usually over-sized if k is too small, while low power ensues if k is too large. Further, the test against stationarity suffers from severe size distortions if the moving average component is negative and has a root close to unity (see for example, Phillips and Perron, 1988; Schwert, 1989; Agiakloglou and Newbold, 1992; Ng and Perron 1995) . While the effects of heteroskedastic innovations on the SADF and GSADF tests have already been analyzed by Phillips et al. (2015) and Harvey et al. (2015b) , the effects of serially correlated error terms and the impact of varying truncation lags under these circumstances have not previously been examined, at least to our knowledge. The relevance of such an analysis is emphasized by the fact that the series usually employed to test for bubbles, namely price-dividend and price-rent ratios, where the latter pertains to housing markets, are commonly found to contain non-negligible autoregressive and moving average components.
Using the BIC to determine the presence and order of ARMA components on the first differences of the annual price-dividend series of the market cap index of all American stocks in the period 1926-2011 obtained from the CRSP database, we find that the series contains a single MA component with a coefficient of 0.26 (t-statistic of 2.46). Using the same procedure on the differenced monthly S&P 500 price-dividend series in the period January 1871 to December 2010, obtained from Robert Shiller's website, we also find that the series contains a statistically significant MA component with a coefficient of 0.28 (t-statistic of 11.84).
The relevance of this issue is even greater on the housing market since many of the series used Page 7 of 34 to test for bubbles in this market (i.e. house price and price-rent indices) will have autocorrelated innovations by construction (Ghysels et al. 2013) . Again, using the same procedure as in the case of stocks to select the best ARMA(p,q) fit for the first differences of price-rent ratios, ∆(P t /X t ), based on housing data collected for the OECD, we find that the most common models are either MA(3) or AR(1) models. ARMA(p,q) fit for the first differences in price-rent indices. The optimal p and q were selected by the BIC using a maximum AR order of pmax =2 and maximum MA order of qmax = 5.
In our simulation study of the impact of autocorrelated innovations on right-tailed unit root tests, we start from the null hypothesis given in (3.1) and calculate finite sample critical values for the SADF and GSADF using 10,000 simulations. When simulating these critical values we follow Phillips et al. (2015) and set d, η, and θ equal to unity and the minimum window length to r 0 = 0.01 + 1.8/ √ T . To isolate the effects of AR and MA components on innovations, when analyzing the size of the tests, we utilize the same data-generating process and parameters as the ones used in the calculation of critical values, with the only difference that now innovations are autocorrelated. Thus, the data-generating process for these series is given by
(4.1)
The parameter combinations for ν t that we consider are presented in Table 4 .2. The size of these coefficients are motivated by the empirical findings in the price-dividend and price-rent ratios.
We begin by considering the case where ν t follows an MA(1) process, which is mainly relevant for stock data and then consider the case where innovations follow an MA(3) or AR(1) process, which are relevant for housing market indices. All the simulated processes for ν t are invertible and have standard normal innovations, i.e. σ ν = 1. We also consider the case where ν t is a white noise process. This case is interesting since choosing the wrong autoregressive lag-length in (3.2) can also distort the size of the test, even without the presence of autocorrelation. Table 4 .1. We set d = η = θ = 1, y 0 = 38.2 and σ ν = 1.39 where the latter two are set to match the initial value of the price-rent ratio in Australia and the standard deviation of the first differences in the same series. The figure shows that the simulated unit root process with MA innovations is realistically capturing the dynamics that drive the price-rent ratios since both series display a fairly similar and rather persistent behavior. 5 More importantly, we can intuitively see why MA components can result in over-rejections of the null when using the SADF and GSADF tests since this type of persistence in innovations can make the series look temporarily explosive even though this is not the case.
This problem is compounded by the fact that both tests work by running ADF regressions on different subsets of the data and, as a consequence, some of these regressions will have trouble differentiating the explosive-like behavior of persistent innovations from that of a true explosive autoregressive root. 
Fixed lag-length
In this section we perform a size analysis for the SADF and GSADF using a fixed lag-length in the auxiliary regressions, i.e. we analyze how changes in the lag-length and the presence of AR or MA components lead to incorrect rejections of the null hypothesis of "no-bubbles". We consider sample sizes T = {100, 200, 400, 1600} and let k take integer values between 0 and 6. for the GSADF test than for the SADF, but they decrease for both tests as we let the sample size grow. For instance, given a nominal size of 5% and T = 100, setting k = 6 results in an incorrect rejection of the null in 74% of the cases using the GSADF and 20% using the SADF. If T = 1600 the empirical size of the GSADF test drops to 20% while the SADF is almost perfectly sized at 6%.
If the time series has a positive moving average component (in accordance with what is typically found empirically), fixing the lag-length k at zero results in size distortions that increase both with the magnitude of ϑ 1 and the sample size T . In fact, for large sample sizes setting k = 0 results in severe size distortions, even for MA components that appear relatively inconsequential, such the ones we empirically find in the price-dividend ratio. For example, when T = 1600 and k = 0, an MA component with ϑ 1 = 0.30 results in an incorrect rejection of the null in 22% and 36% of the cases for SADF and GSADF, respectively. This example is particularly interesting since both the sample size and point estimate of the MA component of the price-dividend series used by Phillips et al. (2015) in their empirical application are very similar (T = 1680,θ 1 =0.28).
Given that Phillips et al. (2015) set the lag order k = 0, some of their empirical results should be interpreted with caution. Indeed, a visual inspection of the date-stamping of bubble periods (using the BSADF test statistic) presented in their article suggests that some of the bubbles are spurious since the price-dividend series is clearly trending downwards when the test statistic crosses the 95% critical value sequence. Phillips et al. (2015) conjecture that these false positives are due to volatility changes. While we do not dispute that volatility might play a role, our results suggest that serial correlation in the error terms can also be the culprit.
In general, when ϑ 1 > 0, the GSADF comes closest to its nominal size with k = 1, while the SADF is more appropriately sized with either k = 1 or k = 3 depending on the magnitude of ϑ 1 and size of the sample. 7 The GSADF test is particularly sensitive to incorrect specifications of the approximating autoregression, since almost any choice different than k = 1 can yield misleading conclusions. For a positive ϑ 1 , any heavily parametrized specification will result in over-rejections of the null, although these distortions decrease as we let the sample size grow.
These results imply that the usual suggestion for ADF tests against stationarity, of selecting a large k in the presence of serially correlated innovations, is not recommended when testing against explosiveness. 8
Although we do not show the results, we find that using the tests on series with negatively autocorrelated error terms, i.e. ϑ 1 < 0, yields diametrically opposed results. In such a case the test is undersized for low autoregressive truncations and the severity of the problem increases with sample size. At any rate, this scenario does not seem to have much empirical relevance et al. (2015) use asymptotic critical values. 7 It is interesting to note that odd numbered lag-lengths perform better than even numbered ones, this pattern is precisely the opposite of what Ng and Perron (1995) report for ADF tests for stationarity.
8 Schwert (1989) suggests that when using ADF tests to test for stationarity, if the series in question has large negative MA components, it is preferable to select a large k since that would result in a test that is close to nominal significance levels. Our results for tests against explosivity are diametrically opposed since selecting a large k results in size distortions.
since we did not find any price or price-fundamentals series with a negative MA component. The tests are applied to series generated by (4.1) with φ 1 = ϑ 2 = ϑ 3 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%.
Tables 4.4 and 4.5 show the size of the SADF and GSADF tests when fixed lag-lengths are used and ν t follows an MA(3) and AR(1) process, respectively. In both cases, we find that the size distortions for both tests increase significantly in comparison to the MA(1) case, especially if the lag-length is set to k = 0.
Page 13 of 34 The tests are applied to a series generated by (4.1) with φ 1 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%.
In the MA(3) case there appears to be no clear pattern in terms of which lag-length achieves the best size, since this might vary between k = 1 and k = 3 depending on the size of the moving average coefficients and the sample size. For sample sizes usually found in housing market indices, i.e. T = {100, 200}, the SADF appears to have empirical sizes close to nominal size at lag-lengths between k = 1 and k = 3, but this depends heavily on the moving average coefficients. For the AR(1) case, the best size for both tests is achieved when k = 1. However, contrary to what we would expect, both tests remain highly oversized, even if the autoregressive lag is correctly specified. For example, with T = 200 and φ 1 = 0.8, setting k = 1 results in a rejection of the null in 14% and 46% of the cases for SADF and GSADF, respectively.
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Although MA(3) and AR(1) innovations result in generally oversized tests, the asymptotic validity of the lag augmentation becomes clear with large sample sizes since empirical size improves significantly with k > 0 when T = 1600. Paradoxically, when innovations are autocorrelated, choosing k = 0 results in severe size deterioration as T increases. This deterioration is considerably large with MA(3) and AR(1) components, and it can lead to 100% rejection rates when using the GSADF. The tests are applied to a series generated by (4.1) with ϑ 1 = ϑ 2 = ϑ 3 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%.
Variable lag-length
In the preceding section we showed that serially correlated innovations or an incorrect autoregressive truncation results in size distortions for both the SADF and GSADF tests. While it seems that k = 1 works well for the case when ν t follows an MA(1) process, this relatively good performance does not extend to the AR(1) and MA(3) cases, especially for the GSADF. From a practical point of view, the autoregressive and moving average orders of the data will not be known with certainty. Furthermore, given that both tests work by running regressions on different subsets of the sample, it seems intuitive to allow for flexibility in the lag order across
Page 15 of 34 regressions due to possible structural breaks in the data.
For these reasons it appears that an optimal solution is to allow the choice of k, for each of the auxiliary regressions, to be data-dependent. The most common of these data-dependent rules are the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC) and sequential testing for significance (STS). 9
The idea behind information based rules is to select k by minimizing an objective function that trades off reductions in the sum of squared residuals against parsimony. More concretely, these rules choose k according to the following criterion, 10
tk and C T denotes a penalty function. This penalty function is specified as C T = 2 for the AIC and C T = ln(T − k max ) for the BIC. For brevity we only show the results of using the BIC since this method performs relatively better than the AIC or STS. 11 The results for the two latter, are available upon request. As in the preceding section we consider all parameter combinations presented in Table 4 .2. We let the maximum number of lags k max , take integer values between 1 and 6. For brevity we only consider T = {100, 200, 400}
which are values that have the most pertinence for empirical applications.
In the case where there is no autocorrelation in the innovations, Table 4 .6 shows that the BIC is relatively good at controlling the size of the SADF, even when allowing k max to be large. However, this is not the case for the GSADF, where allowing k max > 1 results in size distortions that increase monotonically with k max . In general, when there are no autoregressive and moving average components, these transient automatic lag-selection methods are much better at controlling the size of the SADF test than that of the GSADF test. The relative difference in performance is, in some cases, quite large. For example, when T = 200 and ϑ 1 = 0, using the BIC with k max = 6 results in an empirical size of 6% for the SADF and 24% for the GSADF. For the MA(1) case (Table 4 .6), the BIC performs relatively well for the SADF as long as the maximum lag order is kept at k max = 1 or k max = 3, although the latter only works for large sample sizes. This relatively good performance does not apply to the GSADF test, which is universally oversized.
9 The sequential test for significance consists of a general-to-specific approach that starts with a model with k = kmax lags and sequentially reduces the lag order if the t-statistic of the last lag is insignificant at a given significance level.
10 We adopt the formulation suggested by Ng and Perron (2005) where the effective number of observations is held fixed across models.
11 We also considered the modified versions of the AIC and BIC proposed by Ng and Perron (2001) as well as using the non-parametric Phillips and Perron (1988) test instead of using (3.2) as the auxiliary regression, but this did not yield better results. The tests are applied to series generated by (4.1) with φ 1 = ϑ 2 = ϑ 3 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%.
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The MA(3) case (Table 4 .7) using the BIC also underscores big differences in performance between the SADF and GSADF, since the GSADF is severely oversized for any combination of MA(3) coefficients or sample size in the analysis. However, for the SADF the results are a bit more nuanced, since using the BIC can result in relatively low size distortions. Particularly, for ϑ 1 = ϑ 2 = ϑ 3 = 0.8 and ϑ 1 = 0.8, ϑ 2 = 0.5, ϑ 3 = 0.3, it seems that k max between 1 and 3 can achieve empirical sizes close to nominal sizes. The AR(1) case (4.8) is generally oversized for both tests, and although size distortions decrease with T, spurious rejections of the null render both tests ineffective at most sample sizes used in empirical applications. Overall, it seems that allowing for flexibility by using an information criterion such as the BIC to choose lag-length is an ineffective way to control size.
Page 17 of 34 The tests are applied to series generated by (4.1) with φ 1 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%. The tests are applied to series generated by (4.1) with ϑ 1 = ϑ 2 = ϑ 3 = 0. We use 4,000 replications for the SADF and 2,000 for the GSADF. Nominal size is 5%.
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The sieve-bootstrap SADF and GSADF tests
In the preceding section we showed that using either a fixed lag-length or some automatic lag selection method will generally not be an effective strategy when controlling the size of SADF and GSADF in the presence of serially correlated innovations. This problem is particularly serious for the GSADF test, which is severely oversized when innovations follow MA(3) or AR(1) processes. Motivated by Park (2003) , Chang and Park (2003) and Palm et al. (2008) who propose sieve bootstrap versions of the ADF test, we consider the same sieve bootstrap algorithm but apply it to the SADF and GSADF tests. 12 Chang and Park (2003) and Palm et al. (2008) show that the asymptotic distribution of the ADF bootstrap test is the same under the null as the asymptotic distribution of the original ADF test. They also use simulations to
show that the bootstrap ADF test has better empirical size in the presence of serially correlated innovations, and more importantly, these improvements in size come at no cost for the power of the tests. In this section, we begin by describing the sieve bootstrap algorithm, then investigate the empirical size and power of the bootstrap versions of the tests in the case where innovations are serially correlated.
The algorithm
Our algorithm is conformed by the following steps:
Step 1 . Estimate by OLS the ADF regression, to obtain estimatesψ i,T and residuals:
where, for a given k max , we let an information criterion such as the AIC and BIC select the optimal order, k * , for the approximated autoregression.
Step 2. Generate an iid sample of bootstrap errors, ε * t,T , by drawing randomly with replacement from:ε
Step 3. Construct u * t recursively from ε * t as,
To have a full bootstrap sample of size T and eliminate any initialization effect, we draw for the MA(1), MA(3) and AR(1) cases. The bootstrap procedure is very effective at controlling the size of the tests when there are autoregressive and moving average components in the series and these size corrections hold even for relatively small sample sizes, i.e. T = 100. 
Size of the SADF B and GSADF

B
The tests are applied to 4,000 series for the SADF B and 2,000 series for the GSADF B generated by (4.1). Initial windows are set to r 0 = {0.190, 0.130, 0.100} for T = {100, 200, 400}, respectively. The bootstrap critical values are calculated using 899 replications. Nominal size is 5%.
For the MA(1) case, all results lie within one percentage point from nominal size, and there is no deterioration of size as the moving average coefficient increases. The results for the MA(3) case are also robust, and there is never more than 3 percentage points in difference between empirical and nominal size, although there is variation depending on the combination of coefficients. Nonetheless, when considering that MA(3) innovations resulted in such a degree of size distortions that the SADF and GSADF test were rendered almost useless, the performance of the SADF B and GSADF B tests seems comparatively impressive. Since the AR(1) case does not involve any approximation error from a moving average representation to an autoregressive one, it is almost perfectly sized with only 1% deviations from nominal size as a worst case scenario.
These results are within the margin of error that we can expect from random sampling given the number of simulations that we use.
Power of the sieve-bootstrap SADF B and GSADF
B
The preceding section showed that the sieve bootstrap algorithm we propose is very successful in restoring the size of both tests in the presence of autocorrelated innovations. In this section, we evaluate the empirical detection rate of the tests. In order to do this, we use the mildly explosive single bubble process proposed by Phillips and Yu (2009) and Phillips et al. (2015) , Page 21 of 34 but allowing the series to have autocorrelated innovations:
Bubble process :
(5.8)
Following Phillips et al. (2015) we let δ 1,T = 1 + cT −α , with c > 0, 0 < α < 1 and y c t = y τ e + O p (1). Under this bubble process, the series starts as a random walk and continues to be so until τ e = T r e , where the series becomes explosive with a local to unity autoregressive coefficient, δ 1,T , and this explosivity continues until observation τ f = T r f . At observation τ f + 1 the bubble collapses to a value of y c t , which represents the fundamental value of the series plus a random innovation. After the collapse, the series continues its martingale behavior until the end of the series. For ease of comparison, we follow Phillips et al. (2015) If we begin by considering the case where there are no autoregressive or moving average components (Table 5. 2), there appears to be a small decrease in empirical power for the bootstrap tests in small samples (i.e. T = 100). This power loss disappears as the sample size increases, since the power of the bootstrap tests is virtually the same as that of the SADF and GSADF tests when T ≥ 200. For the MA(1) case (Table 5. 2), the power of the bootstrap tests decreases with the magnitude of the moving average coefficient. This is as expected since the augmented test (with k * > 0) will have a finite sample distribution that is shifted to the right. Nonetheless, the power of the SADF B and GSADF B is greater than the size-adjusted power of the original tests. This higher detection rate is particularly noteworthy when it comes to the GSADF B in small samples, which outperforms the GSADF test by an average of 9 percentage points when 14 Note that this bubble process keeps the empirical power of the tests relatively constant as T increases allowing us to focus on the differences in power (between the bootstrap and original tests) that arise purely because of a larger T .
15 Size-adjusted power is calculated by using critical values under the null, but allowing for autoregressive or moving average components. In other words, we use (4.1) instead of (3.1) as null hypothesis. ϑ 1 > 0 and the sample size is T = 100. The tests are applied to 4,000 series for the SADF B and 2,000 series for the GSADF B generated by (5.8). The bootstrap critical values are calculated using 899 replications. Nominal size is 5%.
As we would expect, given the size distortions we show above, the size-adjusted power of the SADF and GSADF test decreases considerably for the MA(3) case (Table 5. 3). However, although the power of the SADF B and GSADF B does decrease in comparison to the white noise case, it does not decrease as much as the (size-adjusted) power of the SADF and GSADF.
As a result, the bootstrap tests achieve a much higher empirical power than the original tests.
For example, given a sample size of T = 100 and MA coefficients of ϑ 1 = ϑ 2 = ϑ 3 = 0.5, the power of the SADF B and GSADF B is 19 and 26 percentage points higher than the size-adjusted power of the SADF and GSADF, respectively. Finally, it is worth noting that as the sample size increases, the power of the SADF B and GSADF B in the presence of MA components approaches the power of the SADF and GSADF in the case of no MA components.
For the AR(1) case (Table 5. The tests are applied to 4,000 series for the SADF B and 2,000 series for the GSADF B generated by (5.8). The bootstrap critical values are calculated using 899 replications. Nominal size is 5%. The tests are applied to 4,000 series for the SADF B and 2,000 series for the GSADF B generated by (5.8). The bootstrap critical values are calculated using 899 replications. Nominal size is 5%.
Overall, although there is a slight decrease in power for small samples when there are no MA or AR components, the SADF B and GSADF B have higher detection rates than the sizeadjusted power of the SADF and GSADF in the presence of serially correlated innovations. More importantly, this power disadvantage is only present with small samples and it is negligible in sample sizes that are relevant for most empirical applications.
Empirical application
In this section we present an empirical application of our bootstrap tests using international housing indices. In section 6.1 we discuss the relevance of the issue and briefly summarize how past researchers have dealt with the issue of serial correlation in innovations when testing for bubbles in the housing market. In section 6.2 we describe the data used in the analysis. Section 6.3 shows an empirical application of the GSADF B test and compares the results of this test with the results obtained when using the GSADF with both fixed and transient variable lag selection methods. We limit our empirical application to the GSADF and GSADF B tests since
Page 24 of 34 these tests have a higher detection rate than the SADF and SADF B . Finally, in section 6.4 we compare the date-stamping results of the BSADF and BSADF B for a small subset of countries in which the null was rejected.
Past evidence on housing bubbles
International housing markets have received a lot of attention following the boom and bust that contributed to the 2008-09 global financial crisis since it is not entirely clear whether or not these dynamics were associated with speculative bubbles or only the result of changing fundamentals. This has led researchers to use the SADF and GSADF tests to investigate the possibility of speculative bubbles in the housing market. Aware of the high degree of serial correlation in housing indices, researchers have attempted to accommodate the issue with the usual augmentation of the Dickey-Fuller regressions that conform the tests, using either a fixed lag-length or automatic variable lag selection methods. However, as we showed in our finite sample simulation studies, these solutions tend to result in extremely oversized tests and thus in spurious bubbles. Pavlidis et al. (2015) utilize the SADF and GSADF to look for episodes of exuberance in the housing markets of 22 OECD countries using the real price, price-rent and price-income ratios. Using the GSADF with a fixed lag of k = 4 on price-rent ratio they reject the null of "no-bubbles" in all but 3 of the 22 countries. In a recent contribution, Shi et al. (2016) use the BSADF test to date stamp the timeline of house price bubbles in Australian capital cities using the price-rent ratio. They use the BIC to select the lag-length (with k max = 6), and find evidence of explosive bubbles in all major Australian cities. Caspi (2015) applies the SADF and GSADF to the price-rent ratio of regional housing markets in Israel to test for bubbles. Caspi (2015) uses fixed lag-lengths between 1 and 6 as well as the AIC and BIC with maximum laglength of 12, and is unable to reject the null of "no-bubbles" in the majority of the regions, but also he notes that the results of the Gush Dan region are highly sensitive to the lag specification that is used.
The data
We use the official OECD data for 17 countries: Australia, Canada, Denmark, Germany, Spain, Finland, France, the UK, Italy, Ireland, Japan, the Netherlands, New Zealand, Norway, Sweden, Switzerland and the US. The data set contains seasonally adjusted quarterly observations of house price-rent ratios that span from 1970Q1 to 2016Q2, except for: Australia (begins in 1972Q2), Spain (begins in 1971Q1) , UK (begins in 1968Q2) , Norway (1979Q1 to 2016Q3) and Sweden (begins in 1981Q1) . Note that this is the same data as the one presented in Table 4 .1.
Hence, the presence of AR and MA components is already established. Since the average sample size among all countries included is T = 180, the results of our finite sample simulation study with T = 200 are the most relevant as points of comparison.
Page 25 of 34 6.3 Testing for bubbles using the GSADF and GSADF B Table 6 .1 presents the results of the GSADF tests for a bubble on the price-rent ratio using fixed lag-lengths of k = 1 and k = 4 and using the BIC to automatically select the transient lag-length with a maximum lag of 6. The p-values, which are calculated using 5,000 replications of a random walk with iid Gaussian innovations, are also shown. The last three columns show the results of the GSADF B , the lag-length used in the bootstrap test, k * , and the bootstrap p-value, which is calculated using M * = 5, 000 bootstrap replications. Note that the GSADF test statistic with a fixed lag-length and the GSADF B will always be equal when k = k * . This is, however, not necessarily the case for the variable lag-length version of the test since this version of the test allows each of the ADF regressions to select a different k.
When using a fixed lag-length of k = 1, we find evidence of a bubble at a 1% significance level in all countries but the UK and Italy where the test statistics are only significant at the 5% and 10% level, respectively. The results when using a fixed lag-length of 4 are similar. In this case we find evidence of bubbles at the 1% level in all countries except France and Italy, which are significant at the 5% and 10% level, respectively. When using the BIC to automatically select the transient lag-length with a k max = 6, we reject the null of "no bubbles" for all the countries at the 1% level. However, when we apply the GSADF B to the same data set, we fail to reject the null even at the 10% level for Germany, France, the UK, Italy, Japan, Norway and Switzerland. For Denmark, Spain and Finland the null is rejected at the 5% level and for Sweden at the 10%. It is interesting to note that, in contrast to the original GSADF test, the bootstrap version of the test does not reject the null (at conventional significance levels) in countries such as Germany and Italy where a visual analysis of the data also does not seem to suggest the presence of explosive bubbles in the sample period. fixed lag-length of k = 1 and k = 4 in accordance with Pavlidis et al. (2015) , and a variable laglength selected by the BIC with k max = 6, which matches the methodology of Shi et al. (2016) .
The objective of this exercise does not lie in the accurate identification of bubble periods but in a comparison of the bootstrap test to the original BSADF test under different lag specifications.
This can be particularly illustrating since we can see if the periods identified as explosive by the BSADF tests actually appear to be so by visual inspection. In line with the previous section, we calculate the critical value sequence using the 95% quantile of 5,000 replications. 16
When looking at the figures below it seems clear that the BSADF test performs less than optimally and it identifies periods in which the series does not seem to have an explosive autoregressive root as bubble periods. In the case of Denmark (Figure 6 .1), it seems that k = 1 performs relatively well, but it still identifies the second quarter of 1982 as being explosive even though the series is at a trough. The worst performance comes from using the BIC as an automatic method to select k, since this identifies periods that are clearly not explosive as bubbles and it appears to have a tendency towards finding spurious periods of explosiveness. We also note that, in contrast to the BSADF, which seems to suffer a slight delay, the BSADF B is very effective at date stamping the collapse of the bubble. The difference in the date-stamping results for the Netherlands (Figure 6 .2) are even more striking since the original test identifies the end of the sample period as being explosive even though the series is downward trending, irrespective of which method is used to select k. All methods identify a period of apparent stability in the late 2007 as being explosive. This is possibly the result of a small delay in the detection of the break point since this period is preceded by what could be explosiveness. Finally, the results for the US (Figure 6 .3) also show that, in contrast to the BSADF, the bootstrap version of the test is quite effective at date-stamping the infamous housing bubble of the early to mid 2000s without also incorrectly defining other periods of relative stability as bubbles. Overall,
the BSADF B appears to be able to capture periods of explosive autoregressive growth without incurring false positives due to serially correlated innovations. Overall, our results show that using critical values that are robust to the presence of autocorrelated innovations leads to much weaker evidence of speculative bubbles in international housing markets. Since the empirical power of the GSADF B is relatively unaffected by AR or MA components when T ≈ 200, our results suggest that many of the cyclical upswings in the price-rent ratio have been spuriously interpreted as explosive bubbles and that once serial correlation in the innovations is taken into account the evidence for explosivity in many of the countries is not present anymore. Nonetheless, we still find evidence of speculative bubbles in 9 out 17 countries, and this evidence is strongly significant for six of the countries.
Concluding remarks
Bubble testing is currently not only at the top of the research agenda, but following the surge and collapse in both stock and house prices in recent years and the subsequent financial crisis it is also at the center of attention in, for example, financial institutions and central banks and among policymakers.
In this paper, we analyze an empirically important issue with the most often used bubble tests, namely the recursive right-tailed unit root tests by and Phillips et al. (2015) . We show that serially correlated innovations (which is often found empirically for time series used in bubble tests) can lead to severe size distortions when using either fixed or automatic (based on information criteria) lag-length selection in the auxiliary Page 30 of 34 regressions underlying the test. We propose a sieve bootstrap version of the tests and show that this results in more or less perfectly sized test statistics. More importantly, these size corrections come at relatively low cost for the power of the tests.
Applied to the price-rent ratio in 17 OECD countries, we find less strong evidence of bubbles in the housing market using the bootstrap version of the test compared to both a fixed and automatic lag-length selection. While all 17 price-rent ratios are concluded to be explosive on a 1% significance level using the BIC to select the transient lag-length, only 9 price-rent ratios display explosive behavior on a 5% level according to the bootstrap version of the test.
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