In this work we address the reconstruction of gap-free Sea Surface Temperature (SST) fields 1 from irregularly-sampled satellite-derived observations. We develop novel Neural-Network-based Surface Temperature (SST) fields. We illustrate the relevance of our contribution for an OSSE 7 (Observing System Simulation Experiment) in a case-study region off South Africa. Our numerical 8 experiments report significant improvements in terms of reconstruction performance compared with 9 operational and state-of-the-art schemes (e.g., optimal interpolation, Empirical Orthogonal Function 10 (EOF) based interpolation and analog data assimilation).
In general, stationary covariance hypotheses are considered, which prove relevant for the 26 reconstruction of horizontal scales above 100km. Fine scale components may hardly be retrieved 27 with such approaches and a variety of research studies aim to improve the reconstruction of the 28 high-resolution component of our spatio-temporal fields.
29
Empirical Orthogonal Function (EOF) based interpolation is an other categorie widely used in 30 geosciences [8] [9] [10] . They rely on a Singular Value Decomposition (SVD) to compute the EOF basis, the 31 field is then reconstructed by projecting the observations on the EOF subspace until a convergence 32 criterion is reached [11] . Unfortunately, dealing with high missing data rates decreases the encoded 33 variability in the EOF components witch results in smoothing fine scale components.
34
Data assimilation is the state-of-the-art framework for the reconstruction of dynamical systems 35 from partial observations based on a given numerical model [12, 13] . Statistical data assimilation 36 schemes especially ensemble Kalman filters, have become particularly popular due to their trade-off 37 between computational efficiency and modeling flexibility. Unlike OI and EOF based techniques, 38 these schemes explicitly rely on dynamical priors to address interpolation issues from partial and 39 noisy observations. When dealing with sea surface dynamics, the analytical derivation of these 40 priors involves simplifying assumptions which may not be satisfied by real observations. By contrast, 41 realistic analytical parameterizations may lead to highly computationally-demanding numerical 42 models associated with modeling and inversion uncertainties, which may limit their relevance for an 43 application of the interpolation of a single sea surface tracer.
44
Recently, data-driven approaches [8, 14] have emerged as relevant alternatives to model-driven 45 schemes. They take benefit from the increasing availability of remote sensing observation and 46 simulation data to derive dynamical priors from these datasets. Analog methods are one of the first 47 data-driven techniques to develop this data-driven paradigm within a data assimilation framework 48 [14] . Analog forecasting operators provide a data-driven formulation of the dynamical operator, which 49 can be used as a plug-and-play operator in Kalman-based assimilation schemes. Combined with 50 patch-based representation, the analog data assimilation was recently proven to be relevant with 51 respect to OI and EOF-based schemes for the spatio-temporal interpolation of sea surface geophysical 52 tracers [15] [16] [17] .
53
In this paper, we further investigate data-driven interpolation approaches within a statistical 54 data assimilation framework. We focus on neural network and deep learning models, which have 55 rapidly become the state-of-the-art in machine learning for a wide range of applications, including 56 inverse imaging issues [18] . Recent applications to the assimilation of low-dimensional dynamical 57 systems [19] and to the forecasting of geophysical dynamics [20] 
p(x t+1 |y 1 , ...,
with the means and covariances computed for each time t using the well known Kalman recursion
Here F and H t+1 corresponds respectively to some linear dynamical and observation models. 
, using the dynamical model F .
(11)
Besides all its advantages, EnKF techniques do not escape the curse of dimensionality.
109
High-dimensional systems require using large ensemble sizes M which may lead to very 110 high-computational complexity. representations to extend the prediction step of the Kalman recursion (5-6) to non-linear dynamics.
131
Formally, it comes to define: which is learnt from data.
152
Regarding model F , the proposed architecture proceeds as follows:
153
• At a given time t, the first layer of the network, which is parameter-free in terms of training,
154
comes to decompose an input field x t into a collection of N p P × P patches x P s ,t , where P is 155 the width and height of each patch and s the patch location in the global field. Each patch is 156 decomposed onto an EOF basis B according to : error. The reconstruction network F r is then optimized using the same criterion over the global field.
170

1
A patch is a P × P subregion of a 2D field with P the width and the height of the patch. can occur. This is regarded as a key feature to account for the propagation of geophysical structures
202
(e.g., fronts, eddies, filaments,...).
203
We refer to the patch-based NNKF reconstruction model using the EOF block-diagonal 
Data and experimental setting 207
As a case-study, we address the spatio-temporal interpolation of satellite-derived SST fields 208 associated with infrared sensors, which may involve high missing data rates (typically from 50% to 209 90%). We consider the same region and dataset as in [16] to make easier benchmarking analyses. . Proposed neural-network-based representation of a spatio-temporal dynamical system. The input X t is first decomposed into P × P patches, each patch is then propagated using its associate local dynamical model. The output X t+1 is then reconstructed by injecting the forecasted patches into the reconstruction model F r . 3:
[y P 0 ,t , ..., y P Np ,t ] ← ExtractPatches(y t )
7:
for s in [1, ..., N p ]:
8:
10:
11: 
Experimental setting 220
The proposed neural-network-based Kalman scheme involves the following parameter setting.
221
The proposed patch-based and NN-based Kalman filter is applied to SST anomaly fields w.r.t.
222
optimally-interpolated SST fields (see below for the parameterization of the optimal interpolation).
223
These optimally-interpolated fields provide a relevant reconstruction of horizontal scales up to ≈100km.
224
We exploit patch-level representations with non-overlapping 20 × 20 patches. For each patch P s , we 225 learn an EOF basis from the training data. We keep the first 50 EOF components, which amount on we consider both PB-NNKF-EOF and PB-NNKF schemes.
235
We perform a quantitative analysis of the interpolation performance of the proposed scheme with 236 respect to an optimal interpolation, the analog data assimilation [16] and the EOF based interpolation 237 method VE-DINEOF. The considered parameter setting is as follows:
238
• Optimal interpolation (OI) : We use a Gaussian kernel with a spatial correlation length of 100km 239 and a temporal resolution length of 3 days. These parameters were empirically tuned for the 240 considered dataset using a cross-validation experiment.
241
• Analog data assimilation (LAF-EnKF, GAF-ENKF): We apply both the global and local analog 242 data assimilation schemes, referred to as G-AnDA and L-AnDA [14, 16] . Similarly to the 243 proposed scheme, we consider 20 × 20 patches and 50-dimensional EOF decomposition with 244 an overlapping of 10 pixels. We let the reader refer to [14, 16] for a detailed description of this 245 data-driven approach, which relies on nearest-neighbor regression techniques. • EOF based reconstruction (PB-VE-DINEOF): We also compare our approach to the state-of-the-art 247 interpolation scheme based on the projection of our observations with missing data on an
248
EOF basis [8] . The SST field is here decomposed as described in the analog data assimilation 249 application into a collection of 20 × 20 patches with a 10 pixels overlapping. Each patch is then 250 reconstructed using the VE-DINEOF method. 
Results and discussion
252
We report in this section the results of the considered numerical experiments. We first focus on 253 patch-level performance as the patch-based representation is at the core of the proposed interpolation 254 model. We then report interpolation performance for the whole case-study region. 
Global interpolation performance
268
We further evaluate the performance of the proposed schemes over the considered case-study the RMSE above 50% for missing data areas for the SST and its gradient 
288
We further illustrate these conclusions through interpolation examples in Fig. 3 Table 3 . SST interpolation experiment: Reconstruction correlation coefficient and RMSE over the SST time series and their gradient.
Conclusion
298
In this work, we addressed neural-network-based models for the spatio-temporal interpolation 299 of satellite-derived SST fields with large missing data rates. We introduced a novel probabilistic performance w.r.t. optimal interpolation and other state-of-the-art data-driven schemes, such DINEOF
305
[8] and analog data assimilation [14, 16] .
306
Further work could explore the application of the proposed framework to other sea surface 
