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Abstract
We consider the group SLnF of all n× n matrices with determinant 1 over a field F. We
prove that, if F is the complex number field or the real number field, every matrix A in SLnF
is a product of at most two commutators of involutions. Moreover, two is the smallest such
number. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
It is instructive to represent a matrix as a product of matrices with a special nature
such as transvections, involutions, commutators and so on.
Let GLnF denote the group of invertible n× n matrices over a field F and let
SLnF be the subgroup of matrices with determinant 1. Every element in SLnF is a
multiplicative commutator when F is a field with more than three elements [1]. Let
res A denote rank(A− I ) for any A in GLnF . Hahn [2] showed that every element
A in n(V ) (the commutator subgroup of the orthogonal group On(V ) over field F
with charF /= 2) can be written as a product of at most [resA/2] + 1 commutators
of symmetries. In [3], Zheng and You proved that if |F | > 9 and char F /= 2, then
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every matrix A in Sp2n(V ) can be written as a product of at most [resA/2] + 3
commutators of symplectic transvections.
A square matrix T over a field is called an involution if T 2 is the identity matrix.
A square matrix A over a field is called a commutator of involution if there exist
involutions T ,S such that A = T ST −1S−1.
In this paper, we consider the problem of expressing a matrix in the commutator
subgroup of some classical groups as a product of commutators of involutions, and
determining the smallest length of this factorization.
In [4], Gustafson et al. showed that every square matrix over a field F with de-
terminant ±1 is a product of at most four involutions. Moreover, four is the smallest
such number. A commutator of involutions is a product of two conjugate involu-
tions. We want to represent a matrix in SLnF as a product of two commutators of
involutions. The main result of this paper is stated as follows:
Theorem 3. If F is the complex number field or the real number field, every matrix
A in SLnF can be written as a product of at most two commutators of involutions.
Moreover, two is the smallest such number.
2. Preliminary results
To prove our main theorem we need the following lemmas. In the following
lemmas F is a field and F ∗ = F − {0}, F ∗2 = {a ∈ F ∗ | a = b2 for some b ∈ F ∗}.
Lemma 1 [5]. A matrix A ∈ GLnF is a product of two involutions if and only if A
and A−1 are similar.
Lemma 2. A matrix A ∈ GLnF is a commutator of involutions if and only if there
exists a B ∈ GLnF such that A = B2 and B is similar to B−1.
Lemma 2 is an immediate consequence of Lemma 1.
Remark 1. Denote by C(n,F ) the set of all n× n commutators of involutions
over a field F and denote by Ck(n,F ) the set of products of k matrices of C(n,F ).
Each of the sets Ck(n,F ) is “closed” (in the obvious sense) under direct summation.
Also each of the sets Ck(n,F ) is invariant under similarity (i.e., self-conjugate
within the group GLnF ): A ∈ Ck(n,F ) along with B ∈ GLnF implies B−1AB ∈
Ck(n,F ).
Lemma 3. A matrix A ∈ SL2F is a commutator of involutions if and only if there
exists a B ∈ SL2F such that A = B2.
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Proof. Necessity. From A=ST S−1T −1, S2=T 2=I2 we get A = (ST )2, det A =
det (ST )2 = 1. If ST /∈ SL2F , then det(ST )=−1 /= 1, charF /= 2. We can assume
ST =
[
a b
c d
]
,
(ST )−1 =
[−d b
c −a
]
.
Since ST and (ST )−1 are similar and charF /= 2, so a = −d and
A = (ST )2 =
[
a2 + bc ab + bd
ac + dc d2 + bc
]
= I2.
Sufficiency. Assume
B =
[
a b
c d
]
∈ SL2F, A = B2.
We get
B−1 =
[
d −b
c a
]
=
[
0 1
1 0
]
BT
[
0 1
1 0
]−1
.
Since B and BT are similar, so B and B−1 are similar. By Lemma 2, the conclusion
of the lemma has been verified. 
Applying Lemma 3, we obtain the following lemma by a straightforward matrix
calculation.
Lemma 4. Let F be a field, and a, b ∈ F. Then
1.
[
a 0
0 a−1
]
is a commutator of involutions if and only if a ∈ F ∗2 ∪ {−1}.
2.
[
0 −1
1 b
]
is a commutator of involutions if and only if b + 2 ∈ F ∗2.
For a polynomial f (x) of degree m with f (0) /= 0, let f ∗(x) = f (0)−1xmf (x−1).
The polynomial f (x) is called symmetric if f (x) and f ∗(x) are equal up to a unit
of F.
Lemma 5 [6]. Let
fA(x) =
∏
pi(x)
ni
∏
qj (x)q
∗
j (x)
be the characteristic polynomial of a matrix A ∈ GLnF . If each pi(x) is irreducible
and symmetric and any two distinct elements of {qj (x)} ∪ {q∗k (x)} are prime, then A
can be written as a product of two involutions.
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Lemma 6 [7]. Let A be a nonscalar invertible n× n matrix over a field F and let
aj and bj (1  j  n) be elements of F such that
∏n
j=1 ajbj = detA. There exist
n× n matrices B and C with eigenvalues a1, a2, . . . , an, and b1, b2, . . . , bn, respec-
tively, such that A = BC. Furthermore B and C can be chosen so that B is lower
triangularizable and C is simultaneously upper triangularizable.
3. The main theorem
Theorem 1. If F = F2, then every 2 × 2 matrix A ∈ SL2F is a product of two
commutators of involutions. Moreover, two is the smallest such number.
Proof. If A = λI2 is a scalar matrix, then λ = ±1. By Lemma 4, A is a commutator
of involutions. Assume A is a nonscalar matrix in SL2F . Since F /= F2 we have an
element x ∈ F ∗ such that x + x−1 /= 0. By Lemma 6, there are matrices B,C such
that A = BC, where B is similar to[
x2 y
0 x−2
]
and C is similar to[
x2 0
z x−2
]
.
But [
x2 y
0 x−2
]
=
[
x (x + x−1)−1y
0 x−1
]2
,
[
x2 0
z x−2
]
=
[
x 0
(x + x−1)−1z x−1
]2
.
By Lemma 4, B and C are commutators of involutions, and so A is a product of two
commutators of involutions. By Lemma 4, we know that two is the smallest such
number. 
Lemma 7. Let A be a unit upper (lower) triangular matrix over a field F with
charF = 2. Then A is a commutator of involutions.
Proof. First, we show that there exists a unit upper triangular matrix B such thatA =
B2 by induction. The result is trivial for n = 1. Now let us assume the conclusion is
true for all unit upper triangular matrices of size less than n, n > 1. Let
A =
[
1 α
0 A1
]
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be an n× n matrix as in the statement of the lemma. Applying the induction hy-
pothesis to the (n− 1)× (n− 1) unit upper triangular matrix A1 we get A1 = B21 ,
where B1 is an (n− 1)× (n− 1) unit upper triangular matrix. Since charF /= 2 so
In−1 + B1 is invertible. We have
A =
[
1 α(In−1 + B1)−1
0 B1
]2
.
We now show that A is a commutator of involutions. Since the characteristic polyno-
mial of B is (x − 1)n, there exist S, T such that B = ST , S2 = T 2 = In by Lemma
5. So
A = (ST )2 = ST S−1T −1. 
Theorem 2. Every n× n nonscalar matrix A ∈ SLnF over a field F with charF =
2 is a product of at most two commutators of involutions. Moreover, two is the small-
est such number.
Proof. Assume that A ∈ SLnF is a nonscalar matrix. By Lemma 6, we have ma-
trices B,C such that A = BC, where B is similar to a unit upper triangular matrix
and C is similar to a unit lower triangular. B and C are commutators of involutions
by Lemma 7, so A is a product of two commutators of involutions. 
Remark 2. Every n× n matrix A in SLnF over a field F with charF = 2 is a
product of at most three commutators of involutions. In fact, the result is obviously
true if A is a nonscalar matrix or n = 1. Now let us assume that n  2 and A = λIn ∈
SLnF. Set
B =
[
0 −1
1 −1
]
⊕ In−2.
Then B is a commutator of involutions and B−1A ∈ SLnF is a nonscalar matrix.
Using Theorem 2 we get A as a product of at most three commutators of involutions.
Proof of Theorem 3. By Theorem 2, the conclusion is true for any nonscalar matrix
in SLnF . So we assume that A = λIn, λn = 1.
Case A: n is odd. Decompose λIn as
λIn = diag(λn, λn−1, . . . , λ2, λ) diag(λ, λ2, . . . , λn).
It is easy to show that the matrix
diag(λn, λn−1, . . . , λ2, λ)
is similar to
1 ⊕ diag(λ, λn−1)⊕ diag(λ2, λn−2)⊕ · · · ⊕ diag(λ(n−1)/2, λ(n+1)/2).
Since λ = (λ(n+1)/2)2 ∈ F ∗2, the matrix
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diag(λn, λn−1, . . . , λ2, λ)
is a commutator of involutions by Lemma 4, and so the matrix
diag(λ, λ2, . . . , λn−1, λn).
Case B: n is even. If n = 2, by Theorem 1 the conclusion of the theorem is true.
Assume n  4. Decompose λIn as
λIn = diag(1, 1, λ2, λ2, . . . , λn−2, λn−2)
×diag(λn+1, λn+1, λn−1, λn−1, . . . , λ3, λ3).
If F is the real number field, we get λ = ±1 and
λIn = (±I2)⊕ (±I2)⊕ · · · ⊕ (±I2).
The conclusion of the theorem is true by Lemma 4. Assume F is the complex number
field so F ∗2 = F ∗. If n can be written as n = 4k, where k is integral, then the matrix
diag(1, 1, λ2, λ2, . . . , λn−2, λn−2)
is similar to
I2 ⊕ diag(λn/2, λn/2)⊕ diag(λ2, λn−2)⊕ diag(λ2, λn−2)
⊕ · · · ⊕ diag(λ(n/2)−2, λ(n/2)+2)⊕ diag(λ(n/2)−2, λ(n/2)+2).
The matrix
diag(λn+1, λn+1, λn−1, λn−1, . . . , λ3, λ3)
is similar to
diag(λ, λn−1)⊕ diag(λ, λn−1)⊕ diag(λ3, λn−3)⊕ diag(λ3, λn−3)
⊕ · · · ⊕ diag(λ(n/2)−1, λ(n/2)+1)⊕ diag(λ(n/2)−1, λ(n/2)+1).
Since λ ∈ F ∗2 = F ∗, the matrices
diag(1, 1, λ2, λ2, . . . , λn−2, λn−2)
and
diag(λn+1, λn+1, λn−1, λn−1, . . . , λ3, λ3)
are commutators of involutions by Lemma 4. If n can be written as n = 4k + 2,
where k is integral, then the matrix
diag(1, 1, λ2, λ2, . . . , λn−2, λn−2)
is similar to
I2 ⊕ diag(λ2, λn−2)⊕ diag(λ2, λn−2)⊕ · · · ⊕ diag(λ(n/2)−1, λ(n/2)+1)
⊕diag(λ(n/2)−1, λ(n/2)+1).
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The matrix
diag(λn+1, λn+1, λn−1, λn−1, . . . , λ3, λ3)
is similar to
diag(λn/2, λn/2)⊕ diag(λ, λn−1)⊕ diag(λ, λn−1)⊕ diag(λ3, λn−3)
⊕ diag(λ3, λn−3)⊕ · · · ⊕ diag(λ(n/2)−2, λ(n/2)+2)⊕ diag(λ(n/2)−2, λ(n/2)+2).
Since λ ∈ F ∗ = F ∗2, the matrices
diag(1, 1, λ2, λ2, . . . , λn−2, λn−2)
and
diag(λn+1, λn+1, λn−1, λn−1, . . . , λ3, λ3)
are commutators of involutions by Lemma 4. By the proof of Theorem 1, two is the
smallest such number. The conclusion of the theorem has been verified. 
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