In this note, we review the recent developments in the string field theory in the temporal gauge.
Introduction
String theory yields the most promising theory of quantum gravity. However, a nonperturbative treatment of string theory is indispensable for relating it to the phenomena we see in experiments. For example, string theory possesses innumerable classical vacua. People believe that one of them (or one superposition of them) is selected by a stringy nonperturbative effect. In order to treat stringy nonperturbative effects, first-quantized approach of string theory is inadequate and string field theory [1] is necessary. Especially we need a formulation of string field theory in which a nonperturbative treatment is possible as the lattice approach was in the QCD case.
A string field theory corresponds to a rule to cut the string worldsheets into vertices and propagators, or in other words, a way to fix the reparametrization invariance. Recently a new kind of string field theories are proposed for c = 1 − 6 m(m+1)
, m = 2, 3, · · · noncritical string [2] [3] [4] . It is based on a gauge fixing [5] of the reparametrization invariance, which can naturally be considered on dynamically triangulated worldsheets. The gauge is called the temporal gauge and the string field theory thus constructed is called the string field theory in the temporal gauge. Since this gauge is natural on dynamically triangulated worldsheets, it is conceivable that the string field theory is related to the matrix model approach in which a nonperturbative treatment of noncritical string theory is possible. Indeed, in this kind of string field theory, one can obtain the Schwinger-Dyson (S-D) equations, which yield nonperturbative results. Namely, the Virasoro and W constraints [6] can be derived from the S-D equation and all the results of the matrix model are reproduced. Therefore temporal gauge string field theory is a powerful tool to investigate noncritical strings nonperturbatively.
Let us briefly explain how the temporal gauge is useful. The definition of the time coordinate in [5] [2] is as follows. Suppose a two dimensional surface with boundaries. One can define the time coordinate of a point as the geodesic distance from the set of the boundary loops. The choice of the time coordinate partially fixes the general coordinate invariance. Here we will call the gauge corresponding to such a time coordinate the temporal gauge. In the ADM language, taking this time coordinate corresponds to fixing the lapse function N to be unity. Therefore the metric looks like,
at least locally. In [7] , two dimensional quantum gravity was studied by fixing the gauge further as ∂ x h = 0. Such a gauge was called the "temporal gauge". In [8] , another gauge fixing N 1 = 0, which was called the "proper time gauge", was pursued. In two dimensions, this ADM-type gauge choice is not so common as the conformal gauge. However, as was elucidated by the authors of [5] , such a definition of time is rather natural in the framework of the dynamical triangulation. They defined the operation called "one-step deformation" of a loop, which exactly coincides with the discrete evolution of the loop in the coordinate frame considered here. Thus if one starts from a loop, one gets a loop one step inside by this deformation (see Fig. 1 ). In [5] , the authors showed that this one-step deformation has a well-defined continuum limit in the pure gravity case.
Thus it is likely that the gauge in eq. (1) is useful in interpreting the dynamical triangulation techniques in the continuum language. Indeed the S-D equations of the matrix models are closely connected with this one-step deformation. Suppose the partition functions corresponding to surfaces with boundaries. The S-D equations of the matrix models describe the change of the partition functions when one takes a triangle away from a boundary. It is easy to see that the one-step deformation of a boundary loop corresponds to taking all the triangles away along the boundary. Therefore the result of the one-step deformation can be described as a sum of the S-D equations. In the continuum limit, the former is an integration of the latter along the boundary loops. As will become clear later, the equations describing the results of the one-step deformations are the S-D equations of the temporal gauge string field theory.
Hence the temporal gauge string field theory is closely related to the matrix model approach and is powerful in analysing noncritical string theory nonperturbatively. Therefore if the temporal gauge string field theory were constructed for the critical string, it might be a useful tool to study the nonperturbative effects of string theory. In this note, we will review the results obtained so far about the temporal gauge string field theory.
The organization of this note is as follows. In section 2, we will consider the temporal gauge in a simpler example, i.e. particle case. We show that quantization of particle field theory in the temporal gauge results in the stochastic quantization of it. As a toy model, we can learn many lessons about string theory from it. In section 3, we turn to c = 0 string theory and discuss it in the temporal gauge. We will construct the string field Hamiltonian in the temporal gauge. In section 4, we will deal with c = 1 − 6 m(m+1) string. Section 5 is devoted to summary and discussions.
Particle Field Theory in the Temporal Gauge
As a warm-up, we will construct the Hamiltonian of a particle field theory in the temporal gauge. Suppose a Feynmann graph of the (Euclidean) φ 4 theory (see Fig.2 ) with the action
By the temporal gauge, we here mean the following way to introduce a time coordinate on the Feynmann graph. The time coordinate of a point on the graph is defined to be the proper time from the nearest boundary (or the starting point of the external line) of the graph. This is a straightforward generalization of the temporal gauge in the previous section. We will use the particle field theory case as a toy model and do the things we do for string theory, for this simpler example. Quite surprisingly, quantization in the temporal gauge coincides with the stochastic quantization! Using this time coordinate, the Feynmann graph can be reorganized as in Fig.3 . Let us construct the Hamiltonian describing the evolution of particles in this time coordinate frame. Since we should deal with the processes involving creations and annihilations of particles, we introduce the creation φ † (x) and the annihilation φ(x) operators satisfying
Notice that this commutation relation is quite different from the usual equal-time commutation relation of the field theory. As is seen from Fig.3 , the Hamiltonian includes the terms 1. kinetic term (Fig.4a ), 2. four point vertex (Fig.4b ), 3 . two particle annihilation (Fig.4c) .
Notice that the four point vertex of the types depicted in Fig.4d can also occur. However such kinds of vertices appear in very special configurations when the point at the vertex has more than two nearest boundaries. Since such configurations has a vanishing measure in the whole configurations of the Feynmann graphs, we can omit such terms from the Hamiltonian. Each of the three terms can be expressed by φ and φ
, and φ 2 (two particle annihilation). Carefully enumerating the symmetry factors, one can show that the Hamiltonian is
This form of Hamiltonian is valid for any action S[ϕ]. Feynmann graphs with n external lines can be expressed by using this Hamiltonian as follows. Let us prepare the bra and ket vacua satisfying
and consider the quantity
This represents the amplitude corresponding to the processes where n particles evolve into nothing during the period t. Since the Hamiltonian in eq.(4) annihilates the vacuum, this means that the particles vanish before the time t. Therefore n particle amplitude should be represented as
Thus Feynmann amplitudes with n external lines are represented in a form which looks not so familiar. Moreover the Hamiltonian in eq.(4) does not have a form which becomes hermitian when it is Wick rotated. The formulation of the field theory we obtained here is completely different from the usual ones. Actually this way of expressing the amplitudes is closely related to the stochastic quantization [9] . The Hamiltonian in eq.(4) corresponds to the kernel of the Fokker-Planck equation in the stochastic quantization. Indeed, if one defines the probability distribution P (t; ϕ(x)) as
one can deduce the equation
which is exactly the Fokker-Planck equation. In the limit t → ∞, P approaches the stationary solution e −S , which recovers the path integral weight. Thus the time coordinate t in the temporal gauge corresponds to the fictitious time in the stochastic quantization.
There is a more direct way of understanding the relation between the field theory in the temporal gauge and the stochastic quantization. Let us consider a Feynmann graph reorganized according to the temporal gauge time coordinate (for example, Fig.3 ). One can cut the graph into pieces by cutting it at every two particle annihilation vertex. Then one obtains tree graphs (Fig.5 ). Conversely if one assigns the sum of tree graphs with sources to each external line and connects the sources two by two, one recovers all the Feynmann graphs. The sum of the tree graphs yields the solution to the equation
with the source η(t, x) and the rule of connecting the sources can be interpreted as η is a Gaussian noise,
which is exactly the formalism of the stochastic quantization. In this formulation of field theory, the S-D equations for n-particle amplitudes can readily be derived. As in the same way as we obtained eq. (9) for the probability distribution P (t; ϕ(x)), we can derive the following equation:
In the limit t → ∞, the quantity 0|e
approaches the stationary solution of the above equation and we obtain
This gives exactly the S-D equation for n-particle amplitude.
Thus we have seen that we can quantize a particle field theory in the temporal gauge and obtain the stochastic quantization of it. The string field theories in the temporal gauge, which we will discuss in the following sections have many features in common with the particle field theory in this section.
c = 0 String Field Theory in the Temporal Gauge
In this section, we will construct c = 0 string field theory in the temporal gauge. Let us proceed as in the previous section. Feynmann graphs in string theory are two dimensional surfaces. We can introduce the time coordinate as discussed in the introduction, and reorganize the surfaces according to this time coordinate (Fig.6 ).
We would like to construct the Hamiltonian describing the evolution of strings in this time coordinate. In the time evolution, following elementary processes occur.
1. A string propagates. (Fig.7a) 2. String interactions. (Fig.7b) 3. A string disappears. (Fig.7c) A peculiar feature of the temporal gauge string theory is the third process. Notice that the inverse of such process in which a string appears from nothing cannot occur because of the definition of the time coordinate.
We would like to construct a Hamiltonian H representing such processes for c = 0 string theory. As in the case of the particle field theory, we need the creation and the annihilation operators of strings. A string in c = 0 string theory is labelled by its length. Let Ψ † (l) (Ψ(l)) be the creation (annihilation) operator which satisfies
These operators create or annihilate a string with length l. To be precise, Ψ † creates a string with one marked point. They act on the Hilbert space generated from the vacuum |0 > and < 0|:
The processes above would be expressed by the terms of the form (Ψ † ) n (Ψ) m (n = 0, 1, 2, ..., m = 1, 2, ...) in H. As some of the four point vertices did not appear in the point particle case, not all such terms appear in the Hamiltonian H. A term which is "simpler" in the sense that it has less n and m, is more generic and is likely to appear in the Hamiltonian. We can also use the dimensional analysis to figure out which terms are present in H. The scaling dimensions of the creation operator Ψ † is the same as the disk partition function as we will see later. 
where the kernel K(l, l ′ ; t) depends on the cosmological constant t. Here let us fix the form of K(l, l ′ ; t) on the following plausible assumptions. Firstly we assume that K(l, l ′ ; t) has its support at l = l ′ as a function of l. This means that the length of the string changes only infinitesimally in an infinitesimal period of time. The second assumption is that only positive integer powers of t appear in K(l, l ′ ; t). This implies that only surfaces of vanishing area are involved in the elementary process. Actually there does not exist any function K(l, l ′ ; t) satisfying the above conditions and with the right dimension. Therefore we conclude that our Hamiltonian has no kinetic term.
The tadpole term (process 3.), has the form
Here we also assume ρ(l; t) has its support at l = 0, and only positive integer powers of t are involved. The reasons for these assumptions are the same as above. The only possible form of ρ is ρ(l; t) = c 1 δ
where c 1 , c 2 are dimensionless constants. The string interaction terms are of the form
which expresses the conservation of the length in the interaction. This is reminiscent of the three-Reggeon vertex. In the continuum limit of the dynamical triangulation, this is the leading term of the interaction of this kind. Without any dimensionful parameters except for the lengths, the simplest term which has the right dimension L
If one allows the string coupling constant g whose dimension is L −5 [11] to appear in the vertex, the vertex of the form
becomes possible. Putting all these terms together, we obtain the following Hamiltonian:
We have fixed the normalization of each term and the form of ρ by rescaling Ψ, l, t, and the time variable D. Thus a possible Hamiltonian for c = 0 string theory is obtained. Of course, the above derivation is not rigorous. We derived the Hamiltonian on many assumptions and only the simplest interactions are included. What is remarkable is that the Hamiltonian in eq.(21) really describes c = 0 string theory. We will show this by deriving the Virasoro constraints from this Hamiltonian in the following.
As was stressed in the introduction, the Hamiltonian in the temporal gauge is in close connection with the matrix model S-D equation. Therefore it is quite natural that we can derive the Virasoro constraints from this Hamiltonian if we have the right Hamiltonian. In order to do so, let us first express string amplitudes in terms of this Hamiltonian. The way to do so is the same as in the particle theory case. n string amplitude can be expressed as
Expanding perturbatively in terms of g, the contribution from the connected surfaces with h handles and b boundaries is proportional to g −1+h+b . The simplest case is the disk amplitude, which is obtained by setting n = 1 and g = 0 in eq.(22). The scaling dimension of Ψ † thus should coincide with that of the disk amplitude. As in the derivation of the S-D equation in section 2, we obtain the following equation for the string amplitudes above:
In the point of view of 2D gravity, this equation means that the amplitudes do not change if one acts the Hamiltonian operator on the boundaries. In other words, this equation corresponds to the Wheeler-DeWitt equation in the temporal gauge. Also as was discussed in section 1, this equation should be expressed as an integral of matrix model S-D equation along the boundary loops. Therefore we should be able to derive the Virasoro constraints from this equation. One can do so as follows. Let us prepare the generating functional of the string amplitudes:
In terms of the generating functional of the connected amplitudes ln Z(J), eq.(23) can be rewritten as
If one functionally differentiates eq.(25) by J and puts J = 0 later, one recovers eq.(23).
As we stated in the above paragraph, eq.(23) asserts that the partition function does not change under the simultaneous evolution of all the boundaries. On the other hand, the matrix model S-D equation corresponds to a deformation of only one boundary. It is easy to see that the evolution of one boundary corresponds to the quantity between { and } in eq.(25). If it vanishes, i.e. 
Here < w(l 1 ) · · · w(l n ) > h is the contribution from the surfaces with h handles. Eq.(25) can be reduced to equations for < w(l 1 ) · · · w(l n ) > h which can be solved inductively starting from the amplitudes with fewer loops and handles. In order to solve each of these equations, we should impose an appropriate boundary condition. Here we will require that < w(l 1 ) · · · w(l n ) > vanishes when any of l i goes to infinity. Considering the loop amplitudes as the wave function of two dimensional quantum gravity corresponding to a multi-loop (or multi-universe) state, it is natural to impose such a condition [12] . It is possible to show that if the equation of the form eq.(25) has a solution < w(l 1 ) · · · w(l n ) > h satisfying such a boundary condition, the solution is unique. Therefore if eq.(26) has a solution satisfying the boundary condition, it should coincide with the unique solution of eq.(25). We will show that eq. (26) is equivalent to the Virasoro constraints and the the loop amplitudes of c = 0 string theory provide the solution to eq.(26) satisfying the boundary condition. Thus eq.(25) implies eq.(26) on such a boundary condition. Now let us derive the Virasoro constraints from eq.(26). In [6] , the authors transform the loop equation into the relations between the correlation functions of the local operators O n , which appear if one expands the macroscopic loop operator w(l) in terms of l:
The factor g on the right hand side is put so that the insertions of local operators do not change the order in g. In order to derive equations for amplitudes with insertions of such local operators, we should choose the source J(l) so that
Then the generating functional ln Z(J) can be considered as the generating functional of connected correlation functions of the local operators:
Therefore substituting eq.(29) into eq.(26), we can obtain relations between the correlation functions of the local operators. One thing one should notice in doing so is that the loop operator w(l) cannot always be expanded as eq.(28). Since the amplitudes for the disk and the cylinder have a special part which cannot be written as eq. (28), we have the following ansatz for the solution of eq.(26):
Substituting this into eq. (26), we obtain the following infinite number of equations.
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These equations coincide with the Virasoro constraints in [6] up to some rescalings of parameters. Hence the Hamiltonian we constructed yields the Virasoro constraints. The loop amplitudes of two dimensional gravity provide the unique solution of eq.(26).
Thus the Hamiltonian we constructed on some assumptions really describes c = 0 string theory. As was discussed in section 1, the Hamiltonian in the temporal gauge is closely related to the S-D equation of the matrix model. We have checked that the matrix model S-D equation can be derived from the Hamiltonian we proposed. Conversely, if one looks at the matrix model S-D equation carefully, one should be able to construct the string field Hamiltonian. Watabiki [13] did so for c = 0 string theory and reproduced our Hamiltonian. In the next section, we will construct the string field Hamiltonian for c ≤ 1 string theory in this way.
c ≤ 1 String Field Theory in the Temporal Gauge
In this section, we will go on to construct the string field theory in the temporal gauge for c ≤ 1 string theory. Here we will concentrate on c = 1 2 case. Discussions on more general cases will be found in [4] .
The strategy to construct the Hamiltonian is the one explained at the end of the last section. Since the temporal gauge Hamiltonian is closely related to the matrix model S-D equation, we will investigate the matrix model S-D equation and infer the form of the Hamiltonian. c = 1 2 string theory can be realized by putting the Ising spins on the worldsheet. In the matrix model approach, Ising spins are introduced on the worldsheet by considering the two matrix model. The S-D equations of the two matrix model were studied in [14] and the authors derived the W 3 constraints from them. We will first consider the continuum limits of Gava-Narain's S-D equations and then construct the Hamiltonian from them. Thus our Hamiltonian is made to yield the W 3 constraints and it is clear that it describes c = 1 2 string theory. When there exist spin degrees of freedom on the worldsheet, a state of a string is labeled by its length and the spin configuration on it. In the continuum limit, an Ising spin configuration may be represented by a state of c = 1 2 conformal field theory (CFT). Let us define an operator w(l; |v ) representing a string state with length l and the spin configuration corresponding to |v which is a state of c = 1 2 CFT. We will denote n-string amplitude by
The matrix model S-D equations give relations among such string amplitudes. Let us sketch how Gava and Narain obtained the W 3 constraints from the matrix model S-D equations. The W 3 constraints are expected to come from equations about the loop amplitudes in which the Ising spins on all the boundary loops are, say, up. Suppose the partition function of the dynamically triangulated surfaces with boundaries on which all the Ising spins are up. If one takes one triangle from a boundary, the following three things can happen. (Fig.8 ) 1. The boundary loop splits into two.
2. The boundary loop absorbs another boundary.
3. The spin configuration on the boundary loop changes.
The matrix model S-D equation is a sum of three kinds of terms corresponding to the above processes. In the first and the second process, only boundaries with all the spins up can appear. The third process is due to the matrix model action. A boundary loop on which one spin is down and all the others are up can appear in this process. In order to derive the W 3 constraints, one should somehow cope with this mixed spin configuration. Gava and Narain then considered the loop amplitudes with one loop having such a spin configuration and all the other loops having all the spins up. They obtained two S-D equations corresponding to the processes of taking away the triangle attached to the link on which the Ising spin is down and the one attached to the next link. Those equations also consist of the terms corresponding to the above three processes. With these two equations, one can express the loop amplitude with one mixed spin loop insertion by loop amplitudes with all the spins up. Thus they can obtain closed equations for loop amplitudes with all the spins up and the W 3 constraints were derived from them. Now let us construct the continuum limit of Gava-Narain's equations. The matrix model S-D equation describes the change of the amplitude eq.(33) , when one takes a triangle away from a boundary. The continuum version of it should describe what happens when one deforms the amplitude eq.(33) at a point on a boundary. In principle, by closely looking at the discrete S-D equations and taking the continuum limit, one should be able to figure out what the continuum S-D equations will be. However, in actuality, it is not an easy task, because of the existence of the non-universal parts in the loop operators and the operator mixing between various loop operators. Therefore, here we will construct the continuum S-D equations by assuming some properties of them and check the validity of the assumptions later by deriving the W 3 constraints from them.
First we will assume that the continuum S-D equations consists of the three terms corresponding to the three processes in the above paragraph (cf. Fig.8 ). In the derivation of the W 3 constraints, Gava and Narain started from loops with all the spins up. Such a spin configuration was represented as a state of c = 1 2 CFT in [15] [16] . Let us denote such a state by |+ . It is clear that if such a loop splits into two, it results in two loops with all the spins up. Also if a loop with all the spins up absorbs another one, we obtain another loop with all the spins up. Therefore the process of splitting and merging is particularly simple for such kind of loops. The first S-D equation Gava and Narain considered corresponds to the deformation of the loop amplitude eq.(33) with |v 1 = |v 2 = · · · = |v n = |+ . The equation in the continuum limit should be
Here the first term corresponds to the process 1 in the above and the second term is for the process 2. The string coupling constant g comes in front of the second term as in the case of c = 0 string. The last term describes the process 3. We have assumed that the local change of the spin configuration in S-D equation can be represented by the operator H(σ) acting on the states of c = 1 2
CFT. 0 ≤ σ < 2π is the coordinate of the point where the local change occurs. The coordinate σ on the loop is taken so that the induced metric on the loop becomes independent of σ. σ = 0 is taken to be the marked point of the loop. ≈ 0 here means that as a function of l, the quantity has its support at l = 0. Therefore the left hand side of eq.(34) is equal to a sum of derivatives of δ(l). These delta functions correspond to processes in which a string with vanishing length disappears. In the point of view of string field theory, such processes are expressed by the tadpole terms.
The two other equations which Gava and Narain used were obtained by taking a triangle away from w(l; H(σ)|+ ). The triangles to be considered were the one attached to the link where H(σ) is inserted and the one next to it. In the continuum limit, these correspond to deforming the loop w(l; H(σ)|+ ) at the point σ. One should take a limiting procedure to obtain such an equation rigorously.
3 The S-D equation becomes
Here we have a new kind of loop w(l; (H(σ)) 2 |+ ), with two H insertions. Actually the term involving this kind of loop vanishes. Indeed it is possible to show that the combination of the two equations eqs.(34)(35) with the last term of eq.(35) omitted yield the W 3 constraints. We will not present here the derivation of the W 3 constraints, which will be found in [4] .
Thus we have seen that assuming that amplitudes involving w(l; (H(σ)) 2 |+ ) vanish W 3 constraints are derived from the S-D equations. In [4] , this assumption was proved by using another S-D equation. Here let us give a different account of this assumption. In the following we will see that the nature of the operator H(σ) seems to be responsible for (H(σ)) 2 |+ to be zero. At the discrete level, acting on the state |+ corresponding to a loop with all the spins up, this operator is supposed to insert one down spin. Let us express such an operator at the continuum level. c = 1 2 CFT can be realized as the field theory of 3 Consider a loop w(l; H(σ)|+ ) and deform at a point near σ and take the limit in which the point tends to σ vanishes in the limit σ ′ −→ σ because of the fermi statistics. Thus w(l; (H(σ)) 2 |+ ) = 0 may be proved. We have not figured out how to make these arguments more rigorous.
Therefore H(σ) acting on |+ has the same effect as that of an operator proportional to χ † ∂χ † (σ). Considering that H(σ) induces the changes in the spin configuration, which occur in the time evolution, the most plausible of such operators is the Hamiltonian operator for the c = 1 2 CFT:
Thus we have seen that the S-D equations eqs.(34)(35) with the identification of the operator H(σ) as above give the W 3 constraints of c = 1 2 string theory. A straightforward generalization of the S-D equations to more general states will be as follows:
Again we have assumed that the S-D equation includes three processes in Fig. 8 . Here we have introduced the product * so that
represents a loop made by merging the two loops |v 1 l 1 and |v 2 l 2 at the marked points, with the spin configuration inherited from them (Fig.9) . We have assumed that when a string splits into two or two strings merge, the process is described by such product. The local change of the spin configuration on the string is again described by the operator H(σ). 
Here ρ(l; |v ) expresses the tadpole term and it has its support at l = 0.
Conclusions and Discussions
In this note, we have reviewed string field theory in the temporal gauge. We have shown how to construct the string field Hamiltonian for c ≤ 1 string theory in the temporal gauge. The temporal gauge is peculiar in many respects. For example, in this gauge, even a disk amplitude is expressed as a sum of infinitely many processes involving innumerable splitting of strings. It forms a striking contrast to the case of the conformal gauge. The amplitudes can be calculated by using the S-D equations of the string field.
For c = 0 case, we constructed the temporal gauge string field Hamiltonian from the S-D equations. The Hamiltonian looks quite similar to the Hamiltonian of the lightcone gauge string field theory [1] . It involves only three string interactions and the kinetic term seems to be identified with L 0 +L 0 . Since the form of the Hamiltonian is almost the same for any c, it might be possible to construct the temporal gauge Hamiltonian in the same way for c > 1 case, especially for the critical string. This will be left to the future investigations.
In the particle field theory case, the temporal gauge formulation yields the stochastic quantization of the theory. Since the formalism in this section is quite similar to the one in section 2, we suspect that our string field theory may correspond to a stochastic quantization of some theory. In this respect, the results of Jevicki and Rodrigues are very suggestive. They considered the stochastic quantization of the one-matrix model and by changing the variables from the matrix element to the loop variable, they obtained the Hamiltonian in eq.(21) in the continuum limit. In the continuum limit, the matrix element may correspond to an infinitesimal line element of string. By changing the variable from the string field Ψ(l) to something representing the line element, we may be able to obtain a string field theory which is more like the conventional formulation of field theory.
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