While segregation and integration of neural information in the neocortex are thought to be important for human behavior and cognition, the neural substrates enabling their dynamic fluctuations remain elusive.
Introduction
Time-resolved network metrics for segregaton and integration edges in each community or between communities (see Fig. 2B , left), and within edges connecting a node of a certain degree d and another node of degree ≥ d (see Fig. 2B , right). We referred to the surrogate data without constraint as R, with the geometric constraint only as G, with the topological constraints only as T, and with the combined geometric and topological constraints as GT.
Exemplars of the surrogate data R, G, T, and GT are presented in Fig. S1 . Spatial layout of GT was very similar to that of the actual connectome data because the number of edges that can be permuted in GT was less than a half of that in the other types of the surrogate data. The fraction of the number of permuted edges averaged over surrogate samples to the number of all non-zero weight edges was 1.00, 0.98, 0.91, and 0.40 for R, G, T, and GT.
Permuting edge weights broke the original sequence of node strength (i.e. weighted degree) in the actual connectome data. To solve this problem, we applied a weight adjustment method (36, 37) to preserve the strength sequence of the actual data. Applying this method after the weight permutation did not essentially affect the extent to which G and GT preserved geometry (see Fig. S2A ) and GT preserved topology of the Weights were permuted within each bin of lengths. The manner to determine the number of length bins is described in SI Materials and Methods. (B) Left: constraint on topology to preserve the community structure of the connectome.
Weights were permuted within each community or between communities. Right: constraint on topology to preserve the interconnected hub structure of the connectome. Weights were permuted within edges connecting a node of degree = d and another node of degree ≥ d.
actual connectome data (see Fig. S2B ). In T, the community structure was remained preserved (see Fig. S2B , left) while the interconnected hub structure became less pronounced (see Fig. S2B, right) . Thus, it should be noted that the contribution of topology as assessed by T later is mainly attributable to the contribution of the community structure alone.
Simulating Dynamic Fluctuations between Segregation and Integration on the Connectome
The contributions of connectome geometry and topology to the fluctuating dynamics of segregation and integration were examined by comparing the magnitudes of such fluctuations in rs-fMRI data simulated with the actual and surrogate connectome data (2-5 in Fig. 1 ). We first simulated spontaneous oscillatory neural signal using a variant of the Kuramoto model (42, 43) , consisting of simple phase oscillators coupled based on structural connectivity weights and lengths of the connectome (33, (44) (45) (46) (47) . Simulated neural signal was converted into simulated rs-fMRI signal using the Balloon/Windkessel hemodynamic model (48, 49) .
From simulated rs-fMRI signal, time-resolved functional connectivity was computed using tapered sliding windows (15, 16) . For each instance of time-resolved functional connectivity, two global network metrics, mean participation coefficient and modularity, were calculated to track dynamic fluctuations between segregated and integrated patterns of functional connectivity (25) (26) (27) . The time series of mean participation coefficient and modularity were strongly negatively correlated (r = −0.73 on average in a single run of empirical rs-fMRI data) and both served as proxies of dynamic fluctuations between segregation and integration in the brain. In this paper, we present results obtained from the mean participation coefficient in the main figures and results obtained from the modularity in SI Figures.
The computational model used for simulating neural signal has two free parameters, the global coupling constant k and the mean delayτ. In simulations with the actual connectome data, these parameters were specified as k = 55 andτ = 12 ms based on systematic parameter selection under the objective of accurate reconstruction of empirical functional connectivity profiles (for details of the parameter search procedure, see 33). In simulations with the surrogate data, we fixedτ as 12 ms to save computation time, but searched for k in each surrogate sample for which the mean of the order parameter (i.e. the global synchrony level) of simulated neural signal most closely approximated that obtained from the actual data with k = 55.
Depending on k and the type of the surrogate data, the global synchrony level greatly changed between zero (fully incoherent) and one (fully synchronized) in simulation samples generated from the connectome (see Fig. 3A , left). Distributions of k selected in R, G, T, and GT are shown in Fig. 3A , right.
Both Geometry and Topology Contribute to the Emergence of Dynamic Fluctuations
To assess the contributions of connectome geometry and topology to the segregation-integration dynamics, we compared the magnitudes of dynamic fluctuations in mean participation coefficient between different types of the surrogate data. synchrony level similar to those averaged over simulation samples generated from the actual data (0.37) is shown in close to white. Right: probability distribution of the global coupling constant k selected so that the global synchrony level of simulated neural signal became closest to that simulated with the actual data. (B) The magnitude of dynamic fluctuations in mean participation coefficient. The magnitude was quantified using the SD of mean participation coefficient across time and is shown as its ratio to the SD computed from empirical rs-fMRI data. An asterisk indicates significant differences between the ratios of SD (p < 0.05, FDR corrected across all the 10 comparisons).
shown as the ratio of the SD of the simulated time series of mean participation coefficient to that of the empirical counterpart. The magnitudes of dynamic fluctuations obtained from the geometry-constrained surrogate data G and the topology-constrained surrogate data T were both greater than the magnitude from the constraint-free surrogate data R (p = 3.5 × 10 −6 and 1.2 × 10 −5 , FDR corrected, two-sample t-test; Cohen's d = 1.01 and 0.94, respectively). This result indicates that both geometry and topology of the connectome significantly contributes to dynamic fluctuations between segregation and integration.
We confirmed that this finding held true even when mean participation coefficient was replaced with modularity. The magnitudes of dynamic fluctuations in modularity obtained from G and T were both greater than the magnitude from R (Fig. S3 ).
Dynamic Fluctuations Are Not Fully Accounted for Either by Geometry, Topology, or Their Combinations
We then examined the extent to which geometry and topology of the connectome can explain the magnitude of dynamic fluctuations generated from the actual connectome data. To this end, we compared the magnitudes of dynamic fluctuations in mean participation coefficient between the actual data and the geometry-and/or topology-constrained surrogate data G, T, and GT. We found that the magnitudes of dynamic fluctuations obtained from G, T, and GT surrogates were smaller than the magnitude from the actual data (p = 7.7 × 10 −14 , 5.9 × 10 −11 , and 2.5 × 10 −7 , FDR corrected; d = 1.48, 1.25, and 0.96, respectively) ( Fig. 3B ). This result suggests that, even with significant contributions from geometry and topology, these global structural features of the connectome alone cannot fully account for dynamic fluctuations between segregation and integration. This finding also held for analyses that examined dynamic fluctuations in modularity. The magnitudes of dynamic fluctuations in modularity from G, T, and GT were smaller than the magnitude from the actual data ( Fig. S3 ).
Unexplained Dynamic Fluctuations Are Shaped by Structural Connections of the Visual Network
In the following, we aim to identify local edge sets in the connectome that were responsible for dynamic fluctuations not explained by a combination of geometry and topology. To approach this aim, we used a more constrained version of the surrogate connectome data GT. Under the geometric and topological constraints imposed on GT, the weight permutation in this new surrogate data were restricted only within an edge set of interest allowing us to examine the contribution of this specific set to the residual dynamic fluctuations. The contribution of a given local edge set was evaluated by comparing the magnitude of dynamic fluctuations obtained from the above surrogate data (referred to as the 'main' surrogate data hereafter) with the magnitude from its control surrogate data. The control surrogate data were also a more constrained version of GT, but the weight permutation was restricted within edges not included in the edge set of interest in the main surrogate data. The fraction of permuted edges was equalized between the main and control pair of the surrogate data by randomly selecting edges not to be permuted in the control surrogate data. The local contribution of a specific edge set of interest was assessed by quantifying the decrease in the magnitude of dynamic fluctuations in the main from the control surrogate data.
With this methodology, we examined the local contribution of single RSNs, defined as a cluster of brain regions that coherently fluctuate during the resting state. The RSNs in this study were defined based on the 7-network parcellation (41) , which includes the control network (CON), the default mode network (DMN), other RSNs these comparisons were with p < 0.05 (FDR corrected). These findings indicate that structural connections of the visual network disproportionately contribute in shaping the difference in the magnitude of dynamic fluctuations between GT and the actual data, i.e., the residual amount of dynamic fluctuations not explained by geometry and topology of the connectome. The same conclusion was reached for the magnitude of dynamic fluctuations in modularity (Fig. S4) . 
Discussion
In this study, we used surrogate connectome data and brain activity simulations to identify which network features of the connectome are crucial for the emergence of fluctuating functional connectivity patterns between segregation and integration. We addressed this question by quantifying the magnitudes of dynamic fluctuations in mean participation coefficient and modularity while simulating time-resolved rs-fMRI functional connectivity on the surrogate and actual connectome data. We demonstrated that the magnitude of dynamic fluctuations obtained from the geometry-or the topology-constrained surrogate data was greater than the magnitude from randomly permuted surrogate data and that the magnitude from the geometry-and topology-constrained surrogate data was smaller than the magnitude from the actual data. These findings indicate that geometry and topology of the connectome significantly contribute to the appearance of dynamic fluctuations between segregation and integration, but these global network features of the connectome do not fully account for the magnitude of dynamic fluctuations emerged from the actual connectome data. We then evaluated the contribution of structural edges connected to each RSN and found that edges connected to the visual network were most effective in generating the residual dynamic fluctuations not explained by a combination of geometry and topology of the connectome.
The finding that geometry of the connectome did not fully account for the magnitude of dynamic fluctuations between segregation and integration implies that the connectome hosts richer dynamics than expected from its spatial embedding alone. The effect of spatial embedding on the connectome can be seen in the characteristic relationship between weights and lengths of structural connections (36, 37) , which reflects the principle of wiring cost minimization (34) . Previous studies have shown that wiring cost minimization cannot entirely explain the topology of the connectome and have suggested that the connectome realizes its richer topology at the expense of increasing wiring cost (50) (51) (52) . Our study suggests that this also holds true for realization of the fluctuating dynamics of segregation and integration. Increased wiring cost in the connectome may thus serve to not only yield complex network topology, but also enhance dynamic reconfigurations between segregated and integrated functional network organizations in the brain, which are essential for flexibly responding to a variety of cognitive demands (53) .
We further demonstrated that topology of the connectome also did not fully explain the magnitude of dynamic fluctuations between segregation and integration, even when geometry was simultaneously taken into account. We examined the contributions from two representative topological features of the connectome, communities (5) and interconnected hubs (9) . The proposed roles of communities and interconnected hubs in supporting segregation and integration of neural information (13, 14) as well as complex dynamics (54) suggest an important role in the emergence of fluctuations between segregation and integration.
The significant contribution of topology to dynamic fluctuations shown in Results partially supports this prediction. However, our finding that the geometry-and topology-constrained surrogate data fell short of generating the full extent of dynamic fluctuations obtained from the actual data indicates that additional features other than geometry or topology are involved and motivated us to assess potential additional contributions from local structural edges in the connectome.
Among the seven RSNs (41), we found that structural connections of the visual network were most capable to generate dynamic fluctuations between segregation and integration not accounted for by a combination of geometry and topology. We confirmed that this finding was not due to the variability over the RSNs in the number of permuted edges in the surrogate data and was therefore more likely to result from the specific embedding of the visual network in the overall connectome. One notable feature of the visual network structural connectivity is its high intrinsic density. Numerous studies have demonstrated that nodes in the visual areas indeed maintain dense anatomical interconnections (2, 55) . In our data, we also noted that the density of structural connections within each RSN was the greatest in the visual network ( Fig. S5 ). This observation raises the possibility that the locally dense connectivity architecture within the visual network may not only support local processing of visual information, but may also contribute to shape global network dynamics of functional segregation and integration. The possible contribution to the global dynamics could explain the prominence of the visual network in within-subject variability of rs-fMRI functional connectivity (56) , where functional connectivity among regions including the visual areas was shown to be highly variable across a number of scanning sessions in a highly sampled individual brain.
The greater variability of visual functional connectivity could result from varying forms of the contribution from the visual areas via their dense structural connections, so that the balance between segregation and integration is appropriately controlled under varying states of the resting brain across scanning sessions.
Although we focused on group-level connectome data in the present study, examining individual differences in the structural organization of the connectome and relating them to empirical dynamics of segregation and integration are important directions for future research. Recent studies established evidence for individual differences in rs-fMRI functional connectivity (57) (58) (59) including its dynamic properties of fluctuating connectivity patterns between segregation and integration (27) . Structural accounts of these individual differences could be identified by assessing their relations to individual differences in the network features of the connectome whose contributions to the segregation-integration dynamics were demonstrated in this study. For instance, individual differences in empirical functional connectivity and its network dynamics could be associated with individual differences in the strength of weight-length relationship, the modularity of network communities, the distinctness of hub-to-hub connections, or the local density of visual structural connectivity. Furthermore, by comprehensively relating them to individual differences in behavioral and cognitive functions, one could explain mechanisms inside the end-to-end relation between reconfigurations of the connectome and declines in behavioral and cognitive performances through e.g. aging (60) or brain diseases (61) .
It should be noted that the simulations using the actual connectome data in this study only partially replicate spatial patterns of empirical functional connectivity (33) . A principal reason for this limitation is that we fitted free parameters in the simulation model to accurately reproduce the temporal dynamics of rs-fMRI functional connectivity in addition to fitting its spatial pattern. In our previous study (33) , we showed that parameter fitting optimized only for replicating spatial patterns severely compromised the reproducibility of temporal dynamics and therefore fitted parameters using multiple criteria to balance reproducing both spatial patterns and temporal dynamics. The resulting correlations between simulated and empirical functional connectivity (0.26 for all node pairs; 0.34 for structurally connected node pairs) are comparable to those obtained from simulations using more complex and biophysically realistic models of neural masses or spiking neurons (46, 47) . Future work may be directed at improving the joint reproducibility of spatial patterns and of temporal dynamics. One potential solution is to use more reliable connectome data in simulations. Replacing undirected connectome data derived from non-invasive tractography with directed connectome data derived from invasive tract tracing (62, 63) could improve the overall replication accuracy of spatial patterns. Another possible solution is to include subcortical areas into simulations and newly model the role of neuromodulatory systems in actively controlling the neural gain (64) . Given the possible contribution of the neural gain control to the fluctuating dynamics of segregation and integration (26, 29) , such a model improvement could enhance the reproducibility of temporal dynamics even when parameter fitting is primarily optimized for replicating spatial patterns.
In conclusion, we identified specific network features of the connectome that were responsible for the emergence of dynamic fluctuations between segregated and integrated connectivity patterns simulated on the connectome. We found significant contributions to the dynamic fluctuations from geometry and topology of the connectome, as well as distinct local contributions from structural connections of the visual network. These findings provide fine-grained information about how the structure of the connectome promotes ongoing segregation-integration dynamics, thus allowing a deeper understanding of the generative processes underlying dynamic fluctuations between functional segregation and integration in the brain. 
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Structural determinants of fluctuations between segregation and integration on the human connectome
SI Materials and Methods
Data Acquisition and Processing
Raw structural, functional, and diffusion MRI data were from the WU-Minn Human Connectome Project (HCP; 1). The HCP acquired an approval for data collection from the institutional review board at Washington University. We downloaded the MRI data sets from the public database of the HCP, ConnectomeDB (https://db.humanconnectome.org), and used the data sample labeled as 100 Unrelated Subjects in this database. From the 100 subjects in this data sample, 15 high motion subjects during rs-fMRI sessions with the criteria used in (2) and one subject aged ≥ 36 were excluded to obtain a quality-controlled data sample from 84 young adults aged between 22 and 35. Image acquisition parameters of the MRI data in the HCP data set are detailed in (3, 4) . A notable acquisition parameter is the repetition time (TR) of rs-fMRI data, 720 ms. This TR realized a sampling frequency higher than that in a standard acquisition setting (typically, the TR of rs-fMRI data is 2-3 s) and is suitable for time-resolved functional connectivity analysis.
The duration of each run of rs-fMRI data was approximately 14 minutes.
The downloaded MRI data were already preprocessed with the minimal preprocessing pipeline developed by the HCP (5) . The rs-fMRI data were further preprocessed by i) removing the first 10 s of volumes, ii) removing outlier volumes and applying interpolation using 3dDespike in AFNI (https://afni.nimh.
nih.gov) (on average, 3.6% of the total volumes were interpolated), iii) regressing out the global, white matter, and cerebrospinal fluid mean time series and the Friston-24 motion time series (6), and iv) applying detrending and band-pass filtering. The low cut frequency of filtering was specified as 0.021 Hz (1/the width of a sliding window for computing time-resolved functional connectivity) to suppress spurious connectivity fluctuations (7) , and the high cut frequency was set to 0.1 Hz. The rs-fMRI signal of each parcel or node was obtained by averaging its time courses of voxels within each cortical parcel made from a subdivision of the Desikan-Killiany atlas (8) (the number of parcels: 114), which we downloaded from i https://github.com/LTS5/cmp. Further details on data acquisition and preprocessing are described in a previous study (9) .
Functional Connectivity
The Fisher z-transformed Pearson correlation coefficient of node-averaged rs-fMRI signals was used as the weight of functional connectivity between nodes. Time-resolved functional connectivity was computed using a tapered sliding window (10, 11) with its shape and size specified in a similar manner as in (12) .
Specifically, the tapered sliding window was constructed by convolving a rectangle of width = 66 TRs (= 47.52 s) with a Gaussian kernel of σ = 9 TRs (= 6.48 s) and was shifted toward the end of the time series in steps of 3 TRs (= 2.16 s). This procedure yielded 369 sliding windows in total for each run of rs-fMRI data.
Structural Connectivity
To obtain the structural connectome, distributions of white matter fiber orientations were estimated for each voxel of diffusion MRI data using the generalized q-sampling imaging (13) . The estimated orientation distributions were used for reconstructing fiber tracts between cortical parcels by deterministic streamline tractography, as performed in (14) (15) (16) . The streamline count between a pair of cortical parcels divided by the geometric mean of their surface areas was used as the weight of structural connectivity between nodes.
We employed group-level structural connectivity throughout the paper. The weight of group-level structural connectivity was computed using a consensus thresholding approach that preserves the within-and between-hemisphere streamline length distributions of individual subjects (17, 18) . With this thresholding approach, non-zero connectivity weights and streamline lengths were averaged over subjects to obtain group-level matrices, which are shown in the top left corner of Fig. 1 .
Network Metrics Community Detection and Modularity
Communities in connectivity networks were detected by applying a modularity maximization method (19) .
In this method, a partition in a network is optimized to maximize the modularity quality function (or simply, modularity) that quantifies the degree to which a network is decomposed into densely connected sub-networks. To deal with negative edge weights in the network of functional connectivity, a generalized version of the modularity quality function Q * (20) was maximized in this study. Q * is defined as
ii where δ c i ,c j = 1 if nodes i and j are within the same community and δ c i ,c j = 0 otherwise. The positive and negative superscripts to the edge weight w i,j between nodes i and j are used for separating positive and negative edge weights, where w + i,j = w i,j and w − i,j = 0 if w i,j > 0, and w + i,j = 0 and w − i,j = −w i,j otherwise. The term e ± i,j = s ± i s ± j /ν ± , where s ± i = ∑ j w ± i,j and ν ± = ∑ i,j w ± i,j , is the expected positive or negative edge weight between nodes i and j if edges were randomly distributed. When the modularity quality function was computed for a connectivity matrix containing no negative weight, the second term in the right hand side of Eq. [1] was ignored. Q * was maximized through the Louvain algorithm (21) using the Brain Connectivity Toolbox (BCT; 22) , where the resolution parameter γ was specified as the default value one. In each case of modularity maximization for a given connectivity matrix, the Louvain algorithm was applied 100 times with random initial conditions. We regarded the maximum of Q * over the 100 trials as the maximized modularity score and the partition yielded this score as a final solution of detected communities. The modularity Q * of time-resolved functional connectivity can be used to track dynamic fluctuations between segregated (high Q * ) and integrated (low Q * ) connectivity patterns (23, 24) .
Participation Coefficient
The participation coefficient is a node-wise metric that quantifies the extent to which a node is connected to other nodes across diverse communities (25) . We computed the participation coefficient of time-resolved functional connectivity and its mean averaged over all nodes. Based on communities detected in an instance of time-resolved functional connectivity, the participation coefficient of node i was computed as
where N C is the number of detected communities, κ + i,c is the strength (weighted degree) of the positive edge weights of node i within community c, and κ + i is the strength of the positive edge weights of node i across all communities. The participation coefficient was then averaged over all nodes to obtain a network-wise metric, mean participation coefficientP. The mean participation coefficient can also be used as a proxy of dynamic fluctuations between segregated (lowP) and integrated (highP) patterns of time-resolved functional connectivity (26) .
Surrogate Connectome Data
Surrogate connectome data were constructed by permuting non-zero structural connectivity weights of the actual connectome data. During the weight permutation, geometric and/or topological features of the actual connectome were preserved by constraints to assess their contributions to the emergence of dynamic fluctuations between segregation and integration. After the weight permutation, weights of the surrogate connectome data were adjusted to preserve the strength sequence of the actual data (27, 28) by using iii a Matlab function strengthcorrect.m in https://github.com/breakspear/geomsurr. We referred to the strength-preserved surrogate data without constraint as R (= R ss in 28). Procedures to construct the surrogate data with geometric and/or topological constraints G (= G ss in 28), T, and GT were described in detail below.
Geometry-Constrained Surrogate Data
A geometric constraint was imposed on the surrogate data G and GT to preserve the spatial relationship between weights and lengths of structural connections (27, 28) . In these geometry-constrained surrogate data, the weight permutation was restricted within each equal-width bin of lengths (28) ( Fig. 2A) . The number of bins needs to be large enough to capture the weight-length relationship in the actual data, while it must not be very large to secure variations in surrogate samples. The number of bins in this study was specified as 30. This number was obtained as a value from which the percentage of the number of edges in a bin ≤ 3 became ≤ 10% across bins for the first time when the number of bins was decreased from 100 in steps of 10. We confirmed that all bins contained more than one edge with this bin number setting.
The adjustment of weights in G and GT to preserve the strength sequence did not essentially alter the weight-length relationship of the actual connectome data (see Fig. S2A ).
Topology-Constrained Surrogate Data
Two topological constraints were imposed on the surrogate data T and GT to preserve communities and interconnected hubs of the network of structural connections. In these topology-constrained surrogate data, the weight permutation was restricted within each community detected in the actual connectome or within edges connecting whatever pairs of two different communities (Fig. 2B) , and simultaneously within each edge category consisting of edges connecting a node of a certain degree d and another node of degree ≥ d (Fig. 2C ). Permuting weights within each of such degree-based edge categories preserves the weighted rich-club coefficient (29), i.e. the ratio of the sum of edge weights between hub nodes to the sum of all edge weights, over different degree thresholds to define hub nodes. The adjustment of weights in GT did not influence on the degree to which the surrogate data preserved communities and interconnected hubs of the actual data (see Fig. S2B and C) . The weight adjustment in T also did not essentially change the extent to which the community structure was preserved (Fig. S2B) , whereas it made the interconnected hub structure less pronounced as the weighted rich club coefficient of T became closer to that of R (Fig. S2C) . Therefore, the contribution of topology to dynamic fluctuations as assessed by T in Results was mainly represented by the contribution from the community structure alone.
iv
Surrogate Data for Assessing Local Contributions of RSNs
Surrogate data to examine the contribution of local edge sets in the connectome were constructed under the geometric and topological constraints imposed on GT. This approach was chosen to uncover which local edge sets were responsible for dynamic fluctuations not accounted for by a combination of geometry and topology of the connectome. We searched for them in a spatial resolution of RSNs defined based on the 7-network parcellation (30) , where each cortical parcel (node) in this study was assigned to one of the following seven RSNs, the control network, the default mode network, the limbic system, the dorsal attention network, the saliency/ventral attention network, the somatomotor network, and the visual network, by selecting an RSN of the maximum area of cortical surface overlap. The surrogate data were constructed as a more constrained version of GT, in which permuting weights was allowed only within edges connected to at least a node in an RSN of interest. We quantified the effect of permuting edges connected to an RSN of interest on the segregation-integration dynamics by comparing the magnitude of dynamic fluctuations generated from the above main surrogate data and that from another more constrained version of GT (the control surrogate data), where permuting weights was performed only within edges not connected to the RSN of interest. The number of edges that can be permuted in the control surrogate data was always greater than that in the main surrogate data when there was no correction. To properly compare the magnitudes of dynamic fluctuations between each main-control pair of the surrogate data, the number of permuted edges in the control surrogate data was reduced by permuting weights of only a randomly selected subset of edges. By optimizing the size of this subset, the difference in the fraction of the number of permuted edges to the number of all non-zero weight edges between each main-control pair of the surrogate data became less than 10 −4 on average for each RSN.
Simulation of Resting-State Activity Computational Model
A variant of the Kuramoto model (31) (32) (33) (34) , in which phase oscillators are coupled based on the structural connectome, was used for simulating spontaneous oscillatory neural signal. The Kuramoto model is a simple dynamic model while it can generate synchronization dynamics of neural populations (35) and can also reproduce a variety of empirical findings about resting-state functional connectivity (36) (37) (38) (39) (40) including its network dynamics (9) . In this model, the periodical dynamics of a phase oscillator at node i is expressed by its phase θ i (t), which obeying the following differential equation:
where f is the natural frequency, set to 60 Hz in the gamma band for all nodes (39, 40) , N is the number of nodes, k is the global coupling constant, c i,j is the weight of structural connectivity between nodes i and j, v and τ i,j is the delay of interactions between nodes i and j. The weight c i,j was normalized so that the mean non-zero edge weights of structural connectivity equals one, and k controlled the overall coupling strength.
The delay τ i,j was simply assumed to be L i,j /v as in previous studies (41) , where L i,j is the streamline length between nodes i and j, and v denotes the conduction velocity. Eq. [3] was solved numerically using the Heun method with the step size of 0.2 ms. The initial value of the phase was set at random from the range [0, 2π] and the initial history of the phase was obtained by running simulations without interactions for a short duration. Transient dynamics were removed by discarding the initial 20 s of simulation data.
Simulated rs-fMRI signal was derived from the simulated phase time series of coupled oscillators. The simulated phase θ i (t) was first transformed into the amplitude space as r i (t) = sin(θ i (t)) to obtain the amplitude of simulated oscillatory neural signal. Then, after downsampled to the sampling frequency of 1 kHz, the simulated neural signal was converted to simulated rs-fMRI signal using the Balloon/Windkessel hemodynamic model (42, 43) . The simulated rs-fMRI signal was band-pass filtered using the same filter as applied to empirical rs-fMRI signal. In addition, the simulated rs-fMRI signal was downsampled to match the sampling frequency between the simulated and empirical data, and the global mean signal was also regressed out for consistency. The number of time points in a single simulation sample was the same as the number of time points in a single run of the empirical data. Time-resolved functional connectivity and its global network metrics (mean participation coefficient and modularity) were also computed for the simulated data in the same manners to track dynamic fluctuations between segregation and integration.
Order Parameter
The global synchrony level of coupled oscillators in the simulation model was evaluated through the order parameter r(t):
where ψ(t) is the phase of the global ensemble of oscillators. The order parameter r(t) varies between 0 and 1, quantifying the uniformity of phases over all oscillators. The average of r(t) over time was used for quantifying the level of global synchrony of the whole coupled oscillator system (44, 45) .
Model Parameter Search
Actual Data
The simulation model in Eq. [3] has two free parameters, the global coupling constant k and the mean delayτ =L/v, whereL is the streamline length averaged over all edges of non-zero structural connectivity weights. In a previous study (9) , these model parameters were optimized so that simulated rs-fMRI data generated from the connectome can reproduce empirical properties of functional connectivity measured vi over the entire scan duration, as well as those of time-resolved functional connectivity including the magnitude of dynamic fluctuations in its mean participation coefficient and modularity. After the comparisons between the simulated and empirical data, optimal values for better reproducing the empirical properties were found to be k = 55 andτ = 12 ms for the data that were also used in the present study as the actual connectome data (for more details about the comparison procedure, see 9). The selectedτ corresponds to v = 7.0 m/s, which is in a realistic range of the conduction velocity of the primate brain (5-20 m/s; 46) . 100 simulation samples with this parameter set were generated in (9) and were employed as the simulation samples obtained from the actual connectome data in Results.
Surrogate Data
Since spatial connectivity patterns in the surrogate connectome data were changed by the weight permutation, the goodness of fit of empirical connectivity profiles cannot be used for specifying the free parameters in simulations with the surrogate data. Instead, we employed the global synchrony level (the temporal average of r(t) in Eq. [4] ) of simulated neural signal as a criterion for the model parameter search. Selecting the free parameters that make the global synchrony level comparable between simulation samples generated from the surrogate and actual connectome data allows meaningfully comparing the magnitudes of dynamic fluctuations in mean participation coefficient and modularity between the surrogate and actual data.
As this parameter search needed to be performed for each sample of the surrogate connectome data, we reduced the total amount of computation by fixing the mean delayτ to 12 ms (the same value as in simulations with the actual data), which yielded a realistic conduction velocity as already mentioned above.
The global coupling constant k was changed from 2.5 to 70 in steps of 2.5. Simulations were run with these values of k for each surrogate connectome sample, and the global synchrony level of simulated neural signal was computed for each k. Then, the difference between the synchrony level from the surrogate data and the synchrony level (averaged over all simulation samples) from the actual data was evaluated. The k in the surrogate data that yielded the synchrony level most closely approximated that from the actual data was specified as a value from which the above difference became the minimum over the candidates of k. When this minimum difference was greater than the radius (i.e. the maximum difference from the mean) of the distribution of the synchrony level from the actual data (this was 0.085), then the corresponding surrogate connectome sample was discarded and a new surrogate sample was regenerated. Finally, we obtained 50 synchrony-level controlled simulation samples from each type of the surrogate connectome data R, G, T, and GT.
We found that the k selected for the surrogate data GT was within a range between 50 and 60 (see xvi
