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Resume { Nous etudions le probleme de l'identication au second-ordre d'une fonction de transfert multi-entrees / multi-sorties
en presence de bruit additif. Le bruit additif est suppose (temporellement) blanc, c'est-a-dire decorrele dans le temps, mais nous
ne faisons aucune hypothese sur sa correlation spatiale. Nous proposons un resultat d'identiabilite qui requiert des hypotheses
tres faibles sur la fonction de transfert a estimer. Un algorithme nouveau est propose et teste par des simulations.
Abstract { We address the problem of the second-order blind identication of a Multiple-Input Multiple-Output (MIMO)
transfer function in the presence of additive noise. The additive noise is assumed to be (temporally) white, i.e., uncorrelated in
time, but we do not make any assumption on its spatial correlation. We propose an identiability result which requires very mild
assumptions on the transfer function to be estimated. A new algorithm is proposed and tested by simulations.
1 Introduction
Soit (yn)n2ZZ le signal de dimension q deni par
yn = [H(z)]sn + wn = yun + wn : (1)
Nous etudions le probleme de l’identication de H(z) a
partir de la donnee (supposee exacte) de la fonction de
covariance de la sortie y.
Dans un contexte d’egalisation autodidacte en commu-
nications numeriques, sn est un processus vectoriel p  1
centre et decorrele, qui represente les sequences de sym-
boles (non observables) emis par p sources partageant la
me^me periode baud. La fonction de transfert matricielle
qp H(z) modelise le canal inconnu. Le signal est recu sur
un reseau de q capteurs, et perturbe par un bruit additif
wn de dimension q, decorrele du signal utile yun .
Nous supposons que q > p, que H(z) =
PM
k=0 Hkz
−k
est un ltre RIF a minimum de phase, et que wn est un
bruit blanc de dimension q (c’est-a-dire E(wnwTm) = 0 si
n 6= m), de matrice de covariance spatiale  = E(wnwTn ).
Les articles [1] et [2] ont ete les premiers a resoudre le
probleme au 2nd ordre. Ils ont donne lieu ensuite a un
grand nombre de travaux et variantes. Cependant, la plu-
part de ces algorithmes considerent le cas ou  = 2Iq .
Cette hypothese peut cependant e^tre restrictive dans
certains contextes. Par exemple, si les proprietes physiques
des capteurs ne sont pas identiques, les composantes du
bruit sont decorrelees mais leurs variances ne co¨ncident
pas necessairement. Le bruit peut me^me e^tre correle spa-
tialement s’il resulte de la superposition d’un grand nombre
de sources independantes. Cette situation se rencontre par
exemple en acoustique sous-marine [3] [4].
Dans cet article, nous proposons un algorithme d’iden-
tication de H(z) dans le cas ou l’on ne dispose pas d’in-
formation a priori sur . Ce probleme a ete etudie dans
le cas SIMO (p = 1) dans [5], [6], et [7]. L’article [8] pro-
pose une solution dans le cas ou p > 1, et [9] generalise
les resultats de [8] au cas ou H(z) est rationnelle.
Notre demarche est la suivante. Soit fRkg (resp. fRukg)
la fonction de covariance du signal recu y (du signal non
bruite yun). On a R0 = R
u
0 + , Rk = R
u
k pour 0  k  M
et Rk = Ruk = 0 pour k > M .  etant inconnu, R0 ne
contient pas d’information sur Ru0 . Par consequent, notre
probleme consiste ici a identier H(z) a partir de la seule
connaissance de la sequence tronquee des fRkgMk=1.
Cet article est organise de la facon suivante. Le para-
graphe 2 decrit le principe et propose un resultat general
d’identiabilite base sur la notion d’espaces rationnels.
Dans le paragraphe 3, nous en deduisons un algorithme
d’identication ; les hypotheses d’identiabilite sur H(z)
sont moins contraignantes que dans la solution proposee
dans [8] ou [9]. Finalement, la mise en uvre de l’algo-
rithme est decrite dans le paragraphe 4 et des simulations
sont proposees.
2 Un resultat d'identiabilite
2.1 Principe d'identication
Notre methode consiste a resoudre un probleme de com-
pletion. En eet, yun n’est pas un processus vectoriel SSL
quelconque mais un processus MA. Comme Rang(Su(z)) =
p < q 8z, cette information peut e^tre exploitee ecace-
ment via l’ equation structurelle
H(z)HT (z−1) = Su(z) =
MX
k=−M
Rukz
−k : (2)
Cette equation fournit une relation implicite entre les co-
variances fRukgMk=0 qui permet (sous certaines conditions)
de calculer le coecient central Ru0 a partir de fRukgMk=1.
Une fois Ru0 connu, nous sommes ramenes au calcul de
H(z) a partir de H(z)HT (z−1) ; ce probleme classique
peut e^tre resolu par n’importe quel algorithme de realisa-
tion stochastique.
Nos resultats sont bases sur l’observation suivante. Com-
me q > p, il existe des polyno^mes 1  q de degre N
g(z) =
PN
k=0 gkz
−k veriant :
g(z)H(z) = 0 pour tout z ; (3)
ou, de facon equivalente, g(z)H(z)HT (z−1) = 0 8z. Sup-
posons par ailleurs que nous puissions calculer un en-
semble de r polyno^mes gi(z) veriant (3), et posons G(z) =
[gT1 (z); : : : ; g
T
r (z)]
T =
PN
n=0 Gnz
−n (les parametres r et
N seront species plus tard). Posons S(z) = R0 + T (z),
ou T (z) est suppose connu ; il est clair que
G(z)R0 = −G(z)T (z) : (4)
En identiant membre a membre le coecient de z−k pour
0  k  N , et en posant G = [GT0 ; : : : ; GTN ]T , on voit que
l’on peut calculer la matrice GR0 a partir des donnees. Si
G est de rang colonne complet, R0 est identiable a partir
de (4).
Notre methode comporte donc 2 points : elle repose sur
la possibilite eective de calculer des polyno^mes g(z) veri-
ant (3) ; mais, de plus, ils doivent e^tre (( en nombre suf-
sant )) et leurs degres (( susamment eleves )). En eet,
les gj(z) doivent permettre de construire une matrice G
(N + 1)r  q de rang colonne complet ; intuitivement, le
nombre de lignes de G doit donc e^tre le plus grand possible.
Les parametres N et r (qui ne sont pas independants)
jouent donc un ro^le important dans la discussion. Pour
preciser ce ro^le, nous devons utiliser des proprietes de
sous-espaces vectoriels rationnels (s.e.r.), qui constituent
le cadre naturel des polyno^mes gj(z) (pour l’etude de cet
outil algebrique, nous renvoyons le lecteur a [10] et [11]).
2.2 Un resultat d'identiabilite base sur
les sous-espaces rationnels
Notons tout d’abord qu’un polyno^me g(z) veriant (3)
appartient au dual d’un s.e.r. contenant Im(H(z)), ou
Im(H(z)) est le s.e.r. engendre par les colonnes de H(z).
Soit donc S un certain s.e.r. xe, de dimension d, tel que
Im(H(z))  S. Par hypothese, H(z) est minimum phase,
et donc de rang generique complet p ; donc dim(Im(H(z)))
= p, et p  d  q. Soit S? l’ (( orthogonal )) de S, c’est-a-
dire l’ensemble de tous les polyno^mes 1 q g(z) veriant
g(z)f(z) = 0 8f 2 S, et soit 0  M1      Md (resp.
0  M?1      M?q−d) les indices de Kronecker de S
(resp. les indices de Kronecker duaux de S).
Supposons maintenant que nous disposions d’un algo-
rithme pour calculer l’ensemble S?N constitue de tous les
polyno^mes de S?, mais de degre inferieur ou egal a N .
Alors nous devrions concatener dans G(z) (( autant )) de
polyno^mes 1 q gj(z) que possible ; cependant, il ne faut
considerer que des polyno^mes lineairement independants
sur le corps IR(z) des fractions rationnelles. En eet, soit
fgj(z)grj=1 un ensemble de r polyno^mes de S?N , lineaire-
ment independants sur IR(z), et soit G(z) = [gT1 (z); : : : ;
gTr (z)]T . Ajouter une (r+1)eme ligne gr+1(z) a G(z) est i-
nutile (en ce qui concerne Rang(G)) si ce polyno^me gr+1(z)
appartient au s.e.r. engendre par fgj(z)grj=1, car dans ce
cas les N + 1 lignes apportees par gr+1(z) a la matrice G
sont des combinaisons lineaires des r(N + 1) precedentes.
La valeur utile maximale pour r, consideree comme une
fonction r(N) de N , est donc egale a la dimension du
s.e.r. engendre par S?N . Mais cette dimension depend de
la position de N par rapport a fM?j gq−dj=1 . Si N < M?1 =
minj M?j , alors g(z)f(z) = 0 8f(z) 2 S si et seulement si
(ssi) g(z) = 0 8z. Si M?s  N < M?s+1, alors r(N) = s.
Enn, si N  M?q−d = maxj M?j , on peut extraire de S?N
un ensemble de (q−d) polyno^mes formant une base de S?,
et donc r(N) = q− d. Ceci constitue bien su^r la situation
la plus favorable ; il n’est donc pas etonnant que dans ce
cas, R0 soit identiable a partir de (4) sous une condition
supplementaire simple :
Lemme 1 Soit S un s.e.r. de dimension d, d'indices de
Kronecker 0  M1      Md, tel que Im(H(z))  S. Si
M1  1, R0 est identiable a partir de S?.
Preuve. Soit G(z) =
PN
n=0 Gnz
−n une matrice poly-
nomiale (q − d)  q, dont les lignes forment une base de
S?. Alors G(z) verie (4). Considerons la matrice G =
[GT0 ; : : : ; G
T
N ]
T associee a G(z). Soit v un vecteur constant
de dimension q veriant Gv = 0 ou, de facon equivalente,
G(z)v = 0 8z. Cette condition est veriee ssi le polyno^me
constant v(z) = v appartient a l’espace dual de S?, c’est-
a-dire a S. D’autre part, l’hypothese M1 > 0 signie que S
ne contient pas de vecteurs constants non nuls, donc v = 0.
G est donc de rang colonne complet et R0 est identiable
a partir de (4).
3 Methode sous-espace
Dans ce paragraphe, nous donnons le principe d’un algo-
rithme de calcul de R0 a partir de fRigMi=1. Cet algorithme
est une application pratique du lemme 1.
Au x2, nous avons considere un s.e.r. S de dimension
d contenant Im(H(z)). Le choix le plus naturel pour S
est bien entendu Im(H(z)) lui-me^me. Ce choix etait im-
plicite dans une methode proposee dans [8, section III-B-
3] qui s’inscrit en fait dans le contexte du lemme 1. Elle
permet de calculer (sous des hypotheses assez fortes sur
H(z)), a partir d’une matrice block-Hankel associee a la
sequence fRung1nM , l’ensemble de tous les polyno^mes
de S?, mais de degre inferieur ou egal a M − 1 ; cette
derniere contrainte constitue la plus grande limitation de
la methode, car la condition M−1  M?q−p est restrictive.
Dans ce paragraphe, nous proposons une approche al-
ternative qui ne presente plus cet inconvenient. Nous al-
lons chercher des polyno^mes dans l’espace dual d’un s.e.r.
S0 contenant strictement Im(H(z)) ; mais nous ne rencon-
trerons pas de limitation quant au degre de ces polyno^mes.
Nous obtiendrons globalement des conditions d’identia-
bilite moins severes.
L’idee consiste a eliminer R0 en formant la dierence
Q(z) = S(z) − S(zei) =
PM
k=−M Q

k z
−k, ou  est un
nombre reel quelconque. A partir de (2) nous obtenons :
Q(z) = [H(z) H(zei)]

HT (z−1)
−HT (z−1e−i)

: (5)
Nous supposons que H(z) est minimum phase. Nous sup-
posons egalement que (C1) q > 2p et (C2) le rang gene-
rique de [H(z)H(zei)] est egal a 2p.
Appelons S0 le s.e.r. engendre par les colonnes de [H(z)
H(zei)], et S0? son dual ; gra^ce a (C2), S0 (resp. S0?)
est de dimension 2p (resp. q−2p). Les indices de Kronecker
de S 0 sont fM 0ig2pi=1, avec 0  M 01      M 02p, et ceux de
S 0? sont fM 0?j gq−2pj=1 , avec 0  M 0?1      M 0?q−2p.
Puisque Q(z) est connu, on peut extraire pour tout
N  M 0?1 l’ensemble de tous les polyno^mes (de dimen-
sion 1  q) g(z) = PNk=0 gkz−k, de degre N , veriant
g(z)Q(z) = 0 8z; en eet, g(z)Q(z) = 0 ssi le vecteur
ligne g = [g0; : : : ; gN ] appartient au noyau a gauche de
la matrice de Sylvester generalisee TN(Q), de dimensions
q(N + 1) q(2M + N + 1), associee a Q(z) :
TN (Q) =
264 Q

−M    QM 0
. . . . . .
0 Q−M    QM
375 : (6)
(C2) implique que les s.e.r. engendres respectivement par
les colonnes de Q(z) et de [H(z) H(zei)] sont egaux,
et donc que g(z)Q(z) = 0 ssi g(z) [H(z) H(zei)] =
0, ce qui implique g(z)H(z) = 0 8z. L’utilisation de la
fonction Q(z) permet donc de calculer des polyno^mes de
S0? de degre N 8N  M 0?1 . Le theoreme suivant est une
consequence du lemme 1 :
Theoreme 1 Soit S0 le s.e.r. engendre par les colonnes
de [H(z)H(zei)]. Supposons que (C1) et (C2) soient
vraies. Soit fM 0ig2pi=1, avec 0  M 01      M 02p, les in-
dices de Kronecker de S0. Supposons de plus que S0 ne
contienne pas de vecteur constant non nul, c'est-a-dire que
M 01 > 0.
Soit N un entier tel N  2 Ppi=1 deg(hi(z)), ou hi(z)
est la ieme colonne de H(z). Alors, si G(z) =
PN
k=0 Gkz
−k
est une matrice polynomiale (q− 2p) q de degre N et de
rang generique complet (q − 2p) veriant G(z)H(z) = 0,
la matrice G = [GT0 ; : : : ; GTN ]T est de rang colonne com-
plet, aussi R0 est identiable a partir de (4). En denitive,
H(z) est identiable a partir de la fonction de covariance
complete fRigMi=0.
Preuve. Les lignes de G(z) appartiennent a S0?. Pour
qu’elles engendrent S0?, il faut que N  M 0?q−2p (voir x2.2).
On sait que
Pq−2p
j=1 M
0?
j =
P2p
i=1 M
0
i [10] [11]. Or d’une
part M 0?q−2p 
Pq−2p
j=1 M
0?
j , et d’autre part
P2p
i=1 M
0
i Pp
i=1(deg(hi(z)) + deg(hi(ze
i))) = 2
Pp
i=1 deg(hi(z)).
L’inegalite N  M 0?q−2p est donc observee si N verie
N  2 Ppi=1 deg(hi(z)). L’identiabilite est une applica-
tion directe du lemme 1.
Ces conditions d’identiabilite sont moins restrictives
que celles de l’algorithme propose dans [8] (qui requiert
que H(z) soit irreductible, que toutes les colonnes de H(z)
aient me^me degre M , que HM soit de rang complet et que
M − 1  M?q−p). Enn, il est interessant de constater que
l’algorithme s’adapte sans diculte au cas rationnel.
4 Simulations
Discutons tout d’abord de mise en uvre pratique. En
eet, la 1ere etape de l’algorithme consiste a trouver une
matrice polynomiale G(z) =
PN
k=0 Gkz
−k, de dimensions
(q−2p)q, dont les lignes engendrent S0? ; ce point etant
delicat, nous evoquons brievement notre solution.
Remarquons tout d’abord que G(z)[H(z)H(zei)] = 0
ssi [G0   GN ]TN(Q) = 0, ou TN(Q) est denie en (6). Il
est donc clair que le s.e.v. dans lequel nous devons cher-
cher les lignes de [G0; : : : ; GN ] est le noyau a gauche de
TN(Q). En pratique, cela signie que nous allons mini-
miser une forme quadratique construite sur le Grammien
d’une estimee empirique TN ( bQ) de TN (Q) ; une contrainte
de non-trivialite doit evidemment e^tre introduite.
Par ailleurs dans le Th. 1 G(z) doit e^tre une base po-
lynomiale minimale de S0?. Nous choisissons donc la con-
trainte de facon a forcer cette exigence theorique. Puisque
G(z) est polynomiale, elle est de rang generique complet
(q − 2p) ssi elle est de rang complet pour au moins une
valeur z0 2 fC [ 1g. Or il existe des bases de S0? qui
sont de rang complet a l’inni : par exemple, les bases po-
lynomiales minimales sont irreductibles et verient donc
cette propriete. Nous pouvons donc choisir G(z) de telle
sorte que G0 = G(z = 1) soit de rang ligne complet. En-
n, nous pouvons supposer sans perte de generalite que
les lignes de G0 sont orthogonales. Nous resolvons donc le
probleme d’optimisation suivant (notre solution ne peut
e^tre presentee ici faute de place) :(
min: Tr:f[ bG0:: bGN ](TN ( bQ)TTN ( bQ))[ bG0:: bGN ]T g
sous la contrainte : bG0 bGT0 = Iq−2p :
Venons en au modele. Nous prenons p = 2 et q = 7. Soit
H(z) = [h1(z) h2(z)] ; deg(h1(z)) = 3 et deg(h2(z)) = 4,
donc M = 4. Les 63 inconnues de H(z) sont tirees de
facon aleatoire sous une loi normale N (0; 1). Nous pre-
nons  = [ij], avec ij = (−)ji−jj=(1 − 2) et  = 0:9
(le bruit est donc un (( processus stationnaire spatial AR
d’ordre 1 ))). Le parametre  du x3 est choisi egal a 1. La
raison en est que dans Q1(z), tous les termes Rk d’indices
pairs s’annulent, et n’ont donc pas besoin d’e^tre estimes.
Finalement, dans nos simulations, les resultats pour un
canal donne sont moyennes sur 50 realisations ; puis ces
resultats sont moyennes sur 20 canaux.
Dans la premiere experience nous calculons b commebRy0 − bR0. La gure 1 montre l’erreur relative  = jj −bjjfro=jjjjfro (jj:jjfro est la norme de Frobenius) en fonc-
tion de la taille de l’echantillon, pour des rapports signal
sur bruit egaux a 5 dB et a 10 dB. Notons que  est
plus faible pour le bruit de plus grande puissance. On
peut justier intuitivement cette propriete : soit Sy(z) =
H(z)HT (z−1)+ ; alors d’apres (3), l’equation d’identi-
cation de  s’ecrit aussi G(z)Sy(z) = G(z). Les erreurs
d’estimation sur G(z) aectent donc plus l’estimation de
 lorsque  est une matrice dont la norme est petite.
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Fig. 1: Erreur relative sur 
Nous mesurons ensuite l’erreur relative sur le proces-
sus d’identication global. Une fois R0 estime, la derniere
etape consiste en eet a identier H(z) par un algorithme
de realisation stochastique. Pour les simulations, nous nous
sommes places sous l’hypothese d’irreductibilite et avons
utilise un algorithme de (( prediction lineaire )) [12] [13]. Cet
algorithme du second ordre identie F (z) = H(z)Q pour
une certaine matrice constante orthogonale Q. Le critere
d’erreur choisi est
 =
vuutR 20 jjS(ei!)− bS(F )(ei!)jj2fro d!R 2
0
jjS(ei!)jj2fro d!
ou bS(F )(z) = bF (z) bF T (z−1) = Pk bR(F )k z−k.
L’erreur est comparee a celle obtenue par un algorithme
de prediction lineaire (( classique )), c’est-a-dire qui suppose
(a tort) que  = 2Iq. Il est clair que les estimees obtenues
par un tel algorithme ne convergent pas vers la solution
exacte. Nous avons observe que le benece du nouvel al-
gorithme appara^t d’autant mieux que  s’eloigne de 2I.
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