Abstract-This paper describes a part of speech tagger. The tagger is based on a set of probability mixture models. Each mixture model is responsible for tagging of a specific class of words, sharing similar context properties. Probability mixture models contain 25 various mixture components. The tagger is tested on Polish language and compared to other available taggers.
I. INTRODUCTION
P ART-OF-SPEECH (POS) tagging is a common and wellresearched Natural Language Processing (NLP) task. It is the process of assigning POS tags to words and word-like units (tokens) in text. In languages with rich morphology the tags usually include significantly more information than just partsof-speech, e.g. nouns may be specified for values of number, gender and case, adverbs may be specified for degree. In such a setting, the task is referred to as morphosyntactic tagging.
In this paper we present a novel approach to Part-of-Speech tagging (POS tagging), where the labelling is performed in a non-sequential manner using an array of simple probability mixture models. The models are derived directly from the training data. The approach has been developed for Polish, an inflective language that is typically described with a rich, positional tagset. However, very little language-dependent information is in fact employed and it is reasonable to expect that the approach will work equally well for other positional tagsets.
The presented version of the tagger deals only with disambiguation of the grammatical class (roughly corresponding to Part-of-Speech). In spite of that, it already makes use of the information available in the whole tags.
II. TAGGING OF INFLECTIVE LANGUAGES
Tagging of inflective languages is a not an easy task. One of the main difficulty is the relatively free word order, which makes sequences of n-grams much less frequent than in English [1] . The other major difficulty is related to the size and characteristics of tagsets. English tagsets usually define 40-200 different tags, while the 1-million-token manually annotated part of the National Corpus of Polish [2] contains about 1000 different tags. This is a frequently cited reason of low performance of taggers for inflective languages [3] - [5] .
Tagging of inflective languages is usually performed in two stages: morphological analysis and morphological disambiguation [6] . The first stage is essentially dictionary lookup, resulting in attaching sets of tags attached to each token. The proper tagging happens during the disambiguation phase -tags that are recognised as contextually inappropriate are removed from the sets. The other technique that is commonly used is called tiered tagging (originating from a work by Tufiş [7] ). This technique assumes splitting of positional tags according to some groups (tiers) of grammatical categories that the tags consist of. A sentence is disambiguated iteratively, one tier at a time.
Both techniques are used in three taggers made for Polish language during the last five years. PANTERA [8] is built upon an adaptation of the Brill's transformation-based learning algorithm. The tagger employs three tiers, but also makes uses of modified rule templates that operate on the level of particular tagset attributes (grammatical categories) instead of whole tags, which is an important enhancement when dealing with positional tagsets. Also, the sets of tags assigned in the course of morphological analysis are used to constrain possible transformations: if any transformation would result in generation of a tag not accounted for by the morphological dictionary, the transformation is cancelled.
WMBT [9] is a memory-based tagger that introduces morphological analysis and tiered tagging to the standard memorybased tagging framework, namely MBT [10] . The tagger uses as many tiers as there are attributes in the tagset (plus one for the grammatical class). The algorithm iterates over tiers; tagging of one tier involves classification of subsequent tokens with a k-Nearest Neighbour classifier. The classification process benefits from a rich feature set, including values of particular attribute (grammatical class, number, gender and case for tokens surrounding the token being tagged), but also tests for morphological agreement on number, gender and case. WMBT was later enhanced with a simple handling for unknown words [11] . The procedure assumes collecting separate case bases for known and unknown words.
WCRFT [11] is a modification of the WMBT tagger, where a linear-chain first-order Conditional Random Field (CRF) is used instead of the k-NN classifier. Also, instead of classifying independently each token, the CRF model is used to classify a whole sentence at a time. A separate model is trained for each tier and these models are run sequentially when performing disambiguation. The feature set is taken directly from WMBT. Also, similar unknown word handling procedure is employed.
Concraft [12] is based on a new mathematical model devised for the purpose of morphosyntactic tagging, namely Constrained Conditional Random Fields (CCRF). CCRF is an extension of the CRF model where additional constraints are imposed on the set of labels that may be produced for each token in the output sequence. The constraints are used to enforce that each output tag belongs to the set of tags generated during morphological analysis. The model used for disambiguation is second-order. An interesting feature of the tagger is that disambiguation is performed on all layers simultaneously instead of using the standard tiered tagging scheme. Concraft also contains a separate model for handling of unknown words, which is based on first-order CCRF.
III. LADDER TAGGER
In this paper we propose a new part-of-speech tagger called Ladder Tagger. Formally, part-of-speech tagging may be modelled as a sequence I of dependent multi-class decision problems w ∈ I. Decision problems w are statistically dependent because previously made decisions (tag assignments) influence further ones.
Natural language structure is highly complex, often very flexible, full of exceptions. The main idea of the proposed method is to divide the sequence of decision problems I into n subsets of problems with similar properties:
Each of these subsets D i : i ∈ {1, ..., n} should model a part of language complex structure. Statistical dependence of decision problems w ∈ I makes the final tagging result dependent on the order in which they are solved. Our idea is to solve decision problems from the easiest to the most difficult ones (hence the name of the proposed tagger) in a non-sequential manner. The major advantage of this approach is that both preceding and succeeding tagging results may influence the current result.
The second contribution of the proposed tagger is highly intense usage of tagging context information. In probabilistic tagging smoothing plays a key role. Smoothing models may be more or less complex, but they should provide statistically significant information regarding token context. Of course smoothing parameters are highly dependent on the decision problem to solve. In the proposed tagger we use as much as 25 probability smoothing components, both taking into account preceding and succeeding tokens. Smoothing parameters are independently estimated for each set of decision problems.
The general outline of the tagging process is presented in Fig. 1 . First, we assign each token (decision problem) to a set of decision problems according to its predefined properties. The first set D 1 contains the easiest, unambiguous tokens (they are trivial single-class cases). Remaining sets D 2 , ..., D n contain difficult, multi-class decision problems. Sets of decision problems are now solved according the their difficulty.
Require: I -sequence of decision problems (tokens to be POS-tagged) Ensure: t -part-of-speech tagging of
m ←get-problem-type(w) 4 :
for all w ∈ D do 8: t w ←solve-problem(w) 9: end for 10: end for 11: return t Our proposal follows the two-stage scheme described in the previous section: tagger's input must be first subjected to morphological analysis and the core algorithm is responsible for morphological disambiguation. In other words, it is assumed that each token is attached a set of possible tags 1 and each decision problem consists in selecting one of its elements. The information on possible tags is used during both training and normal tagger performance (disambiguation) to designate ambiguity classes.
A. Subsets of decision problems
The main goal of decision problems division is to build better, more specific classifiers. One of the key issues in case of POS tagging is proper usage of the available training information. Different type of information should be used in case of e.g. frequent known words, rare known words and unknown words. Thus, the following classes of decision problems are defined: 1) specific known words (SKN), 2) frequent known words (FKN), 3) possible grammatical class (POS) ambiguity classes of known words (GKN), 4) rare known words (RKN), 5) word suffixes or prefixes for unknown words (UNK). Decision problem subsets are instances of the above classes. Specific known words (SKN) class contains very frequent words with lots of grammar exceptions. List of these words should be pre-specified by expert linguists. The list should not be too long, because classifiers for each specific known word are trained separately. Frequent known words (FKN) class contains frequently used words, generally following grammar rules. Due to their high frequency in the corpus they have a large training data available. Ambiguity classes class is much less specific, it often covers multiple known words. Number of known instances of a given word is another important criterion. If a word has only one instance in the training set, any parameter estimation is not possible for such a word. Such words are considered rare and are tagged according to ambiguity classes.
The employed two-stage scheme is bound to face the problem of unknown words. Word forms of some tokens will be not recognised by the morphological analyser, hence no set of possible tags (ambiguity class) will be available. Such tokens are treated as a separate class (UNK). Tagging of such words is language-specific. For Polish (and also for many Slavic languages), word suffixes and, to some extent, prefixes, give useful inflectional information that helps make the correct decision.
During tagging process, a token is treated as an unknown word if the analyser failed to provide a set of possible tags. For our model to work, the UNK class must also be explicitly present in the training data. Fortunately, this information is easy to obtain. To make sure that the sets of possible tags present in the training corpus reflect the actual behaviour of the morphological analyser, we followed the procedure called reanalysis of the training data that was proposed in [11] . It assumes feeding the training data through the morphological analyser actually used to update the information on tags possible for each token. In case of word forms that were unknown to the analyser, the set of possible tags always consists of the proper tag (taken from the original training data) and the unknown word tag (ign). What results is consistent assignment of tokens to ambiguity classes, but also, explicit marking of unknown words.
B. Decision model
The proposed tagger applies Bayesian decision model. Maximum a posteriori decision rule is used:
where: w -a word being currently tagged, t * w -chosen tag, g w -set of possible POS tags for word w.
Class probability p(t|w) is estimated from available training corpus data. Each decision problem subset has its own subset of corpus. Corpus subsets are built according to predefined rules. Rules of corpus subset generation for possible classes of decision problems are given in Tab. I. Exemplary, word to (eng. it) is belongs to the class of specific known word problems. The training set consists of all instances of word to with matching set of possible grammatical classes.
C. Probability smoothing
Probability smoothing is one of the key components in statistical approaches to tagging. There is no sufficient data to get well estimated probability distributions of word sequences. One of the most common approach to probability smoothing is Jelinek-Mercer smoothing [13] . The basic model is defined as follows:
where: λ ∈ 0; 1 and p(w 0 |·) D is estimated directly from the data.
The Jelinek-Mercer model is further extended to Witten-Bell [13] smoothing and it takes a recurrent form:
where: λ i ∈ 0; 1 , s i is the context of word w 0 . The above model p(w 0 |s i ) R can be simply rewritten into non-recurrent equation and it takes the basic form of a well known probability mixture model. Thus, the probability smoothing used in the proposed approach is defined as follows:
where:
Estimation of α i parameters is not straightforward, and can be done in several different ways. In more complex language models (like the one proposed), the number of parameters may be high.
D. Mixture model probabilities
One of the key components to successful tagging is the definition of smoothing probabilities. As shown above, smoothing may be represented as a mixture probability. Component probabilities are estimated on four different types of data: word forms (w i ), grammatical class (POS) ambiguity classes (g i ), ambiguity classes of whole tags (c i ) and tagging results (grammatical classes assigned by the tagger) (t i ), where i stands for relative position of a word in the tagged corpus. In case the word in not yet tagged and a tagging results (t i ) is used, the probability is estimated as 0. Given the above events, various conditional probabilities can be defined. We use total 25 probability mixture model components, as shown in Tab. II. For instance, p(t 0 |x 0 , g −1 , w +1 ) represents probability of tag t 0 , given that: 1) decision class specific parameters x 0 on position 0 are matched, 2) grammatical class (POS) ambiguity classes g −1 on position −1 matches, 3) word form w +1 on position +1 matches. 
For the easiness of reading, mixture model components shown in Tab. II are sorted according to their assumed generality. More specific general estimates are shown at the top, more general ones are shown at the bottom of the table. The main idea of probability smoothing is preserved. Mixture components from the top of the table will have low recall, however high precision. Those from the bottom will have high recall and lower precision.
E. Tagger parameter estimation
The proposed tagger has a set of parameters, as described above, which need to be estimated before the tagging process. Parameter estimation is done at the training set. Given the smoothing model has n components and that there are m sets of decision problems, there are total nm parameters to be estimated. For each set of decision problems its smoothing model parameters are estimated independently.
Mixture parameters estimation is considered as a validation set tagging quality optimization problem. Validation sets are built on top of the training set using Leave-One-Out routine. Tagging quality is defined as a classic recognition accuracy. Training process is defined as maximization of recognition accuracy:
[α] * = arg max
where: r w -reference tag for word w, t * w -tagging result of word w from the validation set.
Random-restart hill climbing method is used as the optimization tool. Exemplary estimates of smoothing parameters are given in Tab. III. Estimated mixture weights may provide an interesting insight into the language structure. They may show the importance of different contexts in various cases of language usage. Exemplary, word to (eng. it) has a very high importance of succeeding context, while in case of word i (eng. and) proceeding context is much more important. Thus, results of training may provide further information (and have done so in the past) how to extend available set of contexts.
F. Computational and memory complexity analysis
Proposed tagging approach is can be classified as a lazy recognition method, because it estimates probabilities directly from the data during the recognition phase. Thus, it requires memorization of the whole training data, i.e., the tagged corpus. Estimation of mixture probabilities requires iteration through the data, but can be limited only to its small subsets. The whole training set is organized as a hash map. Each element of the hash map represents a decision class specific event x 0 . It contains a list of all indexes of event x 0 appearance in the training set. For example, to estimate p(t 0 |x 0 , w +1 ) where: x 0 = (w 0 , g 0 ), w 0 is a specific word and g 0 a specific grammatical class, the tagger accesses the hash map with key (w 0 , g 0 ) and extracts a list of relevant indexes. Given the list of indexes, it iterates through the training set and checks only for w +1 match condition. This results in a large speedup of tagging process, because size m of the relevant index is always much smaller than the size n of the whole training set.
As a result, memory complexity is equal to T (kn) where n is the size of the corpus and k = 5 is the number of predefined decision problem classes (see Tab. I). The number of predefined classes is constant and practically should not 166 PROCEEDINGS OF THE FEDCSIS. WARSAW, 2014 grow any more (k = const), thus memory complexity is T (kn) = O(n). Computational complexity for tagging a single word is equal to O(im), where i is the number of mixture components and m is the size of x 0 relevant index, where m ≪ n.
IV. EXPERIMENTAL VERIFICATION
In this section we describe our experiments aiming at evaluation of the proposed disambiguation method (Ladder Tagger). Its results are compared to the three Polish taggers described in Sec. II.
As noted earlier, the present variant of the tagger deals only with disambiguation of the grammatical class, hence the scope of evaluation is also limited to labelling with grammatical classes, while the ability to assign full morphosyntactic tags is not assessed.
The experiments described here are made using the manually annotated part of the National Corpus of Polish [2] , version 1.0. This part consists of 86 thousand sentences and 1.2 million tokens and we call it NCP in short. Each token is labelled with exactly one tag, belonging to the NCP tagset [14] . The tagset defines 35 grammatical classes (besides one special class reserved for unrecognised forms -ign).
A. Experimental protocol
It has been argued [15] that taggers should be evaluated as whole systems that process plain text files into tagged corpora. Such an approach provides insight into tagging errors made at every possible stage, including tokenisation, morphological analysis and disambiguation. This is a close approximation of real-life scenario of tagger application where only text is available, possibly divided into paragraphs, but with no linguistic pre-processing such as manual division into tokens.
We employ this approach here. The taggers are assessed using a metric called accuracy lower bound [15] that is defined as the percentage of tokens from the reference corpus (manually divided into tokens and labelled with tags) that fulfil two conditions: 1) the token is present at the tagger output (no change in tokenisation took place), 2) the tagger classified the token with the same label as in the reference corpus. In other words, every change in tokenisation is penalised as a tagging error and tags attached to tokens that are subjected to segmentation change are not even checked.
The second condition refers to "the same label". As our evaluation is limited to tagging with grammatical classes, the label is understood as grammatical class extracted from full morphosyntactic tag.
All the experiments described here were performed using ten-fold cross-validation. Each experiment is run against the same partitioning of the data. Each run n for a tagger T consists of the following steps: 1) Training data part n is used to train tagger model M T n . Before training proper, the training part is subjected to morphological reanalysis as described in Sec. III-A. 2) Testing data part n (Test bound (for grammatical class) is calculated.
B. Tagging quality
Table IV presents the observed values of accuracy lower bound across ten runs. The average value (µ) is given in the last row. The experiment shows that Ladder Tagger consistently outperforms all other taggers with respect to grammatical class tagging. The improvement over the second best tagger (WCRFT) corresponds to 2.9% drop in error rate.
We also took the opportunity to measure separate values of accuracy lower bound for two classes of token: known and unknown words. Results for known words (Table V) present the same trends as the overall results: Ladder Tagger consistently outperforms other taggers.
Results observed for unknown words (Table VI) are different. It is evident that Concraft is achieving best results for unknown words. This may be attributed to the advantage given to Concraft by its sophisticated model to deal with unknown words (tag guessing module). Ladder Tagger is placed second or third in the ranking.
V. SUMMARY
This paper presented a part of speech (POS) tagger. Presented POS tagger is based on a set of simple probability mixture models. A list of 25 mixture components is defined. They describe various contexts of the tagged word. Parameters of mixture models are estimated using random-restart hill climbing method. Tagging accuracy of all and known tokens is highest among all tested taggers. Tagging accuracy of 
