 Abstract: Inverse Weighted K-means less sensitive to poor initialization than the traditional K-means algorithm. Therefore,
I. INTRODUCTION
K-means clustering is one of the famous and the simplest clustering algorithms, in which is based on separating the data to groups or clusters, conditioned on there is a high similarity between the data in the same group and fewer similarities among other groups. This separating is continuously recalculating and relocating the nearest centroid for the data, and this leads to fine-tuning the shape of the clusters.
However, K-means clustering has two main problems. The first one is its performance depends on the starting position of the randomly generated initial centroids. The second one is the falling into local optima that do not give the best results; so, to get the best result we need to run the algorithm many times, and this is a computationally exhausting procedure. A heuristic approach was one approach to solve these problems using a variation of the K-means clusters or an optimization algorithm beside Density Based Spatial Clustering for applications of noise (DBSCAN) [1] .
Inverse Weighted K-means (IWKM) is one of the variations of the K-means clustering algorithm in which has two modifications in calculating the performance function and locating the centroid for each cluster. This algorithm succeeded to solve the initial centroid position problem that was faced in the K-means algorithm [2] . However, it does not converge quickly to get the best fitness value, also there is not much researching especially on choosing the powers of numerator and denominator in objective function as will be shown below.
The meta-heuristic optimization algorithms or bio-inspired optimization algorithms are used with K-means to solve their problems, such as Bat algorithm, Cuckoo algorithm ...etc. These algorithms imitate the swarm behavior among groups in which they move toward a common goal to find the best solution. Due to these characteristics, the meta-heuristic optimization algorithms got a lot of attention from the researchers. Consequently, many researchers used hybrid combining algorithm such meta-heuristic optimization algorithm with data mining algorithms to get better results and solve the problems in the data mining algorithms.
The aim of this study is to integrate the bio-inspired optimization algorithms mainly the Bat algorithm (BA) with IWKM, called BIWKM, to overcome some of the limitations in the IWKM and to validate the effectiveness the performance of the BIWKM hybrid algorithm over IWKM. Many research papers combined Bat Algorithm with clustering algorithms, as [3] , [4] , [5] , besides that Bat algorithm combined especially with K-means clustering algorithm [6] , [7] which got better results than K-means clustering algorithm. Nonetheless, there no research paper combined bio-inspired optimization algorithms with IWKM algorithm [2] , [8] . So, in this paper, we will combine the BA with IWKM algorithm to clustering the data and comparing the results with IWKM using artificial and real-life datasets. Additionally, the new hybrid BIWKM algorithm will be compared with the existing IWKM using the same datasets.
II. BAT ALGORITHM
Bats depend on a type of sonar called echolocation to determine the location of prey and avoid obstacles. They produce sound pulses while flying and listen to their reflected sound from surrounding objects to discover their locations and the type of them. The loudness of bats can reach to the highest value when they search for prey while decreasing to the lowest when they find prey and fly toward it.
The following assumptions are used to idealize applying algorithm [9] :
 All bats use echolocation to estimate distance, and they can distinguish between food/prey and the obstacles.  Each bat flies randomly with velocity at location with a constant frequency of range to changing wavelength λ and the loudness A to find a prey. They can automatically change its frequency or wavelength of its emitted pulses and adjust the emission  pulse rate r ∈ [0,1] according to the nearness to its target prey.  The loudness can be ranged from a big positive value to a small defined value .
As the frequency range from [ ], the corresponding wavelength range from [ ]. So, if the used frequency is higher, the corresponding wavelength is shorter and the traveling distance is shorter. Because the frequency and wavelength are related then we fixed wavelength and changing frequency. Thus, for simplicity, we assume frequency ∈ [ ]. The pulse rate r is in the range of [0,1] where 0 means no pulses, and 1 means the maximum rate of pulse emission.
The BA algorithm has four main steps. These steps are discussed below: The first step: Initializing the BA algorithm parameters Each bat's position in the BA represents a possible solution to an optimization problem. A bat's position is represented by a solution (bat) x = ( ) where represented the decision variable on index and D represents the dimensional space of x solution. The objective function to evaluate any solution x is represented by f(x).
Also, the BA parameters have to be initialized in this step as follow:
 N: The population size of bats  and : The minimum and the maximum frequency range which is used to choose a specific value of frequency that help to determine the velocity and location of a specific bat in a specific time.  : Velocity vector for each bat to alter its current position by adding a value to generate a new location that is nearer to the best bat position.  : Loudness vector values for all bats the help to updating the current position  : Pulse rate vector for all bats The second step: Initializing the bat population matrix:
The BA starts with random generation bat population matrix of size N D, which N is the bat population and D is the number of decision variables. The sets of bat location vectors are the contents of this matrix. Also, in this step, we calculate the objective function value for every solution (bat) and the best global bat location that corresponding to the best objective function value is stored in x Gbest variable.
The Bat population matrix of size N and dimension D is . The Third step: Adjusting the current bat population: Each bat flies with velocity that affected by its randomly generated frequency . Then the new bat position is calculated as:
(1)
For the local search, the bat generates new position through local search strategy with random walk:
Where is the best local position for the bat j, is the mean of all loudness for all bats at current iteration t, ∈ is a random number in the range [-1, 1].
To summarize the new bat position:
The is replaced by the new bat position if the is better or not more loudness than the current . The global best position is altered if the . The fourth step: The termination in which the algorithm is repeated until the termination criterion is met. Figure 1 shows the flowchart of the Bat algorithm [9] .
III. INVERSE WEIGHTED K-MEANS ALGORITHM (IWKM)
It is introduced to solve the initial starting centroids position in the K-means clustering algorithm by using two modifications to the original K-means clustering algorithm in calculating the cost function [10] . The first one is using the sum of the inverse of distances from a specific data point to every centroid, and the second one is multiplication the inverse sum by weight which is the minimum distance of the same data point to the centroids as shown in (5) for the cost function. Where j m is the centroid in the j th cluster, K is the maximum number of clusters, l m is the centroid that has the minimum distance to the data point, and N is the number of data points in all clusters. IWKM calculate the centroid in a way that differ from how K-means calculate it as shown in (6), where is the set of indices of data points that have the minimum distance to l m centroid and is the complement of .
As shown in (6) the centroid calculated by a way that has a relationship between all data points that have the minimum distance to this centroid and with other clusters that do not have the minimum distance to their data points, accordingly IWKM behaves in a better way than standard K-means. Figure 2 shows a flowchart of how IWKM algorithm used to calculate the centroids, also this algorithm depends on two basic steps for computing the centroids. The first one is computing the value of ail in equation (7) and the second one is computing the value if b ij in equation (8) . Moreover, the flowchart shows the convergence done and the algorithm stops running when the difference between the current position of the centroid and the previous position is small. IWKM algorithm changes the position of the centroids gradually until they become approximately at the center of the cluster for each centroid, besides that the algorithm not falling into local optima. Nevertheless, we will see in the results and experiment section the value of the objective function cost, and the number of iterations to converge can be reduced using the BIWKM hybrid algorithm.
IV. INTEGRATING BIO-INSPIRED BAT ALGORITHM INTO IWKM (BIWKM HYBRID) ALGORITHM
The BIWKM hybrid algorithm is a new algorithm that integrates BA with IWKM algorithm to get the best clustering result in calculating objective function and to reduce the number of iterations to converge. Likewise, both of IWKM and BA use the same formulas as in (5) and (6) to calculate the cost function and determine the position of the centroid respectively. Otherwise, the BIWKM hybrid algorithm differs from IWKM algorithm in exploration/ searching step, in which we search to optimize the solution that every bat population will get it, and compare it with the previous solution. If it is better, the bat position is updated, save the current solution, and continue to search for a better solution until a convergence condition is met. This search is done heuristically for all bats in the population to get the best global solution by comparing the local best solution for every bat with others, and finally, the best global solution is gotten. we concentrate below on the new modifications to this algorithm, the remains the same as mentioned above in BA and IWKM algorithm sections.
We can split the BIWKM algorithm to three steps as follows:
The first step: The Initialization step, We suppose S is the total number of data points to be clustered, D is the number of features in each data point, K is the number of clusters to be formed, and is a predefined user parameter. N is the bat population size, and every bat (x) is represented by a solution (bat) x = ( ) where represented the decision variable on index and K×D represents the dimensional space of x solution. So, every bat represents a solution x, this solution holds the centroid positions. Additionally, we defined the minimum frequency, the maximum frequency, the loudness and the pulse rate. Then we assigned data points to clusters for each bat randomly and string them in a classification matrix (classMat) with size N × S, which every row represents a bat. This classMat determines the final classification for every data point for each bat. For example: if N=100, S=500, D=2 and K=3, then the population matrix size is (100,3×2) = (100,6) x = Also, every row in the population matrix represents a solution that consists of three centroids because of K=3 in this example. i.e.: for the first row that represents the first bat , the first and second columns represents the first centroid position , the third and fourth columns represents the second centroid position , and the fifth and sixth columns represents the third centroid position . Besides that, we notice every centroid consists of two elements, and this because the dimension D=2, so if D=3, this means that every centroid consists of three elements, and so on.
The classMat size is N × S =100*500, and the value of every element in the matrix is 1,2, or 3 because of K=3 in this example.
classMat =
where the element of index represent a sample number with index , and the element consists of a value of {1, 2,…, K}, which represents a cluster number that the corresponding sample with index of bat belongs to it.
Calculating the best position of centroids are the main goal of this hybrid algorithm by updating the position of centroids iteratively using a meta-heuristic optimization BA. to achieve this goal and find the optimal centroid position by using the equations (6) to (8) with taking in consideration these equations calculate the centroid positions for one bat iteratively. Besides that, is a row vector of dimension equal to D, represents a one centroid in every row in the population matrix.The Second step: The Exploration/search step: this step is the main step whereas every bat search for the best centroid position depending on the local search and the global search for the optimized BA. the bat in the local search stage finds the best local position from its previous positions.
Figure 3. Flowchart of Hybrid BIWKM algorithm
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Additionally, the bat in the global search finds the best position of the centroid of all current bats positions as described in BA section, then it updates its frequency, positions, loudness, and velocity using equations (1) to (4) . The third step: Centroid positions update and reclassifying data in the clustering step: The decision for the best global bat position is taken from either the previous positions for the same bat or from the current positions of all bats is taking depending on calculating the cost function in equation (5) for every bat. Accordingly, the bat positions will be updated if the value of the cost function is the best (the minimum) as shown in Figure 3 . After that, the data is classified again for the new values of the updated centroid positions for every bat. This will be repeated until a convergence criterion is met or reached a maximum number of iterations. The environment of the experiment is carried out using MATLAB programs and conducted on HP ProBook laptop with core i7-6500u CPU and 8 GB RAM. The results of the hybrid algorithm are compared with IWKM clustering algorithm as a testing reference. The comparison depends on processing each dataset five times to measure the average CPU time taken to finish running the program, the number of iterations to converge, and the average best cost function (fitness) values using different values of numerator power (n) and denominator power (p) which are clarified in the cost function in equation (6) . The values of p are {1, 2, 3, 4, 5} and n= p, p+1, p+2, and p+3, Moreover, n must be equal or larger than p to converge to algorithm in an efficient way as shown in Table 2 . Figure 4 shows some samples of the clustering results of Mouse datasets using the BIWKM and IWKM clustering algorithms with changing the value of p and n. with each cluster has a different color than the others.
V. EXPERIMENTS AND RESULTS
It can be shown that both of the algorithms are able to accomplish approximately the same clustering results, However, the BIWKM algorithm accomplishes a fairly good result than IWKM algorithm. The best clustering result was when p = n = 2 for BIWKM algorithm. The performance of both algorithms is measured using the cost/fitness function value using different values of n and p, whereas this value takes into consideration the relation between every point with every centroid. In addition to that, we measured the CPU time of running both algorithms for one iteration, also we measured the fast convergence of both algorithms by taking the differences between the first and last fitness values and if the change is small then the algorithm is converged quickly. Figure 5 shows a sample of the best global fitness values of Libras dataset for IWKM in part (a) and the BIWKM in part (b) by different values of p and n. For example in BIWKM chart for n = p+3 we notice that there is a reduction in the fitness value as p increase, and the same thing apply to all other lines in each chart. In addition, we notice for the same values of n and p in both algorithms, the fitness value of BIWKM is always less than IWKM algorithm.
(a) (b) Figure 3 
. Sample Of The Best Global Fitness Results Of Libras Dataset For IWKM In (A), And The BIWKM In (B) Using Different Values
Of P And N.
The Tables 3-9 compares a sample of results of running two algorithms using seven datasets, we take one raw from each value of p and n for every dataset and displays the best, the worst and the average values of the objective/fitness function. The fitness function makes relation with every point, with every centroid, and with the best centroid for every data point. As a result, the fitness function value measures the cluster integrity of the algorithm. The BIWKM algorithm gets better fitness values than IWKM algorithm in all values of p and n. As p and n increases, the values of fitness functions increase, because the term that raised to power n increases in the numerator, and the term that in the denominator raised to power p decreases. The BIWKM algorithm find approximately the best global fitness value from the first iteration, and in the next iterations the reduction in the fitness values is minor, i.e,. The difference between first fitness value in the first iteration and the last one is very small, though the IWKM algorithm starts from a large fitness value then the value reduces in the next iterations, so there is a large reduction in the fitness value. However, both of algorithms reduced to nearly the same fitness value but the BIWKM is always the minimum value.
The difference between the first and last fitness values in BIWKM is approximately less than one hundred in almost data sets except for the Synthetic dataset especially when the n=p+3, However, the difference is much less than the IWKM algorithm. For
Published By: Blue Eyes Intelligence Engineering & Sciences Publication example, the difference in last and first value for Glass dataset when p=2 and n=4 are 5687.944 in IWKM algorithm, even though the difference in last and first value for is 0.1894 in BIWKM algorithm for the same dataset. The reason for that in BIWKM algorithm each bat in the population find a fitness value and the algorithm select the best globally one, on another hand, this does not exist in IWKM algorithm. Table 10 shows the minimum fitness values for all datasets for different combinations of p and n. The minimum fitness values measured at p is equal to 5, and the most minimum value is when p =5, and n = p+3 =8 for BIWKM algorithm, this means if the value of p increases, and the difference between p and n increases, then the fitness value is the most minimum. In contrast, the maximum fitness value of fitness function is measured when p=1 as shown in Table 11 , in addition to that, as the difference between p and n increases, the fitness value increases. As a result, the most maximum fitness value is when p=1 and n=p+3 = 4. There is no difference in clustering results using any values of n in condition n must be greater than or equal to p for BIWKM algorithm. Otherwise, the values of n must be greater than p for IWKM algorithm to converge smoothly without oscillating; meanwhile, there are two problems if the value of n is equal to p in IWKM algorithm. The first one is a high oscillating in the convergence of the algorithm as shown in Figure 8 , the second one is the clustering result is bad as shown in Figure 4 in the top left image. The first reason is as mentioned in the previous two paragraphs and the other reason regard with the first term in the cost function for the data point, is equal to one and the other terms have values smaller than one but has a high effect on the cost function, thus leads to a high oscillating as shown in Figure 8 . On the contrary, when n is larger than p then the first term has a value larger than one because the numerator is greater than the denominator, also the other terms is much less than one so can be neglected.
As shown Table 12 the time in seconds taken to finish running the algorithm in IWKM is much less than in BIWKM algorithm, this is because we used bat population of 400 with a number of iterations is 50. However, in IWKM algorithm there is no bat population, we only depend on the number of iterations which is equal to 50, as a result, the time needed for IWKM to finish running is much smaller than BIWKM algorithm. But if measure the time needed for one bat to finish 50 iterations in BIWKM algorithm the result is approximately less than in IWKM algorithm, consequently, the time in BIWKM depends on population size. 
VI. CONCLUSION
The benefits of inverse weighted k-means clustering algorithm and bio-inspired bat algorithm is combined in a new hybrid algorithm to get better global fitness values, clustering results, quicker convergence than the inverse weighted k-means clustering algorithm using different values of the numerator (n) and denominator (p) powers of the cost function. Besides that, overcoming the oscillating problem in the inverse weighted k-means clustering algorithm. For future work, we will use this new algorithm to make image segmentation to get improved results. The result of BIWKN gave more effective global fitness values than result of IWKM.
