Abstract. Let n denote a strictly positive integer. We construct a complex differential algebra ,, of so-called 27r-periodic generalized functions. We show that the space of 27r-periodic distributions on R" can be canonically embedded into ,. Next we lay the foundation for calculation in 9.. This algebra Q, enables one to solve, in a canonical way, differential problems with strong singular periodic data which have no solution in
Introduction
In the last two decades, the attempts to overcome the impossibility result of L. Schwartz concerning the multiplication of distributions (see [10] ) have progressively lead to the elaboration of the theory of generalized functions. The main contributors are H. A. Biagioni [1] , J. F. Colombeau [3] , Yu. V. Egorov [6] , M. Oberguggenberger [7] and E. Rosinger [9] . See 17, 8] for a comprehensive account of the topic.
One major motivation of this theory is that some differential problems such as nonlinear problems or even linear problems which have no solution in the space of distributions can admit solutions in algebras of generalized functions.
The existence of differential algebras with a canonical embedding of distributions as a linear subspace and having optimal properties was evidenced by J. F. Colombea.0 (see [4] ). These algebras of generalized functions are named Colombeau algebras. Nevertheless, apart from the author's works in [11, 12] where the embeddings of distributions in algebras of generalized functions are not canonical, nothing has been done in case involving periodicity. This paper is devoted to the construction of an algebra, whose elements are called periodic generalized functions, with a canonical linear embedding of 27r-periodic distributions, and where periodic of mathematical objects attached to it, such as Fourier series, play a basic role. More precisely, let n denotes a strictly positive integer and let A( l ) be a subset of the smooth 27r-periodic functions on R'. Then our algebra, denoted V. Valmorin by Q,,, is a factor of an algebra of functions defined on with values in the algebra of smooth 27r-periodic functions on R"; in this way we follow Colombeau's idea.
Notations
We set I = 1 .-7r, +ir], R = (0, +) and N = N\{0}, where N is the set of non-negative integers. For each n E N, let denote the algebra of 27r-periodic complex-valued . .
(n)
measurable functions on R and 12w (n) the subalgebra of C _ -functions in with the topology of uniform convergence of functions and their derivarives. If u and a = (a i ,ldots,a n ) E N'2 , we set We denote by V2 the space of 27r-periodic distributions on R' 2 , that is the topological
dual of which is considered as a subspace of V . An element T of V2 which is a function acts on f in
then the Fourier coefficient of index p of is denoted by T(p) or T, and ePz is denoted by e(x), where px = pix i +. .. +p,,x,. The periodic Dirac measure, that is e, will be denoted by 6w,, or by 6 if no confusion can arise. We have (T) E S'(Z'2) and (i2,), e S(Z") for u E e where S'(Z' 2 ) and S(Z' 2 ) are the complex spaces of slowly increasing and rapidly decreasing sequences, respectively.
3.The definition of the subset ,4(n)
We now define some special subsets of E) and E(n) which are needed for the construction of our algebra. Let: m E N, 'm = {p E ZI II rn}, n E N and x E E. We define the , following subsets:
= b' 2 for some E A}.
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We note that By using the Leibniz formula it is easy to show that Af" is an ideal of x" U The following lemma will be useful in the proof of many propositions of the fifs'€ part of this paper. (n) for any ço in Am (x) with m N I Now we give a characterization of the subalgebras and g(n) by the Fourier coefficients u()(p) of u() for E u E X and p e Z0. 
Proof. Since assertion (b) is similar to assertion (a), we shall only prove the last one. For this let u E E E and s E N. From the definition of we derive that for each a e N0 with j al < 2s there exists r0 E R, N0 E N and c0 > 0 such that, for any ço E A() with in > N0 , one has Moreover, it is well-known that there exists a strictly positive constant -y depending only on n and s such that, for any x E R 0 , one has the assertion now follows I
We are now in position to give the definition of the algebra 
Some basic properties of
We recall that the convolution of two elements f and g in is defined by
Whenever T E v2 and V E e, the convolution T * p = T(p)(p)e belongs to E. On the other hand we have (T, W) =
The definition of a canonical linear embedding of V2 into gn is based on the following two propositions.
Proposition 4. If T E V, then (T * e x(")
Proof. Given T e v, x e 9(1 ) and a E N", there exist s, A E R such that
We have I(ip)°I rn"" whenever p E I and card I = (2rn
and from this last inequality we obtain a°(T * :5
which means that (T * ço) € Proof. This is an obvious consequence of Proposition 5 and the well-known relation
Proposition 5. If i: -x(') is defined by i(T) = (T W),, then Tis a linear one-to-one map satisfying i'(.,((')) = {O}.

Proof. Obviously i is linear. Let
denote the sequence taking the constant value f. Clearly (f), E X hence we can consider cl((f)) in . We have the following
Hence for any a € Nn it holds Proof. Obviously a is a one-to-one morphism of differential algebras and the second claim follows straigtforwardly from Proposition 71 -
II(f*cf)IIoo
IpI(I(p)I +')II().
The relation of association
We can identify an element T E D 2 with j(T) and say that a generalized function V2 is a distribution if it belongs to j( We claim that this definition is independent of the chosen representative u. For, if Obviously association is an equivalence relation which is compatible with addition and differentiation but not with multiplication as shown by the following example. 
, respectively. We have 11mm..+ sin 
Proof. Let 0 E E(n). If we set d,u = -ydx, then we can write
It'
f .
whence we obtain, by applyi ng the Cauchy-Schwarz inequality,
Now by using the Parseval equality we have the following relations:
Whence from the convergence of the series E if( p) 1 2 and I(p)I 2 we derive that the last two sums converge to 0 whenever m -* +, proving assertion (a). Since j(f) = ci(f), assertion (b) becomes obvious I
Restriction to subspaces
Let k and n be integers such that 1 k < n and U E ,. We denote by u a representative of U and by ,F the subspace {x E RTh : xk+1,... , x = 01 of R' that we shall identify with Rk. We define the restriction of u to F as the element of X M , denoted by u y such that for any x E Proof. We identify R'1 with R x R_ k and denote an element x of R n by (x', x"); we shall use the same convention for Z". The partial derivatives of T with respect to x will be denoted by ô for fi E Nn-k. Since assertion (a) follows directly from Proposition 7, we shall only prove assertions (b) and (c).
IffEE and eEI', we set f=f (•-) and T=T(_e,.) . We have
By the Fubini theorem and the subtitutions = -i, z' = y' and z" = -y" we derive that ((T*p®),f) = (21.)nj
For fixed , let a() denotes the Fourier coefficient of index p of T ® f . Since = eP' f(p' ), we have a(e) = e P' f(pI )T(p). Now we want to prove that the sum E Ia(e)I is finite in order to derive that T 0 ft a,()c,, by using the continuity of T ® f . Since (1(p') ),,' belongs to S(7Lk) we only need to prove that
Let 3 
I$I^'
where is the L 2 -norm in L2(I_Ic). On the other hand there exists c> 0 such that fl1 <,(P) 2 c(1
Now using the Cauchy-Schwarz inequality we obtain 1/2 1/2
When I > then the sum (1 + li p" II 2 ) is finite, and so is proving the expected result.
From the equality T 0 f ap()e, by the Fubini theorem and the uniform convergence of this series in R' we get
Since 5T is continuous for 1/31 < I, so is -II oTdi . Thus this last function is bounded on Then we can derive from the above inequalities that EPEIn a() is uniformly bounded with respect to m on the set I'. Whence we derive from the Lebesgue bounded convergence theorem that
Finally we have
which implies that j(T)p, j(T1F ), and assertion (b) is proved. Now we shall prove assertion (c). It follows from the fact that E I T(p)l is finite and from the continuity of T that T = E T(p)e holds, whence we obtain
PEI-" PEImn
Now we can use again the Lebesgue bounded convergence theorem to obtain the weak equality of j(T) 1F and
Periodic generalized complex numbers and point values
Let C denote the algebra of complex-valued maps A defined on A' and satisfying the property:
For all X€E) there exist r€R,NEN and c>O such that, for all m>Nand
Further, let 3 denote the subset of C consisting of elements A satisfying the property:
For all xEE and q€R there exist N€N and c>O such that, for all rn>N and 0 € A(), IA(t5)I <c(m + 1).
We have the following Proposition 11. If T € we set (T,u) = (T,u(b®ht)) for u € X n and 1' E Then T(X () ) C C and T(M ) ) C 3.
Proof. These two inclusions can be proved in the same way, thus we just prove the first one only. Let u €
If € 4(n), we have (T, u()) = T(p)u()(-p). Let
X E e. We 
for any € A () proving that (T, u) € C
Obviously C is an algebra and 3 is an ideal of C, therefore we give the -Definition 5. The algebra of periodic complex numbers is defined as factor algebra
C=c/J.
Subsequently, speaking about elements of the algebra J, we shall omit to mention periodic.
To each complex number z we can assign the class in of the constant map A such that A( ' ) = z for all 0 E AM . Thus we define a morphism between the algebras C and C which is clearly a canonical embedding. We denote it by i.
For any n E N there also exists a canonical embedding of C in ,, as follows. If A denotes a generalised complex number with A as representative, then we assign to it the element of which is the class of '+ A()]. Obviously this class does not depend on the chosen representative A. Then we define a one-to-one morphism which is denoted by J. Obviously the association in C is an equivalence relation. Now we shall compute the point values of [1 (8) 
:i: l p' I Ip)I.
Now from Lemma 2 it follows that d1 -d2 belongs to hence j(6) = cl(di). Consequently if x E R", we have
Subsequently we shall denote this last equality by [j()](0) +. Now we introduce some rudiments of the integration theory for periodic generalized functions on compact subsets of IR". This will be sufficient for our purposes, in particular, to define the Fourier coefficients of periodic generalized funtions (which involve only integration on I").
Integration on compact subsets of R'
Let K denote a compact subset of R" and u an element of Then for any b E U( 00 n) is integrable on K and
1K
is clearly an element of C. On the other hand if v e x" is such that
belongs to J. Therefore the following definition makes sense.
Definition 9.
Given U E 9,, the integral of U on the compact set K of R" is the element of C denoted by fK U ( x ) dx and defined by
where u is an arbitrary representative of U and b E 4 (1) Note that the expression U(x) under the integral is just a notation and must not be confused with the point value of U at x. It is obvious that this kind of integration has the property of linearity as the classical one. Thus we are going to give some further results of coherence.
Proposition 12. If U and V denote two elements of Q,,, then for any a E
Proof. This result is a direct consequence of the fact that on the one hand u() and v(p) are 27r-periodic for any ç9 E u and v being representatives of U and V, respectively, and on the other hand, integrating by parts, this equality holds with U and V in I 2.
Proposition 13. Let K denote a compact subset of R" and f an element of .Fj.
Then we have the following assertions: 
Proof. Let f E L2 (1h1
M -I 1 2 (x) dx it follows that f (f * On -f)(x)dx < VkmesK ( II(p)I K I '\P€i,
I U(T)](,)[j(f)](x) dx = ((T, f)). (2,r)'
In particular Since (5 * t, ) = E SJ,T_, J, we derive that
Now we obtain assertion (a) by applying Lemma 2.
In the same way, for f E we obtain 
Convolution
Convolution in E2 (n) , can be extended straightforwardly to 9 n. This extension is compatible with the embedding j and the association process as it will be proved in Proposition Proof. Let us prove assertion (a). Since S and T are distributions we must compute
[(S*p)*(T*çø)_(S*T)*pJ =ô0[(S*T)*(cc,*p_c)]
where a E N" and E A() with x E E. We have successively
and by aplying Lemma 2 we obtain assertion (a).
To prove assertion (b) we use the following lemma (cf. 
Fourier coefficients
In this section we define Fourier coefficients for generalized functions. This notion is compatible with the embedding j and the convolution operation. We use it to characterize a generalized function having an associate distribution. For k E N, let F denote a complex-valued function defined on x Cc which is periodic with respect to the first variables. We suppose that, when identifying C with R2 and C' with R2k , F is of class C on R" x R 2 A function F which satisfies the above inequality with (a, fl, 'y) = (0, 0, 0) is said to be slowly increasing at infinity uniformly with respect to x. Thus this condition means that F and all its derivatives are slowly increasing at infinity uniformly with respect to X.
If U h
Uk are k elements in X we set These operations enable one to solve nonlinear differential problems with strong non-linearities (see [11, 12] ). We can show that the results on the Goursat problem obtained in [11] are valid in the new algebra g2.
