Ultrasound backscattering signals depend on the microstructures of tissues. Some studies have applied Shannon entropy to analyze the uncertainty of raw radiofrequency (RF) data. However, we found that the sensitivity of entropy in detecting various scatterer concentrations is limited; thus, we propose a weighted entropy as a new information entropy-based approach to enhance the performance of scatterer characterization. A standard simulation model of ultrasound backscattering was used to generate backscattered RF signals with different number densities of scatterers. The RF signals were used to estimate the weighted entropy according to the proposed algorithmic scheme. The weighted entropy increased from 0.08 to 0.23 (representing a dynamic range of 0.15) when the number density of scatterers increased from 2 to 32 scatterers/mm 2 . In the same range of scatterer concentration, the conventional entropy increased from 0.16 to 0.19 (a dynamic range of 0.03). The results indicated that the weighted entropy enables achieving a more sensitive detection of the variation of scatterer concentrations by ultrasound.
Introduction
Ultrasound B-mode imaging is an important imaging modality because of its cost effectiveness, nonionizing radiation, real-time capability, and widespread applicability in various clinical settings. Ultrasound scattering occurs when the wavelength of an incident ultrasound signal is greater than the sizes of scatterers in a tissue, and the scattering results in a speckle pattern in a B-mode image. Different arrangements of scatterers in a medium result in different tissue microstructures, producing distinct envelope statistics that can be modeled using mathematical statistical distributions to characterize tissues quantitatively [1] .
Rayleigh distribution is the first model used to describe the envelope statistics of ultrasound signals [2] . The distribution of the backscattered envelope conforms to the Rayleigh distribution when the resolution cell of the ultrasound transducer contains numerous randomly distributed scatterers. The scatterers in most biological tissues can be arranged in various manners. Therefore, some non-Rayleigh distributions, such as Rician [3] , K [4] , homodyned K [5] , and generalized K [6] , have been applied to encompass both the pre-Rayleigh and post-Rayleigh statistics. Estimation methods for the parameters of the K models have also been explored [7] [8] [9] [10] .
The Nakagami distribution, which was first defined in the field of wave propagation [11] , is currently the most frequently adopted model in the context of tissue characterization because of its simplicity and low computational complexity [12] . It has been shown that: (i) the backscattered envelopes of ultrasound signals returned from tissues are Nakagami-distributed data, and (ii) the Nakagami parameter estimated using the backscattered envelopes can enable adequately differentiating various scattering conditions (pre-Rayleigh, Rayleigh, and post-Rayleigh distributions) for characterizing tissues [13] . In particular, previous studies have proposed several Nakagami-model-based compounding models for achieving a more favorable fit to the statistical distribution of backscattered signals [14] [15] [16] . The Nakagami distribution can be considered a general model for ultrasound backscattering [13] .
One constraint to employing physically based statistical models for fitting the backscattered envelopes is that the distribution of the backscatter envelope data must conform to the used distribution [13, [17] [18] [19] . This requirement may not always be satisfied because adjusting the settings in an ultrasound system or using nonlinear signal processing approaches (e.g., logarithmic compression) may alter the statistical distribution of raw data. Using different demodulation methods may also result in different envelope statistics [20] . Even if operators use the same system settings and demodulation method, the output signals that exactly follow a specific statistical distribution are sometimes difficult to obtain because different manufacturers utilize different hardware and software techniques to process the output data. In particular, not every system manufacturer releases the image raw data for users. To address this limitation, applying a more flexible parameter that is independent of any statistical model for backscattering analysis is highly required.
Recall that Shannon established a mathematical theory of communication and defined the so-called entropy as a measure of uncertainty in a random variable [21] . Hughes first proposed using information (Shannon) entropy for analyzing ultrasound signals, indicating that entropy can be used to quantitatively characterize the changes in the microstructures of scattering media [22] [23] [24] [25] [26] . Entropy is also a function of probability density; therefore, it may be related to distribution parameters to reflect the physical meaning of backscattered statistics to some degree [17, 19] . Compared with the distribution parameters, entropy is estimated using the raw waveform of ultrasound radiofrequency (RF) data returned from a scattering medium (not envelope data), thereby preventing the possible effects of the demodulation method on parameter estimation. Moreover, estimating entropy does not require the backscattered data to follow a specific distribution, thus providing the opportunity to establish methods that are more flexible in practical applications.
We recently evaluated entropy measures and our preliminary tests in the laboratory showed that the standard Shannon entropy estimation by using raw RF data (not envelope) is not sensitive to the variation in the scatterer concentration (i.e., the number density of scatterers in a scattering medium) (please see Section 4 for the detailed results). A low sensitivity of parameter during the process of detecting the scatterer concentration limits the performance of characterizing tissues. Some studies conducted in other fields have indicated that the standard entropy measure may lose some of the vital information [27, 28] and may provide only a binary decision or classification (e.g., good or bad, normal or abnormal) [29] . Compared with the conventional Shannon entropy, weighted entropy is the measure simultaneously considering the objective probabilities and some subjective weights [30] . Some previous studies have reported that weighted entropy demonstrates more efficient performance in information analysis and recognition than the standard entropy does [27] [28] [29] 31] . The above-mentioned literatures [27] [28] [29] 31] indicated that a weighted scheme has merit and may be used to sensitize the response of the entropy to the change in the properties of the backscattered data. Therefore, we explored the following fundamental questions in this study: (i) how can the weighting technique be used to improve the sensitivity of ultrasound entropy in detecting the number densities of scatterers? (ii) how can the weighted entropy be estimated relatively robustly?
The remainder of this paper is organized as follows: first, the theoretical background of the standard Shannon and weighted entropies are introduced. Next, the procedures involved in defining the ultrasound weighted entropy and establishing an appropriate algorithmic scheme are presented. The results are presented, showing that weighted entropy enables enhanced sensitivity in detecting scatterer concentrations without prior knowledge of the data distribution.
Theoretical Background

Entropy
Information, which is not a physical entity but an abstract concept, was difficult to quantify until Shannon proposed information theory and introduced entropy as a fundamental measure of information [21] . Information is essentially uncertain, not deterministic [32] . Consequently, an information source is naturally modeled as a random variable or a random process, and probability is employed to develop the theory of information. In ultrasound imaging, the Shannon entropy of backscattered RF signals y = f(t) is defined as the negative of the logarithm of the backscattered probability distribution, and it can be expressed as follows [23] : 
where t represents time, w(y) means the probability density function of f(t), y means the amplitude of f(t), and ymin and ymax represent the minimum and maximum values of f(t), respectively. In practice, the Shannon entropy is obtained using digitized versions of the underlying continuous waveform in a discrete form of Equation (1) . Entropy is a measure of the uncertainty or unpredictability of information content. Minimum entropy occurs when all amplitude values in the backscattered signals are the same. Maximum entropy is obtained when each amplitude value occurs exactly once.
Weighted Entropy
Entropy is the average amount of information contained in a message (i.e., the backscattered signals). The standard definition of Shannon entropy can be used to provide an objective information measure because it depends on only the probability density function of the message and is not correlated with the symbols in the message (i.e., the amplitude values). An objective consideration based on probability was indeed a top priority when Shannon defined entropy for measuring information uncertainty. However, this does not indicate that the symbols in the message are inadequate for interpreting information. As mentioned in the Introduction, the standard entropy may lose some information, resulting in inferior performance in information analysis [27] [28] [29] . We must thus reexamine the definition of entropy and assume that the symbols in the message or some subjective factors may play vital roles in quantifying information. Therefore, a previous study proposed a highly flexible weighted entropy, which is a measure of information supplied by a probabilistic experiment in which elementary events are characterized both by their objective probabilities and by some qualitative (objective or subjective) weights [30] .
Ultrasound Weighted Entropy
Next, the procedures involved in defining the weighted entropy for ultrasound RF signals are presented. Based on the spirit of the weighted entropy, users are allowed to determine their weighting factors according to the practical considerations and requirements. Ultrasound backscattered signals are typically formed from the acoustic interference between the incident wave and the scatterers in a tissue. When the number density of scatterers is increased, the effect of constructive wave interference causes the distribution of the backscattered statistics to vary toward the Rayleigh distribution [13] and also leads to larger backscattered echoes [33] . Strong scatterers or an aggregation of scatterers also result in the formation of high-amplitude signals [34] . Obviously, in the conventional definition of entropy, the relevance of signal amplitude in information interpretation is neglected. To endow ultrasound-based entropy with sufficient information sources, the amplitude values y corresponding to the probabilities w(y) are used to define the weighted entropy in this study: 
Materials and Methods
Simulation Model
In the past, several simulation models for ultrasound echoes generation have been developed [35] [36] [37] . To reduce the computational complexity of performing the simulations, a simplified model based on the convolution of the incident wave with the set of delta functions is an alternative approach [38] , which was demonstrated to provide a realistic description of the backscattered signals [38] [39] [40] [41] . For this reason, the simplified model was selected and the detailed simulation procedures are described below.
In the simulations, the sampling rate was set to 50 MHz, and the speed of sound was 1540 m/s. A 5-MHz Gaussian pulse (a pulse length of 0.89 mm, bandwidth of 80%, and beam width of 1.66 mm) was generated as the incident wave, generating a 2D transducer resolution cell with a size of approximately 1.48 mm 2 (0.89 mm × 1.66 mm). A computer phantom Z was modeled using a 2D matrix with randomly positioned delta functions to simulate a spatial arrangement of K scatterers in a medium; this phantom is expressed as follows:
.
The size of the phantom was approximately 3 cm × 3 cm, corresponding to a 1000 × 1000 matrix. Raw simulated image RF data were obtained by convoluting the incident wave H with the computer phantom Z as expressed in Equation (4):
Weighted Entropy Estimation of Ultrasound Data
Before performing entropy estimations, w(y), the probability density function of raw RF data must be obtained. Ideally, w(y) is obtained from the continuous waveform of backscattered RF signals, which is not accurately known in practice because of a finite sampling rate [23] . Therefore, in estimating entropy, an efficient and robust scheme is required for reconstructing w(y) from a digital waveform. Hughes proposed an algorithmic scheme based on Fourier analysis for establishing the probability density function of RF data, which can be expressed as follows [23] :
where λ = (ymax − ymin) / 2, μ = (ymax + ymin) / 2, and an represents the Fourier coefficients calculated using Equation (6):
where [a, b] is the interval of f(t). Different ultrasound systems may produce different dynamic ranges of RF signals (i.e., ymax − ymin); therefore, signal normalization is performed to limit the variance of signal amplitudes between −1 and 1. Moreover, as shown in Equation (5), the infinite sum must be approximated by introducing a finite number of terms in Fourier series on the bounds of summation [23] . According to the mentioned considerations, the approximations of Equations (5) and (6) can be expressed as follows: 
and:
According to Equation (7), two algorithmic parameters affect the reconstruction of w(y), which are Nco (the number of terms in Fourier series is determined by 2Nco + 1) and Δy (i.e., the interval between discrete sample points in the reconstructed w(y)). Figure 1 illustrates the simulation procedures for estimating entropy. At first, the image raw data are generated using the simulation model (as shown in Section 3.1). For each RF signal, the settings of Nco and Δy pairs are selected as computational parameters, and the Fourier coefficients an are calculated using the RF signal in Equation (8) . Subsequently, the probability density function w(y) is reconstructed using the Fourier coefficients in Equation (7), and standard and weighted entropies are estimated using the estimated w(y) in Equations (1) and (2), respectively. The image raw data are generated using the simulation model. Each radiofrequency (RF) signal in the raw image data is used to reconstruct the probability density function of w(y) for estimating the information entropy.
Selections of Parameters (Nco and Δy) for Estimating Weighted Entropy
To ensure a relatively robust estimation of the weighted entropy, determining an appropriate computational combination of Nco and Δy is imperative. First, the simulation model was used to generate RF signals with high (32 scatterers/mm 2 ) and low (2 scatterers/mm 2 ) scatterer concentrations. In total, 10 independent phantoms were simulated for each number density of scatterers (n = 20). The range of the scatterer concentration between 2 and 32 scatterers/mm 2 indicates that the transducer resolution cell comprises approximately 2.96 to 47.36 scatterers, allowing the backscattered statistics to vary from a pre-Rayleigh (the number of scatterers <10) to a Rayleigh distribution (the typical behavior of the backscattered statistics in soft tissues, formed when the number of scatterers is more than 10) [41, 42] . The RF signals were then used to reconstruct the probability density functions w(y) and estimate the weighted entropies; these procedures were conducted using different combinations of Nco and Δy under the conditions of high and low number densities of scatterers, respectively. In these processes, seven settings of Nco (0, 2, 4, 8, 16, 32, and 64) and four values of Δy (0.01, 0.02, 0.04, and 0.1) were applied to find out the minimum Nco and to explore the effect of Δy on the weighted entropy, respectively.
Performance Evaluation of Weighted Entropy
After determining the minimum Nco, we used the simulation model again to produce phantoms with various number densities of scatterers including 2, 4, 8, 16, and 32 scatterers/mm 2 (the number of scatterers in the resolution cell ranged from 2.96 to 47.36). Ten independent phantoms were simulated for each number density of scatterers (totally n = 50). A total of 1000 scan lines of backscattered RF signals returned from each phantom were used to estimate the weighted entropies using various Δy. The conventional and weighted entropies were plotted as functions of the scatterer concentration for comparison. The SigmaPlot software (Version 9.0, Systat Software, Inc., San Jose, CA, USA) was used to calculate the probability value (i.e., p-value) obtained from the independent t-test for evaluating the significance of difference when comparing the results. Figure 2 depicts the typical histograms of the simulated RF data obtained from a phantom with a high number density of scatterers (32 scatterers/mm 2 ) and the corresponding probability density functions w(y) reconstructed at different settings of Nco and Δy. The settings of Nco and Δy considerably affected the formation of w(y); that is: (i) increasing the value of Δy resulted in fewer sample points for describing the shape of the signal distribution, resulting in a poor w(y) resolution and deformed w(y); and (ii) increasing the value Nco to ensure that the appropriate number of terms were used in the Fourier series enabled performing an approximation of w(y) that closely fitted the histogram of the backscattered RF signals. The dependency of w(y) on Nco and Δy was also observed under the condition of a low number density of scatterers (2 scatterers/mm 2 ), as shown in Figure 3 . The applied values of Nco and Δy influenced the estimation of information entropy, and a general criterion to obtain reliable entropy value should be based on using higher Nco and lower Δy values. ) and the corresponding probability density functions w(y) of the signal amplitude y reconstructed at different settings of Nco and Δy. ). For the results measured from a medium with a low scatterer concentration, no appropriate fitting equations can be applied for describing the relationship between the weighted entropy and Nco. However, the weighted entropy fluctuated when the value of Nco was between 1 and 16 and then started to vary in a limited range when the value of Nco was greater than 32. Comparing the results illustrated in Figures 4 and 5 , we suggest using Nco = 32 to obtain a relatively stable weighted entropy. Figure 6 illustrates the weighted entropies (estimated using Nco = 32) as a function of Δy for the phantoms with high and low number densities of scatterers, respectively. When the value of Δy was increased from 0.01 to 0.1, the weighted entropy increased from 0.22 to 0.27 and from 0.04 to 0.12 for 32 and 2 scatterers/mm 2 , respectively. Because information entropy is always dependent on the value of Δy, determining an appropriate value of Δy is difficult. Alternatively, we confirmed whether the dynamic ranges of the weighted entropy, defined as the difference in weighted entropy between minimum and maximum scatterer concentrations, produced using different values of Δy are adequately high to effectively reflect the variation in the scatterer concentration (see the dashed line in Figure 6 ). When Δy = 0.01, the maximum dynamic range of the weighted entropy was 0.18. With increasing Δy to 0.1, the dynamic range of the weighted entropy slightly decreased to 0.14. It was found that adjusting Δy did not largely alter the dynamic range of the weighted entropy. However, we did not consider Δy = 0.1 because it is difficult to use this value for providing detailed information on the shape of the probability density function according to the results illustrated in Figures 2 and 3 . In practice, we suggest using Δy = 0.04 for estimating the weighted entropy because of lower computational loadings. To confirm the improvement of sensitivity by weighted entropy, the same algorithmic settings (Nco = 32 and Δy = 0.01, 0.02, and 0.04) were used to estimate the conventional entropy as a function of the scatterer concentration (Figure 7d ). When Δy = 0.02 and 0.04, the conventional entropies varied by approximately 0.01 and 0.06, respectively. Using Δy = 0.01, the conventional entropy slightly increased from 0.16 to 0.19. Note that the p-values obtained between 8 and 32 scatterers/mm 2 were larger than 0.05 (denoted by the symbol "x"), indicating the difficulty of using the conventional entropy in scatterer characterization. Compared with the conventional entropy, the weighted entropy has a larger dynamic range (approximately 5-fold enhancement) and a significant difference between each number density of scatterers (p-value < 0.05), representing an improved performance in detecting scatterer concentrations. 
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Significance of This Study
This study has clarified how we improve the performance of ultrasound entropy with weighting technique. First, by using a standard simulation method, we have preliminarily generalize an appropriate parameter combination for measuring the weighted entropy (Nco = 32; Δy = 0.04). Second, we demonstrated that using signal amplitude as weighted factors endows the Shannon entropy with an improved sensitivity in detecting the number density of scatterers in a scattering medium. This study pioneers in applying the weighted entropy to the uncertainty analysis of ultrasound backscattered signals.
Explanations on the Sensitivity Enhancement by Weighted Entropy
The sensitivity of the conventional entropy in ultrasound scatterer characterization is limited due to the lack of an overall and detailed consideration on information sources for the conventional entropy. More considerations should be involved to define workable entropy for ultrasound backscattering analysis. Recall that an increase in the number density of scatterers simultaneously alters both the probability distribution of the signal and signal amplitude. In the proposed weighted entropy, the relevance of signal amplitude in information interpretation is reconsidered. During information entropy estimation, using the amplitude values of RF data as weight factors result in different effects on the probability density functions of small and large signals, respectively. According to the definition of the proposed weighted entropy by Equation (2), amplitude weighting reduces the values of probabilities of small signals. Meanwhile, it amplifies the probability values of large signals. Because the flatness (or peakness) of signal distribution depends on the number density of scatterers (as shown in Figures 2 and 3) , it can be expected that amplitude weighting further enlarges the difference of flatness (or peakness) of the probability density function between low and high scatterer concentrations. Under this condition, the dynamic range of the information entropy between low and high scatterer concentrations increases, thus boosting the sensitivity in the detection of scatterer properties.
Relationship Between Distribution Parameter and Weighted Entropy
It is interesting to compare the weighted entropy with the Nakagami distribution parameter, which has been reported to highly depend on the structures of scatterers in a scattering medium [1, 41, 43, 44] . In a previous study [41] , simulations with the same signal model and settings were performed to show that the Nakagami parameter increases from 0.45 to 0.95 with increasing the number densities of scatterers from 2 to 16 scatterers/mm 2 . In the same range of scatterer concentration, we found that the weighted entropy increases from 0.08 to 0.2 (Nco = 32 and Δy = 0.04). The Nakagami parameter is a unitless shape parameter of the Nakagami distribution, which is general enough to model the envelope statistics [13] . The Nakagami parameter ranging from 0 to 1 means that the envelope statistics change from a pre-Rayleigh to a Rayleigh distribution, and the statistics of the backscattered signal conform to post-Rayleigh distributions when the Nakagami parameter is larger than 1 [41, 43] . The above-mentioned discussion implies that the weighted entropy is proportional to the Nakagami parameter and correlates with the backscattered statistics.
In order to confirm this assumption, here we performed an additional test for discussion. The same simulation model and settings were used to generate backscattered signals with the number densities of scatterers varying from 2 to 32 scatterers/mm 2 at an increment of 1 scatterer/mm 2 for estimating the weighted entropy (Nco = 32; Δy = 0.04) and the Nakagami parameter (please see [13] for the estimator of the Nakagami parameter). For each number density of scatterers, 100 simulations were repeated to generate a total of more than 3000 simulation data. Indeed, the locations of the simulated scatterers are randomly assigned; however, local clustering or periodically located scatterers corresponding to the Nakagami parameters >1 may occur when repeating the simulations using a high number density of scatterers [45] . As shown in Figure 8 , the weighted entropy increased from approximately 0.05 to 0.3 when the Nakagami parameter increased from 0.3 to 1.4; this corresponds to a linear relationship in the form of y = ax (the correlation coefficient r = 0.8). Evidently, the weighted entropy increases with the change in the envelope statistics from pre-Rayleigh to post-Rayleigh distributions.
Biophysical Meanings of the Weighted Entropy and Future Work
The ultrasound weighted entropy has great potential in future applications of tissue characterization. Unclear physical meanings of the proposed weighted entropy may result in ambiguous interpretations of tissue properties. Thus, we briefly reviewed the relationship between the envelope statistics and the microstructures of scatterers to understand how the weighted entropy varies with tissue structures.
Figure 8.
Weighted entropy (estimated using Nco = 32 and Δy = 0.04) as a function of the Nakagami parameter. The change in the envelope statistics from pre-Rayleigh to post-Rayleigh distributions leads to an increase in the weighted entropy (i.e., the increase in the information uncertainty).
In general, three types of the backscattered statistics are caused by different microstructures [41, 44] : (i) Rayleigh distribution caused by a large number of randomly distributed scatterers in the resolution cell of the transducer; (ii) pre-Rayleigh distribution (with a phase lead compared with Rayleigh statistics) due to low scatterer concentration or scatterers in the resolution cell having randomly varying scattering cross-sections with a comparatively high degree of variance; (iii) post-Rayleigh distribution (with a phase lag compared with Rayleigh) caused by a resolution cell containing periodically located scatterers in addition to randomly distributed scatterers. As demonstrated by Figure 8 , with the change in the envelope statistics from a pre-Rayleigh to a post-Rayleigh distribution, the uncertainty of RF signals increases to make the weighted entropy increase. Therefore, an increase in the weighted entropy represents a change in the properties of tissue microstructure from relatively regular or simple (low scatterer concentration or varying scattering cross-sections of scatterers), random (many randomly located scatterers), to complex (a mixture of periodically located scatterers and random status). Such a physical link between the weighted entropy and the tissue microstructure is clinically meaningful and applicable. However, it should be noted that the envelope statistics depend on several factors, such as frequency [18] , transducer focusing [33] , noise interference [40, 46] , and acoustic attenuation [42] . The properties of the backscattered signals are also affected by the types of scatterers [41] , imaging steering [47] , and compounding process [47] . Thus, the weighted entropy may be also affected by the types of scatterers and the characteristics of the imaging system. Before using the weighted entropy in a clinical setting, further work should firstly focus on studying the effects of scatterer type and system factors on the weighted entropy.
Conclusions
We propose an information weighted entropy for evaluating the uncertainty of ultrasound RF signals. The findings obtained in this study are summarized as follows: (i) the algorithmic parameters Nco and Δy affect the estimation of entropy. According to the generalization of the results in Sections 4.2 and 4.3, the appropriate combination of (Nco, Δy) for robustly estimating the weighted entropy is suggested to be (32, 0.04); (ii) the weighted entropy demonstrates an improved performance in differentiating different number densities of scatterers in a scattering medium (p-values between each number density of scatterers < 0.05); (iii) compared with the conventional entropy, the weighted entropy enables a more sensitive description on the variation of the scatterer concentration (the dynamic range of the weighted entropy is approximately five times that of the conventional entropy); (iv) the weighted entropy is dependent on the statistical distribution of the backscattered envelopes. An increase in the weighted entropy means a change in the microstructure from a relatively regular, random, to complex status. This study concluded that the weighted entropy simultaneously considering objective (probabilities of RF signals) and subjective factors (the signal amplitude) allows a sensitive detection of the number density of scatterers by using ultrasound.
