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Spontaneous symmetry breaking is central to our understanding of physics and explains many natural phenom-
ena, from cosmic scales to subatomic particles. Its use for applications requires devices with a high level of
symmetry, but engineered systems are always imperfect. Surprisingly, the impact of such imperfections has
barely been studied, and restricted to a single asymmetry. Here, we experimentally study spontaneous sym-
metry breaking with two controllable asymmetries. We remarkably find that features typical of spontaneous
symmetry breaking, while destroyed by one asymmetry, can be restored by introducing a second asymmetry. In
essence, asymmetries are found to balance each other. Our study illustrates aspects of the universal unfolding
of the pitchfork bifurcation, and provides new insights into a key fundamental process. It also has practical im-
plications, showing that asymmetry can be exploited as an additional degree of freedom. In particular, it would
enable sensors based on symmetry breaking or exceptional points to reach divergent sensitivity even in presence
of imperfections. Our experimental implementation built around an optical fiber ring additionally constitutes
the first observation of the polarization symmetry breaking of passive driven nonlinear resonators.
INTRODUCTION
Spontaneous symmetry breaking (SSB) is a concept of funda-
mental importance [1–3]. It is central to the standard model
of particle physics [4–6], underpins phenomena as diverse as
ferromagnetism and superconductity [7–9], and plays a key
role in convection cells and fluid mechanics [10], morpho-
genesis [11], embryo development [12], and more generally
self-organization [13]. SSB can also be exploited for many
applications [14–19]. In particular, new unique ways to ma-
nipulate light have recently been demonstrated in structures
engineered to exhibit parity-time (PT ) symmetry breaking
[20]. Engineered systems however often exhibit deviations
from perfect symmetry because of naturally occurring imper-
fections [21, 22]. Surprisingly, the impact of asymmetries on
SSB-related dynamics has barely been considered in experi-
ments, and essentially restricted to situations with only one
asymmetry parameter [22, 23]. One exception are results ob-
tained by Benjamin four decades ago on Couette flow between
rotating cylinders, which are clearly linked to the presence of
two imperfections, albeit only one was controlled [24]. Here,
we report for the first time an experimental study of a system
that exhibits spontaneous mirror-symmetry breaking with two
fully controllable asymmetry parameters. While the charac-
teristic dynamics of SSB — random, spontaneous selection
between two mirror-like states with opposite symmetries —
are destroyed by one asymmetry, we remarkably observe that a
second asymmetry can restore them. In essence, the two asym-
metries can balance each other. Interestingly, this is conceptu-
ally related to the design principle of asymmetric balance, by
which a design or an art composition can be asymmetric, and
yet, still look balanced [25].
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Spontaneous symmetry breaking is underlain by the funda-
mental pitchfork bifurcation [26]. For a system with left/right
or mirror symmetry, that bifurcation describes how a symmet-
ric state transitions to two equivalent, stable, mirror-like asym-
metric states [see, e.g., panel (b) of Fig. 1]. The pitchfork is
however a structurally fragile, degenerate bifurcation: in the
presence of small asymmetries, one of the asymmetric states
dominates while the other cannot be spontaneously excited
[24, 27, 28]. It turns out that only two parameters are needed
to describe all the possible topologies of the perturbed pitch-
fork — its so-called universal unfolding [24, 28–30]. This
argument has been used to reduce the number of parameters
in the search of simplified models of complex problems, such
as limb coordination [31] — a feature found in movements
of a huge range of animals — or the emergence of the ubiq-
uitous homochirality of biological molecules [32]. It has also
guided recent engineering research in buckling-resistant struc-
tures and led to the discovery that optimal designs with imper-
fect symmetry only emerge when considering two asymmetry
parameters [33]. We note that evolution, which is inherently
guided by optimization, has produced countless designs with
near but not perfect symmetry, including the functional neural
wiring of the brain [34]. Clearly, considering two asymmetry
parameters instead of one in the study of SSB can have dra-
matic and intriguing consequences. To the best of our knowl-
edge, our work is the first to experimentally address how two
asymmetries can balance each other.
POLARIZATION SYMMETRY BREAKING
Our experiment is based on a passive nonlinear optical fiber
ring resonator (akin to a Fabry-Pérot etalon) that presents two
distinct orthogonal polarization modes. The resonator is exter-
nally, coherently driven by intense laser light [Fig. 1(a)] so as
to excite both of these modes; hereafter E+ and E− denote the
modes’ complex electric field amplitudes inside the resonator.
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FIG. 1. Illustration of polarization symmetry breaking. (a) Schematic
diagram of a driven passive nonlinear fiber ring resonator. (b) Pitch-
fork bifurcation diagram showing how the intensities of the two po-
larization modes part above a certain threshold. The control parame-
ter can be either the driving power or the driving laser frequency. (c)
Resonance of the system illustrating how in an asymmetric state the
stronger mode (large blue dot) can undergo a smaller effective non-
linear shift (black arrow) and be closer to resonance than the weaker
mode (small orange dot). This occurs when the driving laser (green
line) is red-detuned (left side of the resonance).
Ideally, when the two polarization modes are equally driven
and are degenerate (i.e., the resonator material is isotropic,
and the modes have identical resonance frequencies), the sys-
tem is symmetric with respect to an interchange of the two
modes, E+  E−. In the simplest case, the stationary intra-
cavity field solution assumes that symmetry, E+ = E−, and
the two modes have the same intensities. Symmetry breaking
occurs above a certain threshold [35, 36], and manifests itself
by the parting of the intensities of the two polarization modes,
|E+|2 6= |E−|2 [Fig. 1(b)]: the symmetric solution loses its sta-
bility in favor of two mirror-like asymmetric solutions. The
instability stems from the cubic (Kerr) nonlinearity of silica
optical fibers [37], by which the phase of one mode is af-
fected by the intensity of the other (cross-phase modulation,
or XPM). Critically, in optical fibers, XPM between polariza-
tion modes can be stronger than self-phase modulation (SPM)
so that the weaker mode can experience a larger nonlinear
phase shift than the stronger mode [37, 38]. In these condi-
tions, the weaker mode is pushed away from resonance while
the stronger mode is pulled towards it, reinforcing any initial
intensity imbalance [Fig. 1(c)] [18]. This polarization SSB
is formally identical to the SSB that occurs in the same sys-
tem when considering two counter-propagating beams [39],
and which was recently studied experimentally [18]. In both
cases, an imbalance of driving power between the two modes
(beams) readily provides a controllable asymmetry parameter.
In our experiment, we have also manipulated the wavenum-
bers of the two driven polarization components as the second
asymmetry parameter.
Passive driven scalar Kerr resonators can be efficiently de-
scribed by a mean-field approach [36, 40]. For two incoher-
ently coupled polarization modes, assuming continuous-wave
(cw) driving and neglecting chromatic dispersion, the evolu-
tion of E+ and E− over time t is given by (using the same
normalization as in [41]),
∂E+
∂ t
=
[−1+ i(|E+|2 +B|E−|2−∆+)]E++√X cosχ , (1)
∂E−
∂ t
=
[−1+ i(|E−|2 +B|E+|2−∆−)]E−+√X sinχ . (2)
In these equations, the incoherent coupling between the two
modes is determined by the XPM coefficient B (B > 1). Other
terms on the right-hand side represent, respectively, losses,
SPM, the detuning of the driving frequency with respect to
resonance, and the driving strengths of each mode. Here X
represents the total driving power, while a driving power im-
balance between the modes is accounted for by introducing an
effective driving polarization ellipticity angle χ . An ellipticity
angle χ of 45◦ represents perfectly balanced driving. Because
of residual birefringence in our fiber resonator, the resonances
of the two polarization mode families are normally observed
for different driving laser frequencies, which correspond to
having different detunings in the equations above, ∆+ 6= ∆−.
The difference in detuning, δ∆ = ∆+−∆−, equivalently rep-
resents the difference in wavenumbers with which the two po-
larization components propagate inside the resonator (see Ap-
pendix A) and is our second asymmetry parameter. It is tuned
in our experiment by shifting the carrier frequency of the E−
mode with a frequency shifter as explained below. Symmetry
for the interchange of the two modes in Eqs. (1)–(2) is ob-
tained with χ = 45◦ and δ∆ = 0. Note also the absence of
rotational phase invariance in these equations because of the
external driving terms, which is a key feature of the passive
driven resonator considered here, in contrast to, e.g., laser res-
onators.
EXPERIMENTAL SETUP
Figure 2 illustrates the experimental setup. The passive ring
resonator (highlighted in green) has a total length of about
10.5 m, corresponding to a free spectral range (FSR) of
19.76 MHz (±20 kHz) and a round trip time tR of 50.60 ns
(±50 ps). It is built around a fiber coupler (beam-splitter) that
recirculates 90 % of the intracavity light, and allows for the
injection of the coherent driving field (entering from the top
right in the figure). Another 1 % tap coupler extracts a small
fraction of the intracavity field for analysis through three pho-
todiodes monitoring respectively the total output intensity as
well as the individual intensities of the two polarization modes
(more details are given below). The rest of the resonator is
made up of “spun” single-mode silica optical fiber, a type of
fiber which presents very little polarization anisotropy (bire-
fringence) [42]. At the 1550 nm driving wavelength, that fiber
exhibits normal group-velocity dispersion (−40 ps/nm/km),
which has been selected to avoid modulation instabilities [37].
The measured resonator finesse is 24.1 (±0.1), amounting to
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FIG. 2. Experimental setup. PC: polarization controller, PBS: polarization beam-splitter, AM: amplitude modulator, AOM: acousto-optic
modulator (frequency shifter), EDFA: Erbium-doped fiber amplifier, BPF: bandpass filter, OI: optical isolator. Blue lines: optical fibers, Green
lines: polarization-maintaining (PM) optical fibers, Black lines: RF connections. The actual resonator is highlighted with a green background.
Vertical (orange) and horizontal (blue) double-arrows symbolize the two different polarization modes at various places in the setup.
total losses of 26 % per roundtrip. The associated photon life-
time and resonance linewidth are, respectively, about 4 tR and
820 kHz. The resonance linewidth is much broader than that
of our driving laser, a distributed-feedback cw Erbium-doped
fiber laser (Koheras AdjustiK E15), with a linewidth < 1 kHz,
therefore guaranteeing coherent driving. The driving laser fre-
quency can be tuned via a piezo-electric actuator, which offers
a simple way to scan the cavity resonances.
Due to unavoidable fiber bending and other imperfections,
the two polarization modes of the resonator are slightly lin-
early coupled [43]. As a consequence, the interactions be-
tween the two modes are not only dependent on the modal
intensities as described above, but are also phase sensitive
[17]. To avoid this complication, we drive the two polar-
ization modes with slightly different carrier frequencies. At
the same time, we purposefully introduce some fixed birefrin-
gence in the resonator through an intracavity polarization con-
troller [44], PCintra in Fig. 2, to counterbalance the associated
difference in wavenumbers, and to realize effective isotropic
(or close to isotropic) conditions for the two driven polariza-
tion components. In practice, we have separated the two fami-
lies of orthogonally polarized cavity resonances by about 45 %
of the FSR; the precise value is not critical. The dual carrier
driving field is prepared, ahead of injection into the resonator,
by splitting the output of the single frequency driving laser into
two components with a polarization beam-splitter (PBS), and
frequency-shifting one of these with an acousto-optic modula-
tor (AOM). The other path incorporates a variable attenuator
(V) set to introduce the same losses as the AOM. The two com-
ponents are then recombined in a second PBS. Together with
the use of polarization-maintaining fibers (shown in green in
Fig. 2) in between the two PBSs, no polarization-dependent
losses are introduced. Behind the second PBS, the two carri-
ers have orthogonal polarization and are mapped onto the two
resonator modes using another PC (labeled PCmap in Fig. 2),
so that each drive a separate mode. PCmap is adjusted with
the AOM off, which suppresses one of the polarization com-
ponents of the driving beam, so as to excite a single family of
cavity resonances, carefully canceling any trace of the other
(orthogonally polarized) family through observation of the to-
tal output intensity.
Our experimental arrangement enables simple and repro-
ducible control of the two asymmetry parameters. On the
one hand, adjusting the RF frequency applied onto the AOM
(around 80 MHz) controls the effective isotropy, specifically
the difference in wavenumbers δ∆ with which the two po-
larization components propagate inside the resonator. On
the other hand, controlling the polarization state of the beam
ahead of the first PBS changes the ratio of driving power be-
tween the two modes, or equivalently the driving ellipticity χ ,
without affecting the total driving power. This is achieved
with an electronic polarization modulator, complemented with
a manual bias (PCχ ).
To calibrate the measurement of δ∆, we first observe the
AOM frequency at which the linear resonances of the two po-
larization modes overlap and have maximal total peak inten-
sity; this point corresponds to δ∆ = 0. Note that this calibra-
tion stage is performed when the resonator is operated purely
4in the linear regime. From that starting position, any change
∆ f in the frequency applied to the AOM corresponds to a
change of δ∆ of 2F (∆ f/FSR) (see Appendix A). With the
uncertainties quoted above forF and FSR, this is obtained to
within 0.5 %.
Because of environmental fluctuations, the driving elliptic-
ity χ typically slowly varies over time at the input of the res-
onator. To stabilize the system against these perturbations, we
measure and monitor χ close to the resonator input, and apply
appropriate feedback to the polarization modulator through a
PID controller. The value of χ is obtained by tapping 1 %
of the driving beam, and by measuring the intensities of the
two polarization components of the light, separated with an-
other PBS, with two carefully calibrated photodetectors. A
PC (PCmonitor in Fig. 2) placed ahead of the PBS is adjusted
such that each diode is only sensitive to one particular cavity
polarization mode. Specifically, this is obtained by verifying
that one of the photodiode reads zero when the AOM is off (a
similar procedure was used to separate the modes at the out-
put). We have made sure that the photodetectors are operated
strictly in a linear regime. Also, we have measured a calibra-
tion factor that corrects for the small difference in responsitiv-
ities between the two diodes, so that we get the same reading
when they are illuminated by the same intensity. Finally, be-
fore each set of measurements, we carefully measure the zero
level of both diodes. tan2 χ is then obtained as the ratio of the
two photodiodes readings after zeroing and responsitivity cor-
rection. This leads to the value of χ with an uncertainty that
we estimate at less than 0.5◦. The experimental setup incorpo-
rates a second feedback loop (not shown in Fig. 2) that offers
the possibility to lock the driving laser at a set detuning from
resonance, using the method of Ref. [45]. Note that chang-
ing the laser frequency changes the two detunings ∆+ and ∆−,
or equivalently the wavenumbers of the two driven polariza-
tion components, by the same amount and does not introduce
any asymmetry. When both feedback loops are engaged, all
the parameters of the resonator are quantifiably controlled and
stable.
Finally, to reach more easily the peak power level neces-
sary to observe SSB, the resonator is synchronously driven by
flat-top 1.04 ns long pulses carved into the cw beam of our
driving laser with an amplitude modulator (AM). For reasons
explained below, two such pulses are launched per roundtrip,
separated by 24.5 ns. The separation is chosen large enough
to minimize unwanted ripples in the AM driving electronics,
while at the same time avoiding the acoustic echo generated
down the optical fibers by the leading pulse and that would
affect the shape of the trailing pulse for separations in the 20–
22 ns range [46]. The use of pulses also avoids the detrimental
effect of stimulated Brillouin scattering that is typical of silica
optical fibers, and which would otherwise deplete the driving
beam [37]. Calibration of the normalized driving power X was
obtained by observing the nonlinear shift of the resonance as a
function of driving power. As our results do not fundamentally
depend on X (as long as it is set above the SSB threshold),
for simplicity it was kept at the same level for all the mea-
surements presented below. Specifically, we used X = 10.8,
which corresponds to about 2.7 W of peak power (equivalent
to 110 mW of total averaged power) at the resonator input.
The nonlinear cross-coupling coefficient B was obtained from
the ratio of the nonlinear shift of the cavity resonance peak for
balanced driving conditions (χ = 45◦) to that observed when
only one mode was driven (χ = 0◦). That ratio is (1+B)/2,
and is independent of driving power. Two separate measure-
ments gave values of B of 1.55 and 1.6, and the value was
refined to B = 1.57 (±0.01) by fitting experimental data to the
numerical model. Note that the occurrence of asymmetric bal-
ance does not depend critically on the actual value of B.
RESULTS
We start by characterizing our system in symmetric condi-
tions: the driving ellipticity χ is maintained at 45◦ by the
feedback loop while δ∆ is set to zero. To this end, we re-
peatedly scan the driving laser frequency across several cavity
resonances while resolving the two polarization modes (Fig. 3,
blue and orange curves respectively). Here, the modal inten-
sities are measured with slow photodiodes that do not resolve
the individual driving pulses. Note that similar results would
be obtained by scanning the driving power [36]. In Figs. 3(a)
and 3(b), we present histograms of each mode intensity ob-
tained by combining seven measurements comprising about
100 resonance scans each. Remarkably, while the two modes
have equal intensities near the base of the resonance (in line
with the symmetric conditions), the peak of the resonance ex-
hibits a high degree of variability [47]. We observe that high
intensity in one mode always correlates with low intensity in
the other mode, as is made evident by the two individual scans
shown in Figs. 3(c),(d): symmetry is markedly broken. Note
that the scanning rate of 1 FSR per millisecond, correspond-
ing to one resonance linewidth per 200 photon lifetime, is slow
enough to guarantee that transients do not affect the mode se-
lection.
In Figs. 3(c),(d), we have also plotted the total output inten-
sity (black curves) measured at the resonator output. The total
intensity does not display any sign of the underlying pitch-
fork instability, thus highlighting that the SSB studied here is
a purely polarization phenomenon. To the best of our knowl-
edge, this is the first observation of a polarization SSB in
passive driven resonators, which was theoretically predicted
more than three decades ago [35, 36]. Additionally, a com-
parison between Figs. 3(c) and 3(d) highlights the very high
degree of mirror symmetry in our system, with the two sets of
curves very nearly matching each other. The high variability
in Figs. 3(a,b) can be interpreted as due to different subparts
of the two pulses circling the resonator spontaneously break-
ing their symmetry one way or the other, randomly. Since
these are not resolved by our slow photodetectors, this leads
to averaged intensities spanning the entire range of values be-
tween those observed when pulses switch as a whole [panels
(c) and (d) correspond to that latter case] even though the sys-
tem has only two stationary solutions that are mirror of each
other [36]. This latter fact will be formally confirmed below.
Departing from symmetric conditions through a change in
χ or δ∆ leads to the disappearance of the behavior reported in
5FIG. 3. Nonlinear resonances in the spontaneous symmetry breaking
regime illustrated by plotting averaged modal intensities (blue and
orange curves) recorded as the cavity detuning is ramped up in sym-
metric conditions (χ = 45◦, δ∆ = 0). In (a) and (b), measurements
are taken over several hundreds of scans, and the data are presented as
color-coded %-age-of-occurrence histograms. (c),(d) Two individual
scans highlighting the anti-correlated behavior of the modal intensi-
ties, selected to illustrate the mirror symmetry of the system. The
total intensity is also shown as black curves. Note: the orange curves
are associated with the component up-shifted by the AOM.
Fig. 3. The system then always favors the same mode: reso-
nance scans look either like the one presented in Fig. 3(c), or
the one in Fig. 3(d), depending on the direction of the change
[24, 28]. A secondary state, an almost mirror image of the
first one, is never excited spontaneously although it might
be present in the system [23, 29]. In order to probe its ex-
istence under asymmetric conditions, and to identify all the
cw stationary solutions of the system for each set of asymme-
try parameters (χ and δ∆), we proceeded as follows. With
the detuning locked and total driving power kept constant, we
measured the instantaneous output intensities of the two po-
larization components with 10 GHz-bandwidth photodiodes
that resolve individual pulses, and acquired the data over about
8000 successive cavity round-trips with a 40 Gsample/s oscil-
loscope. In the middle of these acquisitions, we apply strong
perturbations to the two driving pulses through the polariza-
tion modulator (see top left of Fig. 2) for about 100 roundtrips.
The two pulses driving the resonator are subject to opposite
perturbations to maximize the chance that one of the pulses
will switch to the other solution, irrespective of which solution
is initially spontaneously excited. For each oscilloscope trace,
the instantaneous intensity levels of all the recorded pulses are
then built into histograms, separately for the two pulses driv-
ing the resonator, and before and after the perturbation. Care
is taken to avoid any transients following the perturbation, and
pulses that are only partly switched. The maxima of the his-
tograms allow us to identify the intensity levels of the steady-
state stable asymmetric solutions for each polarization. Note
that the use of two driving pulses provides two independent re-
alizations of the experiment in the same conditions and clearly
reveals the coexistence of the identified states. These measure-
ments are repeated as we step χ (by adjusting the correspond-
ing feedback loop setting point) and for different values of δ∆.
The results are summarized in Fig. 4, where we plot the
modal intensities of the identified stationary solutions (rounds
and squares). The error level is indicated by the size of the
markers. Panel 4(a) has been obtained with δ∆ ' 0. The two
solutions identified for χ = 45◦ are exact mirror images of
each other, as expected from perfect symmetry conditions (see
Fig. 3). These measurements also confirm that in these con-
ditions the system presents two and only two stable asymmet-
ric solutions, validating our interpretation of the histograms
above. As χ is varied around that point, we can observe that
both solutions continue to exist, even though their degeneracy
is lifted. Theoretical predictions (smooth curves) obtained by
looking for the stationary solutions of Eqs. (1)–(2) for the ex-
perimental parameters agree very well with the measurements
(X = 10.8, ∆+ = 5.45, and B fitted to 1.57). Note that some
solutions predicted theoretically are not observed in the exper-
iment because they are only metastable in our pulsed driving
conditions [48]. The range of coexistence is highlighted as
a yellow band, and is reasonably wide, covering almost 10◦
of ellipticity change. Outside that band, however, the driv-
ing asymmetry becomes too strong, and only one solution
remains: the symmetry breaking instability effectively disap-
pears. In Fig. 4(b), we have introduced some asymmetry be-
tween the wavenumbers. Interestingly, we observe that the
coexistence region seems to simply shift to a different range
of values of χ . In particular, there exists a value of χ 6= 45◦
where the two solutions again appear to be mirror images of
each other (where the blue and orange curves intersect). The
two asymmetries, in χ and δ∆, are now balancing each other.
The balance can be realized continuously, i.e., for every value
of δ∆ within a certain range (see Appendix B for a geomet-
ric interpretation). It is also very robust: in Fig. 4(c), δ∆ is
large enough for the coexistence region not to even overlap
with the balanced driving condition at χ = 45◦. Eventually,
when too much asymmetry is present [Fig. 4(d)], the coexis-
tence region disappears: symmetry breaking is well and truly
destroyed and cannot be restored through a balance of asym-
metries. Figure 4(e) highlights how all the experimental data
in Figs. 4(a)–(d) (plus some extra measurements) fit together.
We must stress that the theoretical fits shown in Fig. 4 have
all been obtained for the same parameters values and with the
values of δ∆ directly measured experimentally. This makes
the overall agreement quite remarkable.
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FIG. 4. Measured modal intensities of identified stationary SSB solu-
tions versus driving ellipticity χ for different values of δ∆ and fixed
frequency detuning ∆+ = 5.45. (a)–(d) Each solution is associated
with two points (one for each mode, blue and orange) while different
solutions are distinguished by using respectively darker round (when
the “blue” mode dominates) and lighter square (“orange” dominates)
symbols. Smooth lines correspond to theoretical predictions, with
dashed lines denoting unstable states. The yellow band highlights the
region of co-existence of states with opposite symmetries. (e) Com-
bination of all the experimental results shown in (a)–(d), plus extra
data obtained for δ∆= 1.00 and 1.49.
To explore further the regime of asymmetric balance, we
performed additional resonance scan measurements with pa-
rameters close to those where we find mirror-like solutions.
For δ∆ = 0.63 [corresponding to Fig. 4(c)], this is illustrated
in Fig. 5, using the same format as in Fig. 3. Remarkably,
the histograms of Figs. 5(a,b) reveal that, for a critical value
of driving ellipticity χ ' 53.5◦, and despite the strong asym-
metries, the system presents again a high degree of variability
similar to that observed under symmetric conditions. The two
individual scans plotted in Figs. 5(c) and 5(d) highlight that the
observed variability stems from the random selection of one of
two solutions of opposite symmetries, i.e., in which a different
polarization mode dominates. The fact that the “orange” mode
is driven more strongly than the “blue” mode (the driving el-
lipticity corresponds here to a factor of about 1.8 difference
in driving intensity) is evident in Fig. 5, yet it does not pre-
clude a “blue” dominant solution to be spontaneously excited
[Fig. 5(c)]. Similar to the symmetric case, and perhaps more
remarkably, we again observe no sign of the instability in the
total intensity [black curves in Figs. 5(c),(d)]. These results
show that asymmetric balance means more than just restoring
mirror-like solutions. A pitchfork-like spontaneous-selection
dynamics is recovered when asymmetries are balanced. We
note that this behavior agrees with what would be expected
from the two-parameter unfolding of an imperfect pitchfork
bifurcation [28]. The bifurcation point in Figs. 5(a,b) where
the mode selection takes place corresponds to what has been
referred to as the “transcritical point” in Refs. [24]. Note that
FIG. 5. Same as Fig. 3 but under conditions of asymmetric balance,
with δ∆ = 0.63 [same value as in Fig. 4(c)] and χ = 53.5◦. These
measurements illustrate that an SSB-like response can be found un-
der asymmetric conditions when asymmetries in χ and δ∆ are criti-
cally balanced. In particular, a “blue” dominated solution can still be
spontaneously excited, (c), even though the “orange” mode is driven
stronger. Grey lines in (c), (d) highlight how the two solutions ob-
served for ∆ = 5.45 are close mirror of each other, corresponding to
the crossing point in Fig. 4(c).
7FIG. 6. Resonance scan histograms of average modal intensity levels (same color scheme as other figures) observed when bracketing the
asymmetric balance condition found with χ = 48.5◦ (1:1.3 driving power ratio). (a,b) δ∆= 0.27−0.015, and an “orange” dominated solution
is favored. (c,d) δ∆ = 0.27, asymmetric balance is realized. (e,f) δ∆ = 0.27+0.015, and the solution is dominated by the “blue” mode. The
histograms in balanced conditions include data from 650 forward resonance scans each, while the other includes about 110 scans each. A
change in δ∆ of 0.015 corresponds to a change of 6 kHz in the AOM driving frequency.
the critical value of χ found in Fig. 5 (53.5◦) is slightly differ-
ent with that observed to give mirror-like solutions in Fig. 4(c)
(51◦), but this is consistent with the dependence of the crit-
ical point on the cavity detuning ∆+ and matches numerical
predictions.
When slightly offset from asymmetric balance conditions,
the system of course always favors one of the two solutions
and, perhaps not unsurprisingly, a different mode is found
to dominate for opposite directions of change. We illustrate
this point in Fig. 6 for a different value of χ = 48.5◦, for
which asymmetric balance is realized with δ∆ = 0.27 [cor-
responding to Fig. 4(b)]. Figures 6(c,d) show histograms in
balanced conditions for these parameters; the results are sim-
ilar to those shown for δ∆ = 0.63 in Fig. 5. In Figs. 6(a,b),
δ∆ = 0.27− 0.015, and the system preferentially selects the
solution for which the “orange” mode dominates, while the
opposite occurs when δ∆ = 0.27+ 0.015 [Figs. 6(e,f)]. The
non-zero probability of occurrence of the other solution is due
to noise in the system, and to the proximity to the critical point.
We again note that all these findings align with what would be
expected from a standard pitchfork, except that we are observ-
ing these behaviors in the presence of asymmetries.
At this point, it must be clear that our findings are not spe-
cific to the parameters of Figs. 5 or 6: spontaneous selection
and a pitchfork-like dynamics can be restored over a contin-
uous range of values of δ∆ or driving power around those il-
lustrated. In fact, no parameters need to take a specific value
for the effects described here to be observed. This makes clear
that our observations are not the result of an accidental sym-
metry. To illustrate this point further, we have calculated (us-
ing numerical continuation [49]) the limits of the regions of
the (χ,δ∆) asymmetry parameter space where Eqs. (1)–(2)
exhibit co-existence of two stable mirror-like symmetry bro-
ken solutions, as well as the conditions in which asymmetric
balance can be achieved. This is illustrated in Figs. 7(a)–(c),
for different values of driving power X and for a fixed detun-
ing of the + mode, ∆+ = 5.45, matching the experimental
conditions. The black curves delineate the co-existence re-
gion, also highlighted with a yellow background; this region
corresponds to that highlighted in a similar way in Fig. 4. In
FIG. 7. (a)–(c) Region of co-existence (yellow, surrounded by black
line) of symmetry-broken mirror-like solutions in the (χ,δ∆) param-
eter space evaluated numerically for different driving powers X , with
∆+ = 5.45 and B = 1.57. The condition for asymmetric balance is
shown as a red curve in each graph. Blue- and orange-shaded areas
indicate which mode dominates outside the co-existence region. The
white area indicates a region where there are no stable homogenous
solutions. (d) Superposition of the limit of the co-existence regions,
for driving power X = 6–14, in step of 2 (outward).
the co-existence region, we have also plotted as a red curve
the combination of parameters for which asymmetric balance
is achieved (strictly speaking, where the upper intensities of
the two co-existing solutions match; see also Appendix B).
Overall, these plots illustrate the wide range of parameters
for which asymmetric balance can be realized. Just outside
the co-existence region, only one stable symmetry broken so-
lution survives; the background color in Figs. 7(a)–(c) then
indicates which polarization mode of the intracavity field is
the most intense (blue when |E+|2 > |E−|2, and orange oth-
erwise). For large asymmetries, far from the co-existence re-
8gion, complex bistable cycles can occur, leading again to mul-
tiple co-existing stable solutions, but we find that these so-
lutions never have a mirror-like association: they all exhibit
the same dominant mode (we exclude the lower state in this
analysis), and we use the same color scheme. We note that
the plots in Figs. 7(a)–(c) are not symmetric with respect to
the transformation (δ∆→−δ∆,χ→ 90◦−χ) but this is sim-
ply a result of maintaining ∆+ constant. Symmetric diagrams
would be found if instead the average detuning, (∆++∆−)/2,
was to be kept constant. Finally, Fig. 7(d) is a superposition
of the co-existence ranges observed for different driving pow-
ers, and show how that range widens with increasing driving
power.
CONCLUSION
In summary, we have studied experimentally a system pre-
senting an SSB instability in presence of two asymmetry pa-
rameters. By systematically tracking the different stationary
solutions of the system with controlled and quantified asym-
metries, we have observed that, while the SSB dynamics is
destroyed by one asymmetry, it can in practice be restored
by a second, properly balanced asymmetry. To the best of
our knowledge, this is the first experimental realization of a
restoration of an SSB-like dynamics through a controlled bal-
ance of two asymmetries. We note that the results presented
here are restricted to the Z2 symmetry group, and that more
work is needed to generalize them to other symmetry groups.
However, given the importance and ubiquity of SSB in the
physical sciences, our work is still relevant to numerous fields.
In particular, it could be extended to other multimode systems,
and it shows that applications of SSB in sensing based on real,
necessarily imperfect, physical platforms, could potentially
use asymmetry as an additional degree of freedom to reach
divergent sensitivity [14, 19]. This overlaps with theoretical
investigations showing that so-called exceptional points, re-
cently heralded at providing greatly enhanced sensitivity in
optical sensors [50, 51], can be found under generic asymmet-
ric conditions [52]. More generally, other studies have also
shown that asymmetry is sometimes necessary for behavioral
symmetry [53–55]. We must also point out that our experi-
ment, performed in the context of nonlinear optics, constitutes
the first observation of the polarization symmetry breaking of
a passive, coherently driven nonlinear resonator [35, 36]. It
paves the way to the robust realization of persistent polariza-
tion domain walls, which could be applied to novel computing
schemes [38]. Finally, we note that, because optical fiber ring
resonators are formally equivalent to Kerr microresonators,
our implementation is amenable to miniaturization and inte-
gration [17, 18].
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Appendix A: Normalization of wavenumbers and cavity
detunings
The definitions below apply equally to both polarization
modes of the resonator (+ and−) but to simplify the notations
we start by focusing on the + mode. Assuming light driven
in that polarization component propagates with a wavenum-
ber β+, that wave accumulates over one roundtrip in the res-
onator a linear phase shift β+L (with respect to the driving
field), where L is the resonator length. We define the corre-
sponding phase detuning δ+ = 2mpi−β+L as the distance (in
phase) to the closest resonance (of index m). A positive value
of phase detuning corresponds to a driving beam red shifted
with respect to the corresponding linear resonance. Normal-
ized detuning is defined as ∆+ = δ+/α , where α represents
the resonator losses, specifically half the percentage of power
lost per roundtrip. With that notation, the resonator finesse
is simply given by F ' pi/α . The normalized difference in
wavenumbers is then defined as δ∆= ∆+−∆−.
Appendix B: Geometric interpretation of asymmetric balance
The conditions in which asymmetric balance is possible can
be qualitatively understood by a generalization to the asym-
metric case of the diagram shown in Fig. 1(c), and that ex-
plains the origin of spontaneous symmetry breaking (SSB) in
the passive nonlinear Kerr resonator. Starting from Eqs. (1)–
(2), we can write the following two equations for the intra-
cavity modal intensity levels, Y = |E+|2, Z = |E−|2, of the
stationary (∂/∂ t = 0) solutions,
Y =
X cos2 χ
1+(Y +BZ−∆+)2 , (3)
Z =
X sin2 χ
1+(Z +BY −∆++δ∆)2 . (4)
These equations are nonlinear and do not have closed form
solutions. Their Lorentzian form, in terms of the total linear
and nonlinear phase-shifts, nevertheless illustrate the resonant
behaviour of the system. In the scalar case (χ = 0◦, Z = 0),
there exists a geometric construction of the solution to the re-
maining non-trivial equation, which correctly explains all the
features of the scalar Kerr bistability [56]. This geometric con-
struction cannot be generalized to the vector case above, be-
cause of the different dependence on Y and Z in the right-hand
sides of the two equations. Using some of the ideas devel-
oped in [56], we can however gain interesting insights about
the stationary states, Eqs. (3)–(4). To this end, we plot the two
resonances above, respectively versus φ = Y +BZ−∆+ and
φ ′ = Z +BY −∆+, along the same axis. This is illustrated for
three examples in Fig. 8. Note how by construction the Z res-
onance is shifted by δ∆ with respect to the Y resonance. The
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FIG. 8. Graphical interpretation of asymmetric balance. Each panel shows, for different parameter values, how the symmetry broken solutions
lie with respect to the resonances of the two polarization modes. Each solution is associated with two points (one for each mode, blue and
orange) while the black arrows represent the corresponding (normalized) nonlinear shifts with respect to the driving laser frequency (green line
at position φ = φ ′ = −∆+). Different solutions are distinguished by using respectively darker round (when the “blue” mode dominates) and
lighter square (“orange” dominates) symbols, as well as solid versus dashed arrows for the nonlinear shifts. Asymmetric balance is obtained
when the solutions coincide with the intersections of the two resonances. Other parameters are: X = 10.8, ∆+ = 5.45, and B = 1.57, as in the
experiment.
difference in amplitude on the other hand reflects the driving
ellipticity χ .
On these diagrams, we have represented the two symmetry-
broken solutions calculated numerically for the parameters of
the three examples considered. Each solution (Y,Z) is plot-
ted as a pair of points at coordinates (φ ,Y ) (blue) and (φ ′,Z)
(orange). By representing the driving laser frequency as a ver-
tical green line at position φ = φ ′ = −∆+, the distances be-
tween that line and the different points represent the corre-
sponding normalized nonlinear phase shifts, Y +BZ (for the
“blue” mode) and Z +BY (for the “orange” mode). The two
solutions are distinguished from each other by using respec-
tively dark round and light square symbols as in Fig. 4, as
well as with solid versus dashed arrows for the nonlinear phase
shifts. We can observe that the symmetry broken solutions al-
ways lie on the right side of the resonances [57], where the
slopes are negative, and opposite from the driving laser (green
line). We remark that, in the case of scalar bistability, that
side is associated with the stable upper state. Geometrically,
this is explained by noting that the nonlinear phase shift has
to effectively push the driving across the resonance to reach
that state [56]. This correctly ties with the fact that SSB in the
passive Kerr resonator always originates on the upper branch
of the bistable response [36].
In the presence of asymmetries, the two symmetry broken
solutions are typically not mirror image of each other, and the
points corresponding to the two solutions are distinct. This
is in particular the case in presence of a single asymmetry
as in Fig. 8(a), where χ > 45◦ (the “orange” mode is driven
stronger than the “blue” mode) and δ∆ = 0. Starting from
that configuration, and introducing the second asymmetry by
increasing δ∆, the two resonances as plotted in our diagram
can eventually intersect; see Fig. 8(b). Asymmetric balance
is achieved when one symmetry broken solution matches with
these intersection points [Fig. 8(c)], because at these points
Y = Z, φ = φ ′, and each solution is the mirror image of the
other. In practice, we find that this match is rarely perfect,
but approaching it to within about 1 % in terms of intensities.
This occurrence is nevertheless always a telltale sign that the
spontaneous selection between the modes, which is the char-
acteristic of SSB, can be restored for nearby parameters. As
stable symmetry broken solutions always lie on the right side
of the resonances, realizing asymmetric balance requires that
the intersection points lie on that same side. Although this ge-
ometric argument cannot be turned into a simple mathematical
expression at present, it can still be used to make qualitative
predictions. In particular, it shows that a wavenumber differ-
ence δ∆ > 0 can only be balanced when χ > 45◦ and vice
versa. Also, a larger absolute value of δ∆ requires χ to depart
more significantly from 45◦. Both of these trends agree with
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