Accurate wind power forecasting is significant for safe dispatching, power system stability and operation of wind farm. In this paper, ARMA, BP, RBF and SVM, four 
Introduction
Economy and society could not develop continually without energy. Along with a series of environmental problems getting obvious and energy crisis intensifying day by day, the development and utilization of clean renewable energy such as wind and solar energy become popular research topic around the world. As early as in 2005, the China government has adopted the Renewable Energy Law to develop renewable energy vigorously. By the end of 2011, the cumulative installed wind power capacity in China is up to 62.7 GW, the largest in the world, and new installed capacity amounts to18 GW, taking up 44% of the world's [1] . Investing heavily in wind power has become important action for government to improve energy structure and ensure national economy develop sustainably.
However, the randomness and intermittency of wind power are still the bottlenecks that restrict the further development of wind power [2] . Mostly, wind power in China is developed by building large-scale and centralized wind farms. Generally, those wind farms are located in the remote areas where the power grid structure and power transmission capacity are both weak. When connecting large-scale wind power to grid, voltage deviation, frequency deviation, voltage fluctuation and even wind power taking off the grid may occur owing to the intermittency of wind power [3] . Accurate prediction for wind power has important practical significances for system to optimize grid dispatching and guarantee the reliable, safe, and economic operation [4] [5] . In 2011, the China government promulgated the corresponding laws and regulations that all the wind farms connected to system must install wind power prediction system and establish power generation schedule reporting mechanism before January 1, 2012. Otherwise, connecting wind power to system is not allowed.
At present, there are many wind power prediction systems have been put into operation, the methods they adopted are varied. Those methods can be classified into physical model and statistical model according to the principle of prediction, and the statistical model is in the majority. Among statistical models, the most common are autoregressive moving average (ARMA) [6] [7] , BP neural to obtain suitable model parameters. What's more, we expect to get some useful conclusions for the selection of method for power real-time prediction through discussing the comparisons of the four optimal models' prediction performances.
Prediction Method Principle
ARMA and artificial neural network belong to time series forecast method. They do not have to investigate sequence background, just use the correlation to establish fairly accurate forecasting model [12] . After a series of processes such as pattern recognition, parameter estimation, model validation, we establish a mapping relationship between the historical data and the output. Substituting the real data, we can obtain the prediction result. However, creating forecasting models needs a large amount of historical data and historical data have a significant influence on the model accuracy. Literature [13] claims to have demonstrated that ANN forecasting for 1-step-ahead is better than the persistence by 10%.
ARMA Model
Wind speed observations are sequential, so they can be viewed as a random time series. Stochastic time series analysis methods can be applied to predict the wind speed of the wind farm through establishing the corresponding autoregressive moving average model ARMA (n, m) of wind speed data.
Assume the sequence   t x as the real wind speed observed data, the autoregressive moving average model ARMA (n, m) is expressed as follows [14] : Firstly, initialize the structure including the weights and thresholds of the network. Then, train the network.
We can get the response of network in output layer. If real output and expected output of net is inconsistent, the error back propagates. By constantly modifying the weights and thresholds, the error decreases along the negative gradient direction and output of network approaches the expected. The training cycles until the network output error reduces to an acceptable level or training time runs over [8, 15] .
RBF Neural Networks
RBF, radial basis function, is demonstrated to possess a simpler structure, a faster learning convergence speed and could avoid falling into local minimum easily as BP [16] . RBF has been used in many fields for its nonlinear approximation ability and the generalization ability [17] .
Like general BP, RBF is also a forward network, including three layers, input layer, hidden layer and output layer, as shown in figure 2 . Input layer is only used for connecting signal, and hidden layer adopts nonnegative and nonlinear radial basis function to produce a localization response to input [15] , while the output layer is a linear combination of
Gaussian function is commonly used as basis function in RBF neural network, and the m-th output of hidden layer is
Where || || 
SVM Networks
Regression is to deduce the corresponding output y according to a new given input sample x. The basic idea of SVM estimation regression function is to map the input x into a high-dimensional space G through a nonlinear mapping, and carry out linear regression in this space [18] .
Applying SVM regression to wind speed forecasting, we can establish a mathematical model for wind speed prediction.
Suppose that   
The first step prediction is
Kernel function is the essence of SVM, which can transform the inner product operation in m-high-dimension space into kernel function operation in n-low-dimension input space, solving dimensional disaster problems in highdimension space [19] . Polynomial kernel function, Gauss radial basis kernel function and sigmoid kernel function make up common kernel function.
Forecast Discuss and Results Comparison .
According to the no. 117 notice issued by National Energy Bureau on wind farm power forecast management in 2011, power prediction can be divided into two types, day forecast and real-time forecast. Day forecast is to predict 0 to 24 hour's power on the next day, real-time forecast refers to predict the next 15 minutes to 4th hour's power, and time interval is for 15 minutes. In order to enhance comparability, all the methods involved in this paper are using real-time prediction.
Wind Speed Data and Normalization
Collect wind speed data from 
Where x g is the normalized wind speed observation, x t is the real wind speed observation, min x , max x are the maximum and minimum of all the wind speed observations.
Prediction Accuracy and Evaluation Standard
At present, there are many methods used to evaluate the prediction performance, but they do not form a unified standard. In this paper, mean absolute error (MAE) and root mean square error (RMSE) are adopted as evaluation standard, and their expressions are expressed as follows: to select the best m has been found in literatures [6, 7, 20] . Figure 3 depicts the ACF plot and PACF plot of wind speed.
From ACF plot, we can get that the correlations of different lags are different, and it presents a decreasing trend. The former six correlation coefficients are greater than 0.8.
When we set more observations as the model input, the correlation of observation far away is so weak that it may go against nonlinear generalization, while we set less observation as the model input, the data may not possess enough information to establish forecasting model, thus leading to poor forecasting performance. In order to select a suitable input node number of neural network, we carried out the BP, RBF prediction of different input nodes and got their MAE and RMSE, illustrated in figure 4 . In BP network, the number of hidden layer neurons is determined by Kolmogorov theorem [21] , and the learning rate is fixed of 0. In RBF network, in addition to the input node, expansion coefficient spread and target accuracy goal affect the prediction precision, too. When goal is set too small, fitting phenomenon occurs with high training accuracy but low test accuracy as result of weak generalization ability.
However, owe fitting phenomenon occurs with both training accuracy and test accuracy low for too big goal.
Two kinds of phenomena above are not good for model to approximate actual curve. In the experiments, the goal is set in 0.092-0.095, model generalization ability is strongest with minimum error. Also, spread has slight effect on forecasting accuracy, and when spread is more than one, the accuracy tends to be flat. In term of output effect, too big spread makes the output smoother, and the error may be larger when wind swings up and down.
According to section1.1, we can get the order number and other parameters of ARMA with the minimum AIC criterion and estimation methods. Different numbers of sample can produce different models and different accuracies through this method for parameters selection.
From experiments, we find out that too few wind speed data can lead to low forecasting precision, because enough data is essential. High order parameters of the model are difficult to obtain when sample is fewer than 100. However, when the sample data is in large quantity, the error also is big due to fitting phenomenon. After testing contrast, when sample is for 300, RMSE and MAE are smaller than any other number, so the number of sample data is determined for 300 in this case.
There are many parameters need to be tuned in SVM network, but no international method for optimal selection of these parameters is generally accepted. At present, the commonly used method is to make the punishment parameter c and gamma of kernel function g vary in a certain range, the group of c and g is best when the highest accuracy is obtained. In this paper, test set is divided into three parts, we get the best group of c and g through comparing cross validation and mesh optimization method combination, and in mesh optimization c and g range 2 -10 , 2 -9 ,…, 2 9 , 2
10
. Table 2 records 1-step prediction results with cross validation, kernel function for linear, polynomial, Gauss radial basis and sigmoid respectively. When Gauss radial basis kernel function is for SVM network, the prediction performance is better than the other three kinds of kernel function. Mostly in this study, we obtain the best result with a simulation for which the best model is selected by training all possible models. In section 3.4, the best model in each hour are not the same, this difference allows us to draw the conclusion that adopting different modeling adapted to different steps is important in increasing the prediction accuracy.
Model Comparisons and Discus ion s

Conclusion .
In this paper, research on input parameters optimization Parameters of optimal neural network or ARMA model are not persistent, but they can be obtained through experimental analysis of specific data.
3) In real-time prediction, persistence is good at 1-hour-ahead (1-4 step) forecast, while SVM comes after. SVM model produces the best prediction performance in the 2nd, 3st, 4th hour-ahead (5-8 step,
9-12, 13-16 step) prediction, while ARMA gets the worst.
In conclusion, when using statistical methods to forecast wind power, the final forecasting performance is better through adopting different methods in different steps forecast.
