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Abstract
Our paper is devoted to the study of a nonlinear degenerate transient eddy current problem of the type ∂t (|E|−1/pE) +
∇ × (∇ × E) = 0, p > 1, along with appropriate initial and boundary conditions. We design a nonlinear time-discrete numeri-
cal scheme for the approximation in suitable function spaces. We show the well-posedness of the problem, prove the convergence
of the approximation to a weak solution and finally derive the error estimates. In the proofs, the monotonicity methods and the
Minty–Browder argument are employed.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The growing number and importance of industrial applications of type-II superconducting materials increases the
necessity for accurate numerical methods and their solid mathematical analysis. Due to the more and more complicated
structures of superconducting devices, one usually employs macroscopic models.
Bean’s critical-state model [2] was one of the first macroscopic models of superconductivity. Fig. 1 shows how
the current density in this model depends on the electric field. Unfortunately Bean’s critical-state model is not fully
applicable to superconductors with smooth current–voltage characteristics.
Another possible model, the power law constitutive relation E = Ec(J/Jc)n is widely used in the modeling of
type-II superconductors. It was introduced by Rhyner in [11]. Recent engineering applications of a 3D model can
be found in [8], for 2D problems see e.g. [4]. While one can find a lot of articles focusing on the 2D numerical
analysis in this field, there are very few of them discussing the 3D cases. Elliott et al. [5] formulated the problem
as an evolutionary variational inequality in terms of magnetic field. They defined a finite element approximation and
proved its convergence. Discretizing the problem in the time variable yields an unconstrained optimization problem.
The problem was then discretized in space by using curl-conforming Whitney elements on a tetrahedral mesh. The
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M. Slodicˇka, E. Janíková / J. Math. Anal. Appl. 342 (2008) 1026–1037 1027Fig. 1. Dependence of the current density on the electric field as defined by the Ohm’s law for non-superconducting metal, and by Bean’s criti-
cal-state model and the power law for superconductors.
authors carried out a numerical analysis for both the extended Bean’s model (see e.g. [3]) and the power law. Some
authors formulate the eddy current problem in terms of electric field. Slodicˇka [12] studied the nonlinear diffusion in
type-II superconductors in 3D using the method of monotone operators. He proposed the discretization in time and
proved its convergence.
Our paper is devoted to the study of a nonlinear degenerate transient eddy current problem involving superconduct-
ing materials of the second type. In Section 2, we derive the mathematical model employing the power law constitutive
relation between electric field and current density. Due to the degeneracy of the problem, special function spaces have
to be introduced. Their properties are studied in Section 3. In Section 4, we design a nonlinear time-discrete numer-
ical scheme and we show the well-posedness of the problem. The existence of a weak solution for each time step as
well as its stability and the convergence of the method are discussed in the following sections. In the last section, we
derive the error estimates (Theorem 3). In the proofs, we employ the monotonicity methods and the Minty–Browder
argument.
2. Mathematical model
Suppose that the superconducting material occupies an open bounded set Ω ⊂ R3, with a Lipschitz continuous
boundary Γ . The symbol ν stands for the outward unit normal vector to Γ .
To derive a precise mathematical model of type-II superconductors, we use the eddy current version of Maxwell’s
equations
∇ × H = J,
∂tB + ∇ × E = 0, (1)
where H is the magnetic field, J the current density, B the magnetic induction and E the electric field.
As announced in the Introduction, the power law constitutive relation will be used in order to model the nonlinear
resistive property of superconductors. The standard power law has the following form
E = Ec
( |J|
Jc
)n−1 J
Jc
, (2)
where the parameters Jc and n are identified from the direct current measurements (for AC measurements see
e.g. [14]). The conventional criterion of Ec = 1 µV/cm shall be employed. The parameter n is the measure of sharp-
ness of the resistive transition. If n = 1, relation (2) leads to the linear Ohm’s law. If n → ∞, the solution of the power
law formulation converges to the solution of Bean’s critical-state formulation (for the proof in 2D see [1] and for 3D
cases refer to [15]). The value of n usually falls within the range of 7 to 1000 depending on the superconducting
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analysis, they can be omitted.
As we will use the formulation in terms of electric field, the power law has to be inverted. We obtain the following
relation
J = J(E) = |E|−1/pE. (3)
The parameter p ∈ (1;1.2) as p = n
n−1 .
Type-II superconductors are characterized by two critical field values—Hc1 and Hc2. The first critical field
value Hc1 is the value of the norm of the magnetic field at which magnetic flux starts penetrating the superconducting
sample. The value itself is extremely low, so for most practical applications holds that H > Hc1. Thus B = μ0H is
a good approximation of the B–H relation and therefore it will be employed as a second constitutive equation in our
model. We suppose that μ0 is a constant, thus we will neglect it in our further study.
Combining the previous relations, we finally obtain the following evolutionary nonlinear and degenerate partial
differential equation
∂t
(
J(E)
)+ ∇ × ∇ × E = 0 in Ω × [0, T ], (4)
along with the boundary condition
E × ν = Es × ν on Γ × [0, T ], (5)
and the initial condition
E(0) = E0. (6)
By the boundary condition (5), the tangential of the externally applied electric field Es is imposed. Also the initially
imposed electric field E0 has to fulfill the boundary condition (5).
Further, we suppose that Es × ν ≡ 0 in order to simplify the analysis of the problem. We are aware of the fact that
this seems to destroy the physical meaning of the model, but we assure the reader that this is not the case here. We
decided to use the homogeneous version of (5) to make the mathematical reasoning more clear. However, it is not
difficult to implement the inhomogeneous boundary condition. If we suppose, that Es can be extended to the whole
domain Ω , the simple transformation E − Es transforms the problem (4)–(6) to the homogeneous one.
Due to the degeneracy of (4) a special numerical approach is needed. We propose a numerical scheme based on
the backward Euler discretization in time for solving (4)–(6). The main goal of this paper is to show that the proposed
numerical scheme generates an approximate solution converging to a unique weak solution. A similar problem was
already studied by Slodicˇka in [12], but there it was regularized by linearization of the power law near zero and for
large values of the electric field. We point out that our problem is not regularized, which makes the analysis more
delicate.
3. Function spaces
We shall work in a variational framework. The symbol (·,·) denotes the usual scalar product in L2(Ω) or the duality
relation, depending on the context. The norm ‖ · ‖m (m 1) is the usual norm in Lm(Ω). In place of ‖ · ‖2, the simpler
‖ · ‖ will be used. For more complicated spaces, the whole space appears in the subscript of the norm.
Corresponding to the needs of our future study, it is convenient to define the space of three-dimensional vector
functions from L2−1/p(Ω) with curl in L2(Ω):
V = {v ∈ L2−1/p(Ω) ∣∣∇ × v ∈ L2(Ω)}, p > 1, (7)
with the graph norm
‖u‖V := ‖u‖2−1/p + ‖∇ × u‖. (8)
Now, let us define V0 as the closure of the space of smooth functions C∞0 (Ω) in the norm of V.
We denote by V∗ the dual space to V0.
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Most of the properties of V—existence of the tangential trace, density results—can be proven in similar way as
those of more standard space H(curl;Ω) in [10]. We mention here only the proof of the reflexivity of the spaces V
and V0.
Lemma 1. The vector space V is a reflexive Banach space.
Proof. Directly from the definition of the space V and its norm follows that the space V is a Banach space.
Let us define a vector space X as a product of usual Sobolev spaces,
X = L2−1/p(Ω) × L2(Ω).
It is a reflexive Banach space as the product of finite number of reflexive Banach spaces [9, Theorem 0.16.5].
Let us now introduce its subset
V˜ = {(v,∇ × v) ⊂ X}.
Let {(vn,∇ × vn)} be an arbitrary Cauchy sequence in V˜. Then {vn} is a Cauchy sequence in L2−1/p(Ω), therefore
there exists v ∈ L2−1/p(Ω) such that vn → v in L2−1/p(Ω). Similarly, there exists f ∈ L2(Ω) such that ∇ × vn → f
in L2(Ω). From the definition of the curl operator in the distributional sense, we directly obtain that f = ∇ × v in the
sense of functionals on C∞0 (Ω) functions. Using the density of C∞0 (Ω) in L2(Ω) and the Hahn–Banach theorem,∇ × v can be extended (in a unique way) to the whole space L2(Ω). As f ∈ L2(Ω) we get that f = ∇ × v in L2(Ω).
Thus (v, f) ∈ V˜. Consequently the set V˜ is a closed subset of X and following [9, Theorem 0.16.4] it is a reflexive
space.
As V is isomorphic to V˜, the space V is also a reflexive Banach space [9, Theorem 0.16.6]. 
Remark 1. The proof of the reflexivity of the space V0 is now straightforward.
Remark 2. The space V0 corresponds to the subspace of V with zero tangential trace.
4. Discrete problem
The space V0 as defined in the previous section is a natural choice for a space of test functions for our prob-
lem (4)–(6).
The variational formulation of the problem setting (4)–(6) reads as follows: Find E such that, for any ϕ ∈ V0(
∂tJ(E),ϕ
)+ (∇ × E,∇ × ϕ) = 0, a.e. in [0, T ],
E(0) = E0, a.e. in Ω. (9)
Let us define an auxiliary real-valued function j as
j (s) = s−1/p for s > 0. (10)
Then J(E) = j (|E|)E, for all E ∈ R3.
The following theorem proves the uniqueness of a weak solution to (9) in appropriate spaces.
Theorem 1. There exists at most one solution to (9) satisfying the following relations: E ∈ L2− 1
p
((0, T ),L2− 1
p
(Ω)),
∇ × E ∈ L2((0, T ),L2(Ω)) and ∂tJ(E) ∈ L 2p−1
p−1
((0, T ),L 2p−1
p−1
(Ω)).
Proof. Suppose there exist two different solutions E1 and E2 to the problem (9), then
(
J
(
E1(t)
)− J(E2(t)),ϕ)+ t∫ (∇ × (E1 − E2),∇ × ϕ)= 0.
0
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T∫
0
( t∫
0
∇ × (E1 − E2),∇ × (E1 − E2)(t)
)
= 1
2
∥∥∥∥∥
T∫
0
∇ × (E1 − E2)
∥∥∥∥∥
2
.
Hence, we can write
T∫
0
(
J(E1) − J(E2),E1 − E2
)+ 1
2
∥∥∥∥∥
T∫
0
∇ × (E1 − E2)
∥∥∥∥∥
2
= 0. (11)
The following relation
(α + β)2(xα − yα)(xβ − yβ) 4αβ(x α+β2 − y α+β2 )2 (12)
is valid for all positive α, β and all non-negative real numbers x and y. Its proof is straightforward and it is left to the
reader. The relation (12), together with (11), implies
0
T∫
0
(
J(E1) − J(E2),E1 − E2
)
 C
T∫
0
∫
Ω
(|E1|1− 12p − |E2|1− 12p )2.
Hence, we deduce that |E1| = |E2| a.e. in Ω × (0, T ). The substitution of the last equality into (11) gives
T∫
0
∫
Ω
|E1|−
1
p |E1 − E2|2 + 12
∥∥∥∥∥
T∫
0
∇ × (E1 − E2)
∥∥∥∥∥
2
= 0,
which implies that E1 = E2 a.e. in Ω × (0, T ). 
Let us consider a finite time interval [0, T ]. The time discretization is based on the backward Euler’s method. We
use an equidistant partitioning with time step τ = T/n, for any n ∈ N, so we divide the time interval [0, T ] into n
subintervals [ti−1, ti], where ti = iτ . For any function z we introduce the notation
zi = z(ti), δzi = zi − zi−1
τ
.
We suggest the following nonlinear recursive approximation scheme for i = 1, . . . , n:
δ
(
j
(|ei |)ei)+ ∇ × ∇ × ei = 0 in Ω,
ν × ei = 0 on Γ,
e0 = E0. (13)
The corresponding variational formulation reads as(
δ
(
j
(|ei |)ei),ϕ)+ (∇ × ei ,∇ × ϕ) = 0 (14)
for any i = 1, . . . , n and ϕ ∈ V0.
5. Existence of ei
Lemma 2. Assume E0 ∈ V0. Then there exists a uniquely determined ei ∈ V0 solving (14) for any i = 1, . . . , n.
Proof. The left-hand side of (14) can be considered as a nonlinear operator J : V0 → V∗ defined as J (λ) =
j (|λ|)λ + ∇ × ∇ × λ. The operator J is coercive because of
(J (λ), λ)
‖λ‖V =
‖λ‖2−
1
p
2− 1
p
+ ‖∇ × λ‖2
‖λ‖2− 1 + ‖∇ × λ‖
→ ∞ as ‖λ‖V → ∞.p
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DJ (x,h) = − 1
p
|x|−1−1/p(h · x)x + |x|−1/ph + ∇ × ∇ × h.
Now, the generalized Lagrange formula (see [13, Chapter 1]) can be used, in order to show the monotonicity of the
operator J . There exists a θ ∈ (0,1) such that(J (x + h) −J (x),h)= (DJ (x + θh,h),h)
=
∫
Ω
|x + θh|−1/p|h|2 + ‖∇ × h‖2 − 1
p
|x + θh|−2−1/p(h · (x + θh))2
 (1 − 1/p)
∫
Ω
|x + θh|−1/p|h|2 + ‖∇ × h‖2
 0. (15)
Moreover we deduce that(J (x + h) −J (x),h)= 0 
⇒ h = 0 a.e. in Ω, (16)
which implies the strict monotonicity of J .
One can easily check that J is demicontinuous (see [13, Definition 1.8]). Therefore, according to the theory
of monotone operators (see [13, Theorem 18.2, Remark 18.2]), the problem (14) admits a unique weak solu-
tion ei ∈ V0. 
The previous lemma is very simple and elegant, but it is also very theoretical as it concerns infinite dimensional
spaces. When one solves the problem numerically, the infinite dimensional spaces are usually approximated by finite
dimensional ones. Let us now suppose, that there exists a Schauder basis {vk} of the space V0 and that the space V0
can be approximated by finite dimensional subspaces V0,k generated by the first k basis functions vk . If there exists a
bounded projector PV0,k : V0 → V0,k such that
lim
k→∞‖φ − PV0,k φ‖V = 0, ∀φ ∈ V0,
the solution to the problem (14) can be constructed as the limit of a sequence of solutions to the equivalent finite
dimensional problems(
j
(|ei,k|)ei,k,ϕ)+ τ(∇ × ei,k,∇ × ϕ) = (j(|ei−1|)ei−1,ϕ), ∀ϕ ∈ V0,k. (17)
The rigorous proof of the convergence is very similar to the proof of Theorem 2, therefore it will be omitted.
6. Stability
Next, we derive suitable a priori estimates for ei for each time step i = 1, . . . , n. We proceed in several steps. We
start with a technical lemma.
Lemma 3. Let g :R →R be a non-negative continuous function such that G(s) := g(s)s is monotonically increasing.
Let ΦG be the primitive function of G. Then for any x,y ∈R3 we have
ΦG
(|y|)− ΦG(|x|) g(|y|)y · (y − x).
Proof. We use the mean-value theorem and the Cauchy inequality. We successively deduce
ΦG
(|y|)− ΦG(|x|)= |y|∫
|x|
g(s)s ds = g(θ)θ(|y| − |x|)
 g
(|y|)|y|(|y| − |x|)= g(|y|)(|y|2 − |y||x|)
 g
(|y|)y · (y − x)
for some θ between |x| and |y|. 
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Lemma 4. Assume E0 ∈ L2− 1
p
(Ω). Then
p − 1
2p − 1‖ej‖
2− 1
p
2− 1
p
+
j∑
i=1
‖∇ × ei‖2τ  p − 12p − 1‖E0‖
2− 1
p
2− 1
p
holds for all j = 1, . . . , n.
Proof. We set ϕ = ei in (14), sum the result up for i = 1, . . . , j and we get
j∑
i=1
(
J(ei ) − J(ei−1), ei
)+ j∑
i=1
‖∇ × ei‖2τ = 0. (18)
In Lemma 3 we set g(t) = t 1p−1 . Then
ΦG(s) =
s∫
0
t
1+ 1
p−1 dt =
s∫
0
t
p
p−1 dt = p − 1
2p − 1 s
2p−1
p−1 .
Next we set y = J(ei ) and x = J(ei−1) in Lemma 3. Then
p − 1
2p − 1
[
‖ei‖2−
1
p
2− 1
p
− ‖ei−1‖2−
1
p
2− 1
p
]

(
J(ei ) − J(ei−1), ei
)
.
Using this last inequality in (18) we obtain
p − 1
2p − 1
j∑
i=1
[
‖ei‖2−
1
p
2− 1
p
− ‖ei−1‖2−
1
p
2− 1
p
]
+
j∑
i=1
‖∇ × ei‖2τ  0,
from which we easily conclude the proof. 
For more regular E0, the following stability result can be obtained.
Lemma 5. Assume E0 ∈ V0. Then
‖∇ × ej‖2 +
j∑
i=1
∥∥∇ × (ei − ei−1)∥∥2  ‖∇ × E0‖2
holds for any j = 1, . . . , n.
Proof. Setting ϕ = ei − ei−1 in (14) and summing up for i = 1, . . . , j we get
j∑
i=1
(
δJ(ei ), δei
)
τ +
j∑
i=1
(∇ × ei ,∇ × (ei − ei−1))= 0.
The monotonicity of J(e), together with the obvious algebraic identity
j∑
i=1
(ai − ai−1)ai = 12
[
a2j − a20 +
j∑
i=1
(ai − ai−1)2
]
,
implies
‖∇ × ej‖2 +
j∑
i=1
∥∥∇ × (ei − ei−1)∥∥2  ‖∇ × E0‖2,
which concludes the proof. 
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Lemma 6.
(i) Assume that E0 ∈ L2− 1
p
(Ω). Then there exists a positive C such that
n∑
i=1
∥∥δJ(ei )∥∥2V∗τ  C.
(ii) Assume that E0 ∈ V0. Then there exists a positive C such that∥∥δJ(ei )∥∥V∗  C
for any i = 1, . . . , n.
Proof. We remind the definition of the norm in V∗
‖z‖V∗ = sup
ϕ∈V0
|(z,ϕ)|
‖ϕ‖V .
Further we can write for any ϕ ∈ V0(
δJ(ei ),ϕ
)= −(∇ × ei ,∇ × ϕ).
Applying the Cauchy inequality we see that∣∣(δJ(ei ),ϕ)∣∣ ‖∇ × ei‖‖∇ × ϕ‖
and ∥∥δJ(ei )∥∥V∗ = sup
ϕ∈V0
|(δJ(ei ),ϕ)|
‖ϕ‖V  ‖∇ × ei‖.
The rest of the proof readily follows from Lemmas 4 and 5. 
7. Convergence
We introduce the vector fields en, jn, piecewise linear in time, given by
en(0) = E0,
en(t) = ei−1 + (t − ti−1)δei for t ∈ (ti−1, ti], i = 1, . . . , n
and
jn(0) = J(E0),
jn(t) = J(ei−1) + (t − ti−1)δJ(ei ) for t ∈ (ti−1, ti], i = 1, . . . , n.
Next, we define the step vector field en
en(0) = E0, en(t) = ei , for t ∈ (ti−1, ti], i = 1, . . . , n.
Using the new notation we rewrite (14) as
(∂t jn,ϕ) + (∇ × en,∇ × ϕ) = 0 ∀ϕ ∈ V0. (19)
Now, we are in a position to prove the convergence of an approximate solution to a weak solution of (9).
Theorem 2. Suppose E0 ∈ V0. Then there exists a vector field e such that
(i) en ⇀ e in L2− 1
p
((0, T ),L2− 1
p
(Ω)),
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(iii) J(en) ⇀ J(e) in L 2p−1
p−1
((0, T ),L 2p−1
p−1
(Ω)),
(iv) e is a weak solution of (9).
The convergence is meant in the sense of subsequences, i.e. it is valid for a subsequence, which is denoted by the same
symbol again as the whole sequence.
Proof. (i) and (ii). The spaces L2− 1
p
((0, T ),L2− 1
p
(Ω)) and L2((0, T ),L2(Ω)) are reflexive. The sequences {en}
and {∇ × en} are bounded thanks to the stability results from Lemmas 5 and 6. So we can use Theorem 1 from
[16, p. 126] and we obtain that there exist e ∈ L2− 1
p
((0, T ),L2− 1
p
(Ω)) and z ∈ L2((0, T ),L2(Ω)) such that en ⇀ e
in L2− 1
p
((0, T ),L2− 1
p
(Ω)) and ∇ × en ⇀ z in L2((0, T ),L2(Ω)). Further, for any ϕ ∈ C∞0 (Ω) we have
T∫
0
(∇ × en,ϕ) =
T∫
0
(en,∇ × ϕ)
↓ ↓
T∫
0
(z,ϕ) =
T∫
0
(e,∇ × ϕ) =
T∫
0
(∇ × e,ϕ).
According to the Hahn–Banach theorem we conclude that z = ∇ × e.
(iii). Lemma 4, together with∫
Ω
|en|2−
1
p =
∫
Ω
∣∣J(en)∣∣ 2p−1p−1 ,
also implies
J(en) ⇀ w, in L 2p−1
p−1
(
(0, T ),L 2p−1
p−1
(Ω)
)
.
We integrate (19) twice over the time and we pass to the limit (for a subsequence) as n → ∞. We obtain
t∫
0
(w,ϕ) +
t∫
0
( s∫
0
∇ × e,∇ × ϕ
)
=
t∫
0
(
j
(|E0|)E0,ϕ) (20)
for any ϕ ∈ V0 and t ∈ [0, T ].
The following holds
jn(t) = J
(
en(t)
)+ (t − ti−1 − τ)∂t jn(t). (21)
Thus,
T∫
0
( jn, en) =
T∫
0
(
J(en), en
)+ T∫
0
(t − ti−1 − τ)(∂t jn, en).
According to Lemma 6 we obtain
lim
n→∞
T∫
( jn, en) = lim
n→∞
T∫ (
J(en), en
)
.0 0
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Minty–Browder trick (cf. [6, Section 0.1] or [7, Section 5.A.3]). We have
T∫
0
(
J(en) − J(u), en − u
)
 0, (22)
which is valid for any u ∈ L2− 1
p
((0, T ),L2− 1
p
(Ω)).
We successively deduce that
lim
n→∞
T∫
0
(
J(en), en
) = lim
n→∞
T∫
0
( jn, en)
(19)= lim
n→∞
[ T∫
0
(
J(E0), en
)− T∫
0
( t∫
0
∇ × en,∇ × en
)]
=
T∫
0
(
J(E0), e
)− 1
2
lim
n→∞
∥∥∥∥∥
T∫
0
∇ × en
∥∥∥∥∥
2

T∫
0
(
J(E0), e
)− 1
2
∥∥∥∥∥
T∫
0
∇ × e
∥∥∥∥∥
2
=
T∫
0
(
J(E0), e
)− T∫
0
( t∫
0
∇ × e,∇ × e
)
(20)=
T∫
0
(w, e).
Passing to the limit for n → ∞ in (22) we get
T∫
0
(
w − J(u), e − u) 0.
By substituting u = e + εv for any v and ε > 0 we obtain
T∫
0
(
w − J(e + εv),v) 0.
Considering the limit case ε → 0 we see that
T∫
0
(
w − J(e),v) 0.
Finally we put v = w − J(e) and we can deduce that
w = J(e) a.e. in Ω × (0, T ).
(iv). According to (21) and Lemma 6 we can write that
lim
n→∞
t∫
( jn,ϕ) = lim
n→∞
t∫ (
J(en),ϕ
)= t∫ (J(e),ϕ).
0 0 0
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(jn(t),ϕ)− (jn(s),ϕ)= t∫
s
(∂t jn,ϕ)
t∫
s
‖∂t jn‖V∗‖ϕ‖V  C|t − s|‖ϕ‖V,∣∣(jn(t),ϕ)∣∣ C‖ϕ‖V.
Now, let us integrate (19) over (0, t) for any t ∈ (0, T ). We have
(jn(t),ϕ)+ t∫
0
(∇ × en,∇ × ϕ) =
(
J(E0),ϕ
) ∀ϕ ∈ V0. (23)
Passing to the limit for n → ∞ we arrive at
(
J
(
e(t)
)
,ϕ
)+ t∫
0
(∇ × e,∇ × ϕ) = (J(E0),ϕ) ∀ϕ ∈ V0. (24)
We remind that J(e(t)) exists in all points of [0, T ] and it has a derivative a.e. in [0, T ]. This follows from
(jn(t),ϕ)− (jn(0),ϕ)= t∫
0
(∂t jn,ϕ)
↓ ↓
(
J
(
e(t)
)
,ϕ
)− (J(E0),ϕ)= t∫
0
(z,ϕ),
which means that z = ∂tJ(e) ∈ L 2p−1
p−1
((0, T ),L 2p−1
p−1
(Ω)).
Now, we differentiate the identity (24) with respect to the time variable to conclude the proof. 
The convergence of the approximate solution was proven in Theorem 2 only for a subsequence of {en}. If we now
take into account Theorem 1, we obtain the convergence of the whole sequence {en} to the unique weak solution of (9)
in corresponding spaces.
8. Error estimates
This section is devoted to the error estimates for the approximation scheme (13).
Theorem 3. Suppose E0 ∈ V0. Then there exists a positive constant C such that
T∫
0
∫
Ω
(|en|1− 12p − |E|1− 12p )2 +
∥∥∥∥∥
T∫
0
∇ × (en − E)
∥∥∥∥∥
2
Cτ. (25)
Proof. First, we subtract (9) from (19) and integrate with respect to the time variable. Then we set ϕ = en − E ∈ V0
and again integrate with respect to the time. We obtain
T∫
0
(
J(en) − J(E), en − E
)+ 1
2
∥∥∥∥∥
T∫
0
∇ × (en − E)
∥∥∥∥∥
2
=
T∫
0
(
J(en) − jn, en − E
)
.
For the first term on the left we use the Cauchy inequality and the relation (12) and we obtain
T∫ (
J(en) − J(E), en − E
)
 C
T∫ ∫ (|en|1− 12p − |E|1− 12p )2.
0 0 Ω
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T∫
0
(
J(en) − jn, en − E
)∣∣∣∣∣ Cτ
T∫
0
‖∂t jn‖V∗‖en − E‖V  Cτ.
Collecting all relations above we arrive at the statement of the theorem. 
Remark 3. Slodicˇka in [12] discussed similar problem with regularized power law. The vector field J is then coercive,
so better error estimates can be proved, e.g.
T∫
0
‖en − E‖2L2−1/p(Ω) +
∥∥∥∥∥
T∫
0
∇ × (en − E)
∥∥∥∥∥
2
 Cτ. (26)
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