[1] With growing interest in understanding the magnitudes and sources of uncertainty in hydrological modeling, the difficult problem of characterizing model structure adequacy is now attracting considerable attention. Here, we examine this problem via a model-structureindependent approach based in information theory. In particular, we (a) discuss how to assess and compute the information content in multivariate hydrological data, (b) present practical methods for quantifying the uncertainty and shared information in data while accounting for heteroscedasticity, (c) show how these tools can be used to estimate the best achievable predictive performance of a model (for a system given the available data), and (d) show how model adequacy can be characterized in terms of the magnitude and nature of its aleatory uncertainty that cannot be diminished (and is resolvable only up to specification of its density), and its epistemic uncertainty that can, in principle, be suitably resolved by improving the model. An illustrative modeling example is provided using catchment-scale data from three river basins, the Leaf and Chunky River basins in the United States and the Chuzhou basin in China. Our analysis shows that the aleatory uncertainty associated with making catchment simulations using this data set is significant ($50%). Further, estimated epistemic uncertainties of the HyMod, SAC-SMA, and Xinanjiang model hypotheses indicate that considerable room for model structural improvements remain.
1. Introduction
Background
[2] The extant literature discusses three sources of hydrological model uncertainty: data uncertainty, parameter uncertainty, and model structure uncertainty. With the advent of physically based distributed models, the problem of estimating predictive uncertainty soon came to the forefront [e.g., Beven, 1989; Beven and Binley, 1992] . Early research focused primarily on parameter and output data uncertainties while ignoring other sources [e.g., Sorooshian and Dracup, 1980; Kuczera, 1982; Beven and Binley, 1992; Freer et al., 1996; Gupta et al., 1998; Duan and Schaake, 2002; Vrugt et al., 2003] . With further developments in modeling, interest in the other sources of uncertainty has grown [Vrugt et al., 2005; Ewen et al., 2006] , leading to explorations of input uncertainties due to errors in the forcing data [Kavetski et al., 2006a [Kavetski et al., , 2006b Vrugt et al., 2008; Li et al., 2012] and of the inadequacies of model structure Clark et al., 2008; Fenicia et al., 2008] . Recently, formal Bayesian approaches have been proposed for the quantification of model uncertainty [Bates and Campbell, 2001; Thiemann et al., 2001; Kaheil et al., 2006] , and, particularly, for the explicit integration of multiple sources of uncertainty [Kavetski et al., 2006a [Kavetski et al., , 2006b Ajami et al., 2007; Marshall et al., 2007; Zhang et al., 2009] .
[3] Although data and parameter uncertainties can be characterized relatively easily in terms of probability distributions, bounds, or limits, the treatment of structure uncertainty requires special attention [Gupta et al., 2012] . The most popular method to date is probably Bayesian multimodel averaging (BMA) [Hoeting et al., 1999; Neuman, 2003a Neuman, , 2003b , which uses multiple structures to characterize the uncertainty in our knowledge of the mechanics of underlying hydrological processes Georgakakos et al., 2004; Ajami et al., 2006; Duan et al., 2007] . Other methods seek not just to characterize model structure uncertainty but to also improve the structure of the hydrological model; examples include time-variable parameter methods such as the state-dependent parameter (SDP) estimation method [Young et al., 2001; Young and Ratto, 2009] , the recursive prediction error (RPE) approach [Lin and Beck, 2007] , and the time-dependent parameters approach [Reichert and Mieleitner, 2009] . Recently, a new method called the Bayesian estimation of structure (BESt) approach [Bulygina and Gupta, 2009 has been proposed to resolve the underlying structure of the model via data assimilation conducted on the raw data.
[4] One major problem faced by all such methods is lack of knowledge about the best achievable performance (BAP) of a model for a particular system given the available data (note that performance can only be meaningfully and precisely assessed in the context of a specific system and data set). Previous investigations into model structure uncertainty have all been based on the adoption of one or more prior structural hypotheses. However, since the ''true'' model structure is unknown (and the concept itself is arguably suspect-see discussion by Gupta et al. [2012] ), any uncertainty analysis based on prior assumptions regarding the model structural hypotheses lacks the specification of a proper reference frame. To address this issue, we use Shannon's definition of information to develop a method that can potentially characterize the inherent degree of explanatory power present in a given data set. This provides a measure of BAP for a given system and data set, which provides a meaningful benchmark against which the power of a model structure hypothesis can be assessed, even if the structural form of the ''best'' possible model remains unknown.
[5] Once the BAP of a model (for a system given the available data) can be characterized, we can then address two distinct categories of model uncertainty, (1) aleatory uncertainties (AU) that are only resolvable up to the specification of their probability densities and (2) epistemic uncertainties (EU) that can (in principle) be suitably resolved by a structurally adequate model (one that properly expresses the nonaleatory relationships present in the given data set). As such, characterization of the BAP establishes the size and nature of aleatory uncertainties associated with the currently available data set, which cannot be reduced by any possible model hypothesis regarding relationships expressed by the existing data (it is of course generally difficult to know whether new/additional data might help to reduce these aleatory uncertainties further). Meanwhile the difference between the achieved performance of a specific model hypothesis and the BAP (by any possible model hypothesis) establishes the size and nature of epistemic uncertainty that can be reduced by improvements to the existing model structure. Based on these concepts, random observational errors associated with the input/output data can be categorized into AU (along with any inherent stochasticity in the explanatory relationships connecting the input and output data), while parameter uncertainty and model structural inadequacies (including systematic errors in the observational data) can be categorized into EU.
Goal, Objectives, and Scope
[6] The goal of this paper is to examine how we can quantify the extent to which information about the catchment-scale rainfall-runoff process is expressed by a hydrological data set, and to assess how much of that information is actually expressed by a hydrological model used to simulate the behavior of that system. Similar to other methods of uncertainty analysis, our approach provides estimates of the distribution of system output simulation errors. However, it goes further by also quantifying, explicitly, the amount of information about the system outputs that is expressed by the available catchment data and by the model-in other words, how much of the uncertainty in the system output can be reduced by use of the information contained in the available catchment data and by the use of a model structural hypothesis that relates system input to outputs via a state-space representation.
[7] Our primary objectives, therefore, are to evaluate : (a) How much information is required to generate ''reasonably accurate'' simulations of the system outputs (e.g., runoff) (we call this the ''information required''); (b) How much information is contained in the available system input-state-output data (''information available''); and (c) To what degree the available information is correctly expressed by a given model hypothesis (''information expressed''). We can then compute two kinds of uncertainty (aleatory and epistemic) from these three kinds of information as follows:
[8] (1) AU ¼ information required -information available.
[9] (2) EU ¼ information available -information expressed.
[10] Note that AU expresses the information gap caused by random errors in the observation data or by inherent randomness in the hydrological processes linking the system inputs, state variables, and outputs; this uncertainty cannot be removed by improving the model. Similarly, EU expresses the information gap caused by model structural inadequacies; this uncertainty can potentially be reduced by improvements to the model hypothesis, possibly including adjustment factors to account for systematic bias in the observational data (as was done by Kavetski et al. [2006a Kavetski et al. [ , 2006b and Vrugt et al. [2008] ).
[11] Concepts and tools from information theory have been used in hydrology and water resources for decades [Singh, 1997 [Singh, , 2000 . Close to the focus of this paper, information theory has been applied for model evaluation and uncertainty analysis as far back as the 1970s [e.g., Amorocho and Espildor, 1973; Chapman, 1986; Weijs et al., 2010a Weijs et al., , 2010b Weijs and van de Giesen, 2011; Abebe and Price, 2003; Pokhrel and Gupta, 2010] . However, none of the studies have provided a comprehensive method for qualifying the overall information content of a data set (the information available as mentioned earlier). One possible reason for this lack may be that whereas the data sets of contemporary interest tend to be of high dimension, conventional methods available for estimating ''information content'' are limited to a variable dimension not exceeding three. To mitigate this problem, we draw upon some very recent advances in information theory to develop an appropriate methodology that is suitable to our goals. With this method, we are able to meet the primary objectives mentioned earlier.
[12] The paper is organized as follows. We first lay out principles of information theory that are relevant to the problem of quantifying BAP of a model for a system given the available data and to the problem of characterizing model structural uncertainty. Section 3 presents the computational methods necessary for effective and efficient estimation of the information metrics discussed in section 2. In section 4, we employ a case study to demonstrate how aleatory uncertainty in an available data set and epistemic uncertainty of a model hypothesis can be quantitatively estimated, providing information useful for establishing limits to achievable model performance and for assessing model structural adequacy. Finally (in section 5), we discuss some interesting implications of our results and make suggestions for future work. 
Concepts of Information
where the negative sign ensures that H(X) is positive (since log b p(x) is negative). This is the only possible definition that ensures that H satisfies three properties : [14] (1) H is continuous in p(.).
[15] (2) If all elements p(.) are equally probable, then H is a monotonic increasing function of the number of elements.
[16] (3) H is additive [Shannon, 1948] .
[17] The base used for the logarithm is arbitrary. If b ¼ 2, then H(X) is measured in bits (common in information theory), whereas if b ¼ e it is measured in nats (common in thermodynamics). Any choice is acceptable since a change of base only changes the result by a constant ; in this paper, we use base e. According to this definition, H discrete can vary on [0, 1].
[18] Similarly, the definition of information entropy for a variable whose values are continuous is
where f(x) is the probability density function (pdf) of X, and the integral over the support set of X is assumed to exist. However, it is common for measurements of continuous variables to be expressed in discrete fashion due to quantization during the observational process. When a continuous variable is discretized using bin width w, the relation between the resulting discrete entropy and the original continuous entropy can be expressed via the following equation, provided that w is not too large:
Note that the difference between the discrete and continuous versions of entropy is expressed by the bin-width factor log w ð Þ. Further, note that since log w ð Þ is negative for w < 1, H continuous can vary on [61] .
[19] Generally speaking, information entropy quantifies the ''extension'' of a random variable. A variable having a larger range of extension, corresponding to larger uncertainty, will have larger entropy H, and a greater amount of information will required to characterize it. So, information entropy provides an alternative characterization of uncertainty to that provided by the commonly used standard deviation statistic , or the (say 95%) confidence interval.
Further, it provides a more accurate characterization than , since the latter depends only on the second moment, whereas information entropy takes into account the effects of higher order moments. Note that some of the popularity of the Gaussian distribution may be explained by the fact that, of all continuous distributions having identical variance, the Gaussian distribution has the largest entropy (because its higher order moments are all zero), making it a relatively robust choice when the actual shape of the distribution is unknown; for more about basic concepts of entropy, please refer to ''Elements of Information Theory'' by Cover and Thomas [2006] .
[20] Whereas information entropy characterizes the uncertainty in a variable, we are typically interested in knowing what one (uncertain) variable X can tell us about another (uncertain) variable Y; in other words, how much information is shared between the two; or in still other words, how much of the uncertainty about Y can be reduced by knowing X. Whereas, in the analysis of data, it is common to characterize the shared information between the two variables by means of the linear correlation statistic XY , such a characterization is only accurate when the relationship is linear. For more general cases, the shared information can be characterized using mutual information (MI), which quantifies the divergence between the joint pdf p(x,y) and the product p(x).p(y) of the independent pdfs. For continuous variables, MI is defined as
where f x (x) and f y (y) are marginals of the joint pdf f x,y (x,y). Naturally, if the joint density factors exactly into the product of its marginals, there is no shared information between the two variables and hence I(X;Y) ¼ 0. More generally, the necessary and sufficient condition for independence of X and Y is that I(X;Y) ¼ 0. Note that we can similarly define ''discrete'' MI, whose value is equivalent to continuous MI for sufficiently small bin width w [Cover and Thomas, 2006, equation (8.50) and Thomas, 2006, equation (8.56), p. 252] . So, as XY ! 6 1 we have I X; Y ð Þ!61, meaning that the relationship offers infinitely large amounts of information and allows one to determine the value of one variable from the other with an infinitely small level of precision. Therefore, the R-statistic proposed by Granger and Lin [1994] :
is equivalent to the correlation coefficient XY when X and Y are bivariate normal, but is also meaningful in nonlinear and/or non-Gaussian cases. To obtain an intuitive feel, note that (for jointly Gaussian data) j XY j values of [0.5, 0.8, 0.9, 0.95, and 0.99] Granger and Lin, 1994] .
[22] Conveniently, because of the additive property of information, the value for MI can be computed from knowledge of the individual information entropies and the joint entropies of each variable. Because the log transformation converts multiplication and division of variables to addition and subtraction of their logarithms, the MI shared by two variables X and Y can be expressed as
where H(X,Y) is the joint information entropy given by
;y x; y ð Þlogf x;y x; y ð Þdxdy :
Further, the extent to which uncertainty in knowledge of Y is reduced by knowledge of X is characterized by the conditional entropy relationship :
which expresses the fact that the amount of uncertainty reduction is precisely the MI I(X;Y) shared by the two variables.
[23] In general, of course, it is the information shared by multiple variables that is of interest in hydrology, in which case we work with the multivariate joint density. In this case, by extension to equation (6) the multivariate MI shared by several variables is expressed by the relationship:
which denotes the information that the several variables X 1 , X 2 , . . . , X m contain about variable Y, and where it is not required that the variables X 1 , X 2 , . . . , X m be mutually independent. Similar to equation (8) 
which expresses how knowledge of the several variables X 1 , X 2 , . . . ,X m helps to reduce uncertainty in knowledge of Y.
Characterizing Epistemic and Aleatory Uncertainty in Hydrological Modeling
[24] These concepts can now be used to express the different kinds of uncertainty in hydrological modeling. For simplicity, we consider first a simple system in which the values of system outputs Y are to be explained (estimated, simulated) via knowledge of available values of system inputs X.
[25] For any system for which we have input and output data, the true values of the system inputs X and outputs Y, the size and type of observation error associated with each, and the true stochastic nature of the relationships between X and Y are unknown. While we may have some conceptual ideas regarding system structure, all that is quantitatively and explicitly available to us are the observed values X obs and Y obs . As such, all the information about this system that is expressed by the available input/output data is contained in the joint and marginal distributions of X and Y. From the joint distribution, we can evaluate the information about output Y contained in the input X. Further, from the marginal distribution of Y we can evaluate the amount of information required to specify Y to within the precision defined by the measurement error process.
[26] The goal of uncertainty analysis is to establish uncertainty bounds on an estimate. More generally, we are interested in the distribution of residual errors between the model simulated values and the observations. In the framework of information theory, once all of the MI between the inputs X obs and outputs Y obs has been exploited, the uncertainty remaining in knowledge of Y obs is quantified by the conditional information entropy H Y obs jX obs ð Þ ; computation of which requires knowledge of the conditional distribution f Y jX yjx ð Þ of the outputs Y obs given the value of X obs . Alternatively, equation (8) 
If the inputs X obs corresponding to the outputs Y obs are also known, and as long as some dependence relationship between X obs and Y obs exists, the conditional uncertainty in knowledge of Y obs given X obs is characterized by f Y jX yjx ð Þ as shown in Figure 1 , and the corresponding (reduced) information entropy is quantified as H Y obs jX obs ð Þ¼À R f Y jX yjx ð Þlnf Y jX yjx ð Þdx. As illustrated Figure 1 . A simple example showing the uncertainty in ability to predict the value of variable Y before and after information regarding inputs X is added. After information about X is introduced, the uncertainty is significantly reduced. The unconditional and conditional information entropies of Y (before and after introducing X) and the MI shared between and X and Y can be measured by the methods presented in this paper.
by Figure 1 , the conditional distribution f Y jX yjx ð Þ expresses the amount of uncertainty in knowledge of Y obs that cannot be reduced by exploiting the information contained in the inputs X obs . The magnitude of this uncertainty can be quantified in terms of the information entropy H Y obs jX obs ð Þ , and, since all available explanatory information in the data set has been exploited, we define this remaining uncertainty as the aleatory uncertainty (for this system given this data set):
[27] This relationship is further illustrated in Figure 2 , where the leftmost bar H(Y obs ) indicates, in terms of information entropy, the magnitude of the prior uncertainty in knowledge of Y obs (when X obs is not available), and the middle bar I(X obs ;Y obs ) indicates the total amount of explanatory information about Y obs contained in the raw data set {X obs ,Y obs }. Because the explanatory information provided by X obs will, in general, be incomplete, we will have I(X obs ;Y obs ) < 1, and it will be impossible to obtain a perfect estimate having infinitely small variation in y of the conditional distribution f Y jX yjx ð Þ. Of course, this incompleteness will be due to missing explanatory variables, data error, and/or inherent (unresolvable) randomness in the underlying X ! Y relationship. In the case of the former, this may be a problem either of conceptual inadequacy (lack of knowledge, or simplifications, regarding variables involved in the relationship), or simply of unavailability of (or inability to obtain) such data. In this paper, we define AU in a practical sense, as being conditional on the information available in the given data set, and therefore expressing the total uncertainty associated with all of these sources. Of course, it is possible that additional explanatory variables (new data not yet included in X obs ) may help to further reduce this uncertainty, but we do not consider that situation further in this paper.
[28] Knowing the conditional distribution of Y obs given X obs , uncertainty bounds on Y for given X can be easily established. And, for example, in the common situation where the error distribution is assumed to be homoscedastic (the error variance does not change with the magnitude of the variable), or even identical (the type and parameters of the distribution do not change with the magnitude of the variable), the confidence interval can readily be computed. Take the situation where the conditional distribution of Y given X is assumed to follow an exponential power distribution (as used in Thiemann et al. [2001] and Vrugt et al. [2003] ), namely the generalized Gaussian distribution [Nadarajah, 2005] . In this case, the conditional information entropy can be written as
where s is the shape parameter and is the scale parameter. If the shape parameter s ¼ 2, the generalized Gaussian distribution simplifies to the standard normal distribution, and the standard deviation can be inversely computed as
So by assumption of a suitable distributional form for the conditional uncertainty in Y, the estimated aleatory uncertainty can be converted into a confidence interval as required by traditional uncertainty analysis.
[29] Now consider that a structural hypothesis Y ¼ f(X) regarding the relationships between system inputs and outputs is posed. From the data {X obs } and the assumed model equations, we can compute the model-based estimate {Y sim } of system output {Y obs }. Further, the mutual information I(Y sim ;Y obs ) quantifies the total amount of explanatory 
expresses the amount of epistemic uncertainty associated with our system (as specified), that can (in principle) be suitably resolved by improving the model structural hypothesis. This characterizes what we define here as model structure inadequacy, which can be resolved by a combination of improved system conceptualization, and/or improved model structural equations [Gupta et al., 2012] .
Data Processing Inequality
[30] Before moving on, one important point should be clearly made, that a model hypothesis in the form of a functional relationship between the available inputs and outputs cannot add information to the system, it only acts to transform available information from one form to another. This immutable fact is expressed by a theorem called the data processing inequality, which demonstrates that no method of data manipulation, whether a model or other form of transformation, can improve upon the amount of MI contained between the available system input and output variables. In other words, this expresses a law of conservation of information; data processing methods do not generate information, and the only contributing source of information is the raw data.
[31] The data processing inequality is defined on an invertible Markov chain. Suppose random variables A, B, C form an invertible Markov chain A$B$C where C is conditionally dependent on B but conditionally independent of A (A and C are connected only via B). The data processing inequality can be written as
(For the proof and more details, see section 2.8 in Cover and Thomas [2006] ). In the context of our hydrological modeling problem, suppose that A is the observed output Y obs , B is the observed input X obs , and C is the simulated output Y sim via a model Y ¼ f(X), where f(.) can be either deterministic or stochastic. In this context, the data processing inequality can be expressed as
which means that the information about the output data expressed by the input data is always larger (or equal) than the information expressed by the same input data after it has been processed through a model.
[32] In the case study presented below, we demonstrate how the quantities H(Y obs ), I(X obs ;Y obs ) and I(Y sim ;Y obs ) can be computed in the context of rainfall-runoff modeling of a catchment, and from which the resolvable epistemic and unresolvable aleatory uncertainties (as defined above) can be estimated, thereby providing a quantifiable assessment of model structural inadequacy.
Numerical Computation of Information-Based Indices

Computation of Multivariate Information Entropy
[33] To compute accurate estimates of information offered by observed input and output data, an effective and efficient estimator of multivariate information entropy H(X 1 , X 2 , . . . X m ) is required. Estimating information entropy for low-dimensional data is quite easy, but for highdimensional data is recognized to be a difficult problem [Hero et al., 2002] . The most widely used methods belong to a class called ''plug-in estimators,'' which first compute (i.e., estimate) the joint pdf of the variables, and then compute information entropy and MI by direct application of the definition (equations (1), (2), and (4)). Examples of this approach in hydrological research include the kernel-based estimator [Sharma, 2000] , bin counting method [Ruddell and Kumar, 2009] , and the average-shifted histogram method [Fernando et al., 2009] .
[34] However, because of the curse of dimensionality [Bellman and Corporation, 1957] , estimating the joint pdf of a high-dimensional data set (m > 4) is particularly difficult, and hence plug-in methods are only applicable when there are a small number of variables to be analyzed. A number of ''nonplugin'' estimators have been proposed to try to mitigate the curse of dimensionality ; these include the R enyi entropy estimator [Hero et al., 2002] and the Shannon entropy estimator [Leonenko et al., 2008] . While these methods have been shown to work well in many applications, our preliminary investigations found that they may not be suitable for the kinds of hydrological modeling problems of interest here [Gong, 2012] . In particular, both of the aforementioned approaches were unable to provide consistent estimates of entropy for the synthetic hydrologic modeling study reported in section 3.2. The problem of how to compute multivariate information entropy for data sets such as ours remains, therefore, an open problem.
[35] In this paper, we use an approach based on independent component analysis (ICA) to estimate high-dimensional entropy and demonstrate (section 3.2) that it provides consistent estimates under increasing levels of data measurement uncertainty. Leiva-Murillo and ArtesRodriguez [2007] used ICA to maximize MI for feature extraction. In contrast, our approach decomposes the raw data into independent components, from which highdimensional entropy can be estimated without having to compute the joint pdf. The method has two major steps: (1) use of ICA to decompose the high-dimensional data into independent variables [Hyvarinen et al., 2001] and (2) use of plug-in estimators to compute the Shannon entropy of the decomposed variables. It takes advantage of the chain rule of entropy [Cover and Thomas, 2006, Theorem 8.6 .2]: 
To decompose the original data matrix X into independent signals S, we can use the Fast ICA (FastICA) method proposed by Hyvarinen and Oja [1997] . In the case that X is jointly Gaussian, the decomposition into independent 1-D Gaussian components can be achieved via principle component analysis (PCA). However, when X is non-Gaussian, the PCA method is not adequate and the ICA method can be used instead. The FastICA method obtains an estimate of the matrix A by using a modified version of differential entropy (called negentropy) to measure the degree of nonGaussianity of the data. Because only an approximate value for negentropy is required, the method is efficient at providing an estimate of A, and hence, the approximate estimate of negentropy leads to a more accurate estimation of highdimensional entropy, provided that the independent signals are correctly decomposed. For more information about ICA, please refer to Oja [1997, 2000] and Hyvarinen et al. [2001] .
[36] In this paper, we implement the method as follows (note that steps 1 and 2 are exactly the same as in PCA) :
[37] (1) Center X: Transform each column of X into a zero-mean vector by subtracting its mean.
[38] (2) Whiten X: Whiten each column x of X, to obtainX such that eachx is uncorrelated and has unit variance. Eigen value decomposition (EVD) of the covariance matrix XX T can be used to do whitening.
[39] (3) Compute non-Gaussianity ofX : Compute 1-D negentropy JðxÞ of each column ofX using
where E is the expectation operator, G : ð Þ is a nonquadratic function, and is a Gaussian variable of zero mean and unit variance. J x ð Þis a nonnegative value and equal to zero if and only if x is Gaussian. If every column ofX is Gaussian, stop here. If not, carry out FastICA as indicated in step 4.
[40] (4) Implement FastICA to find S: FastICA finds an ''optimal'' value for A (and hence S) that maximizes non-Gaussianity, by making use of a fixed-point iteration scheme to perform this optimization effectively and efficiently.
[41] (5) Compute H S ð Þ: Compute the Shannon entropy H(S i ) of each independent signal using a bin-counting method and sum them to obtain H(S).
[42] (6) Compute H X ð Þ: Compute the Shannon entropy H(X) by adding logjAj as shown in equation (19).
[43] In this paper we used the default MATLAB implementation of FastICA (http://research.ics.aalto.fi/ica/fastica/), where an initial A is chosen randomly and another selection for A is generated if the fixed-point iteration fails. We found FastICA to be very efficient, requiring only a few seconds of CPU time to decompose a 10-D data set having 10 4 samples (on a desktop PC). To compute 1-D information entropy, we used the optimal bin width w ¼ 3:73k
À1=3
proposed by Scott [2004] , where is the standard deviation of each signal s i and k is the number of samples. A test to evaluate accuracy and precision of the method under idealized conditions is shown in the appendices.
[44] Of course, the effectiveness of the approach outlined above depends on the ability to transform X into S such that the components of S are independent. Here we have assumed that this can be achieved via the linear transformation
If nonlinearity in the signal interdependence is sufficiently strong, it may not be possible to achieve a sufficient degree of independence in S and the estimate of multivariate information entropy will be positively biased. In the studies reported here, we investigate the degree of independence using scatterplots. In future we will extend the method to cases where the interdependence is more strongly nonlinear-for example, via nonlinear preprocessing transformations of data.
Synthetic Study to Investigate the Precision
[45] To evaluate the precision of our method for computing mutual information entropy, we adopted the recommendation of a reviewer and conducted a synthetic hydrological simulation study in which there is no model structural error (so that EU ¼ 0) and where the nature and size of the observational uncertainties contributing to AU can be controlled. We used a parsimonious five-state-variable implementation of the HyMod model (Figure 3) [Boyle, 2000] , in which evapotranspiration losses are computed using a nonlinear soil moisture accounting module [Moore, 1985] , and two series of parallel linear tanks (three quick and one slow) control the rates of moisture drainage to the catchment outlet. The model, which has been used in many previous investigations [Bulygina and Gupta, 2009 Vrugt et al., 2003; Wagener et al., 2003; Xu et al., 2010] , requires two input values, computes estimates of five state variables, and generates two system outputs. System-specific dynamical behavior of the model is achieved by selecting values for the five model parameters.
[46] The data used are from the humid Leaf River basin (1944 km [Bulygina and Gupta, 2009 Sorooshian et al., 1993; Thiemann et al., 2001; Vrugt et al., 2003; Wagener et al., 2001] . To ensure sufficient data to compute stable entropy estimates (see appendices), we used the first 30 years (10,950 sample points).
[47] The simulation study was conducted as follows. First, assuming the available precipitation P and potential evapotranspiration PET data to be ''error-free,'' we ran a simulation of the HyMod model with selected values for the model parameters (see Table 1 ) to generate an errorfree sequence of ''true'' runoff values Q true .
[48] Next, to simulate the observational process, we corrupted these values of P, PET, and Q true : by adding random measurement errors. For PET, we assumed the errors to be Gaussian, zero-mean, and homoscedastic with standard deviation . However, because errors in P and Q are typically heteroscedastic, we first transformed each variable using a Box-Cox power transformation Z ¼ Y À 1 À Á = À Á , then added Gaussian zero-mean homoscedastic random errors having standard deviation and finally back-transformed the error-corrupted variables to the original space using the inverse Box-Cox transformation. To be consistent with previous research [e.g., Misirli et al., 2003; Bulygina and Gupta, 2010] , we use ¼ 0.3 to transform both variables (although we deviate from Bulygina and Gupta [2010] who actually use ¼ 0 for precipitation (10% uncertainty), which stretches out the region of very small precipitation values < 1.0 mm in an undesirable manner). The result is a synthetic set of ''observed'' time series P obs ; PET obs ; and Q obs having random ''observational'' errors of size characterized by the magnitude of .
[49] To evaluate the performance of our method of estimating multivariate MI, we proceeded as follows. First, we computed the MI I Input obs ; Q obs ð Þactually present in the ''error-corrupted'' data (where Input obs ¼ P obs ; PET obs f g ). Because this is a synthetically generated data set, where the model is a complete representation of the mapping from inputs to outputs, if the data were to contain no measurement errors ¼ 0 ð Þ, the MI I Input obs ; Q obs ð Þ!1 . However, because > 0 the data set is of finite length, and information about the initial state of the system is not given by the input-output data, the value of I Input obs ; Q obs ð Þ will, in practice, be finite. As a practical approach we followed Hsu et al. [2002] , who demonstrated that, for this catchment, the information contained in three previous time steps of the input and output data is sufficient to enable accurate predicts of runoff at the current time step. So we defined the input data set to be Input Ã obs $ P obs t À 1 ð Þ; P obs t À 2 ð Þ;P obs t À 3 ð Þ;PET obs t À 1 ð Þ;PET obs t À 2 ð Þ; PET obs t À 3 ð Þ;Q obs t À 1 ð Þ;Q obs t À 2 ð Þ;Q obs t À 3 ð Þ where the three lagged values of Q obs function as substitutes for information regarding the current state of the system (thereby avoiding need to use an infinitely long time series of P and PET input data values; see Box and Jenkins [1976] ). With this approach, Input Ã obs has nine columns of values and can be used to compute an estimate of the MI offered by the raw data IðInput Ã obs ; Q obs Þ using the ICA method described earlier.
[50] Next, we emulate the normal practice of modelbased estimation by forcing HyMod with the errorcorrupted input data P obs and PET obs to obtain ''simulated runoff'' Q sim . From this, we computed the bivariate mutual information I Q sim ; Q obs ð Þthat quantifies the degree of similarity between Q sim and Q obs and indicates the degree to which knowledge of Q sim can reduce our uncertainty in the knowledge of Q obs . Because Q sim is obtained by processing the error-corrupted inputs P obs and PET obs through the catchment model equations, and since the model is a ''perfect'' representation of the catchment system, the value of I Q sim ; Q obs ð Þis completely controlled by the ''size'' of the random observational errors and by the way in which the Markovian state transition process modifies these errors. The former is characterized by the magnitude of specified earlier, so that as ! C we have I Q sim ; Q obs ð Þ! 1, and as ! 1, we have I Q sim ; Q obs ð Þ!0). The nature of the state transition process is, of course, determined by the model structural hypothesis. For clarity, the variables used in estimating I Input Table 2 .
[51] The results are shown in Figure 4 for different sizes of the random observational error. As should be expected, the estimated values of I Input Ã obs ; Q obs À Á and I Q sim ; Q obs ð Þboth decrease with increasing , indicating that the proposed estimator is behaving correctly. However, whereas both values should be similar, the value computed for multivariate mutual information I Input Ã obs ; Q obs À Á is smaller than that for I Q sim ; Q obs ð Þ , indicating that our procedure underestimates MI when applied to the higherdimensional (10-D) data set (accuracy and precision of estimator for the 2-D case is confirmed in the Appendix A). This implication is that, when applied to the real-world studies in section 4, our procedure will underestimate the total amount of shared information, so that estimates of AU will be positively biased (larger than actual) and estimates of EU will be negatively biased (smaller than actual).
[52] Some of the causes for this bias can be seen by examining the scatterplots between pairs of ''independent'' components of the data set obtained using FastICA decomposition ( Figure 5) ; the range of each signal has been normalized to the range (0,1). We see that the signals are nearly one-to-one independent (confirmed in the Appendix B by computing the MI between each pair of signals). However, the various (noncircular) patterns indicate that the joint distribution is highly non-Gaussian. In addition, the patterns indicate the presence of a significant number of outliers that can cause instability in the ICA estimator.
Case Study
Introduction
[53] In the following investigation, we examine the usefulness of the concepts and methods developed in this paper for assessing (a) the simulation ability inherent in a catchmentscale rainfall runoff data set and (b) how much of that ability is encapsulated in a given model hypothesis. Our purpose is both illustrative and exploratory-to illustrate the potential power of methods based on information theoretic analysis and to explore the problems that we might encounter. We therefore compare the performance of three hydrological models on three catchments. The comparison across catchments shows that the BAP is controlled by the characteristics of the catchment and the nature of random observational errors, while the comparison across models indicates the relative strengths of alternative model structural hypotheses.
Data, Models Used, and Model Calibration Procedure Employed
[54] The three catchments used for this case study are the Leaf and Chunky River basins in the Southern United States, and the Suichuanjiang River basin in Southern China (gauged at the Chuzhou hydrologic station); see Table 3 for basic catchment information. The Leaf and Chunky River basins are located next to each other and have similar landform (relatively flat) and climatic (humid) characteristics, as well as similar observational standards. In contrast, the Suichuanjiang River basin is located in a mountainous region, has a greater degree of spatial variability and range of elevations, and uses a different observational standard.
[55] The three spatially lumped catchment-scale hydrological models used for this case study are HyMod (used earlier in the synthetic study), the Sacramento Soil Moisture Accounting (SAC-SMA) model used by the U.S. National Weather Service for flood forecasting [Burnash et al., 1973; Brazil, 1988] , and the Xinanjiang model widely used in southern China [Zhao et al., 1980] . Although HyMod is structurally very simple, parsimonious, and designed mainly for preliminary testing of model identification procedures, the SAC-SMA and Xinanjiang models are structurally more sophisticated and were specifically designed for operational hydrological forecasting (for local conditions specific to the country of origin). In general, we would expect the SAC-SMA and Xinanjiang model structural hypotheses to be superior to that provided by HyMod. [56] In this study, we examined six model-catchment combinations, deemed to be sufficient for the purposes of this study. The HyMod and SAC-SMA models were both applied to the Leaf River and Chunky River basins, while the HyMod and Xinanjiang models were applied to the Chuzhou basin. In each case, the models were calibrated to the observed catchment runoff data (see Appendix C) using the well-established Shuffled Complex Evolution Metropolis algorithm (SCEM-UA) single-criterion maximum likelihood calibration approach proposed by Vrugt et al. [2003] . All of the available data were used for model calibration (we are not concerned, in this study, with issues of temporal nonstationarity), and the first 65 days were used as a warm-up period to minimize uncertainty caused by incorrect initialization of the state variables.
Stabilizing the Estimate of High-Dimensional Mutual Information
[57] Having calibrated the models, we next proceeded to estimate the aleatory and epistemic uncertainties for each model-catchment case. For each catchment, we progressively increased the number of lagged previous time steps used to computeI Input Ã obs ; Q obs À Á until a nonincreasing estimate of AU was obtained. However, during ICA decomposition of the data sets, we encountered a stability problem (see Appendix D) caused by outliers corresponding to time steps when the observed values of P, PET, and Q are small. Investigation revealed that this problem could be significantly reduced by adding small random errors to the raw data, indicating the likely cause to be quantization of the data during the observational process (such quantization is more significant when the observed values are small). Therefore, to stabilize the computations, we added a very small random Gaussian error ( ¼ 10
À3
) to the data.
Estimates of BAP for the Basins
[58] The estimated values of BAP for the three basins, as expressed by I Input ÃÃ obs ; Q obs À Á , are shown in Figure 6 . The x axis corresponds to the number, n, of lagged previous time steps used to construct IðInput ÃÃ obs Þ. For each case, we obtain 10 independent estimates of I Input ÃÃ obs ; Q obs À Á , by randomly varying the initial value of the matrix A in the ICA analysis, and record the mean and standard deviation of the 10 estimates; this provides information regarding the stability and precision of the results. Figure 6a shows the mean estimated value of BAP as expressed by IðInput ÃÃ obs ; Q obs Þ, and Figure 6b shows the standard deviation of the estimate.
[59] The results shown in Figure 6a indicate that BAP can be expected to vary with landform type and observational precision of a catchment. In the case of the relatively similar Leaf and Chunky River basins, the MI content of their input-output data sets are remarkable similar ($1.6 nats) Figure 5 . One-to-one scatter plot between each independent signal component of the hydrological data set. Figure 5 shows (1) degree of independence between each component, (2) non-Gaussianity due to various patterns, and (3) outliers causing instability of ICA. and quite high (close to the practical achievable limit of $2.0 nats; see section 2), whereas for the Suichuanjiang River basin, the MI content is smaller ($1.4 nats). As such, the BAP by a hydrological model can be expected to be better for the U.S. basins, provided that the information in the data is properly exploited by the model hypothesis. In all three basins, the estimate of BAP increased quickly with the number of time lags used, began to stabilize around n ¼ 3, and converged by about n ¼ 6 days; these results are consistent with, and extend upon, the findings of Hsu et al. [2002] , who modeled the Leaf River basin using an artificial neural network approach. The results shown in Figure 6b indicate that the standard error of the estimate is relatively small compared to the mean value (coefficient of variation of around 5%-6%) and that the value is similar for all three basins. [60] The estimated values of model performance for the six model-catchment cases, as expressed by I Q sim ; Q obs ð Þ , are shown in Table 4 . Also shown are the values of three other commonly used metrics, the Nash Sutcliffe efficiency (NSE), the linear correlation coefficient between Q sim and Q obs , and the R-statistic. Of course, all of these metrics are interrelated-the NSE is approximately equal to 2 [see Gupta et al., 2009; Gupta and Kling, 2011] , and the MI I Q sim ; Q obs ð Þcan be interpreted as a generalized correlation coefficient (that provides a more accurate assessment of relationship strength when the data distribution is nonGaussian and the relationship is nonlinear). Further, as shown in Granger and Lin [1994] , the R-statistic is precisely related to MI and becomes equivalent to when the data are jointly bivariate Gaussian (see equation (5) and discussion in section 2). No matter which statistic is used, it is clear that the structurally more complex SAC-SMA and Xinanjiang models are superior to HyMod.
Evaluation of the Structural Adequacy of Different Model Hypotheses
[61] Figure 7 shows scatterplots of the simulated versus observed runoff for each of the six model-catchment cases. A consistent general tendency toward underestimation bias at higher flow levels is shown in Figure 7 , which is expected when calibrating models using squared error type metrics [see Gupta et al., 2009] . However, the bias is consistently quite severe for HyMod and much less so for SAC-SMA and Xinanjiang. While this degree of bias could potentially be corrected by postprocessing [Seo et al., 2006] , the correlation coefficient, R-statistic, and MI metrics clearly show how much of the lack of correspondence (the scatter) between simulated and observed runoff cannot be easily removed by such methods.
[62] Table 5 and Figure 8 show the results of the information analysis. The estimated aleatory uncertainty is quite high (44%-53%), indicating that the available data do not contain the information required to achieve streamflow simulation at the desired level of precision (finer than the bin width)-bear in mind, however, that the synthetic study reported in section 3 suggests that these values of AU are positively biased, and the actual shared information is likely somewhat higher. Further, AU for the U.S. basins is smaller than for the Chinese basin, consistent with higher quality of the former. Meanwhile, the epistemic uncertainty unresolved by the different model hypotheses varies from 12% (Xiananjiang for Chuzhou) to 45% (HyMod for Leaf), indicating the extent to which each of the model structural hypotheses has been able to exploit the potentially usable information in the data. For the two U.S. basins, the SAC-SMA model hypothesis has exploited $57% of the available information and the epistemic uncertainty remains around 43% ; this provides a quantitative measure of model structural inadequacy. While the SAC-SMA performance is from 2% to 10% better than that of HyMod, there appears to be considerable room for performance enhancements (by model structural improvements and/or by removal of systematic biases in the data-see discussion in the next paragraph). In contrast, the Xinanjiang model has exploited a relatively large fraction (about 87%) of the information available for the Chinese basin (and is 12% better than HyMod), so that the epistemic uncertainty is relatively small (12%), indicating much less room for performance improvements in the context of this basin.
[63] Figure 9 shows comparisons of the observed and simulated time series for selected periods of the data set. The shaded 95% ''confidence intervals'' around the observed data (computed using equation (13)) indicate the region within which a model simulation must fall (95% of the time) to have reached the BAP for that catchment (given the available data set); it is interesting to note that these intervals are quite narrow. Figures 9a and 9b indicate that the SAC-SMA and HyMod models have trouble matching both the peak flows and the behavior of the quick recession (the observed quick recession is much faster). Similarly, Figure 9c shows that the Xinanjiang and HyMod models are both unable to match the peaks. While the inability to properly simulate the quick recession may be caused by a combination of inadequate model structure and model calibration, the inability of all three models to match the peak flows is more likely due to underestimation biases in the higher intensity precipitation data-biases that cannot be removed by model structural improvements alone. In other words, because the catchment models are constrained to maintain water balance, when there are biases in the observed precipitation data, such models are unable to match the performance achievable by purely data-based modeling (indicated by I Input ÃÃ obs ; Q obs À Á ).
Conclusions and Discussion
[64] The ability to quantitatively estimate the approximate magnitude of aleatory and epistemic uncertainties can add considerable power to a modeling analysis. By estimating the aleatory uncertainty for a given data set, one has access to a benchmark that defines the best model performance that is achievable by fully exploiting the information available in a particular data set. Given that the model structural hypothesis cannot add any new information over and above what is already contained in the data (due to the data-processing inequality), to do better than this benchmark one must provide new information in the form of additional explanatory variables. However, given data measurement error, and possible inherent stochasticity in the system (absence of a deterministic relationship between the system variables), it will generally be impossible to reduce the aleatory uncertainty to zero.
[65] The data-processing inequality makes it clear that, to the extent that the model does not bring in new information that is not encoded in the input-output data, the model structural hypothesis (including the conceptual and mathematical structure) does not increase the amount of information available for making estimates of the system outputs. Instead, the role of the model hypothesis is to correctly describe the sequence of operations by which the information moves from the inputs to the outputs. The methods described in this paper can help to quantify the best model performance possible. To improve upon that performance, it will be necessary to acquire observations regarding the ''correct'' set of input variables required to explain the dynamics of the system outputs, and to do so with sufficient precision. Note, however, that when using a physically based representation that is constrained to preserve water balance, such a model hypothesis will be unable to achieve the BAP limit when the data contain systematic biases, unless additional information in the form of how to correct such biases is provided (either in the form of data or in the form of a bias-correction model structural hypothesis).
[66] So, given that the data-processing inequality refers to the properties of transformations expressed in the form of a Markov chain, one may validly ask how the implications of this should be understood in the context of hydrological modeling. For example, is it really true that the physical knowledge embodied via a model structural hypothesis does not provide any additional information? In this context, it should be noted that the concept of ''physical knowledge'' typically used by hydrologists consists of two kinds-''relationships'' and ''data.'' To the extent that the ''physical knowledge'' brought to bear is a ''relationship,'' it is in fact a procedure that processes data, and, as such (as expressed by the data-processing inequality), does not provide any new information-the equations process the information, but are unable to generate any new information out of the void (just as they cannot generate energy or mass unless this is explicitly expressed as data in the formulation). However, if the ''physical knowledge'' is a kind of ''data,'' it will in fact provide additional information, that is then processed by the ''relationship'' (the model). For example, in the modeling of hill-slope hydrological processes, the values of slope length, slope gradient, shown is the average obtained by varying the number of lags, n, from 6 to 10 days (see Figure 6 ).
vegetation coverage, roughness, and other parameters, consist of ''data'' that do provide additional information, while the equations that describe the relationships among them are actually ''relationships.'' In the case of physically based models, ''prior knowledge'' (data) can be provided in the form of additional information and used to reduce the requirements for model calibration. It will be interesting, in future work, to study how much additional information such physically based data can add to the model hypothesis, and how this can be used to evaluate achievable model performance in the context of making predictions in ungauged basins (PUB) [Sivapalan et al., 2003] .
[67] In our real-data investigation, we have used an empirical (approximate) approach to estimate the aleatory uncertainty; this approach assumes that all of the information required to estimate runoff at the next time step can be expressed by the past 1-10 time steps of the variables Q, P, and PET. In reality, the number of lags expressing the memory of the system may be much larger (even infinite). However, our study shows that, for practical purposes and given the noise in the data, approximately three to six past lags seems to be sufficient. While more detailed analysis could be done to establish exactly how many lags should be applied to each variable-this would not advance the goals of the present study. Interestingly, we achieve this conclusion without recourse to any hypothesis regarding the (linear or nonlinear) form of the model structural hypothesis and obtain an answer consistent with that obtained by Hsu et al. [2002] using a sophisticated nonlinear (artificial neural network) modeling approach applied to the same data.
[68] Further, as shown in Figure 9 , clearly there is considerable room to improve the explanatory power of the model. These results can be compared with those of Vrugt et al. [2008] and Beven et al. [2011] , which indicate significant uncertainty in the input-output data over the entire time range (without data assimilation). Similarly, our results indicate that the aleatory uncertainty, including that arising from random input/output observational errors, is quite significant. Note also that the effects of data errors on the ability to make one time step ahead estimates via conceptual water-balance modeling can be exacerbated due to (a) accumulation of errors in the state estimates via error propagation and (b) the water-balance constraint imposed by fundamental principles of physically based modeling. To reduce uncertainties due to systematic biases in the data, data correction methods must be employed (e.g., BATEA) [Kavetski et al., 2006a [Kavetski et al., , 2006b ], and to reduce uncertainties due to accumulation of state estimation error, data assimilation can be performed [Nearing et al., 2013] . It will be interesting to use the methods discussed in this paper to evaluate the power of data correction and data assimilation methods in controlling error accumulation and reducing estimation uncertainty.
[69] We acknowledge that there are several limitations to this present study. For example, the stability and bias of the method developed to estimate MI in high-dimensional data sets needs to be further assessed, and more work is needed to ensure that the method is capable of handling the kinds of situation encountered in hydrological studies. In particular, there is a pressing need to extend the ICA method to handle significant nonlinearities that will most surely exist in data interdependencies. Further, while some recent literature has explored the partitioning of total uncertainty into its constituent sources-input, parameter, initial state and structure-we have shown only how to partition the total uncertainty into its aleatory and epistemic components. However, quantitative identification of the amount of information loss during modeling, and detection of where it is lost (input, parameter or structure) can help lead to model structural improvements. As a generalized correlation coefficient, MI is sensitive to correlation but blunt to system bias. To give an appropriate assessment of model performance, it is necessary to use several metrics in combination and to examine scatterplots ( Figure 7 ) and time-series plots (Figure 9 ) of the simulated and observed outputs. Finally, in physically based modeling, other available sources of information may include observations of basin characteristics such as geomorphology, land use and land cover, soil texture, and leaf area index. The problems of how to characterize the information contributed by basin characteristics, and of how to estimate best achievable model performance for ungaged basins are interesting research topics. We leave the issue of how information theory can be applied to such issues for future work.
[70] In summary, this paper has presented an exploration of an information theoretic approach to quantifying and characterizing the information content in hydrological data, with a view to (a) quantifying the information required to achieve an estimate with a desired level of precision, (b) providing a baseline for achievable model performance, and (c) establishing to what degree the available information been correctly expressed by a given model hypothesis. In ongoing work, we are exploring how these tools can be used to help in diagnosis and correction of model structural errors, and will report these results in due course. As always, we encourage and invite dialog and collaboration on this and other aspects of model identification. The computer codes used in this work can be obtained from the first author upon request. Appendix A: Accuracy and Precision of the Proposed Estimator
A1. Estimating Multivariate Information Entropy
[71] We evaluated the precision of the proposed estimator on two high-dimensional data sets for which the distributions are known (jointly Gaussian and jointly uniform), and so theoretical values can be computed. For a jointly Gaussian random vector X having covariance matrix AE, the multivariate entropy is given by
For a jointly uniform random vector X in which each component X i is uniform on (a i , b i ), so that r i ¼ a i À b i , the multivariate entropy is given by
For the Gaussian cases, we used a synthetic data set of dimension m ¼ 10 and having diagonal covariance matrix AE ¼ diag 10; 9; 8; . . . 1 ð Þ : For the uniform cases, we used a synthetic data set of dimension m ¼ 10 and having component ranges [r 1 ,r 2 ,r 3 , . . . ,r 10 ] ¼ [10, 9, 8, . . . ,1]. Since highdimensional entropy does not vary under affine transformation, we applied randomly selected affine transformations to each data set. Further, several sample sizes were tested, and the test was replicated 10 times for each case. The results are shown below.
[72] (1) Jointly Gaussian distribution: In this case, the theoretical value of entropy is 19.17. The results clearly indicate that, as the sample size is increased, (a) the mean value of the estimate increases, (b) the variance of the estimate decreases, and (c) the absolute value of mean error decreases. The result indicates that the estimate of multivariate entropy is only slightly biased (0.44% for 1000 samples), and that making the sample size large enough can reduce the bias. Note however that average absolute bias is, in each case, smaller than two standard deviations (Table A1) .
[73] (2) Jointly uniform distribution: In this case, the theoretical value of entropy is 15.10. The results are similar to those for the Gaussian distribution, but the bias tends to be positive, larger (2.78% for 1000 samples), and more significant (larger than two standard deviations) (Table A2) .
[74] (3) Estimating 2-D mutual information: We also evaluated the performance of the estimator for a 2-D joint normal distribution where random variable X,Y are jointly distributed as N 0; AE ð Þ with covariance matrix AE ¼ 1 1 ! , so that the MI between X and Y is determined by the correlation coefficient . Figure A1 shows the MI given by equation (A3) and estimated by the PCA/ICA based estimator proposed in this paper, with on the x axis and MI on the y axis. For each value of , 1000 samples were generated. The results show that the proposed estimator can give an accurate and precise estimate of 2-D MI.
[75] The proposed estimator can also be applied to nonGaussian 2-D distributions, as long as X and Y satisfy the assumption that they can be decomposed into two Appendix B: Confirming the Independence Between ''Independent Components''
[76] As indicated in section 3, we compute the one-toone MI between each ''independent components'' decomposed by FastICA (see Table B1 ). Here we use averageshifted histogram method (ASH method) [see Fernando et al., 2009 ] that has been shown to be sensitive to nonlinear correlations. The font of each cell indicates the MI between each pair of components; bold font means higher levels of MI (interdependence). Clearly, interdependence between most of the components is weak, confirming the independence of independent components decomposed by FastICA.
[77] However, in a few cases the interdependence is not negligible (although not very high). For example, the MI between components 9 and 10 is 0.2708. A scatterplot between components 9 and 10 ( Figure B1 ) indicates the presence of a linearly correlated ''dense region'' that might be the cause of this. This interdependence will somewhat affect the accuracy of the proposed MI estimator. Work to further reduce this small degree of interdependence is ongoing; one possible approach is to divide the data set into different segments, separate the dense region from other parts, and apply the estimator, respectively. Mutual information larger than 0.1 nat are highlighted with bold font. Note that this result is given by ASH method [Fernando et al., 2009] . Figure B1 . Scatterplots between components 9 and 10.
Appendix C: Calibrated Parameters Figure C1 . Scatterplots between independent components of the input data matrix constructed from the Leaf River data. 
