Abstract. Gini-type correlation coefficients have become increasingly important in a variety of research areas, including economics, insurance and finance, where modelling with heavy-tailed distributions is of pivotal importance. In such situations, naturally, the classical Pearson correlation coefficient is of little use. On the other hand, it has been observed that when light-tailed situations are of interest, and hence when both the Gini-type and Pearson correlation coefficients are well-defined and finite, then these coefficients are related and sometimes even coincide. In general, understanding how the correlation coefficients above are related has been an illusive task. In this paper we put forward arguments that establish such a connection via certain regressiontype equations. This, in turn, allows us to introduce a Gini-type Weighted Insurance Pricing Model that works in heavy-tailed situation and thus provides a natural alternative to the classical Capital Asset Pricing Model. We illustrate our theoretical considerations using several bivariate distributions, such as elliptical and those with heavy-tailed Pareto margins.
weight functions. To accommodate various weighing designs, we therefore suggest using the weighted Gini correlation coefficient 2) where the weight function w : [0, 1] → [0, 1] can be any non-decreasing function for which the numerator and the denominator are well-defined and finite. The methodology that we develop in this paper can successfully tackle this correlation coefficient for large classes of weight functions and bivariate distributions.
We have organized the rest of this paper as follows. In Section 2 we present and discuss general properties of the weighted Gini correlation coefficient, as well as its relationships to the Capital Asset Pricing Model (CAPM) and Weighted Insurance Pricing Model (WIPM). In Section 3, we present a technique that relates the weighted Gini correlation coefficient to that of Pearson. Since the latter is closely linked to the bivariate normal distribution, in the same section we discuss the aforementioned link in the case of bivariate normal and, more generally, elliptical distributions. In Sections 4, 5 and 6 we deal, in increasing complexity, with three bivariate Pareto-type distributions that model pairs 
Properties of weighted Gini correlations
We have already noted several drawbacks of the Pearson correlation coefficient ρ [X, Y ] when dealing with financial and insurance data, especially when the underlying r.v.'s do not have finite second moments. Some other well-known drawbacks of relevance to our present work are:
• The infinum and supremum of ρ[X, Y ] over all copulas governing the dependence between X and Y generally depend on the marginal c.d.f.'s F X and F Y (Shih and Huang, 1992) . Specifically, given an arbitrary pair of marginal c.d.f.'s, we cannot claim that there is a pair (X, Y ) whose Pearson correlation coefficient is +1, but there is such a pair (with its dependence described by the co-monotonic copula) in the case of the Gini correlation coefficient.
• Among the advantages of the Pearson correlation coefficient are its intuitive appeal and computing easiness. The coefficient manifests naturally and plays a pivotal role in a myriad of situations. For example, it is a parameter of the bivariate normal distribution, and it measures the non-diversifiable risk in the Capital Asset Pricing Model (CAPM) (Sharpe, 1964; Lintner, 1965; Black, 1972) and in its insurance counterpart (Furman and Zitikis, 2009 ) called the Weighted Insurance Pricing Model (WIPM).
We next discuss properties of the weighted Gini correlation coefficient and in this way highlight its superiority (at least in insurance and financial contexts) when compared to the Pearson correlation coefficient. 
for every w ∈ W, where
with w * (t) = 1 − w(1 − t). Furthermore, interchangeable, that is, the distribution of (X a,b , Y c,d ) is equal to that of (Y c,d , X a,b ). Then for every w ∈ W we have 
for all real constants a, c ∈ R and all positive constants b, d > 0.
Before stating our next theorem, we recall that for the set X of insurance risks X and
defined by the equation
is called the economic weighted premium calculation principle (p.c.p.), whereas the equation (Furman and Zitikis, 2009 ) An obvious disadvantage of the WIPM -akin to the CAPM -is its reliance on the assumption that the variances of underlying r.v.'s are finite. Consequently, the WIPM cannot be applied to a multitude of risks. To circumvent the problem, in definition (2.4)
, which gives rise to the following Gini economic p.c.p. provides yet another justification for the exploration of computational tractability of the class of Gini correlations, with which we deal throughout the rest of this paper.
3 The Gini and Pearson correlations connected Nevertheless, the two coefficients are related as the following theorem shows.
the equation 
for every w ∈ W. This equation implies the well-known fact (e.g., Schechtman and Yitzhaki, 2013) 
for every w ∈ W. Consequently, just like in the bivariate normal case, the Pearson and extended Gini correlation coefficients coincide whenever the former exists. When it does not exist, which says that we are dealing with heavy-tailed random variables, then Finally, the Gini-type WIPM equation is given in this case by
Exchangeable linearly-regressed margins
The elliptical distribution is a natural extension of the normal one and has served as an adequate model in many financial problems. Its role in Economics has not been particularly pronounced, where the classical Pareto distribution with its numerous extensions and variations have dominated the scene. Many insurance risk models have also relied on extensions and generalizations of the Pareto distribution (e.g., Brazauskas and Serfling, 2003; Goovaerts et al., 2005) . Because of this reason, and to emphasize that Theorem 3.1
does not hinge on the symmetry of the joint distribution of X and Y , we devote the rest of this paper to several bivariate Pareto-type distributions in the context of Theorem 3.1.
We begin with the univariate Pareto distribution of the 2nd kind, whose d.d.f. is
for all x > µ, where µ ∈ R and σ > 0 are location and scale parameters, respectively, and δ > 0 is tail index. The distribution has been a classical example of heavy-tailness: when δ ∈ (1, 2], then the variance does not exist, and when δ ∈ (0, 1], then even the expectation does not exist.
When it comes to bivariate extensions of this distribution, there are many of them to consider. In this section we concentrate on the bivariate Pareto distribution of the 2nd type (Arnold, 1983) 
where "= d " denotes equality in distribution, E X and E Y are independent exponential r.v.'s with unit rates, and G is an independent gamma-distributed r.v. with shape parameter δ > 0 and unit scale. Succinctly, we write E X ∼ Exp(1), E Y ∼ Exp(1) and G ∼ Ga(δ, 1).
Note 4.1. The two exponential random variables E X and E Y can be viewed as models of idiosyncratic risks, and the third random variable G as the model for a background, or underlying, risk. Naturally, one may need to deal with more than two dimensions and with other distributions than the exponential and gamma, and all this is indeed possible (cf., e.g., Asimit et al., 2016 ; and references therein).
A very important for us property of this bivariate distribution is that its regression function is linear, that is, the equation E[X| Y ] = α + βY holds, and the parameters are
Consequently, Theorem 3.1 allows us to calculate the weighted Gini correlation coefficient at a stroke: This extension is useful because tail-index values δ ∈ (1, 2] have manifested in numerous real-life data sets: insurance, financial, and those related to income inequality (cf., e.g., Greselin et al., 2014 ; and references therein).
Non-exchangeable linearly-regressed margins
In some situations, exchangeability might be a drawback because identical tail indices of the margins X and Y might contradict empirical evidence. This suggests that the two idiosyncratic r.v.'s E X and E Y in stochastic representation (4.2) might be affected differently by the background r.v. G. To rectify this situation, we can proceed by introducing an auxiliary 'background' random variable G Y ∼ Ga(δ Y , 1) with parameter δ Y > 0, and require it to be independent of all the other random variables. That is, we let the pair (X, Y ) admit the stochastic representation
with location parameters µ X , µ Y ∈ R and scale parameters σ X , σ Y > 0. The corresponding d.d.f. is (Su and Furman, 2016 )
for all x > µ X and y > µ Y , where δ > 0 and δ Y > 0 are tail indices. Obviously, 
Hence, only with a slightly more complex stochastic representation than that in equation (4.2), we have succeeded in departing from the symmetry of margins X and Y but preserved the linearity of their regression function. Consequently, we can still enjoy the computational tractability of the weighted Gini correlation coefficient. Namely, Theorem 3.1 implies the equation
and so we only need to calculate the two covariances on the right-hand side of equation (5.4). We note at the outset that, unlike in the previous section, we are now dealing with the case when the standardized covariances do not cancel out, because (X − µ X )/σ X and We see from equations (5.5) and (5.6) that the extended Gini correlation coefficient is a decreasing function of δ, whereas the Pearson correlation coefficient is not. We also see this phenomenon in Figure 5 .2, where µ X = µ Y = 0, σ X = σ Y = 1, and δ Y = 0.5254. Just like in the (convex or concave) case w(t) = t γ considered earlier, we can now equally successfully employ Theorem 3.1 and concentrate on calculating the two covariances on the right-hand side of equation (5.4) with w(t) = w a,b (t). With the technical details relegated to Appendix A, we obtain the equation 6 Non-exchangeable nonlinearly-regressed margins
Here we discuss yet another useful Pareto-type bivariate distribution. We note at the outset that it does not have a linear regression function and thus Theorem 3.1 cannot be applied. Namely, let the pair (X, Y ) admit the stochastic representation
where E X and E Y are two independent exponential r.v.'s with unit scales, and G ∼ Ga(δ, 1), G X ∼ Ga(δ X , 1) and G Y ∼ Ga(δ Y , 1) are three independent gamma r.v.'s, which are also independent of E X and E Y . Hence, µ X and µ Y ∈ R are location parameters, σ X and σ Y > 0 are scale parameters, and δ, δ X and δ Y > 0 are tail indices. The joint d.d.f.
of the random pair (X, Y ) is (Su and Furman, 2016 ) 3), and so we cannot rely on Theorem 3.1 to easily calculate Gini-type correlation coefficients. Nevertheless, we can still compute them directly and get closed-form formulas, but the task is considerably more involved.
As an example, consider the extended Gini correlation coefficient Γ γ [X, Y ]. We need the (q + 1) × q hypergeometric function (Gradshteyn and Ryzhik, 2007) q+1 F q (a 1 , . . . , a q+1 ; b 1 
where q ≥ 0 is a non-negative integer and (a) k is the Pochhammer symbol. When a 1 , . . . , a q+1 are positive, and this is the case upon which we rely, then the radius of convergence of the series is the open disk |z| < 1 of the complex plane. On the boundary |z| = 1 of the disc, the series converges absolutely when h :
and converges except at z = 1 when −1 < h ≤ 0.
Let i = (i 1 , i 2 , i 3 ) be a non-negative integer-valued triplet such that i 1 + i 2 + i 3 = 2, and let I denote the set of all such triplets. We prove (details in Appendix A) that for γ > 0, δ * X,1,3 = δ * X + i 1 + i 3 , and appropriately defined constants d i , the extended Gini correlation coefficient is
We admit that it is a cumbersome formula, but it is a natural one because it contains, as special cases, earlier derived formulas (4.3) and (5. 
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A Appendix: proofs
Recall the notation w * (t) = 1 − w(1 − t), which we use throughout the appendix.
Proof of Theorem 2.1. First, we rewrite the weighted correlation coefficient as follows:
where V = F Y (Y ), and U = F X (X). Using Cuadras's (2002) generalization of Hoeffding's covariance representation, we have
because F V (t) = t due to the fact that V is distributed uniformly on the interval [0, 1].
The upper Fréchet bound for the joint probability P[X ≤ x, V ≤ t] is min{F X (x), t},
because F U (t) = t due to the fact that U is distributed uniformly on the interval [0, 1].
, we again start with equation (A.2) but this time use the lower Fréchet bound for P[X ≤ x, V ≤ t], which is max{F X (x) + t − 1, 0}. Note that
we thus have
, which proves the bound
whose right-hand side is equal to −λ w [X] . This completes the proof of Theorem 2.1.
Proof of Theorem 2.2. Part (a) is obvious. To prove part (b), we rewrite the weighted correlation coefficient as follows:
Since the function w * •F X is non-decreasing, we know from Lehmann (1966) 
Since the function w * • F Y is non-decreasing, the integral is non-negative whenever the integrand is non-negative, which is so whenever X and Y are PQD, that is,
for all x and y. This proves part (b). The proof of part (c) is analogous.
This concludes the proof of Theorem 2.2.
Proof of Theorem 2.3. We start with the elementary observation that Proofs of Theorems 2.5 and 3.1 rely on the following lemma.
holds for every w ∈ W.
Proof. We have
which establishes equation (A.6).
Proof of Theorem 2.5. We start with the equations 
which establishes equation (2.7) and concludes the proof of Theorem 2.5.
Proof of Theorem 3.1. Equations (3.1) and (A.6) are equivalent, and thus the equation
To prove the second (i.e., converse) part of Theorem 3.1, we start with the assumption that equation (A.6) holds for every w ∈ W. With the notation Z = X − βY , equation (A.6) becomes equivalent to
which by assumption must hold for all the weight functions w ∈ W, and in particular for those that safisfy w(t) > 0 for all t ∈ (0, 1). What remains to be shown, therefore, is that 
Proof of equation (5.5).
We need to calculate the two covariances on the right-hand side of equation (3.1). We start with the denominator and have
.
From these formulas, we obtain 
Proof of equation (5.7).
With the notation Z = (X −µ X )/σ X and the fact that where I is the set of all non-negative and integer-valued triplets i = (i 1 , i 2 , i 3 ) such that i 1 + i 2 + i 3 = 2. We have follows.
