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Abstract
Given a positive function F on Sn which satisfies a convexity condition, we define the rth anisotropic mean curvature func-
tion Mr for hypersurfaces in Rn+1 which is a generalization of the usual rth mean curvature function. Let X :M → Rn+1 be an
n-dimensional closed hypersurface with Mr+1
Mr
= constant, for some r with 1 r  n− 1, which is a critical point for a variational
problem. We show that X(M) is stable if and only if X(M) is the Wulff shape.
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1. Introduction
Let F :Sn →R+ be a smooth function which satisfies the following convexity condition:
(1.1)(D2F + F1)x > 0, ∀x ∈ Sn,
where D2F denotes the intrinsic Hessian of F on Sn and 1 denotes the identity on TxSn, > 0 means that the matrix is
positive definite. We consider the map (see [16])
φ :Sn →Rn+1,
(1.2)x → F(x)x + (gradSn F )x,
its image WF = φ(Sn) is a smooth, convex hypersurface in Rn+1 called the Wulff shape of F .
Now let X :M → Rn+1 be a smooth immersion of a closed, orientable hypersurface. Let ν :M → Sn denotes its
Gauss map.
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called anisotropic principal curvatures. Let σr be the elementary symmetric functions of the anisotropic principal
curvatures λ1, λ2, . . . , λn:
(1.3)σr =
∑
i1<···<ir
λi1 · · ·λir (1 r  n).
We set σ0 = 1. The r th anisotropic mean curvature Mr is defined by Mr = σr/Crn.
For each r , 0 r  n, we set
(1.4)Ar =
∫
M
F(ν)σr dAX.
Suppose σr is positive on M , and consider those hypersurfaces which are critical points of the functional Ar
restricted to those hypersurfaces with the same Ar−1, where r  1. By a standard argument involving Lagrange
multipliers, this means we are considering critical points of the functional
(1.5)Fr;Λ =Ar + ΛAr−1,
where Λ is a constant. We will show the Euler–Lagrange equation of Fr;Λ is:
(1.6)(r + 1)σr+1 + Λrσr = 0.
So the critical points are just hypersurfaces with Mr+1/Mr = const.
We call a critical immersion X stable if and only if the second variation of Ar (or equivalently of Fr;Λ) is non-
negative for all variations of X preserving Ar−1. We have the following theorems.
Theorem 1.1. For each r , 1 r  n − 1, the Wulff shape WF is a stable critical immersion.
Theorem 1.2. Suppose 1 r  n−1. Let X :M →Rn+1 be a smooth immersion of an oriented closed, stable critical
point of Ar for all variations of X preserving Ar−1. Then, up to translations and homotheties, X(M) is the Wulff
shape.
2. Preliminaries
Let X :M → Rn+1 be a smooth closed, oriented hypersurface with Gauss map ν :M → Sn. Let Xt be a variation
of X, and νt :M → Sn be the Gauss map of Xt . We define
(2.1)ψ =
〈
dXt
dt
, νt
〉
, ξ =
(
dXt
dt
)
,
where  represents the tangent component and ψ , ξ are dependent of t . The corresponding first variation of the unit
normal vector is given by (see [9,12,17])
(2.2)ν′t = −gradψ + dνt (ξ),
and the first variation of the volume element is (see [1] or [7])
(2.3)∂tdAXt = (div ξ − nHψ)dAXt ,
where grad, div, H represents the gradients, the divergence, the mean curvature with respect to Xt respectively.
Let {E1, . . . ,En} be a local orthogonal frame on Sn, let ei = ei(t) = Ei ◦ νt , where i = 1, . . . , n and νt is the Gauss
map of Xt , then {e1, . . . , en} is a local orthogonal frame of Xt :M →Rn+1.
The structure equation of Sn is:
(2.4)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dx =∑i θiEi
dEi =∑j θijEj − θix
dθi =∑j θij ∧ θj
dθ −∑ θ ∧ θ = − 1 ∑ R˜ θ ∧ θ = −θ ∧ θ ,ij k ik kj 2 kl ijkl k l i j
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(2.5)R˜ijkl = δikδjl − δilδjk.
The structure equation of Xt is (see [10,11]):
(2.6)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dXt =∑i ωiei
dνt = −∑ij hijωj ei
dei =∑j ωij ej +∑j hijωjνt
dωi =∑j ωij ∧ ωj
dωij −∑k ωik ∧ ωkj = − 12 ∑kl Rijklθk ∧ θl,
where ωij + ωji = 0, Rijkl + Rijlk = 0, and Rijkl are the components of the Riemannian curvature tensor of Xt(M)
with respect to the induced metric dXt · dXt . Here we have omitted the variable t for some geometric quantities.
From dei = d(Ei ◦ νt ) = ν∗t dEi =
∑
j ν
∗
t θij ej − ν∗t θiνt , we get
(2.7)
{
ωij = ν∗t θij
ν∗t θi = −
∑
j hijωj ,
where ωij + ωji = 0, hij = hji .
Let F :Sn → R+ be a smooth function, we denote the coefficients of covariant differential of F , gradSn F , D2F
with respect to {Ei}i=1,...,n by Fi,Fij ,Fijk respectively.
From Ricci identity and (2.5), we have
(2.8)Fijk − Fikj =
∑
m
R˜mijk = δikFj − δijFk,
where Fijk denote the coefficients of the covariant differential of Fij on Sn.
So, if we denote the coefficients of AF by Aij , then we have from (2.8)
(2.9)Aijk = Ajik = Aikj ,
where Aijk denotes coefficient of the covariant differential of AF on Sn.
We define (F ◦ νt )i , (Fi ◦ νt )j , (Aij ◦ νt )k by
(2.10)d(F ◦ νt ) =
∑
i
(F ◦ νt )iωi,
(2.11)d(Fi ◦ νt ) +
∑
j
(Fj ◦ νt )ωji =
∑
j
(Fi ◦ νt )jωj ,
(2.12)d(Aij ◦ νt ) +
∑
(Akj ◦ νt )ωki +
∑
k
(Aik ◦ νt )ωkj =
∑
k
(Aij ◦ νt )kωk.
By use of (2.4), (2.6) and (2.7), we have by a direct calculation
(2.13)
⎧⎨
⎩
(F ◦ νt )i = −∑j hijFj ◦ νt ,
(Fi ◦ νt )j = −∑k hjkFik ◦ νt ,
(Aij ◦ νt )k = −∑l hklAijl ◦ νt .
We define Lij by
(2.14)
(
dei
dt
)
= −
∑
j
Lij ej ,
where  denote the tangent component, then Lij = −Lji and we have (see [1] or [7])
(2.15)h′ij = ψij +
∑
k
{hijkξk + ψhikhjk + hikLkj + hjkLki}.
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the positive definite of (Aij ) and the symmetry of (hij ), we know the eigenvalues of (sij ) are all real (in fact, because
A = (Aij ) is positive definite, there exists a non-singular matrix C such that A = CtC, we have S = (sij ) = AB has the
same eigenvalues with the real symmetric matrix CBCT , which follows from |λI −S| = |λI −AB| = |λI −CtCB| =
|λI − CBCt |, where B = (hij )). we call them anisotropic principal curvatures, and denote them by λ1, . . . , λn.
We have n invariants, the elementary symmetric function σr of the anisotropic principal curvatures:
(2.16)σr =
∑
i1<···<ir
λi1 · · ·λin (1 r  n).
For convenience, we set σ0 = 1. The r th anisotropic mean curvature Mr is defined by
(2.17)Mr = σr/Crn, Crn =
n!
r!(n − r)! .
We have by use of (2.2) and (2.6)
(2.18)
∑
ij
d((AijEi ⊗ Ej) ◦ νt )
dt
=
∑
ij
〈(
D(AijEi ⊗ Ej)
)
νt
, ν′t
〉= −∑
ijk
Aijk
(
ψk +
∑
l
hklξl
)
ei ⊗ ej ,
where D is the Levi-Civita connection on Sn.
On the other hand, we have
(2.19)
∑
ij
d((AijEi ⊗ Ej) ◦ νt )
dt
=
∑
ij
{
A′ij ei ⊗ ej + Aij
(
dei
dt
)
⊗ ej + Aij ei ⊗
(dej
dt
)}
.
By use of (2.14), we get from (2.18) and (2.19)
(2.20)d(Aij ◦ νt )
dt
= A′ij (t) =
∑
k
{
−Aijkψk −
∑
l
Aijkhklξl + AikLkj + AjkLki
}
.
Thus we have the following important lemma
Lemma 2.1.
(2.21)dsij
dt
= s′ij (t) =
∑
k
{
(Aikψk)j + sijkξk + ψsikhkj + skjLki + sikLkj
}
.
Proof. From the definition of sij , (2.15) and (2.20) we get by use of (2.13):
s′ij =
∑
k
(Aikhkj )
′ =
∑
k
A′ikhkj +
∑
k
Aikh
′
kj
(2.22)=
∑
k
{
(Aikψk)j + sijkξk + ψsikhkj + skjLki + sikLkj
}
. 
3. Some lemmas
Now let X :M → Rn+1 be a closed, oriented hypersurface with Gauss map ν :M → Sn. We use the same notations
as in Section 2.
Using the characteristic polynomial of SF , σr is defined by
(3.1)det(tI − SF ) =
n∑
r=0
(−1)rσr tn−r .
So, we have
(3.2)σr = 1
r!
∑
δ
j1...jr
i1...ir
si1j1 · · · sir jr ,
i1,...,ir ;j1,...,jr
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j1...jr
i1...ir
equals +1 (resp. −1) if i1 . . . ir are distinct and
(j1 . . . jr ) is an even (resp. odd) permutation of (i1 . . . ir ) and in other cases it equals zero.
We introduce two important operators Pr and Tr by
(3.3)Pr = σrI − σr−1SF + · · · + (−1)rSrF , r = 0,1, . . . , n,
(3.4)Tr = PrAF , r = 0,1, . . . , n − 1,
then by the definition of SF
(3.5)−Tr ◦ dν = PrSF , r = 0,1, . . . , n.
We have the following lemmas:
Lemma 3.1. (SFAF )t = SFAF , i.e. ∑l silAlk =∑l sklAli ; (dν ◦ SF )t = dν ◦ SF , i.e. ∑l hilslk =∑l hklsli ; sijk =
sikj , where sijk are the components of the covariant derivative of sij .
Proof. Since SF = −AF ◦ dν, and AF , dν are symmetric operators, the first two identities are obvious. From the
symmetry property (2.9) of Aijk , hij = hji and Codazzi equation hijk = hikj , we have by use of (2.13)
sijk =
(∑
l
Ailhlj
)
k
=
∑
l
(Ail ◦ ν)khlj +
∑
l
Ailhljk
= −
∑
l,m
(Ailm ◦ ν)hlj hkm +
∑
l
Ailhljk
(3.6)=
∑
m
(Aim ◦ ν)jhmk +
∑
l
Ailhlkj =
(∑
l
Ailhlk
)
j
= sikj . 
Lemma 3.2. For any r , we have
(3.7)(PrAF )t = PrAF , (dν ◦ Pr)t = dν ◦ Pr .
Proof. Using Lemma 3.1, for any positive integer k, it is easy to verify that (SkFAF )t = SkFAF , (dν ◦ SkF )t = dν ◦ SkF .
Thus, from the definition (3.3) of Pr , we have (3.7). 
Lemma 3.3. The matrix of Pr is given by:
(3.8)(Pr)ij = 1
r!
∑
i1,...,ir ;j1,...,jr
δ
j1...jr i
i1...ir j
si1j1 · · · sir jr .
Proof. We prove Lemma 3.3 inductively. For r = 0, it is easy to check that (3.8) is true.
We can check directly
(3.9)δj1...jqi1...iq =
∣∣∣∣∣∣∣∣∣∣∣∣∣
δ
j1
i1
δ
j2
i1
. . . δ
jq−1
i1
δ
jq
i1
δ
j1
i2
δ
j2
i2
. . . δ
jq−1
i2
δ
jq
i2
...
...
. . .
...
...
δ
j1
iq−1 δ
j2
iq−1 . . . δ
jq−1
iq−1 δ
jq
iq−1
δ
j1
iq
δ
j2
iq
. . . δ
jq−1
iq
δ
jq
iq
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Assume that (3.8) is true for r = k, we only need to show that it is also true for r = k + 1. For r = k + 1, using (3.9)
and (3.3), we have
RHS of (3.8) = 1
(k + 1)!
∑
i ,...,i ;j ,...,j
δ
j1...jk+1i
i1...ik+1j si1j1 · · · sik+1jk+11 k+1 1 k+1
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(k + 1)!
∑
∣∣∣∣∣∣∣∣∣∣∣∣
δ
j1
i1
δ
j2
i1
. . . δ
jk+1
i1
δii1
δ
j1
i2
δ
j2
i2
. . . δ
jk+1
i2
δii2
...
...
. . .
...
...
δ
j1
ik+1 δ
j2
ik+1 . . . δ
jk+1
ik+1 δ
i
ik+1
δ
j1
j δ
j2
j . . . δ
jk+1
j δ
i
j
∣∣∣∣∣∣∣∣∣∣∣∣
si1j1 · · · sik+1jk+1
= 1
(k + 1)!
∑(
δij δ
j1...jk+1
i1...ik+1 − δ
jk+1
j δ
j1···jki
i1···ik ik+1 + · · ·
)
si1j1 · · · sik+1jk+1
= σk+1δij − 1
(k + 1)!
∑
δ
jk+1
j δ
j1...jki
i1...ik ik+1si1j1 · · · sik+1jk+1 + · · ·
= σk+1δij −
∑
(Pk)iik+1sik+1j
= (Pk+1)ij . 
Lemma 3.4. For each r , we have
(i) Tr is symmetric,
(ii) ∑j (Pr)jij = 0,
(iii) tr(PrSF ) = (r + 1)σr+1,
(iv) tr(Pr) = (n − r)σr ,
(v) tr(PrS2F ) = σ1σr+1 − (r + 2)σr+2.
Proof. (i) From the definition of Tr and Lemma 3.2, Tr is symmetric.
(ii) Noting (j, jr ) is skew symmetric in δj1...jr ji1...ir i and (j, jr ) is symmetric in si1j1 · · · sir jr j (from Lemma 3.1), we
have
∑
j
(Pr)jij = 1
(r − 1)!
∑
i1,...,ir ;j1,...,jr ;j
δ
j1...jr j
i1...ir i
si1j1 · · · sir jr j = 0.
(iii) Using (3.8) and (3.2), we have
tr(PrSF ) =
∑
ij
(Pr)ij sji
= 1
r!
∑
i1,...,ir ;j1,...,jr ;i,j
δ
j1...jr i
i1...ir j
si1j1 · · · sir jr sji
= (r + 1)σr+1.
(iv) Using (iii) and the definition of Pr , we have
tr(Pr) = tr(σrI ) − tr(Pr−1SF ) = nσr − rσr = (n − r)σr .
(v) Using the definition of Pr+1, we have Pr+1 = σr+1I − PrSF , thus we get by use of (iii)
tr(PrS2F ) = tr(σr+1SF ) − tr(Pr+1SF ) = σ1σr+1 − (r + 2)σr+2. 
Remark 3.1. When F = 1, Lemma 3.4 was a well-known result (for example, see Barbosa–Colares [1], or Reilly [13]).
Lemma 3.5.
∑
i,j,k(Pr−1)ji(skjLki + sikLkj ) = 0.
Proof. Since Pr−1SF = SFPr−1 (from (3.3)) and Lij = −Lji , we have∑
i,j,k
(Pr−1)jiskjLki = −
∑
i,j,k
skj (Pr−1)jiLik = −
∑
i,j,k
(Pr−1)kj sjiLik = −
∑
i,j,k
(Pr−1)jisikLkj . 
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(3.10)(σr),k =
∑
i,j
(Pr−1)jisijk.
Proof. From the definition of σr , we have the following calculation:
(σr),k = 1
r!
∑
i1,...,ir ;j1,...,jr
δ
j1...jr
i1...ir
(si1j1 · · · sir jr )k
= 1
(r − 1)!
∑
i1,...,ir ;j1,...,jr
δ
j1...jr
i1...ir
si1j1 · · · sir jr k
(3.11)=
∑
ir ,jr
(Pr−1)jr ir sir jr k =
∑
i,j
(Pr−1)jisijk. 
4. First and second variation formulas of Fr;Λ
Define the operator Lr :C∞(M) → C∞(M) as following:
(4.1)Lrf =
∑
i,j
[
(Tr)ij fj
]
i
.
We have the following important lemma
Lemma 4.1. dσrdt = σ ′r (t) = Lr−1ψ + ψ〈Tr−1 ◦ dνt ,dνt 〉 + 〈gradσr,grad ξ 〉.
Proof. Using (3.2), Lemmas 2.1, 3.3, (ii) of Lemma 3.4, Lemmas 3.5 and 3.6, we have
σ ′r =
1
(r − 1)!
∑
i1,...,ir ;j1,...,jr
δ
j1...jr
i1...ir
si1j1 · · · sir−1jr−1s′ir jr
=
∑
ijk
(Pr−1)jis′ij
=
∑
ijk
(Pr−1)ji
{
(Aikψk)j + ψsikhkj + sijkξk + skjLki + sikLkj
}
=
∑
ijk
{
(Pr−1)jiAikψk
}
j
+ ψ
∑
ijkl
(Pr−1)jiAilhlkhkj +
∑
k
(σr)kξk
=
∑
jk
{
(Tr−1)jkψk
}
j
+ ψ
∑
ijk
(Tr−1)jihikhkj +
∑
k
(σr)kξk
(4.2)= Lr−1ψ + ψ〈Tr−1 ◦ dνt ,dνt 〉 + 〈gradσr,grad ξ 〉. 
Theorem 4.1 (First variational formula of Ar ).
(4.3)A ′r (t) = −(r + 1)
∫
M
ψσr+1 dAXt .
Proof. By use of Lemma 4.1, (2.2), (2.3) and Stokes formula, we have
A ′r (t) =
∫
M
(Fσ ′r + F ′σr)dAXt + Fσr∂t dAXt
=
∫ {
F div(Tr−1 gradψ) + Fψ〈Tr−1 ◦ dνt ,dνt 〉 + F 〈gradσr, ξ 〉
M
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=
∫
M
ψ
{
div(σr gradSn F ) − 〈gradF,Tr−1 gradψ〉 + ψF 〈Tr−1 ◦ dνt ,dνt 〉
− nHψFσr + 〈σr gradF, ξ 〉 + 〈F gradσr, ξ 〉 + Fσr div ξ
}
dAXt
(4.4)=
∫
M
ψ
{
div(σr gradSn F ) + div(Tr−1 gradF) + F 〈Tr−1 ◦ dνt ,dνt 〉 − nHFσr
}
dAXt .
From Lemmas 3.4 and 3.6, we have
(4.5)
∑
j,k
[T r−1jk hki]j =
∑
j,l,k
[P r−1j l Alkhki]j =
∑
j,l
[P r−1j l sli]j = (σr),i .
Therefore we have the following calculation by use of (4.5):
div(σr gradSn F ) + div(Tr−1 gradF) =
∑
i
(σrFi)i −
∑
ijk
{
(Tr−1)ij hjkFk
}
i
=
∑
i
{
(σr)i −
∑
jk
(
(Tr−1)jkhki
)
j
}
Fi −
∑
ij
σrhijFij +
∑
ijkl
(Tr−1)ij hjkhilFkl
(4.6)= −
∑
ij
σrhijFij +
∑
ijkl
(Tr−1)ij hjkhilFkl.
Putting (4.6) into (4.4), we have by use of the definition of AF and (v) of Lemma 3.4
A ′r (t) =
∫
M
ψ
[
−
∑
i,j
σrhij (Fij + Fδij ) +
∑
i,j,k,l
(Tr−1)ij hjkhil(Fkl + Fδkl)
]
dAXt
=
∫
M
ψ
[
−
∑
i,j
σrhijAij +
∑
i,j,k,l
(Tr−1)ij hjkhilAkl
]
dAXt
=
∫
M
ψ
[
tr(−σrSF + Pr−1S2F )
]
dAXt =
∫
M
ψ
[−σ1σr + (σ1σr − (r + 1)σr+1)]dAXt
= −
∫
M
(r + 1)σr+1 dAXt . 
Remark 4.1. When F = 1, Lemma 4.1 and Theorem 4.1 were proved by R. Reilly [13] (also see [1,3]).
From Theorem 4.1, we have
(4.7)A ′r−1(t) = −r
∫
M
ψσr dAXt .
From (1.5), (4.3) and (4.7), we get
Proposition 4.1 (the first variational formula). For all variations of X preserving Ar−1, we have
(4.8)A ′r (t) =F ′r;Λ(t) = −
∫
M
ψ
{
(r + 1)σr+1 + Λrσr
}
dAXt .
Hence we obtain the Euler–Lagrange equation for such variations
(4.9)(r + 1)σr+1 + Λrσr = 0.
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satisfies (4.9), then for all variations of X preserving Ar−1, the second variational formula of Ar at t = 0 is given by
(4.10)A ′′r (0) =F ′′r;Λ(0) = −
∫
M
ψ
{
(r + 1)Lrψ + ΛrLr−1ψ + ψ
〈(
(r + 1)Tr + ΛrTr−1
) ◦ dν,dν〉}dAX,
where ψ satisfies
(4.11)
∫
M
ψσr dAX = 0.
Proof. Differentiating (4.8), we get (4.10) by use of (4.9). 
We call X :M → Rn+1 to be a stable critical point of Ar for all variations of X preserving Ar−1, if it satisfies (4.9)
and A ′′r (0) 0 for all ψ with condition (4.11).
5. Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. For definition of the Wulff shape, we have dφ = (D2F + F1) ◦ dx, so dφ is perpendicular
to x. We choose the inner normal vector ν = −x, then we have
(5.1)dφ = −AF ◦ dν =
∑
ijk
Ajkhkiωiej .
On the other hand,
(5.2)dφ =
∑
i
ωiei,
so we have
(5.3)sij =
∑
k
Aikhkj = δij .
From this, we easily get σr = Crn and σr+1 = Cr+1n , thus the Wulff shape satisfies (4.9) with Λ = r−nr . Through a
direct calculation, we easily know for Wulff shape,
(5.4)A ′′r (0) = −c(n, r)
∫
M
[
div(AF gradψ) + ψ〈AF ◦ dν,dν〉
]
dAX,
where c(n, r) is a positive constant, which just depends on n and r , and ψ satisfies
(5.5)
∫
M
ψ dAX = 0.
From Palmer [12] (also see Winklmann [17]), we know A ′′r (0)  0, that is, the Wulff shape is stable. We complete
proof of Theorem 1.1. 
Proof of Theorem 1.2. In order to prove Theorem 1.2, we first prove the following lemmas.
Lemma 5.1. (See [5].) For each r = 0,1, . . . , n − 1, the following integral formulas of Minkowski type hold:
(5.6)
∫
M
(
FMr + Mr+1〈X,ν〉
)
dAX = 0, r = 0,1, . . . , n − 1.
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Choosing dXtdt
∣∣
t=0 = X in the first variational formula (4.3) yields
(5.7)A ′r (0) = −(r + 1)
∫
M
σr+1〈X,ν〉dAX.
On the other hand, the choice dXtdt
∣∣
t=0 = X corresponds to the radial variation Xt = (1 + t)X, and since Ar (Xt ) =
(1 + t)n−rAr (X) by scaling, we find
(5.8)A ′r (0) =
dAr
dt
∣∣∣∣
t=0
= (n − r)
∫
M
Fσr dAX.
Hence we obtain
(5.9)−(r + 1)
∫
M
σr+1〈X,ν〉dAX = (n − r)
∫
M
Fσr dAX,
that is, we get (5.6). 
Remark 5.1. When F = 1, formula (5.6) is the well-known Minkowski formula which can be found in [6,8,14]
or [15].
Lemma 5.2. If λ1 = λ2 = · · · = λn = const = 0, then up to translations and homotheties, X(M) is the Wulff shape.
Proof. Choose a local orthogonal frame e1, e2, . . . , en such that AF is diagonalized
(5.10)AF = diag(μ1, . . . ,μn),
where μi > 0 for i = 1, . . . , n by the convexity condition (1.1). Then we have sij = μihij . From (2.17) and (3.2), we
get
0 = M21 − M2 =
(
1
n
∑
i
μihii
)2
− 2
n(n − 1)
∑
i<j
μiμj (hiihjj − h2ij )
= 1
n2(n − 1)
{
(n − 1)
(∑
i
μihii
)2
− 2n
∑
i<j
μiμj (hiihjj − h2ij )
}
= 1
n2(n − 1)
∑
i<j
{
(μihii − μjhjj )2 + 2nμiμjh2ij
}
,
so, μ1h11 = μ2h22 = · · · = μnhnn and hij = 0 when i = j . Then, from [2] or [12,17], up to translations and homo-
theties, X(M) is the Wulff shape. 
From Lemma 5.1 and (4.11), we can choose ψ = F + Mr+1
Mr
〈X,ν〉 as the test function. For every smooth function
f :M →R, and each r , we define:
(5.11)Ir [f ] = Lrf + f 〈Tr ◦ dν,dν〉,
(5.12)Jr [f ] = (r + 1)Ir [f ] + ΛrIr−1[f ].
Then, we have from (4.10)
(5.13)A ′′r (0) = −
∫
M
ψJr [ψ]dAX.
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(5.14)Ir [F ] = −〈gradσr+1,gradSn F 〉 + σ1σr+1 − (r + 2)σr+2,
and
(5.15)Ir
[〈X,ν〉]= −
〈
gradσr+1,grad
|X|2
2
〉
− (r + 1)σr+1.
Proof. From (2.13), Lemmas 3.1, 3.6 and (v) of Lemma 3.4, we have
Ir [F ] = div
{
Tr grad(F ◦ ν)
}+ F ◦ ν〈Tr ◦ dν,dν〉
= −
∑
ijk
{
(Tr)ij hjkFk
}
i
◦ ν + F ◦ ν
∑
ijk
(Tr)ij hjkhki
= −
∑
ijk
{
(Pr)ij sjkFk
}
i
◦ ν + F ◦ ν
∑
ijk
(Pr)ij sjkhki
= −
∑
ijk
{
(Pr)ij sjk
}
i
Fk ◦ ν +
∑
ijkl
(Pr)ij sjkhilFkl ◦ ν + F ◦ ν
∑
ijk
(Pr)ij sjkhki
= −
∑
ijk
(Pr)ij sjkiFk ◦ ν +
∑
ijkl
(Pr)ij sjkhil(Fkl ◦ ν + F ◦ νδkl)
= −
∑
ijk
(Pr)ij sjikFk ◦ ν +
∑
ijkl
(Pr)ij sjkhilAkl ◦ ν
= −
∑
ijk
(Pr)ij sjikFk ◦ ν +
∑
ijk
(Pr)ij sjkski ◦ ν
= −
∑
k
(σr+1)kFk ◦ ν + σ1σr+1 − (r + 2)σr+2
= −〈gradσr+1,gradSn F 〉 + σ1σr+1 − (r + 2)σr+2,
Ir
[〈X,ν〉]= div{Tr grad〈X,ν〉}+ 〈X,ν〉〈Tr ◦ dν,dν〉
= −
∑
ijk
{
(Tr)ij hjk〈X,ek〉
}
i
+ 〈X,ν〉
∑
ijk
(Tr )ij hjkhki
= −
∑
ijk
{
(Pr)ij sjk〈X,ek〉
}
i
+ 〈X,ν〉
∑
ijk
(Pr)ij sjkhki
= −
∑
ijk
{
(Pr)ij sjk
}
i
〈X,ek〉 −
∑
ijk
(Pr)ij sjkδik
= −
∑
ijk
(Pr)ij sjki〈X,ek〉 −
∑
ij
(Pr)ij sji
= −
∑
ijk
(Pr)ij sjik〈X,ek〉 −
∑
ij
(Pr)ij sji
= −(σr+1)k〈X,ek〉 − (r + 1)σr+1
= −
〈
gradσr+1,grad
|X|2
2
〉
− (r + 1)σr+1. 
From (4.9), Λ = − (r+1)σr+1
rσr
= − (n−r)Mr+1
rMr
, we get from Lemma 5.3 and (2.17)
(5.16)Jr [F ] = (r + 1)Ir [F ] + ΛrIr−1[F ] = −(n − r)Crn
{
(n − r − 1)Mr+2 − (n − r)
M2r+1
}
,Mr
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[〈X,ν〉]= (r + 1)Ir[〈X,ν〉]+ ΛrIr−1[〈X,ν〉]= −(n − r)CrnMr+1.
Thus,
(5.18)Jr [ψ] = Jr [F ] + Mr+1
Mr
Jr
[〈X,ν〉]= (n − r)(n − r − 1)Crn
(
M2r+1
Mr
− Mr+2
)
.
On the other hand, from the symmetry of Tr−1 and Tr , we have by use of (5.17)
(5.19)
∫
M
〈X,ν〉Jr [ψ]dAX =
∫
M
ψJr
[〈X,ν〉]dAX = −(n − r)CrnMr+1Mr
∫
M
ψMr dAX = 0.
Therefore we obtain from (5.18) and (5.19)
A ′′r (0) = −
∫
M
ψJr [ψ]dAX
= −
∫
M
(
F + Mr+1
Mr
〈X,ν〉
)
Jr [ψ]dAX
(5.20)= −(n − r)(n − r − 1)Crn
∫
M
F
(
M2r+1
Mr
− Mr+2
)
dAX.
Now we divide two cases:
Case 1: 1 r  n − 2. From [4] or [18], we know
M2r+1 − MrMr+2  0
and M2r+1 −MrMr+2 = 0 if and only if λ1 = λ2 = · · · = λn. So, if X is stable, then from Lemma 5.2, up to translations
and homotheties, X(M) is the Wulff shape.
Case 2: r = n − 1. In this case, we have
(5.21)nMn + (n − 1)ΛMn−1 = 0.
Since M is compact, there exists a point p0 on M such that all principal curvatures are positive at p0, so all anisotropic
principal curvatures λi are positive at p0. From (5.21), we have Λ < 0, Mn > 0 and Mn−1 > 0 on M . Choosing
r = n − 2 and r = n − 1 in Lemma 5.1, we have
(5.22)
∫
M
(
FMn−2 + Mn−1〈X,ν〉
)
dAX = 0,
(5.23)
∫
M
(
FMn−1 + Mn〈X,ν〉
)
dAX = 0.
Mn
Mn−1 × (5.22)–(5.23) implies
(5.24)
∫
M
F
Mn−1
(MnMn−2 − M2n−1)dAX = 0,
thus we have λ1 = λ2 = · · · = λn on M , from Lemma 5.2, up to translations and homotheties, X(M) is the Wulff
shape. We complete the proof of Theorem 1.2. 
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In [12] and [17], hypersurfaces with constant anisotropic mean curvature have been studied, which are critical
points of the functional A0 defined by (1.4) restricted to those hypersurfaces enclosing a fixed volume V , where the
(n + 1)-volume V enclosed by M is defined by
(6.1)V (X) = 1
n + 1
∫
M
〈X,ν〉dAX.
In [12] and [17], a critical immersion X is called stable if and only if the second variation of A0 is non-negative for
all variations of X preserving the enclosed (n+ 1)-volume. They have proved that up to translations and homotheties,
the only stable critical hypersurface is the Wulff shape.
Now, we consider critical hypersurfaces of the functional Ar restricted to those hypersurfaces enclosing a fixed vol-
ume V , where 1 r  n − 1. By a standard argument involving Lagrange multipliers, this means we are considering
critical points of the functional
(6.2)Gr;Λ =Ar + ΛV,
where Λ is a constant. We call such a hypersurface stable if and only if the second variation of Ar (or equivalently
Gr;Λ) is non-negative for all variations of X preserving the enclosed (n + 1)-volume. From Theorem 4.1 and the
following formula of the first variational of V (X)
V ′(t) =
∫
M
ψ dAXt ,
for a volume-preserving variational, the first variational formula of the functional Ar is:
(6.3)A ′r (t) = G ′r;Λ(t) = −
∫
M
ψ
{
(r + 1)σr+1 − Λ
}
dAXt .
so the Euler–Lagrange equation for such variational is:
(6.4)(r + 1)σr+1 − Λ = 0.
Thus, these hypersurfaces are just hypersurfaces with constant r th anisotropic mean curvature. Differentiate (6.3),
using Lemma 4.1 and (6.4), for all variations of X preserving V , the second variational formula of Ar at t = 0 is
given by
(6.5)A ′′r (0) = G ′′r;Λ(0) = −(r + 1)
∫
M
ψ
(
Lrψ + ψ〈Tr ◦ dν,dν〉
)
dAX,
where ψ satisfies
(6.6)
∫
M
ψ dAX = 0.
Similarly to the proof of Theorem 1.1, we easily get the Wulff shape is stable. We have the following conjecture:
Conjecture. For 1 r  n− 1, let X :M →Rn+1 be a smooth immersion of an oriented, closed, stable critical point
of Ar restricted to those hypersurfaces enclosing a fixed volume V . Then, up to translations and homotheties, X(M)
is the Wulff shape.
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