Abstract. We compute the model-theoretic Grothendieck ring, K 0 (Q), of a dense linear order (DLO) with or without end points, Q = (Q, <), as a structure of the signature {<}, and show that it is a quotient of the polynomial ring over Z generated by N + × (Q ⊔ {−∞}) by an ideal that encodes multiplicative relations of pairs of generators. As a corollary we obtain that a DLO satisfies the pigeon hole principle (PHP) for definable subsets and definable bijections between them-a property that is too strong for many structures.
Introduction
What of elementary combinatorics holds true in a class of first order structures if sets, relations, and maps must be definable? From a purely model-theoretic point of view Krajiček and Scanlon [7] studied definable versions of some combinatorial principles, notably the pigeonhole principle (PHP), in various structures. Such questions about definable sets can be reformulated in terms of certain properties of an algebraic invariant-the Grothendieck ring-associated with the structure. The Grothendieck ring of a structure A = (A, ⋯), that classifies sets definable with parameters from A up to definable bijections with disjoint union as addition and cartesian product as multiplication, was motivated by the use of the Grothendieck ring of varieties in the theory of motivic integration.
In this paper we study the Grothendieck ring of a dense linear order (DLO) Q = (Q, <) thought of as a structure of signature consisting of a single binary relation symbol <. For the most part we focus our attention to the case when Q does not have any end points. The theory of DLOs without end points is complete, ℵ 0 -categorical, and admits complete elimination of quantifiers. Quantifier elimination plays a crucial role in the analysis of definable sets; we get a "generating set" for the boolean algebra of definable subsets of a fixed power of Q. We reduce the union of such generators for all powers using product relations to a much smaller collection, the equivalence classes of which are indexed by N + × (Q ⊔ {−∞}. The Grothendieck ring, K 0 (Q), is the polynomial ring over integers with the above mentioned elements as generators modulo an ideal generated by some combinatorial multiplicative relations (Theorem 5.4) .
Further using the analysis of definable subsets of DLOs without end points we show that the Grothendieck ring of an infinite DLO with at least one end point is isomorphic to the Grothendieck ring of the DLO obtained by removing all the end points (Theorem 6.2). As a consequence we show that DLOs satisfy PHP (Corollary 7.1). In passing we also observe that DLOs do not satisfy both counting of cardinalities principles (CC1 and CC2) (Remark 7.5). We conclude the study of DLOs by proving some interesting combinatorial properties of K 0 (Q).
In his PhD thesis [8] , the third author studied Grothendieck rings of two other classes of structures admitting some form of elimination of quantifiers, namely modules and algebraically closed fields. As a result he stated a transfer principle [8, Question 8.2.3] which asks whether relations between the generators of the semiring of definable bijection classes of definable sets, if such generators exist, are transferred to the generators of the K-groups, which in our case refers only to K 0 . Cluckers and Halupczok [3, §1] point out that the existence of generators for a semiring is a highly non-trivial. In this paper we demonstrate that the transfer principle holds even for DLOs by exhibiting a simple enough generating set for the Grothendieck semiring which in turn gives a description of the Grothendieck ring in terms of generators and relations. See §2 for a survey of Grothendieck rings of some structures.
The paper is organized as follows. In §2 we briefly recall the construction of the Grothendieck ring, state versions of PHP and describe their interrelations. For a DLO Q without end points, the structure of atoms of the finite boolean algebra of subsets of Q n definable with a finite parameter set are identified in §3. Functions called 'global characteristics' that count the number of "similarity types" of atoms in the canonical atomic decomposition of a definable set are used in §4 to characterize definable sets up to definable bijections (Theorem 4.7). The semiring thus formed is cancellative (Theorem 5.1) and thus embeds into K 0 (Q), the computation of which takes up entire §5. In §6 we compute the Grothendieck ring of an infinite DLO with at least one end point. Finally some interesting combinatorial properties of K 0 (Q) are stated in §7.
Grothendieck ring of a structure
Let L denote a signature and A = (A, ⋯) denote a first order L-structure. We briefly recall the construction of the Grothendieck ring, denoted K 0 (A), of the structure A from [7] . A definable subset of A always means a set definable by an L-formula with parameters from A. A definable bijection between definable sets D 1 ⊆ A n and D 2 ⊆ A m is a bijection f ∶ D 1 → D 2 whose graph is a definable subset of A n+m . We use the notation Def(A) to denote the collection of definable subsets of A n for arbitrary n, and the notation Def(A) to denote the collection of equivalence classes of elements of Def(A) under definable bijections. We denote the surjective map taking a definable set to its definable bijection equivalence class by [] ∶ Def(A) → Def(A). The codomain can be equipped with a semiring structure:
We say that a semiring is cancellative if α + γ = β + γ ⇒ α = β.
The Grothendieck ring K 0 (A) is the quotient of Def(A)× Def(A) by the equivalence relation defined by (α, β) ∼ (α ′ , β ′ ) iff there exists γ such that α + β ′ + γ = α ′ + β + γ. The ring thus constructed has the universal property that any semiring map from Def(A) to a ring factors uniquely through K 0 (A).
Following [7] we first state the model-theoretic version of the Pigeon Hole Principle (PHP) for a structure. It is possible to characterize this combinatorial principle in terms of existence of a special subset of the Grothendieck ring of the structure.
Definition 2.2 (Partially ordered ring).
A commutative ring R with unity is said to be partially ordered if there exists P ⊆ R such that the following conditions hold.
(
The subset P in the above definition is usually referred to as the positive part of the ring R. Now we are ready to state the promised characterization of PHP.
The principle PHP is very strong and is not satisfied by many structures. Krajiček [6] gave weaker version of pigeonhole principle called ontoPHP. There is an equivalent characterization of ontoPHP in terms of K 0 (A).
Now we state the counting of cardinalities principles. Definition 2.6. [7, §4] (1) A structure A is said to satisfy the property CC1 if, given two definable sets A and B, either there exists a definable injection of A into B or of B into A. (2) A structure A is said to satisfy the property CC2 if, given two definable sets A and B, either there exists a definable injection of A into B or a definable surjection of B onto A.
Here we give a brief survey of structures whose Grothendieck (semi)rings have been computed. If A is a finite structure then K 0 (A) ≃ Z. A theorem of Ax [1] shows that C satisfies PHP but the exact structure of the Grothendieck ring K 0 (C) is not known. Third author showed [9] that a module M R over a ring R satisfies ontoPHP and explicitly computed K 0 (M R ) as a quotient of a monoid ring exemplifying the 'transfer principle' [8, Question 8.2.3] . Krajiček and Scanlon showed that the Grothendieck ring of a real closed field is isomorphic to the ring of integers. Cluckers and Haskell [2] , [4] proved that both the field Q p of p-adics, and the field F q ((t)) of formal Laurent series do not satisfy ontoPHP. Cluckers and Halupczok [3] computed the Grothendieck semiring of Presburger groups but showed that they do not satisfy ontoPHP.
Given a language L, the Greek capital letters Φ, Ψ, Γ, ⋯ will denote L-formulas. Small roman letters a, b, c, d, q will denote parameters. Roman letters A, B, D, R will denote definable subsets of a structure, whereas letters X, Y, Z will denote variables. Following the notation of [5] , given an L-structure M and an L-formula Φ with n variables and parameter set a, by Φ(M n , a) we denote the subset of M n definable by Φ. The set N of natural numbers always contains 0.
Definable subsets of a DLO without end points
We work with a fixed DLO Q = (Q, <) without end points. We denote the theory of DLOs without end points by T . First we fix some notations.
• We denote the variable set {X n+1 , X n+2 , . . . , X n+m } by X[n + 1 ∶ n + m] for n, m ∈ N.
• With X we refer to {X 1 , X 2 , . . . , X n } for some n ∈ N that is clear from the context. We will use X[1 ∶ n] instead of X if we want to emphasize on n.
• Given a quantifier-free formula Φ(X) written in the disjunctive normal form (DNF) as Φ(X) ∶= ⋁ Γ∈C Φ Γ, where C Φ is a finite set of conjunctive clauses.
• For ease of notation (α 1 < α 2 ) ∧ (α 2 < α 3 ) will be written as α 1 < α 2 < α 3 , where, for each 1 ≤ i ≤ 3, α i can be a variable or a parameter.
• Following conventions of model theory the notation a will denote an m-tuple of elements of Q as well as the set {a 1 , a 2 , . . . , a m }; the use will be clear from the context. • Given parameter sets a and b in Q, a ∪ b will be denoted by ab.
Definable sets in dimension n
Fix some n ∈ N. Let D ∅ n denote the set of definable subsets of Q n that are definable by formulas without parameters. Clearly D ∅ n forms a finite boolean algebra under usual set operations. Given D ∈ D ∅ n such that D = Φ(Q n ), it is possible to convert Φ(X) into a DNF with conjunctive clauses containing only positive atomic formulas for our structure is a linear order. Specifically, if α, β are variables (or parameters), then ¬(α < β) is equivalent to (β < α) ∨ (α = β) modulo theory T . We now identify a subclass of D ∅ n , the elements of which will be called 'related sets', and show that they are the atoms of the boolean algebra D ∅ n .
Definition 3.1. Call a definable set D ∈ D ∅ n to be a related set if there exists a formula Φ(X) and a total ordering ≺ on {1, 2, ⋯, n} such that for each consecutive pair of indices i ≺ j precisely one of X i < X j or X i = X j holds.
The related sets will correspond to the formulas of the form
where
For a related set R let Φ R (X) denote the formula associated to R which has a form as in Equation (1).
n define its height to be the number k in Equation (1), which is essentially the number of X i in Φ R (X). Denote the height of R by H(R).
Proposition 3.3. The related sets in D ∅
n form the atoms for the boolean algebra D ∅ n . Proof. We show that any two distinct related sets are mutually disjoint. Let
n . Then there exists a variable pair (X i , X j ) which differs in its relation in R 1 and R 2 . WLOG assume that
Given a related set R and a non-empty definable subset D of R, we need to show that D = R. Let Φ(X) be a formula in DNF defining D and let Γ ∈ C Φ define a nonempty set. Since Γ defines a subset of R, we deduce that Γ contains Φ R (X) as a subformula. Suppose there is an atomic formula, say X i < X j , such that Φ R (X) ∧ (X i < X j ) is still a sub-formula of Γ. Since R is a related set, precisely one of X i = X j or X i > X j is an atomic formula appearing in Φ R (X). Hence Φ R (X) ∧ (X i < X j ) defines the empty set, which contradicts that Γ defines a non-empty set. This establishes D = R.
◻ By At ∅ n we denote the set of related sets in D ∅ n . Since D ∅ n is an atomic boolean algebra, we extend the definition of height to any non-empty definable set in
We will now look at formulas definable with a fixed parameter set a of size m. Henceforth we will assume that the parameter set a is in descending order unless stated otherwise. Let D a n denote the set of all the definable sets which could be defined by formulas of n variables and parameter set a. As one would have guessed D a n also forms a finite boolean algebra. The following proposition and Definition 3.5 are aimed at exploring the structure of this boolean algebra.
Henceforth whenever D is such that D = Φ(Q n ; a) for some parameter set a, we will assume Φ to be a DNF with positive atomic formulas.
Proposition 3.4. D a n forms a finite boolean algebra with
as the set of atoms.
Proof. For A 1 , A 2 ∈ At ∅ n+m , the disjointness of Φ A 1 (Q n ; a) and Φ A 2 (Q n ; a) follows from the fact that Φ A 1 (Q n+m ) and Φ A 2 (Q n+m ) are disjoint. The evaluation map
is clearly a surjection. If A is an atom below D in the boolean algebra D ∅ n+m , then the same holds true of their projections in D a n under the evaluation map. For, if
We denote the set of atoms of D a n by At a n . We now define a map which will be important later and explore the structure of the elements of At a n by extending our definition of related sets.
Definition 3.5 (Decomposition into related sets). Define the map
This map gives us the atomic decomposition of a definable set D ∈ D a n . A related set in D a n is a non-empty set defined by a formula of the form stated in Equation (1) in n + m variables where the final m variables are replaced by the parameters a. In view of the proposition above, related sets are precisely the atoms in D a n -the reason we are interested in related sets is because of the form of the formulas used to define them, namely
where p i ∈ {a i , e i } and X a i refers to a tuple, (X i 1 , X i 2 , ⋯, X i l i ) corresponding to subformulas of the form
where l i ∈ N and X i j ∈ X and X e i refers to a tuple (X i 1 , X i 2 , ⋯, X i l i ) corresponding to sub-formulas of the form
where l i ∈ N + and X i j ∈ X. For a related set R in D a n , if the parameter set is clear from the context, by an abuse of notation we will continue to denote the standard formula defining R as in Equation (3) by Φ R (X).
The following couple of definitions introduce terminology in order to simplify some proofs later. Definition 3.6 (Components of a related set). Define the set of components of a related set R ∈ At a n as
Extending Definition 3.2 we define the height of a related set R ∈ At a n as
One can induce an order relation between the X p i s from the order relation on X[1 ∶ n] appearing in a related set naturally. Further extend the definition of height to D a n by defining
Definition 3.7. Assumeā is sorted in descending order. Let A ∈ At a n . Then for
Definition 3.8 (Equivalence up to permutation). We say that A 1 , A 2 ∈ At a n are equivalent up to permutation, denoted as A 1 ≡ A 2 , if the following conditions are satisfied:
Where A 1 and A 2 are represented by disjoint sets of variables X and Y respectively.
This definition directly implies whenever
Now we have finished setting up the necessary background for the next section where we determine which sets are in definable bijection. We finish this section with a result that is the first step in this direction. Proposition 3.9. If A 1 ≡ A 2 in At a n , then there is a definable bijection between A 1 and A 2 .
Proof. Suppose A 1 , A 2 ∈ At a n be equivalent up to permutation. We construct a bijection between A 1 and A 2 . Renaming the variables
is clearly a well-formed formula because A 1 ≡ A 2 . To see that it is the graph of a bijection we evaluate
Local and global characteristics
In the previous section we defined a relation ≡ on At a n (Definition 3.8). Further Proposition 3.9 implies that ≡ is also an equivalence relation. Since our aim is to construct Def(Q) we look at the following quotient Color(n, a) ∶= At a n ≡ . For A ∈ At a n we denote its equivalence class in Color(n, a) by [A] . Define, for each T ∈ Color(n, a), the map
This definition gives rise to the following map
For D ∈ D a n , T ∈ Color(n, a) we call χ T (D) to be the local characteristic of D at T and χ a n (D) to be the global characteristic of D. If D 1 , D 2 ∈ D a n are disjoint and
. Proposition 3.9 can be extended to D a n as follows. Given D 1 , D 2 ∈ D a n , if χ a n (D 1 ) = χ a n (D 2 ), then there is a definable bijection between D 1 and D 2 . Figure 1 shows the related sets in At ba 2 along with their equivalence classes in Color(2, ba). 
D a n -the directed union is taken over all finite subsets of Q. Given a definable set D ∈ D a n , we abuse the notation by denoting the equivalence class of D in the directed union D Q n also by D. Motivated from the above proposition we give the following extension of Definition 3.8.
there exists a parameter set a such that χ a n (D 1 ) = χ a n (D 2 ). Clearly this is an equivalence relation because of the above proposition. Given D ∈ D a n , we will denote its equivalence class in D Proof. WLOG assume that Φ is given as the following DNF:
where, for each 1 ≤ i ≤ m, A i ∈ Split abc 2n (Graph(Φ)) for some parameter set c. Consider a particular A i . Note that A i is also the graph of a definable bijection from some subset of D 1 to a subset of D 2 . Given a 2n-tuple q ∈ A i , suppose that there exists a q u ∈ {q n+1 , . . . , q 2n } such that the following conditions are satisfied:
then in Φ A i (X) only following atomic formulas appear:
Condition (2) implies that X u will appear in some X e l ∈ Comp(A i ). Further condition
are both non empty and let 1 ≤ k, k ′ ≤ 2n be such that X k ∈ X p and X k ′ ∈ X p ′ . Thus we have
Density of Q implies that there exists q ′′ ≠ q u such that q k < q ′′ < q k ′ . A similar density argument can be given for the case if either of
We now consider the 2n-tuple q ′ = (q 1 , q 2 , . . . , q u−1 , q ′′ , q u+1 , . . . , q 2n ). Note that q ′ ∈ A i . Hence for a fixed n-tuple (q 1 , . . . , q n ) ∈ D 1 we have (q n+1 , . . . , q u , . . . , q 2n ), (q n+1 , . . . , q ′′ , . . . , q 2n ) ∈ D 2 . This contradicts the fact that A i is the graph of a definable bijection. Hence q u satisfying both the conditions (1) and (2) must not exist.
Since A i is the graph of a definable bijection therefore repeat the above procedure for q u ∈ X[1 ∶ n] and taking j in condition (1) as n + 1 ≤ j ≤ 2n. Note that failure of one of the conditions (1) or (2) for each X j ∈ X[1 ∶ 2n] implies that for each X ev ∈ Comp(A i ),
This implies D 1 ≡ D 2 , as elements in D abc n (Remark 4.1 and Definition 3.8). Therefore
, then there does not exist a definable bijection between them.
Proof. The proof directly follows from the above lemma. ◻
Aggregation with respect to n
Let D ∈ D Q n for some n ≥ 1. Then there is some finite parameter set a such that D = Φ D (Q n ; a). Given n < m ∈ N, define the map ∆ Q n,m as follows:
In the case when m = n, define ∆ Q n,n to be the identity map. 
The above map is well defined. To see this, for some parameter set a, let D 1 , D 2 ∈ D a n (Remark 4.1 allows us to assume this) be such that
The following theorem shows that Def(Q) =D(Q) constructed in the above section. 
Computation of K 0 (Q)
In the previous section we identified the set Def(Q) using Theorem 4.7. In this section we will compute the K 0 (Q) as promised. As in §2 we endow Def(Q) with the structure of a semiring with unity which turns out to be cancellative. Proof. WLOG assume that A, B and C are pair-wise disjoint definable subsets, such that
By Theorem 4.7 there exists a definable bijection between A ⊔ C and B ⊔ C. Assume that A ⊔ C , B ⊔ C ∈ D a n for some parameter set a (Remarks 4.1 and 4.6). Now by Lemma 4.4 there exists a parameter set c such that (5)). Hence we conclude that χ (4)) to Def(Q).
Multiplication of two related sets
It suffices to study the multiplication in the semiring Def(Q), as it is embedded inside K 0 (Q). We will append a formal minimum element, denoted −∞, to Q in order to simplify the notations in the proof and this has no other effect.
Given a parameter set a ∈ Q⊔{−∞} sorted in descending order and n = (n 1 , n 2 , . . . , n k ) be k-tuple of non negative integers. Let a R n be the related set corresponding to the formula
and a R n ∈ Def(Q) be its equivalence class. When a and n are tuples of length 1, then we use the notation a R n for simplicity. Note that for every parameter set a, [ a R 0 ] denotes the equivalence class of singleton in Def(Q). The following proposition states key properties of multiplication of equivalence classes of related sets in Def(Q).
Proposition 5.2. The following statements hold in the semiring Def(Q):
where each R has form a R 
Since any q ∈ a R m × a R n will be contained in exactly one of a R n+i with 0 ≤ i ≤ m, we compute how many times
We need to take care of the already existing order relations appearing in the formulas corresponding to a R m and a R n . Note that there are m! many related sets in 
Upon simplification we get the required coefficient of the summand. Further using the fact that [ a R n ] ≠ [ a R m ] for m ≠ n (Corollary 4.5), we get the required sum.
(3) The proof is clear. ◻
n i has the property that n ′ j < n j for some 1 ≤ j ≤ k. Also #(X a k−1 , X a k ) has the maximum value for a R n among all a R n ′ ∈ Split a n 1 +⋯+n k (D).
Proof. The proof of the lemma is easy. From part (3) of the above proposition we know that each a i R n i contains a R 0,0,...,n i ,0,...,0 and for any other R ∈ Split a n ( a i R n i ) with height R = n i , we have #(X a i−1 , X a i ) < n i . Finally using parts (1), (2) of the above proposition we have the lemma. ◻ Consider the polynomial ring over integers generated by N + × (Q ⊔ {∞}), where the generator corresponding to the pair (n, a) is denoted a X n . Further consider its ideal given by 
Proof.
Define the association map
Extend the association map ζ naturally to a ring homomorphism from O to K 0 (Q) and denote it also by ζ. We will show that ζ is an isomorphism. ζ is well defined from part (2) of Proposition 5.2. Surjectivity of ζ is easy to show and follows from part (1) and (3) of Proposition 5.2. Now we will show that ζ is an injection. Let f ∈ Z a X n n ∈ N + ; a ∈ Q ⊔ {−∞} , let
monomial of f , where n i , m i ∈ N for each 1 ≤ i ≤ l and t ≠ 0 ∈ Z. Define the height of g, denoted H(g), by
Extend the definition of height to f as
Now each ( a X n ) m ≡ t a X nm + lower height terms (mod I) for some t ∈ N obtained from part (2) of Proposition 5.2. Hence every monomial g of f can be written as
for some l ∈ N + . Equation (13) implies that such an f ′ exists. Let b ∶= {X m appears in some monomial of f for some m} and k = card(b). Assume k > 1 otherwise the proof is trivial (part (2) of Proposition 5.2). Let
where f 1 , f 2 have all positive coefficients. We have ζ(f ′ ) = 0, hence ζ(f 1 ) = ζ(f 2 ) in Def(Q). WLOG assume that b is ordered in descending order. Let
with H(g max ) = H(f ) be the monomial of f such that n k is maximum among all monomials of f . If there exist two or more such monomials then among them choose the one in which n k−1 is maximum and so on. Note that this process will render us a unique g max . WLOG assume that g max is in f 1 . We claim that b R n where
not contained in ζ(g) for any other monomial g of f . To see this suppose there is
. Since for i > l we have b i < b l , by part (3) of Proposition 5.2, ζ(g) does not contain b R n in Def(Q). Hence the coefficient of g max = 0 which is a contradiction, therefore f = 0. This establishes that ζ is an isomorphism between K 0 (Q) and O. ◻
DLO with end points
Let Q denote a DLO without end points, and let m Q, Q M , m Q M denote DLOs obtained by appending to Q only the minimum end point m, only the maximum end point M and both end points m and M respectively. We will restrict our discussion to m Q as other cases can be dealt similarly. Let T ′ represent the theory of DLO with only the minimum point. This theory does not admit complete elimination of quantifiers, but we view a definable subset of any of its models as a definable subset of a DLO without end points as explained below.
The structure Ext Q obtained by appending a copy of Q, say Q ′ , below the minimum of m Q is a model of theory T . Consider a definable subset D of m Q and let Φ D be the formula corresponding to it. Observe that D can be seen as a definable subset in Ext Q . Let a ∈ Q⊔{m} be the set of parameters appearing in Φ D and n be the number of variables appearing in Φ D . Then the collection of definable subsets of Ext Q with parameters in the set Q ⊔ {m} is same as the collection of definable subsets of m Q.
Proposition 3.4 implies existence of
where each R i is a subset of m Q.
there is nothing to be proven. Suppose not, then let l = card(c) and k be the maximum index such that c k ≥ m. As D 1 and D 2 are definable subsets of m Q we have for each related set R ∈ Split The above lemma implies that Def( m Q) ↪ Def(Ext Q ) as Def(Ext Q ) is generated by elements of the form [ a R n ] for n ∈ N and a ∈ Q ′ ⊔ {m} ⊔ Q. Hence every element in Def( m Q) is generated by elements of the form [ a R n ] for n ∈ N and a ∈ Q ⊔ {m}. Cancellativity (Lemma 5.1) will ensure that K 0 ( m Q) ↪ K 0 (Ext Q ). In view of the above discussion we have the following theorem.
Proof. Note that it suffices to show that Def( m Q) ≃ Def(Q). We have the following semiring embeddings, Def(Q) ↪ Def(Ext Q ) and Def( m Q) ↪ Def(Ext Q ). It only remains to find a representative of the equivalence class [ m R n ] ∈ Def( m Q) in Def(Q). For this observe that that [ −∞ R n ] ∈ Def(Q) corresponds to the equivalence class of the related set corresponding to the formula X 1 < X 2 < ⋯ < X n , and this class gets mapped to [ m R n ] under the embedding Def(Q) ↪ Def(Ext Q ). This implies that Def(Q) and Def( m Q) go to the same subset of Def(Ext Q ) under their natural embedding as a subsemiring. ◻ Example 6.3. Let Q + be the set of positive rational numbers and Q ≥0 be the set of non-negative rational numbers. In the view of Lemma 6.1 and Theorem 6.2 we have <) ). Given any order isomorphism between Q and Q + , we get an isomorphism between K 0 (Q) and K 0 (Q + ); thus we witness the failure of PHP for K 0 (Q) as a structure of the signature of rings! 7. Combinatorial Properties of K 0 (Q)
In this section we discuss some interesting combinatorial properties of K 0 (Q) for a DLO without end points Q. Note that the properties will be true in general for any DLO Q due to Theorem 6.2.
First we note that a DLO satisfies PHP.
Theorem 7.1. The ring K 0 (Q) is partially ordered or, equivalently, Q satisfies PHP.
Proof. Lemma 4.4 implies that there cannot be a definable bijection between a definable set and its proper definable subset. Hence in view of Theorem 2.3 we have the result. ◻
The classes of related sets in K 0 (Q) satisfy some nice convolution-type relations.
Proof.
(1) Recall that ζ is an isomorphism. Hence n f (b, a) satisfies same relations as
. Therefore by part (1) and (3) 
Repeated use of the above equation gives us the required result. ◻
The ideal of the polynomial ring defined by Equation (12) has a nice property that each of its element has a positive integer multiple in a smaller ideal. Theorem 7.3. Let I be the ideal of the polynomial ring as in Equation (12). Let
be an ideal contained in I. Suppose for each k ∈ N + we denote the formal variable a X k by X k . Then for a fixed a ∈ Q ⊔ {−∞} we have Equation (10) in terms of formal variables X k and X l can be equivalently written as
(k + s)) (mod I).
Using Equation (17) and Equation (18) our work reduces to showing
and P 2 (X) ∶= X(X − 1)(X − 2) . . . (X − l + 1).
Note that it suffices to show P 1 (X) = P 2 (X) in Z[X] (Equation (17)). We evaluate P 1 (X) at X = k + t, for each 0 ≤ t ≤ l and show that P 2 (k + t) − P 1 (k + t) = 0. Since we are working in the integral domain (Z[X]), polynomial of degree l can have at most l zeros, which will force P 1 − P 2 to be identically zero. The proof is via induction on t. For t = 0, checking is straightforward as the summation term vanishes. For t = r, assume that P 1 (k + r) = P 2 (k + r). Note that P 2 (k + r) = k+r P l . Now, for t = r + 1,
(r + 1 − j)
(r + 1 − j) (for i > r + 1 product term vanishes) (r − j).
Combining this with Equation (21) we have
(r − j)) = k+r P l + l k+r P l−1 = k+r+1 P l = P 2 (k + r + 1).
This establishes the theorem. ◻ Corollary 7.4. Let I, I ′ be the ideals defined by Equations (12) and (14) respectively. Given an element α ∈ I there exists an integer n α such that (n α !)α ∈ I ′ .
Proof. Directly follows from the above theorem. ◻ Remark 7.5. It can be easily observed from Lemma 4.4 that the combinatorial principles CC1 and CC2 (Definition 2.6) fail in a DLO without end points.
