FPGAを用いたストリームデータ集約演算のウィンドウサイズ拡大 by 大坂 誠樹
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ୈ1ষ ং࿦
ಈʹ͔ܽͤͳ͍Πϯϑϥͱͯ͠ఆண͠ɼੜ੒׆ࡁܦ΍׆ੜ͕ثػ౓Խͨ͠ωοτϫʔΫ΍৘ใߴ
͞ΕΔσʔλྔ͸೥ʑ૿Ճ͢Δ͕޲܏ଓ͍͍ͯΔ [1]ɽωοτϫʔΫΛྲྀΕΔ࿈ଓతͳετϦʔϜ
σʔλΛ࣮ؒ࣌ॲཧ͢ΔΞϓϦέʔγϣϯͷॏཁੑ͕ߴ·͍ͬͯΔɽۚ༥৘ใॲཧ΍௨৴τϥϑΟο
Ϋࢹ؂ͳͲͷΞϓϦέʔγϣϯͰ͸ɼετϦʔϜσʔλԋ͍ؒ࣌͠ݫʹࢉ੒໿͕՝ͤΒΕΔɽετ
ϦʔϜσʔλʹର͢Δԋߏػࢉͱͯ͠ɼσʔλετϦʔϜ؅ཧγεςϜ (Data Stream Management
System ɼDSMS)[2]͕͋ΔɽDSMS͸ɼωοτϫʔΫ͔Βྲྀೖ͢ΔετϦʔϜσʔλʹରͯ͠ɼ
SQLϥΠΫͳΫΤϦΛܧଓతʹ࣮͢ߦΔ͜ͱͰϦΞϧλΠϜॲཧΛ࣮͢ݱΔɽ·ͨɼ࣮ؒ࣌ղੳ
͕ඞཁͳετϦʔϜσʔλॲཧʹରͯ͠ FPGAΛ׆༻͢Δൃ׆͕ڀݚԽ͍ͯ͠Δ [3]ɽ
ஶऀΒͷڀݚάϧʔϓͰ͸ɼεϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉΛର৅ʹɼߴ଎ੑͱॊೈੑΛ
ཱ྆͢Δઐ༻ϋʔυ΢ΣΞCQPH(Configurable Query Processing Hardware)[4]ͷڀݚ։ൃʹऔΓ૊
ΜͰ͖ͨɽCQPH͸ɼू໿ԋࢉΛ 2ஈ֊Ͱ͍ߦɼதؒσʔλΛ FPGA಺ͷ BRAMʹอ࣋͢Δ͜ͱ
Ͱɼू໿ԋࢉʹඞཁͳϋʔυ΢ΣΞྔΛઅ໿͍ͯ͠Δɽ͞Βʹɼू໿ԋࢉΫΤϦΛಈతʹมߋͰ͖
Δಛ௃Λ༗͠ɼ࣮૷͢Δू໿ԋࢉύΠϓϥΠϯ਺ʹԠͯ͡ΫΤϦΛฒྻॲཧͰ͖Δɽ͔͠͠ɼϩ
δοΫ࢖༻ྔͷ੍໿͕͋ΔͨΊɼฒྻॲཧͰ͖ΔΫΤϦ਺ٴͼରԠՄೳͳ΢Οϯυ΢αΠζ੍͕
ڀݚͷڈΕͯ͠·͏ɽա͞ݶ [5]Ͱ͸ɼෳ਺ͷ FPGAϘʔυΛ࢖༻ͯ͠ฒྻॲཧ͢ΔΫΤϦ਺Λ૿
Ճ͕ͤͨ͞ɼରԠՄೳͳ΢Οϯυ΢αΠζͷ֦େʹ͍ͭͯ͸·ͩऔΓ૊·Ε͍ͯͳ͔ͬͨɽ
ͦ͜ͰຊڀݚͰ͸ɼCQPHʹ͓͍ͯΦϑνοϓDRAMΛू໿ԋࢉͷதؒσʔλ֨ೲઌͱͯ͠ར
༻Մೳʹ͢Δ͜ͱͰɼ΢Οϯυ΢αΠζͷ֦େʹରԠ͢Δɽ·ͨɼઌಡΈΩϟογϡͱதؒσʔλ
ͷଟஈ֊ू໿ԋࢉͷ 2ͭͷ࢓૊ΈΛಋೖ͠ɼDRAMΞΫηε஗ԆΛӅณ͢Δɽຊ࿦จͰ͸ɼεϥ
ΠσΟϯάɾ΢Οϯυ΢αΠζΛେ͖͘͢ΔͨΊͷ࣮૷ʹ͍ͭͯઆ໌͠ɼू໿ԋࢉΫΤϦΛ෼ࢄ
ॲཧͨ͠ੑೳධՁʹ͍ͭͯใ͢ࠂΔɽ
1
ୈ2ষ ؔ࿈ڀݚ
2.1 ετϦʔϜσʔλॲཧͱܧଓతΫΤϦॲཧ
2.1.1 ετϦʔϜσʔλॲཧ
ৗ࣌ੜ੒͞Εଓ͚ΔσʔλΛετϦʔϜσʔλͱݺͼɼྲྀೖ͠ଓ͚ΔετϦʔϜσʔλΛٻΊ
ΒΕͨ஗Ԇ಺Ͱॲཧ͠ଓ͚Δج൫ΛετϦʔϜσʔλॲཧج൫ͱݺͿɽετϦʔϜσʔλॲཧ͸ɼ
ίϯϚ਺ඵ୯ҐͰมಈ͢ΔגՁ৘ใʹରͯ͠औҾΛ݊ূ͏ߦऔҾॴ΍ɼෆਖ਼ར༻Λݕ஌ͯࣗ͠ಈ
తʹར༻ΛࢭΊΔඞཁ͕͋ΔΫϨδοτΧʔυͷࢹ؂γεςϜʹར༻͞ΕΔͨΊɼٻΊΒΕͨϨ
ΠςϯγΛҡ࣋͠ଓ͚Δඞཁ͕͋ΔɽετϦʔϜσʔλॲཧΛ͏ߦԋߏػࢉͱͯ͠ɼσʔλετ
ϦʔϜ؅ཧγεςϜʢData Streaming Management SystemɼDSMSʣ[2]͕͋ΔɽDSMS಺෦ʹ͸ε
τϦʔϜσʔλॲཧΤϯδϯ͕ଘ͠ࡏɼετϦʔϜσʔλʹରͯ͠͏ߦॲཧ಺༰Λ SQLϥΠΫͳ
Δɽ͔͠͠ɼର৅ͱͳΔσʔλ͢ߦΛ࣮ࢉड़͞ΕͨΫΤϦΛ༧Ίొ࿥͓ͯ͘͜͠ͱͰԋهͰޠݴ
ྔ͕๲େʹͳΔ΄Ͳ૸ࠪʹ͔͔͕ؒ࣌ΔͨΊɼٻΊΒΕΔॲཧ଎౓ͷҡ࣋͸ࠔ೉ʹͳΔɽͦ͜Ͱɼ
DSMS͕ߦͳ͍ͬͯͨσʔλॲཧͷҰ෦Λઐ༻ϋʔυ΢ΣΞʹΦϑϩʔυͯ͠௿஗Ԇɾߴεϧʔ
ϓοτͳॲཧΛ࣮͢ݱΔऔΓ૊Έ͕͋Δ [6, 7]ɽ
ਤ 2.1.1͸ઐ༻ HW+DSMSʹΑΔετϦʔϜσʔλॲཧΛද͓ͯ͠ΓɼωοτϫʔΫ͔Βྲྀೖ
͢ΔετϦʔϜσʔλΛઐ༻ HWͰલॲཧ͠ɼޙॲཧͷෛՙΛݮΒ͢͜ͱͰ௿஗Ԇ͔ͭߴεϧʔ
ϓοτͳੑೳΛ࣮͍ͯ͠ݱΔɽ

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ਤ 2.1.1: ઐ༻ HW+DSMSʹΑΔετϦʔϜσʔλॲཧ
2
2.1.2 ଓతΫΤϦॲཧܧ
ΫΤϦॲཧͱ͸͋Δσʔλʹରͯ͠ࡧݕ΍ߋ৽ɼ࡟আɼநग़ͳͲͷཁٻʢΫΤϦʣΛग़͠ɼͦͷ
݁ՌΛฦ͢ॲཧͰ͋ΔɽετϦʔϜσʔλʹର͢ΔΫΤϦॲཧͰ͸ܧଓతΫΤϦॲཧ͕ߦΘΕΔɽ
௨ৗͷσʔλϕʔεͷΫΤϦ͕શͯͷσʔλΛର৅ͱ͢Δ͕ɼৗʹσʔλ͕௥Ճ͞Εଓ͚Δετ
ϦʔϜσʔλॲཧͰ͸શσʔλΛର৅ͱ͢Δͷ͸೉͍͠ɽͦ͜Ͱɼ࿈ଓ͢ΔετϦʔϜσʔλͷ
ҰఆൣғΛΫΤϦର৅ͱͯ͠ɼࣄલʹઃఆ͞Εͨ৚݅ͷΫΤϦΛ࣮݁ͯ͠ߦՌΛग़ྗ͢Δɽ৽͠
͍σʔλ͕௥Ճ͞ΕΔຖʹର৅ͱͳΔσʔλ͸ೖΕସ͑ΒΕɼͦͷ݁Ռग़ྗ΋มԽ͠ಘΔɽ
2.2 ઐ༻ϋʔυ΢ΣΞʹΑΔॲཧͷߴ଎Խ
2.2.1 FPGAΛ࢖༻ͨ͠Ϗοάσʔλॲཧͷߴ଎Խ
ετϦʔϜσʔλͷసૹܦ࿏্ͰԋࢉΛ͏ߦઐ༻ϋʔυ΢ΣΞͷՄೳੑ͸ɼMuellerΛ͸͡Ίɼ
छʑͷݕ౼ [6, 7]͕ͳ͞Ε͍ͯΔɽϏοάσʔλղੳʹ͓͚Δલॲཧ͸ɼൺֱత୯७ͳࢉܭΛେྔ
੒͢Δઐ༻ϋʔυ΢ΣΞΛ༻͍Δ͜ߏର͠ɼFPGAͰʹࢉܭΓฦ͢৔߹͕͋ΔɽͦͷΑ͏ͳ܁ʹ
ͱͰɼे෼ͳলΤωϧΪʔੑΛಘΒΕΔͱใ͞ࠂΕ͍ͯΔ [6]ɽ·ͨɼFPGAΛ࢖༻ͨ͠σʔλη
ϯλ͚޲ΞϓϦέʔγϣϯͷߴ଎Խ͕ߦΘΕ͍ͯΔɽPutnamΒ͸Catapult[8]ͱݺͿ FPGAΛத৺
ͱͨ͠ߏ࠶੒Մೳͳઐ༻ࢉܭγεςϜΛఏҊ͍ͯ͠Δɽ1,632ϊʔυͷ PCΫϥελͱͯ͠ಋೖ͞
Εͨ Catapult͸ɼBing WebࡧݕΤϯδϯͷ PageRankࢉܭͰ༗ޮੑΛ࣮ূ͍ͯ͠Δɽ
2.2.2 ετϦʔϜσʔλू໿ԋࢉͷߴ଎Խ
ετϦʔϜσʔλॲཧͰ͸ɼೖྗ͞ΕΔσʔλ͕࣮࣭ແݶ௕Ͱ͋ΔͨΊɼ΢Οϯυ΢୯Ґʹ۠
੾Γू໿ (Aggregation)΍݁߹ (Join)ͳͲΛ͏ߦ΢Οϯυ΢ॲཧ͕ඞཁͱͳΔɽ
KoliousisΒ͸ Saber[9]ͱݺͿɼCPUͱ GPUΛ૊Έ߹ΘͤͨετϦʔϜσʔλॲཧΤϯδϯΛ
ఏҊ͍ͯ͠ΔɽSaber͸ɼҰ෦ͷू໿ԋࢉ (Χ΢ϯτɼ߹ܭɼฏۉ)ͷΈΛαϙʔτ͢ΔɽGPU͸
Δʹ͸ෆे෼Ͱ͋Δ࣋͢Δ͕ɼFPGAͱൺֱ͢Δ৔߹ɼ௿஗ԆΛҡ͢ݱεϧʔϓοτΛ࣮ߴ [10]ɽ
MullerΒ͸ Glacier[11, 12]ͱݺͿɼΫΤϦʹ΋ͱ͍ͮͯετϦʔϜσʔλͷू໿ԋࢉΛ͏ߦઐ
༻ϋʔυ΢ΣΞΛੜ੒͢Δϋʔυ΢ΣΞίϯύΠϥΛఏҊ͍ͯ͠ΔɽGlacier͸ɼબ୒ (Selection)ɼ
ू໿ (Aggregation)ɼάϧʔϓԽ (Grouping)ɼ΢Οϯυ΢Խ (Windowing)ͳͲͷجຊతͳԋࢠࢉΛ
ؚΉΫΤϦʹରԠ͢Δɽͨͩ͠ɼGlacier͸ू໿ԋࢉΫΤϦͷಈతͳมߋʹରԠ͍ͯ͠ͳ͍ɽ
ஶऀΒͷڀݚάϧʔϓ͸ CQPH(Configurable Query Processing Hardware)[4, 5]ͱݺͿɼ͍ߴε
έʔϥϏϦςΟΛҡͭͭ࣋͠ॊೈͳΫΤϦʹରԠ͢Δϋʔυ΢ΣΞΞʔΩςΫνϟΛఏҊ͍ͯ͠
3
ΔɽCQPH͸ɼσʔλετϦʔϜͷೖྗ଎౓Ͱԋ͢ࢉΔϫΠϠεϐʔυΛҡͭͭ࣋͠ɼ௿ίετ
Ͱू໿ԋࢉΫΤϦͷಈతมߋʹରԠ͢Δɽ·ͨɼCQPH͸ɼू໿ԋࢉΛ 2ஈ֊ʹ෼͚ɼFPGA಺ͷ
BRAMΛू໿ԋࢉͷதؒσʔλ֨ೲόοϑΝͱͯ͠׆༻͠ɼεϥΠσΟϯάɾ΢Οϯυ΢ͷΦʔό
ϥοϓ਺͕૿͑ͨ৔߹ͷϩδοΫ࢖༻ྔͷ૿େΛখ͘͞཈͑ͨɽ̎ஈ֊ू໿ԋࢉʹ͍ͭͯ͸ɼ3.1
Ͱઆ໌͢Δɽ·ͨɼCQPH಺ͷϋʔυ΢ΣΞϞδϡʔϧ͸ɼಈతʹू໿ԋࢉΫΤϦΛมߋՄೳͳ
Ε͍ͯΔɽ͜Εʹ͍ͭͯ͸ɼ3.2Ͱઆ໌͢Δɽ͞ܭͰઃ༷࢓
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ୈ3ষ Configurable Query Processing
Hardware(CQPH)ͷઃܭ
3.1 ू໿ԋࢉͷ֓ཁ
ωοτϫʔΫ͔Βྲྀೖ͢ΔσʔλετϦʔϜ͸࣮࣭ແݶ௕Ͱ͋ΔͨΊɼର৅ͱ͢Δू໿ԋࢉ͸
΢Οϯυ΢ͱݺͿ୯Ґʹ۠੾ΓɼͦΕΛͣΒ͠ͳ͕Βॲཧ͢Δɽਤ 3.1.1ʹεϥΠσΟϯά΢Οϯ
υ΢ू໿ԋࢉΫΤϦྫΛࣔ͢ɽਤ 3.1.1ͷΫΤϦ͸ɼྲྀೖ͢ΔσʔλετϦʔϜ͔Β bidsλϓϧΛ
Ϩϯδ (RANGE)Ͱࢦఆ͞ΕΔ 3෼ؒ͠ࢹ؂ɼͦͷؒͷ࠷খ஋ (min)ͷ bid-priceΛͭ࣋λϓϧΛ
ग़ྗ͢ΔॲཧΛɼؒ۠ࢹ؂ΛεϥΠυ (SLIDE)Ͱࢦఆ͞ΕΔ̍෼ͰͣΒ͠ͳ͕Βܧଓ͢Δɽ·ͨɼ
ਤ 3.1.2ʹͦͷΫΤϦͷ΢Οϯυ΢ΛεϥΠυ͠ͳ͕Βॲཧ͢ΔྫΛࣔ͢ɽΦʔόϥοϓ͢Δ΢Ο
ϯυ΢ॲཧΛޮ཰Խ͢Δ࢓૊Έͱͯ͠ϖΠϯ (Pane)ॲཧ͕͋Δ [13]. ਤ Α͏ʹɼ΢Οࣔ͢ʹ3.1.3
ϯυ΢ΛϖΠϯͱݺͿΦʔόϥοϓ͍ͯ͠ͳ͍αϒ΢Οϯυ΢ʹ۠੾Δɽ΢Οϯυ΢ू໿ԋࢉ͸ɼ
ϖΠϯຖͷू໿ԋࢉͱͦͷ݁ՌΛ༻͍ͨ΢Οϯυ΢Ϩϕϧͷू໿ԋࢉͷ̎ஈ֊Ͱ࣮͢ݱΔɽϖΠ
ϯຖͷू໿ԋ݁ࢉՌ͸ɼ֤ϖΠϯͷଐ͢Δ΢Οϯυ΢ຖͷू໿ԋ࠶ʹࢉར༻Ͱ͖ΔɽϖΠϯຖͷ
ू໿ԋ݁ࢉՌΛҰه࣌Աʹอ࠶ͯ࣋͠ར༻͢Δ͜ͱͰɼू໿ԋࢉϋʔυ΢ΣΞݯࢿΛ཈͑ͳ͕Β
΢Οϯυ΢ͷΦʔόϥοϓ਺૿ՃʹରԠ͢Δ [4]ɽ
5
SELECT min(bid-price), timestamp
FROM bids [RANGE 3 minutes
SLIDE 1 minute
WATTR timestamp]
ਤ 3.1.1: εϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉΫΤϦྫ
Window 0
Window 1
Window 2
ਤ 3.1.2: εϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉ
0 1 2 3 4 5 6
Pane0 Pane1 Pane2
Pane1 Pane2 Pane3
Pane2 Pane3 Pane4
ਤ 3.1.3: Φʔόϥοϓ͠ͳ͍αϒ΢Οϯυ΢ (=ϖΠϯ)
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3.2 CQPHͷϋʔυ΢ΣΞߏ੒
CQPHͷ಺෦ߏ੒͸ਤ Α͏ʹɼϖΠϯϨϕϧɼ΢Οϯυ΢ϨϕϧͷͦΕͧΕͰू໿ࣔ͢ʹ3.2.1
ԋࢉΛ͏ߦϋʔυ΢ΣΞϞδϡʔϧ͕ஈ֊తʹ઀ଓ͞Ε͓ͯΓɼͦΕͧΕ͕಺෦ͰύΠϓϥΠϯ
ಈ͢࡞Δɽू໿ԋࢉՄೳͳ࠷େͷσʔλೖྗεϧʔϓοτ͸ɼ̍ೖྗλϓϧ/ΫϩοΫαΠΫϧͰ
͋Δɽਤ ύΠϓϥΠϯͦΕͧΕʹରͯ͠ɼΫࢉΑ͏ʹɼ಺෦ʹ࣮૷ͨ͠ෳ਺ͷू໿ԋࣔ͢ʹ3.2.1
ΤϦΛׂΓ౰ͯɼฒྻʹॲཧΛ͜͏ߦͱ͕Ͱ͖Δɽैདྷͷ CQPHͰ͸ɼਤதͷϖΠϯόοϑΝʹ
͸ FPGA಺ͷ BRAMΛ༻͍͍ͯͨɽ·ͨɼඞཁͳϖΠϯόοϑΝͷαΠζ (S bu f f er)͸࣮͢ߦΔ
΢Οϯυ΢ू໿ԋࢉΫΤϦͷϨϯδͱεϥΠυͷ஋ͷ࠷େެ໿਺ (GCD)Λ༻͍ͯҎԼͷࣜͰࢉܭ
Ͱ͖Δɽ
S bu f f er =
RANGE
GCD(RANGEɼS LIDE)
(3.2.1)
CQPHͷಛ௃ͱͯ͠ΫΤϦมߋʹର͢Δॊೈੑ͕͋ΔɽॊೈੑΛ࣮͢ݱΔͨΊʹɼਤ 3.2.2ʹ
͍ͯ༺Մೳͳϋʔυ΢ΣΞϞδϡʔϧΛ͑׵ಈతॻ͖ࣔ͢ 2ஈ֊ͷίϯϑΟάϨʔγϣϯΛ͏ߦɽ
·ͣॳΊʹɼਤ 3.2.3ͷΑ͏ʹ FPGAʹ CQPHΛؚΉϋʔυ΢ΣΞϞδϡʔϧΛॻ͖ࠐΉɽ࣍ʹɼ
SQLϥΠΫʹهड़͞ΕͨΫΤϦΛਤ 3.2.4ͷΑ͏ʹઐ༻ͷΫΤϦίϯύΠϥͰίϯύΠϧΛ͍ߦΫ
ΤϦߏ੒σʔλ΁ม͢׵ΔɽΫΤϦߏ੒σʔλ͸ɼ੍ޚλϓϧͱͯ͠ɼσʔλετϦʔϜͱಉ༷
ʹ CQPHʹೖྗ͞ΕɼΫΤϦॲཧͷ಺༰Λ੍ޚϨδελʹอଘ͢Δɽ͜ΕʹΑΓɼ֤ϋʔυ΢Σ
ΞϞδϡʔϧͷ੍ޚϨδελΛߋ৽͠ɼҟͳΔΫΤϦॲཧΛ࣮͢ߦΔϋʔυ΢ΣΞ΁มߋͰ͖Δɽ
Ҏ߱ΫΤϦΛม͢ߋΔࡍ͸ϋʔυ΢ΣΞͷॻ͖͑׵ͷඞཁ͕ͳ͘ɼΫΤϦΛίϯύΠϧ͠ɼ੍ޚ
ϨδελʹΫΤϦ৘ใΛొ࿥͢Δ͜ͱͰϋʔυ΢ΣΞͷॲཧ͕ม͞ߋΕΔɽ͜ͷΑ͏ʹΫΤϦ͝
ͱʹճ࿏ੜ੒ΛߦΘͳ͍࢓૊ΈʹΑͬͯΫΤϦมߋΛՄೳʹ͢Δɽ
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ਤ 3.2.1: CQPHͷू໿ԋࢉύΠϓϥΠϯߏ੒
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ਤ 3.2.2: ಈతॻ͖͑׵Մೳͳϋʔυ΢ΣΞϞδϡʔϧ
HDL Template
of CQPH
Synthesis
Place & Route 
VHDL Code Bit Stream
Static configuration
of FPGA
FPGA
Static
Parameters
HW module
ਤ 3.2.3: ੩తίϯϑΟάϨʔγϣϯɿHWͷॻ͖͑׵
Query
Parser
Query
Compiler
Query Plans Query Config Data
Dynamic configuration
of FPGA
FPGA
Continuous
Queries CQPH
ਤ 3.2.4: ಈతίϯϑΟάϨʔγϣϯɿ੍ޚϨδελ΁ͷΫΤϦొ࿥
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ୈ4ষ ઃܭͷվྑ
4.1 DRAMΛ׆༻ͨ͠΢Οϯυ΢αΠζ֦େ
ϖΠϯू໿ԋ݁ࢉՌΛϖΠϯόοϑΝʹอ࠶ͯ࣋͠ར༻͢ΔͨΊɼϖΠϯόοϑΝͷαΠζʹΑ
ΓରԠՄೳͳ΢Οϯυ΢αΠζ͕ܾ·ΔɽFPGA಺ͷ BRAM͸༰ྔ͕খ͍ͨ͞ΊɼFPGAϘʔυ
্ʹ౥͞ࡌΕͨେ༰ྔͷDRAMΛར༻͢Δ͜ͱͰɼ΢Οϯυ΢αΠζͷ֦େʹରԠ͢Δɽਤ 4.1.1
ʹDRAM֦ுͨ͠ CQPHΛࣔ͢ɽू໿ԋࢉͷୈ 1ஈ֊Ͱ͋ΔϖΠϯॲཧͰϖΠϯόοϑΝͷνο
ϓ֎෦هԱͱͯ͠DRAMΛར༻͢Δ. ຊ࣮૷Ͱ͸ɼ΢Οϯυ΢αΠζ 1023ϖΠϯҎԼͰ͸BRAM
ͷΈͰಈ͠࡞ɼ1024ϖΠϯҎ্ͷ৔߹͸ BRAMͷ֎෦هԱͱͯ͠ DRAMΛ࢖༻͢Δɽ͔͠͠ɼ
DRAMΛ͏࢖ͱɼBRAMͱൺ΂ͯେ͖ͳ஗Ԇ͕ൃੜ͢Δɽͦ͜ͰɼΞΫηε஗ԆΛӅณ͢ΔͨΊ
ʹɼDRAMઌಡΈΩϟογϡߏػͱதؒू໿ԋ݁ࢉՌͷ֨ೲͱ͍͏ೋͭͷΞϓϩʔνΛ࠾༻͢Δɽ
ͦΕʹ൐͍ɼຊڀݚͰ͸ɼਤதͷ੺ઢͰғ·ΕͨϖΠϯόοϑΝɼ΢Οϯυ΢Ϩϕϧू໿ԋࢉͷ੍
ɽͨ͠ࢪΛ࣮ߋͼมٴରͯ͠Ϟδϡʔϧͷ௥Ճʹޚ
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ਤ 4.1.1: DRAM֦ுͨ͠ CQPHͷߏ੒
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4.2 DRAMઌಡΈΩϟογϡߏػ
DRAMΞΫηε஗ԆΛӅณ͢ΔͨΊʹɼBRAMΛμϒϧόοϑΝͱͯ͠༻͍ͯɼઌಡΈΩϟο
γϡػೳΛ࣮૷͢Δɽਤ ॲཧࢉΑ͏ʹɼBRAMόοϑΝ͸ɼҰํͰ΢Οϯυ΢ू໿ԋࣔ͢ʹ4.2.1
Λ࣮͍ͯ͠ߦΔؒʹɼ΋͏ҰํͷόοϑΝʹDRAM͔Β࣍ʹඞཁͳϖΠϯू໿ԋ݁ࢉՌΛઌʹಡ
Έग़͓ͯ͘͜͠ͱͰ஗ԆΛӅณ͢Δɽ
ͨ͠༺࢖ FPGAϘʔυͷ༷࢓ʹΑΓɼDRAMʹରͯ͠ 1౓ͷίϚϯυͰసૹ͞ΕΔσʔλྔ͸
େ࠷ 4KByteͰ͋ΔɽDRAM΁ͷΞΫηεճ਺ΛՄೳͳݶΓগͳ͘͢ΔͨΊʹɼDRAM΁ͷσʔ
λసૹαΠζ͸ 4KByteʹݻఆ͍ͯ͠ΔɽͦͷͨΊɼ4KByte෼ͷϖΠϯू໿ԋ݁ࢉՌͰ͋Δ 512
Λݸঢ়ଶͰ͸ɼ512ظ୯ҐͰDRAM͔ΒಡΈग़͠ɼͦΕͧΕͷBRAMόοϑΝʹ֨ೲ͢Δɽॳݸ
ยํͷ BRAMʹ֨ೲ͠ɼ࣍ʹඞཁͳ Λ΋͏Ұํͷݸ512 BRAMʹ֨ೲ͢Δɽ·ͨɼҰํͷϖΠ
ϯू໿ԋ݁ࢉՌΛ͍࢖੾ͬͨΒɼ΋͏ҰํʹॲཧΛ੾Γସ͑ɼ΢Οϯυ΢ू໿ԋࢉΛ࣮͠ߦͳ͕
Βɼ͍࢖੾ͬͨํΛ৽͍͠ϖΠϯू໿ԋ݁ࢉՌͱೖΕସ͑Δɽ
DRAM

BRAM
0
BRAM
1
	 
DRAM
DRAM

BRAM
0
BRAM
1
	 
DRAM

ਤ 4.2.1: DRAMઌಡΈΩϟογϡߏػ
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4.3 தؒू໿ԋ݁ࢉՌͷ֨ೲ
΢Οϯυ΢ͷϨϯδ஋͕େ͖͘ɼ͔ͭεϥΠυ஋͕খ͍͞৔߹ɼ΢Οϯυ΢ؒͰॏෳ͢ΔϖΠ
ϯ਺͕૿Ճ͢Δɽͦ͜Ͱɼ΢Οϯυ΢ؒͰॏෳͨ͠ෳ਺ͷϖΠϯू໿ԋ݁ࢉՌΛதؒू໿ԋ݁ࢉ
Ռ (ѹॖϖΠϯ)ͱͯ͠อ࠶ͯ࣋͠ར༻͢Δ͜ͱͰɼ1ճͷ΢Οϯυ΢ू໿ԋࢉͷؒ࣌Λ୹ॖ͢Δɽ
·ͨɼݸผͷϖΠϯू໿ԋ݁ࢉՌͰͳ͘ɼѹॖϖΠϯΛBRAM্ʹอ࣋͢Δ͜ͱͰɼDRAM΁ͷ
ΞΫηεස౓ΛݮΒ͢͜ͱ͕Ͱ͖Δɽ
ਤ 4.3.1ʹϨϯδ͕ 1024ඵɼεϥΠυ͕ 1ඵͷ࣌ͷεϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉͷॲཧ
ྫΛࣔ͢ɽਤ 4.3.1ͷ΢Πϯυ΢ 0ͱ 1͸ɼ1023ݸͷϖΠϯ͕ू໿ԋࢉͷൣғͱͯ͠ॏෳ͢Δɽຊ
࣮૷Ͱ͸ɼਤ 4.3.1தʹӨ෇͖Ͱൣͨࣔ͠ғͷ ՌΛ݁ࢉ෼ͷϖΠϯू໿ԋݸ512 ͷѹॖϖΠϯݸ1
ʹ͠ɼBRAMʹอ࠶ͯ࣋͠ར༻͢Δɽ
Window 0
Window 1
Window 511

Compressed Pane 0
Range=1024
Slide
=1×511
Compressed Pane 1

Pane



Slide=1
ਤ 4.3.1: εϥΠσΟϯά΢Οϯυ΢ू໿ԋࢉʢRange=1024ඵɼSlide=1ඵʣͱѹॖϖΠϯʢ512ݸ
෼ͷϖΠϯू໿ԋ݁ࢉՌʣ
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4.4 ϋʔυ΢ΣΞ࣮૷
DRAM֦ுͨ͠CQPHΛ࣮૷ͨ͠ϋʔυ΢ΣΞߏ੒Λਤ ݁ࢉܭɽ੨৭ͷ໼ҹ͸్தࣔ͢ʹ4.4.1
ՌͷྲྀΕɼ੺৭ͷ໼ҹ͸ग़ྗ݁ՌͷྲྀΕΛද͢ɽޫωοτϫʔΫ͔Βྲྀೖ͢Δσʔλ͸DSPE-GϞ
δϡʔϧΛܦ༝͠ɼू໿ԋࢉϞδϡʔϧʢCQPHʣʹೖྗ͞ΕΔɽຊ࣮૷ʹ͓͍ͯ࢖༻ͨ͠ FPGAͷ
಺෦όεͷ෯͸ 256bitͷͨΊɼ128bitͷλϓϧΛ 2ͭͱͯ͠σʔλసૹΛ͏ߦɽDSPE-GϞδϡʔ
ϧͰ͸ 256bit͔Β 128bitʹม͠׵ɼॲཧߏػͰ͋ΔCQPHʹ͸ 128bitͷλϓϧͱͯ͠ೖྗ͞ΕΔɽ
CQPH͸్த݁ࢉܭՌΛ DRAM-RWϞδϡʔϧΛ༻͍Δ͜ͱͰ DRAMʹॻ͖ࠐΈɼಡΈग़͢͠
Δɽ͔͠͠ɼෳ਺ͷू໿ԋࢉύΠϓϥΠϯ͕ଘ͢ࡏΔͨΊɼArbiterϞδϡʔϧʹΑͬͯॲཧͷௐ
ఀΛ͏ߦɽArbiterϞδϡʔϧͰ͸ɼू໿ԋࢉύΠϓϥΠϯͷ൪߸͕খ͍͞ॱʹॱ൪ʹॲཧΛ͏ߦɽ
CQPHͰͷू໿݁Ռ͸Output ControllerϞδϡʔϧʹΑͬͯDRAMʹॻ͖ࠐ·Εɼϋʔυ΢ΣΞ
ͷεςʔλε৘ใʹؔͯ͠͸,ϩʔΧϧϨδελΞϨΠʢLRAʣʹॻ͖ࠐ·ΕΔɽHost͔ΒDRAM
ͱ͕Ͱ͖ΔͨΊDRAMʹ֨ೲ͞Εͨग़ྗ݁Ռ͜͏ߦΛޚͼɼϨδελʹରͯ͠ιϑτ΢ΣΞ੍ٴ
ΛಡΈग़֬͠ೝ͢Δ͜ͱ͕Ͱ͖Δɽ
DRAMC
CQPH
DRAM
APX7142 FPGA board
GiGAC
Host
Net
work
PCIe
BRAM
Arbiter
DRAM
RW 
Output
Controller
Internal Bus
DSPE-G
FPGA
LRA
ਤ 4.4.1: ϋʔυ΢ΣΞߏ੒
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CQPH಺ͷ DRAM֦ுͨ͠ϖΠϯόοϑΝϞδϡʔϧΛਤ ৭ͷ໼ҹ͸ϖΠϯࠇɽࣔ͢ʹ4.4.2
Ϩϕϧू໿ԋ͔ࢉΒͷϖΠϯू໿ԋ݁ࢉՌͷೖྗΛද͢ɽϖΠϯू໿ԋ݁ࢉՌ͸ɼIntermediate
AggregationϞδϡʔϧɼIMCϞδϡʔϧͷϖΠϯόοϑΝɼDRAM FIFO WrapperϞδϡʔϧͷ
Write FIFOʹೖྗ͞ΕΔɽDRAM FIFO WrapperϞδϡʔϧͰ͸ɼWrite FIFOΛ༻͍DRAM΁ૹ
Δɽ·ͨɼRead FIFOΛ༻͍DRAM͔Βड͚औΓɼIMCϞδϡʔϧͷϖΠϯόοϑΝʹอଘ͢Δɽ
Intermediate AggregationϞδϡʔϧͰ͸ɼ4.3Ͱઆ໌ͨ͠தؒू໿ԋࢉΛ͍ߦɼIMCϞδϡʔϧͷ
IMAόοϑΝʹѹॖϖΠϯΛอଘ͢ΔɽIMCϞδϡʔϧͰ͸ɼ΢Οϯυ΢ू໿ԋࢉͰඞཁͳϖΠ
ϯɼѹॖϖΠϯΛग़ྗ͢Δɽ
IMC_module
pane_buffer
dram_fifo_wrapper
write_fifo
read_fifo
intermediate
_aggregation
IMA_buffer
Intermediate_wrapper
input
output
from DRAM
to DRAM
ਤ 4.4.2: DRAM֦ுͨ͠ϖΠϯόοϑΝ
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4.5 ޫωοτϫʔΫΛ༻͍ͨετϦʔϜσʔλͷ഑෍ํ๏
ਤ4.5.1ʹɼ4ϊʔυߏ੒ͷϚϧνϊʔυ࣮ߦͷྫΛࣔ͢ɽ1୆Λσʔλૹ৴༻ϊʔυͰ͋ΔMaster
ϊʔυɼͦΕҎ֎Λड৴༻ϊʔυͰ͋Δ Slaveϊʔυͱ͢Δߏ੒ͰͷγεςϜΛߏங͢Δ. ೖྗε
τϦʔϜͷ഑෍͸ɼFPGAϘʔυؒΛ઀ଓ͢Δઐ༻ޫωοτϫʔΫͷϦϯάܕͷϒϩʔυΩϟε
τωοτϫʔΫΛ༻͍ͯ͏ߦɽ͜Ε͸ɼAVAL DATAࣾ੡ͷ FPGAϘʔυAPX-7142ʹΑΔGiGA
CHANNEL[14]Ͱ࣮͢ݱΔɽ·ͨɼ࣮ݧखॱΛࣔ͢ɽ
(1). Slaveϊʔυʹରͯ͠ Node ID 0ʙ2ΛׂΓৼΔɽ
(2). Slaveϊʔυʹରͯ͠ CQPHΛ࣮૷͢Δɽ
(3). MasterϊʔυͷHostʹͯ Slaveϊʔυʹ഑ΔͨΊͷೖྗσʔλͰ͋Δ input dataͱ Slaveϊʔ
υͷग़ྗ݁ՌͰ͋Δ output dataͱൺֱ͢ΔͨΊͷσʔλͰ͋Δ expected resultΛੜ੒͢Δɽ
(4). input dataΛ APX7142ͷMasterϊʔυͷϝϞϦʹసૹ͢Δɽ
(5). input dataΛ GiGa CHANNELܦ༝Ͱ SlaveϊʔυͦΕͧΕʹసૹ͢Δɽ
(6). ֤ Slaveϊʔυͷ CQPH͸ॲཧ݁Ռ output dataΛϝϞϦʹॻ͖ग़͢ɽ
(7). ֤ Slaveϊʔυͷ Hostʹ output dataΛసૹ͢Δɽ
(8). MasterϊʔυͷHostʹ֤Slaveϊʔυͷoutput dataΛసૹ͠ɼൺֱ༻ͷσʔλͰ͋Δ expected
resultͱൺֱ݁͠Ռ͕Ұக͢Δ͜ͱΛ֬ೝ͢Δɽ
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CQPH0 CQPH1 CQPH2FPGA
PCIe
(2)
Host A Host DHost B Host C
APX7142
Master
APX7142
Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
PCIe
input 
data
expected 
reslut
(3)
Host A Host DHost B Host C
APX7142
Master
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Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
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(4)
Host A Host DHost B Host C
APX7142
Master
APX7142
Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
PCIe
input 
data
expected 
reslut
(5)
Host A Host DHost B Host C
APX7142
Master
APX7142
Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
PCIe output 
data 0
expected 
reslut
output 
data 1
output 
data 2
(6)
Host A Host DHost B Host C
APX7142
Master
APX7142
Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
PCIe
output 
data 0
expected 
reslut
output 
data 1
output 
data 2
(7)
Host A Host DHost B Host C
APX7142
Master
APX7142
Slave0
APX7142
Slave1
APX7142
Slave2
GiGA 
CHANNEL
Ethernet
CQPH0 CQPH1 CQPH2FPGA
PCIe
output 
data 0
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output 
data 1
output 
data 2
aoutput dataexpected 
result	(8)
ਤ 4.5.1: खॱݧ࣮
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ୈ5ষ ධՁ
5.1 CQPHͷཧ࿦ੑೳ
ετϦʔϜσʔλͷೖྗεϧʔϓοτ͸ɼωοτϫʔΫͷ଎౓ʹࠨӈ͞ΕΔɽCQPHͷཧ࿦্
ͷϐʔΫੑೳΛ Tpeakɼೖྗλϓϧͷσʔλ෯Λ dɼಈ࡞प೾਺Λ f ͱ͢Δͱɼ࣍ͷΑ͏ʹࢉܭͰ
͖Δɽ
Tpeak = d × f (5.1.1)
Ͱ͸ɼೖྗλϓϧͷσʔλ෯ݧճͷ࣮ࠓ 128bitɼಈ࡞प೾਺ 125MHzͳͷͰɼϐʔΫੑೳ͸ 125M
λϓϧ/ඵ (=15.625Gbps)ͱͳΔɽ
5.2 ڥ؀ݧ࣮
5.2.1 ධՁΫΤϦ
ΔධՁΫΤϦΛਤ͍༺ʹݧ࣮ 5.2.1ʹɼධՁΫΤϦͷύϥϝʔλΛද 5.1ʹͦΕͧΕࣔ͢ɽධՁ
ΫΤϦ͸ઌڀݚߦ [4]ͱಉҰͷ΋ͷΛ༻͍ɼΫΤϦύϥϝʔλͱͯ͠͸ࠓճͷ࣮૷վྑͰରԠͨ͠
େ͖ͳ΢Οϯυ΢αΠζΛ௥Ճ͢Δɽ
SELECT Time, Symbol, <AGGREGATE >
FROM Trades [RANGE <WIN_RANGE > tuples
SLIDE <WIN_SLIDE > tuples
WATTR Time]
WHERE Symbol in (<SYMBOL_LIST >)
GROUP BY Symbol
ਤ 5.2.1: ධՁΫΤϦ
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ද 5.1: ΫΤϦύϥϝʔλ
<AGGREGATE > : count(*)ɼmax(Price)ɼmin(Price)ɼ
max(Volume)ɼmin(Volume)
<SYMBOL LIST > : subset of symbols
e.g.ɼ”GOOG”ɼ”AAPL”ɼetcɼ
<WIN RANGE > : 1Mɼ2Mɼ4Mɼ8Mɼ
16Mɼ32Mɼ64M (tuples)
<WIN SLIDE > : 1K (tuples)
5.2.2 ೖྗσʔλߏ੒
ೖྗετϦʔϜ͸ɼNASDAQͰऔҾ͞Ε͍ͯΔূ݊ͷաڈͷࣜגσʔλʹ͍ͯͮجੜ੒͍ͯ͠
Δɽೖྗσʔλ͸ɼਤ ࣔ͢ʹ5.2.2 4ͭͷ 32bitཁૉ SymbolɼPriceɼVolumeɼTime͔ΒͳΔλϓϧ
ͱ͢ΔɽSymbolଐੑ͸ 25छྨͷ໏ฑͷ 1ͭɼPriceଐੑ͸Ձ֨σʔλɼVolumeଐੑ͸ग़དྷߴσʔ
λɼTimeଐੑ͸λΠϜελϯϓΛࣔ͢ɽ
੒ΛਤߏCQPH΁ͷೖྗσʔλͷ͍ͨ༺ʹݧ࣮ ੒͸େ͖͘෼͚ͯߏɽೖྗσʔλͷࣔ͢ʹ5.2.3
3ͭʹ෼͔ΕΔɽ·ͣ࢝Ίʹɼ֤ॲཧϊʔυͰ࣮͢ߦΔͨΊͷΫΤϦ৘ใؚ͕·ΕΔ Config Tuple
͕ೖྗ͞ΕΔɽ࣍ʹɼॲཧର৅ͷ༗ޮͳλϓϧΛؚΉσʔλͰ͋Δ Input Tuple͕ೖྗ͞ΕΔɽInput
Tupleͷೖྗλϓϧ਺͸೚ҙͷ਺Ͱ͋Γɼࠓճ͸ Timeଐੑ஋͕૿Ճ͢ΔॱংͰ 67Mλϓϧͱͨ͠ɽ
EOF෦෼͸ CQPHͷϩδοΫ෦෼ʹରͯ͠ೖྗσʔλͷऴ୺Λ௨஌͢ΔͨΊͷ৘ใͰ͋Δɽத਎
͸શͯ 1ͰຒΊΒΕͨσʔλͱͳ͓ͬͯΓɼCQPHͷϩδοΫ෦෼Ͱݕग़͢Δ͜ͱͰॲཧྃ׬ͷ
εςʔτ΁ભҠ͢Δɽ
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Symbol Price Volume TimeTuple
32bit 32bit 32bit 32bit
 	






ਤ 5.2.2: CQPH΁ͷೖྗλϓϧߏ੒
Config
Tuple
Input
Tuples
EOF
Query Data
Processed Data
(67 Mtuples)
End of stream
128 bit
ਤ 5.2.3: CQPH΁ͷೖྗσʔλߏ੒
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5.2.3 ڥ؀ػࢉܭ
4.1Ͱड़΂ͨ CQPHΛ࣮૷ͨ͠ FPGAϘʔυʢਤ 5.2.4ʣͷεϖοΫΛද 5.2ʹɼू໿ԋࢉΛߦ
͏ͨΊͷ FPGAϘʔυΛ౥ڥ؀ػࢉܭͨ͠ࡌʢਤ 5.2.5ʣΛද ͠ࡌɽFPGAϘʔυΛ౥ࣔ͢ʹ5.3
Λػࢉܭͨ 1ϊʔυͱͯ͠࠷େ 16ϊʔυΛ༻͍ͨڥ؀Ͱ࣮ݧΛͨͬߦɽ
ද 5.2: FPGAϘʔυͷ༷࢓
FPGA Device Stratix V GX
DRAM (DDR3) 800 MHz, 2.0 GB
Network Proprietary GiGA CHANNEL
Optical token ring network 14 Gbps ×2ch
PCIe I/F 2.0 Gen2×8 Lane
Internal Bus Proprietary AVAL-bus 256 bit-width
bus clock 125 [MHz]
ද 5.3: ڥ؀ػࢉܭ
No. of Nodes 1 to 16
CPU Intel Core i7-6700K 4.00GHz
(4C8T)
Memory DDR4 2133 MHz 32.0 GB
Network Intel Ethernet Controller X540-AT2 10Gbps
on board Ethernet 1Gbps
SSD Transcend TS64GSSD370S
FPGA AVAL DATA APX-7142վ
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ਤ 5.2.4: ͨ͠༺࢖ʹݧ࣮ FPGAϘʔυ
ਤ 5.2.5: ڥ؀ػࢉܭͨ͠༺࢖ʹݧ࣮
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5.2.4 ϋʔυ΢ΣΞ࢖༻཰
Δ͢༺࢖ճͷDRAMΛࠓ CQPHͱɼҎલͷ BRAMͷΈΛ࢖༻͢Δ CQPHͷϋʔυ΢ΣΞ࢖༻
཰Λൺֱ͢Δɽਤ 5.2.6ͷԣ࣠͸ɼҰͭͷ FPGAʹ࣮૷͢Δू໿ԋࢉύΠϓϥΠϯ਺Λද͢ɽ͜͜
Ͱ࢖ࣔ͢༻཰͸ɼਤ 3.2.1ɼ4.1.1Ͱͨࣔ͠ CQPHϞδϡʔϧҎ֎ʹɼAVAL DATA͕ࣾఏ͍ͯ͠ڙ
ΔGiGA CHANNEL౳ͷपลϞδϡʔϧ΋શؚͯΜͩ΋ͷͰ͋Δɽର৅ͷ୯Ұ FPGAʹ౥ࡌՄೳ
ͳू໿ԋࢉύΠϓϥΠϯ਺͸ɼBRAM൛ CQPHͰ͸ 32ຊɼDRAM൛ CQPHͰ͸ 16ຊͰ͋ͬͨɽ
͜ͷཧ༝͸ɼ͕ऀޙ DRAMઌಡΈΩϟογϡͱதؒू໿ԋࢉΛ௥Ճͨ͜͠ͱʹΑΔɽ
ࣜ Δɽ·ܾ͕ݶΑ͏ʹɼϖΠϯόοϑΝͷαΠζʹΑΓɼ΢Οϯυ΢αΠζͷ্ͨࣔ͠ʹ(3.2.1)
ू໿ԋࢉύΠϓϥΠϯ਺ 16ຊͷͱ͖ɼBRAM൛CQPHͷϖΠϯ਺͸ 8KϖΠϯɼDRAM൛CQPH
͸ 512KϖΠϯ্͕ݶͱͳΔɽBRAM൛ CQPH͸ϖΠϯू໿ԋ݁ࢉՌΛɼDRAM൛ CQPH͸ѹ
ॖϖΠϯΛ BRAMʹอ࣋͢ΔͨΊɼେ෯ͳ΢Οϯυ΢αΠζͷ֦େʹ͍͕ͯͬܨΔɽ
0
10
20
30
40
50
60
70
80
90
100
2 4 8 16
Re
so
ur
ce
 U
til
iza
tio
n 
[%
]
Number of Aggregation Pipes   
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DRAM CQPH : Total block memory bits
BRAM CQPH : Logic utilization(in ALMs)
BRAM CQPH : Total block memory bits
ਤ 5.2.6: ϋʔυ΢ΣΞ࢖༻཰
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·ͨɼBRAM൛ CQPHʢू໿ԋࢉύΠϓϥΠϯ਺ 2ɼ16ʣͱDRAM൛ CQPHʢू໿ԋࢉύΠϓ
ϥΠϯ਺ 2ɼ16ʣͷϑϩΞϓϥϯͷ݁ՌΛਤ 5.2.7ɼ5.2.8ɼ5.2.9ɼ5.2.10ʹͦΕͧΕࣔ͢ɽ
**DDR3 I/F
*DRAMC
Reg. file
OutputC
CQPH *GiGACHANNEL
**PCIe I/F
*BUSSW
*: IP
**: Altera Megafunction
ਤ 5.2.7: FPGAϑϩΞϓϥϯ݁ՌʢBRAM൛ CQPH2ຊʣ
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Reg. file
**DDR3 I/F
*DRAMC
CQPH
*GiGA
CHANNEL
**PCIe I/F
*BUSSW
OutputC
ਤ 5.2.8: FPGAϑϩΞϓϥϯ݁ՌʢBRAM൛ CQPH16ຊʣ
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**DDR3 I/F
*DRAMC
Reg. file
OutputC
*GiGA
CHANNEL
**PCIe I/F
*BUSSW
CQPH
DRAM RW
DSPE-G
Arbiter
ਤ 5.2.9: FPGAϑϩΞϓϥϯ݁ՌʢDRAM൛ CQPH2ຊʣ
26
**DDR3 I/F
*DRAMC
**PCIe I/F
DRAM RW
*BUSSW
Reg. file
ArbiterDSPE-G
CQPH
*GiGA
CHANNEL
OutputC
ਤ 5.2.10: FPGAϑϩΞϓϥϯ݁ՌʢDRAM൛ CQPH16ຊʣ
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5.3 ೖྗεϧʔϓοτධՁ
େೖྗεϧʔϓοτ͸ɼετϦʔϜσʔλΛऔΓ͜΅͢͜ͱͳ͘࠷ CQPH͕ॲཧͰ͖Δσʔλ
ͷೖྗ଎౓Λҙຯ͢Δɽਤ 5.3.1ʹɼू໿ԋࢉΛ࣮͢ߦΔ FPGAϘʔυ౥ࡌ PCͷϊʔυ਺Λ 1͔
Β 15ʹ૿Ճͨ͠৔߹ͷετϦʔϜσʔλͷ഑৴εϧʔϓοτͱ֤ FPGA಺ͷCQPHʹ͓͚Δू໿
ԋࢉεϧʔϓοτΛࣔ͢ɽͳ͓ɼ֤ FPGAͷू໿ԋࢉύΠϓϥΠϯ਺͸ 16ɼධՁΫΤϦͷ΢Οϯ
υ΢αΠζ 16MλϓϧͰɼDRAM΁ͷΞΫηε͕ඞཁͳ΢Οϯυ΢αΠζΛ༻͍ͨɽ࣮ݧʹ༻͍
ͨ FPGAؒ઀ଓωοτϫʔΫ͸ɼGiGA CHANNELͷ༷࢓ʹΑΓτʔΫϯϦϯάํࣜͷϒϩʔυ
Ωϟετ໢ͱͳ͍ͬͯΔɽ͜ͷͨΊɼϊʔυ਺͕૿͑ΔͱϦϯάΛҰप͢Δڑ཭ɼσʔλΛ౉͢
ϊʔυ਺͕૿Ճ͢ΔͨΊϨΠςϯγ͕େ͖͘ͳΓɼετϦʔϜσʔλͷ഑৴εϧʔϓοτ͕௿Լ
͢Δɽ·ͨɼ5.1Ͱड़΂ͨ௨ΓCQPHʹ͓͚Δू໿ԋࢉͷཧ࿦ੑೳ͸ 125Mλϓϧ/ඵͰ͋Γɼॲཧ
ϊʔυ਺ 1ͷ৔߹͸ CQPH͕΄΅ཧ࿦ੑೳ௨Γͷू໿ԋࢉεϧʔϓοτͰಈ͍ͯ͠࡞Δɽϊʔυ
਺͕૿Ճ͢ΔʹͭΕͯετϦʔϜσʔλͷ഑৴εϧʔϓοτ͕খ͘͞ͳΓɼͦΕʹͭΕͯू໿ԋࢉ
εϧʔϓοτ΋ετϦʔϜσʔλͷೖྗεϧʔϓοτͱಉ౳ͱͳΔɽ͜ΕΒͷ͜ͱ͔ΒɼDRAM
Λ͏࢖େ͖ͳ΢Οϯυ΢αΠζͰ΋ BRAM൛ CQPHಉ༷ʹɼ̍ೖྗλϓϧ/ΫϩοΫαΠΫϧͷ
଎౓Ͱू໿ԋߦ࣮ࢉͰ͖Δ͜ͱ͕෼͔Δɽ
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ਤ 5.3.1: ετϦʔϜσʔλͷ഑৴ͱू໿ԋࢉͷεϧʔϓοτ
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ɼॲཧϊʔυ਺Λʹ࣍ 1ɼ΢Οϯυ΢αΠζΛ 16MλϓϧͰɼ୯Ұ FPGA্Ͱಉ͢ߦ࣮࣌ΔΫ
ΤϦ਺Λ૿Ճͤͨ͞৔߹ΛධՁ͢Δɽ୯Ұ FPGAʹ࣮૷Մೳͳ࠷େू໿ԋࢉύΠϓϥΠϯ਺͸ 16
ͳͷͰɼGroup-byͳ͠ͷू໿ԋࢉΫΤϦͰ͋Ε͹ผʑͷΫΤϦΛ֤ू໿ԋࢉύΠϓϥΠϯͰฒྻ
Δ͜ͱ͕Ͱ͖Δɽਤ͢ߦ࣮ 5.3.2ʹɼGroup-byͳ͠ͷΫΤϦ਺Λ 1,2,4,8,16ͱม͑ͨ৔߹ʹରԠՄ
ೳͳετϦʔϜσʔλͷ࠷େೖྗεϧʔϓοτΛࣔ͢ɽ֤ΫΤϦΛผʑͷू໿ԋࢉύΠϓϥΠϯ
Ͱฒྻ࣮ߦՄೳͳͨΊɼCQPHͷ࠷େू໿ԋੑࢉೳͱͳΔ 125Mλϓϧ/ඵͰಈ͢࡞ΔɽGroup-by
͋ΓͰ͸ɼ1ͭͷΫΤϦͰάϧʔϓ਺෼ͷू໿ԋࢉύΠϓϥΠϯΛ࢖༻͢ΔͷͰɼ4άϧʔϓͰ͸
ΫΤϦ਺Λ 1ɼ2ɼ4ͱ͠ɼ8άϧʔϓͰ͸ΫΤϦ਺Λ 1ɼ2ͱͯ͠ධՁΛ͏ߦɽਤ 5.3.3ʹGroup-by
͋Γͷ݁ՌΛࣔ͢ɽάϥϑ͔ΒDRAMΛ͏࢖େ͖ͳ΢Οϯυ΢αΠζʹରͯ͠΋ɼಉߦ࣮࣌ΫΤ
Ϧ਺΍άϧʔϓ਺ʹؔ܎ͳ͘ɼCQPHͷू໿ԋࢉεϧʔϓοτ͕ҡ࣋͞ΕΔ͜ͱ͕֬ೝͰ͖Δɽ
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ਤ 5.3.2: CQPHͷεϧʔϓοτ:Group-byͳ͠
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ਤ 5.3.3: CQPHͷεϧʔϓοτ:Group-by͋Γʢ4άϧʔϓɼ8άϧʔϓʣ
30
5.4 ιϑτ΢ΣΞ࣮ߦͱͷൺֱ
CQPHͷϋʔυ΢ΣΞੑೳΛ C++ϓϩάϥϜʹΑΓಠ࣮ࣗ૷ͨ͠ू໿ԋࢉιϑτ΢ΣΞͱൺֱ
͢Δɽू໿ԋࢉιϑτ΢ΣΞ͸ PCΫϥελͰಈ͠࡞ɼϊʔυ಺͸ OpenMPʹΑΔ 8εϨουͰ
ू໿ԋࢉΛ࣮͠ߦɼϊʔυؒ௨৴ʹ͸MPIΛ༻͍ɼೖྗετϦʔϜͷ഑෍Λ͏ߦɽ·ͨɼωοτ
ϫʔΫ଎౓͕ϘτϧωοΫͱͳΒͳ͍৚݅Ͱू໿ԋࢉͷ࠷େεϧʔϓοτΛଌఆ͢ΔͨΊɼೖྗ
ετϦʔϜ͸ɼPCͷओهԱͰ͋ΔDRAMʹಡΈࠐΜͩঢ়ଶ͔Βଌఆ͢Δɽਤ 5.4.1ʹ݁ՌΛࣔ͢ɽ
͸ɼॲཧϊʔυ਺Λݧ࣮ 1ɼΫΤϦ਺ (Group-byͳ͠)Λ 16ͱ͠ɼ΢Οϯυ΢αΠζΛมԽͤͯ͞
ू໿ԋࢉεϧʔϓοτΛൺֱ͢Δɽਤ 5.4.1ΑΓɼCQPHͷεϧʔϓοτ͸΢Οϯυ΢αΠζʹΑ
ΒͣҰఆͰ͋ΔɽͦͷҰํɼιϑτ΢ΣΞ͸΢Οϯυ΢αΠζ͕େ͖͘ͳΔ΄Ͳεϧʔϓοτ͕
௿Լ͍ͯ͠Δɽ͜Ε͸ɼ΢Οϯυ΢αΠζ͕େ͖͍΄ͲCPUͷ L1σʔλΩϟογϡώοτ཰͕མ
ͪΔͨΊͰ͋Δɽ·ͨɼ
ɽΫΤϦ਺͏ߦϊʔυ਺ΛมԽͤͨ͞৔߹ͷධՁΛߦ࣮ࢉɼPCΫϥελ্ͷू໿ԋʹ࣍ (Group-
byͳ͠)Λ 16ɼ΢Οϯυ΢αΠζΛ 64Mλϓϧʹͨ͠৔߹ͷ݁ՌΛਤ ɽਤࣔ͢ʹ5.4.2 5.4.2ΑΓɼ
CQPH͸ྑ޷ͳ୆਺ޮՌΛࣔ͢ɽ·ͨɼCQPH͸ιϑτ΢ΣΞʹൺ΂ͯ 30ʙ40ഒߴ଎ͳॲཧ͕Մ
ೳͰ͋Δ͜ͱ͕෼͔Δɽ
0
20
40
60
80
100
120
1 2 4 8 16 32 64Th
ro
ug
hp
ut
 [M
tu
pl
es
/s
]
Winodw Size [Mtuples] 
CQPH Software(C++)
ਤ 5.4.1: CQPHͱιϑτ΢ΣΞͷεϧʔϓοτൺֱ
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ਤ 5.4.2: ϊʔυ਺ʹର͢Δ୆਺ޮՌ
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5.5 Ωϟογϡώοτ཰
LinuxੑೳղੳπʔϧͰ͋Δ perfΛ༻͍ͯɼू໿ԋࢉιϑτ΢ΣΞͷ CPUͷΩϟογϡώοτ
཰ΛධՁ͢ΔɽCPUͷ L1σʔλΩϟογϡώοτ཰ͷ݁ՌΛਤ 5.5.1ʹɼશମͷΩϟογϡώοτ
཰ͷ݁ՌΛਤ 5.5.2ʹͦΕͧΕࣔ͢ɽL1σʔλΩϟογϡώοτ཰Ͱ͸ɼ΢Οϯυ΢αΠζ͕େ͖
͘ͳΔ΄Ͳώοτ཰͕௿Լ͢Δɽ͜Ε͸ɼ΢Οϯυ΢͕େ͖͍΄Ͳ L1σʔλΩϟογϡʹࡌΓ͖
Βͳ͍ͨΊͰ͋ΔɽҰํɼશମͷΩϟογϡώοτ཰Ͱ͸ɼώοτ཰͕ҰఆͰ͋ΔɽΩϟογϡશ
ମͰ͋Ε͹ɼ΢Οϯυ΢͕ࡌΓ͖ΔͨΊͰ͋Δɽ
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ਤ 5.5.1: CPUͷ L1σʔλΩϟογϡώοτ཰
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ਤ 5.5.2: CPUͷΩϟογϡώοτ཰
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5.6 ϨΠςϯγධՁ
DRAM൛ CQPHͷϨΠςϯγධՁΛ͢ΔɽDRAM൛ CQPH͸ɼ΢Οϯυ΢ू໿ԋࢉͷ֦ுΛ
૊ΈΛಋೖ͍ͯ͠ΔͨΊɼBRAM൛࢓ͳ͍ͬͯΔɽ͔͠͠ɼ஗ԆΛӅณ͢Δߦ CQPHͱϨΠςϯ
γ͸มΘΒͳ͍ɽϨΠςϯγ͸ɼλϓϧ͕ԋߏػࢉʹೖྗ͞Ε͔ͯΒग़ྗ͕ੜ੒͞ΕΔ·ͰͷΫ
ϩοΫαΠΫϧ਺Ͱଌఆ͞ΕΔɽද 5.6.1ʹ CQPHͷϞδϡʔϧຖͰͷϨΠςϯγΛࣔ͢ɽNG͸
Group-by ManagerϞδϡʔϧͷ਺ɼNS ͸ UnionϞδϡʔϧͷύΠϓϥΠϯεςʔδͷ਺Λද͢ɽ
άϧʔϓԽٴͼ΢Οϯυ΢ԽͰ͸ɼͦΕͧΕͷ΢Οϯυ΢ͷޙ࠷ͷλϓϧΛݟΔલʹग़ྗΛੜ੒͢
Δ͕͜Ͱ͖ͳ͍ɽ͕ͨͬͯ͠ɼϨΠςϯγ͸ɼೖྗ΢Οϯυ΢Λด͔ͯ͡Β࠷ॳͷग़ྗλϓϧ͕ੜ
੒͞ΕΔ·ͰͷΫϩοΫαΠΫϧ਺ͱͯ͠ఆٛ͞ΕΔɽද 5.6.1Ͱ͸ɼԼݶ͸࠷ॳͷग़ྗλϓϧͷ
ϨΠςϯγΛࣔ͠ɼ্ݶ͸֤΢Οϯυ΢ͷޙ࠷ͷग़ྗλϓϧʹରԠ͢ΔɽNS = 1ͷ࣌ɼCQPH͸
13ΫϩοΫαΠΫϧͰ֤΢Οϯυ΢ͷग़ྗλϓϧΛੜ੒͢Δɽຊ࣮૷Ͱ͸ɼಈ࡞प೾਺͸ 125MHz
ͳͷͰɼϨΠςϯγ͸ 104φϊඵͱͳΔɽ
 : Y.Oge (2015 : 64) 5.2
ਤ 5.6.1: ϞδϡʔϧຖͰͷϨΠςϯγ
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ୈ6ষ ݁࿦
ຊڀݚͰ͸ɼFPGAΛ༻͍ͨετϦʔϜσʔλू໿ԋࢉΛର৅ͱͨ͠ઐ༻ϋʔυ΢ΣΞ CQPH
ͱରԠՄೳͳ΢Οϯυ΢αΠζͷ֦େʹ͍ͭͯड़΂ͨɽ۩ମతʹ͸ɼFPGAϘʔυ্ͷΦϑνοϓ
DRAMΛ༻͍ͯ CQPH಺෦ͷόοϑΝΛ֦ு͢Δ͜ͱͰ͜ΕΛ࣮ͨ͠ݱɽ·ͨɼDRAMΛར༻
͢Δ৔߹ʹੜ͡ΔΞΫηε஗ԆΛӅณ͢Δ࢓૊ΈΛಋೖͨ͠ɽ
ΑΓɼ୯Ұʹݧ࣮ FPGAϘʔυͰ͸΢Οϯυ΢αΠζΛ֦େͯ͠΋BRAM൛CQPHͱಉ౳ͷू
໿ԋࢉεϧʔϓοτͰಈ͠࡞ɼϚϧνϊʔυ FPGAڥ؀Ͱ͸ωοτϫʔΫͷετϦʔϜσʔλೖ
ྗεϧʔϓοτʢ࠷େ 1ೖྗλϓϧ/CQPHͷΫϩοΫαΠΫϧʣͰಈ͢࡞Δ͜ͱΛ֬ೝͨ͠ɽ·
ͨɼಠ࣮ࣗ૷ͨ͠ू໿ԋࢉιϑτ΢ΣΞΑΓ΋ CQPH͸ 30ʙ40ഒߴ଎Ͱ͋ͬͨɽ
ͷσʔλετϦʔϜͰ͸ͳ͍ɽ࣮γεςࡍͰ༻͍ͨσʔλετϦʔϜ͸ҰछྨͰ͋Γɼ࣮ݧ࣮
ϜΛͨ͑ߟ৔߹ɼ͞·͟·ͳ࣮ࡍͷΞϓϦέʔγϣϯͱσʔλετϦʔϜͰͷ࣮͕ݧඞཁͰ͋Δɽ
·ͨɼGiGA CHANNELΛ༻͍ͨޫωοτϫʔΫ΋Ұൠతͳ઀ଓωοτϫʔΫͱ͸͍ݴ೉͍ɽࠓ
ͷ՝୊ͱͯ͠ɼϦΞϧΞϓϦέʔγϣϯ΁ͷԠ༻ͱޙ GiGA CHANNELҎ֎ͷωοτϫʔΫ઀ଓ
FPGAʹର͢Δ࣮૷͕͛ڍΒΕΔɽ
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ࣙँ
ຊͯ͠ࡍʹڀݚɼ೤৺ͳ͝ࢦಋΛ௖͖·ͨ͠٢Ӭ౒ڭतʹँײͷҙΛද͠·͢ɽڀݚੜ׆Λ௨
༷ͯ͡ʑͳࢦఠɼྗڠΛԼ͍͞·ͨ͠٢Ӭࣨڀݚɼྗࡦ໦֨ࣨڀݚͷօ༷ʹɼް͘ྱޚਃ্͛͠
·͢ɽ·ͨɼڀݚ಺༰ʹؔͯ͠ࢦఠΛ͍ͩ͘͞·ͨ͠ AVAL DATAࣾͷాࣉ༞ଠ͓ࢯΑͼ TISג
ਃ্͛͠·͢ɽँײ͘ਂʹࢯ૱ਅݟձࣾͷ٢ࣜ
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