Spatial concurrent linear models, in which the model coefficients are spatial processes varying at a local level, are flexible and useful tools for analyzing spatial data. One approach places stationary Gaussian process priors on the spatial processes, but in applications the data may display strong nonstationary patterns. In this article, we propose a Bayesian variable selection approach based on wavelet tools to address this problem. The proposed approach does not involve any stationarity assumptions on the priors, and instead we impose a mixture prior directly on each wavelet coefficient. We introduce an option to control the priors such that high resolution coefficients are more likely to be zero. Computationally efficient MCMC procedures are provided to address posterior sampling, and uncertainty in the estimation is assessed through posterior means and standard deviations. Examples based on simulated data demonstrate the estimation accuracy and advantages of the proposed method. We also illustrate the performance of the proposed method for real data obtained through remote sensing.
arises when the input and output are represented by images consisting of large numbers of pixels, as might be obtained in remote sensing (satellite) imagery. A particular example consists of gypsy moth defoliation data which were obtained by satellite from a region in the Appalachian Mountains in June-July 2006 (see Townsend et al. 2004 for more details). For these data, the response is an image representing gypsy moth defoliation rates of oak trees. It is of interest to relate these rates to elevation, which can also be represented as an image (Fig. 1) . Several authors have observed that defoliation rate generally increases with elevation (see, e.g., Kleiner and Montgomery 1994) . Zhang et al. (2011) assessed that relationship by using a concurrent linear model with general form y(s) = A(s) + x 1 (s)B 1 (s) + · · · + x K (s)B K (s) + (s),
( 1.1) where s indicates a spatial location, A is the intercept surface, B 1 , . . . , B K are the slope surfaces, and (s) indicates the error term. In the defoliation rate data (Fig. 1) , K = 1. One challenge with these data is the very large number of observations, and the potentially large number of parameters to estimate. Zhang et al. (2011) applied a wavelet transformation to both the intercept and slope surfaces and proposed using LASSO to estimate the model parameters. Besides computational facility, Zhang's approach does not require the coefficient surfaces A, B 1 , . . . , B K to be stationary, and hence, can be applied to a broad range of situations such as the defoliation rate data displayed in Fig. 1 which appears to involve complex nonstationary patterns. However, it is hard to use Zhang's approach to conduct inference, which is the motivation of the present work. In this paper, we consider two major generalizations. First, we expand on the work of Zhang et al. (2011) by using a Bayesian framework based on Bayesian variable selection (BVS) that allows for more direct inferences on the estimates. Second, this naturally results in a generalization of previous work on BVS in The left panel is the image of centered-and-scaled defoliation rate and the right panel is the image of scaled elevation. Low to high data values are represented by black to white tones. The defoliation rate and elevation, respectively represent the proportion of defoliated forest and height on a per-pixel basis, and both of the images have 30 m pixel resolution. The defoliation rate data were obtained through Landsat satellite imaging and the elevation data were obtained by the National Elevation Data set of the US Geological Survey the wavelet-based one-dimensional time setting to a two-dimensional spatial setting. The result is an approach that is flexible and efficient for modeling the relationships between image data involving complex patterns. Furthermore, to address the large sample size and complex dependence structure of these spatial data, we implement an efficient Gibbs sampler. Because we reply on Zhang's modeling strategy in this paper, we briefly outline some notions of wavelets. We also briefly review some previous work on BVS.
Wavelets are sets of functions whose shifts and scales form a set of basis functions. In particular, a bivariate wavelet consists of three functions denoted by ϕ r for r = 1, 2, 3. When the ϕ r s are chosen correctly, any two-dimensional square integrable function f can be represented by the following approximation,
where J is the maximal level of decomposition, ϕ r jk (s) = 2 j ϕ r (2 j s − k) is the scaleand-shift transform of function ϕ r , and j = {(k 1 , k 2 )| k 1 , k 2 = 0, 1, . . . , 2 j − 1} is the index set for k at resolution level j. {ϕ r jk } is called the wavelet basis and { f 0 , f r jk } are the wavelet coefficients. The transform from f to { f 0 , f r jk } is called the twodimensional discrete wavelet transform (DWT). If we want to include more details or information from the image f , a large J is preferred, and in fact, when J goes to infinity, the representation (1.2) will be exact (see Daubechies 1992) , which means that all of the information on f is included. When f is locally flat, a DWT can result in a very sparse coefficient set in the sense that most of the wavelet coefficients of f are zero.
A special example is the Haar wavelet, which generates orthonormal wavelet basis functions being constant on their supports. Using Haar wavelet, we can express A(s) = W (s)a and B k (s) = W (s)b k , where a and b k are d-dimensional vectors of wavelet coefficients, and W (s) is a row vector of length d corresponding to the Haar DWT at location s. Note that if J -level wavelet expansions are used, then d = 4 J +1 . Therefore, the total number of wavelet coefficients is m = (K + 1)d = (K + 1)4 J +1 . If n pixles of the image are observed, then model (1.1) can be rewritten as
,1≤i≤n is an n × K matrix, and x k is the kth component of x. In order to capture fine details, m might be large. Next, we briefly review some references on BVS. Unless otherwise stated, we use β j for j = 1, . . . , m to denote the components of β. One version of BVS was proposed by George and McCulloch (1993) , based on the model (a) y|β, σ 2 ∼ N (Xβ, σ 2 I ),
where c j > 0, τ 2 j > 0 and p j ∈ (0, 1) are fixed, "ind." means independence and "cond. ind." means conditional independence. Each γ j is a 0-1 variable and γ j and 0 are related with inclusion and exclusion of β j , respectively when τ j s and c j s are set at a small and a large value, respectively. The authors gave procedures for selecting c j and τ 2 j and defined the best model to beγ = arg max γ p(γ |data). A Gibbs sampler was used for computations. Different BVS procedures have been proposed based on variations of (a)-(c). For instance, Smith and Kohn (1996) applied BVS to spline regression models. They assumed that a signal vector f = ( f (s 1 ), . . . , f (s n )) was observed with noise and considered the model y = f + , where y is the vector of observations and is the vector of noise. Using spline basis expansions they rewrote this model as y = Xβ + , where β is a vector of spline coefficients and X is a matrix induced by the spline basis functions. They proposed the following variation of (b),
where δ 0 is the point mass measure at zero and c j > 0 is fixed. Prior (b) is known as the spike and slab prior. They also developed a Gibbs sampler for computation based on the model (a), (b) , (c). Subsequently, Clyde et al. (1998) and Clyde and George (2000) considered similar models in different settings such as the one-dimensional wavelet regression problem. Another strategy for coefficient selection was implemented for Gabor regression over the time domain by Wolfe et al. (2004) . The principal difference in the Gabor approach and the wavelet approach is that the Gabor system forms an over-complete basis whereas the wavelet basis is complete. Wavelet approach is useful since we may choose the wavelet basis to be orthogonal which may result in computational convenience. The authors used Ising and Markov chain priors to model the dependence structure among the Gabor coefficients. In order to accommodate more flexibility, they proposed the following variations of (b) and (c),
where β j s denote the Gabor coefficients, τ 2 j may vary with β j , and p(γ ) varies among the Bernoulli, Ising and Markov chain priors. Then, based on model (a), (b) , (c) , the authors applied a Gibbs sampler to approximate the β j s and τ 2 j s. Other relevant references include Brown et al. (2001) who used BVS based on a one-dimensional wavelet approach to analyze curve data over time, and proposed a Metropolis-Hasting type sampler for posterior computation. Brown et al. (2002) generalized the model proposed by George and McCulloch (1993) to a multi-dimensional situation, and proposed an estimation procedure based on prediction. Nott and Green (2004) discussed several computational issues related to BVS. Yuan and Lin (2005) explored the relationship between LASSO and Bayesian approaches through a variable selection view. Smith and Fahrmeir (2007) proposed a piecewise local linear model to analyze fMRI data, and performed BVS by using Ising priors on each local linear model. Wheeler (2009) proposed geographically weighted LASSO to analyze spatial data. Wheeler and Waller (2009) proposed a Bayesian framework (built upon a parametric model) analogous to ridge regression to analyze spatial concurrent linear model, while the proposed approach here relies on a nonparametric wavelet approach which can capture the local behaviors of the estimates. There are also several theoretical results on BVS including asymptotics of the posterior density: Jiang (2007) , Jiang and Tanner (2008) , in which the authors proved density consistency under some functional metric; and posterior model consistency: Fernández et al. (2001) , Casella et al. (2009 ), Liang et al. (2008 , Moreno et al. (2010) ; and Shang and Clayton (2011) , in which the authors proved that, under suitable conditions, the posterior probability of the true model converges to one as the sample size grows to infinity.
The remainder of this paper is structured as follows. In Sect. 2, two different Bayesian models will be established and the corresponding MCMC algorithms for posterior sampling will be described. In Sect. 3, simulation and real data examples demonstrating the applications of our models and algorithms will be provided. In particular, we discuss the matter of making inferences for the slope and intercept surfaces. Section 4 contains discussion. The Appendix material contains technical details.
Models and algorithms
In this section, we develop our specific modeling approach. To simplify the details, we only consider K = 1 in model (1.1), i.e., only one slope surface is involved, although generalization to multiple slope surfaces is not difficult. Thus, model (1.1) becomes the following model with a single covariate surface x ∼ N (0, σ 2 ). By performing a two-dimensional Haar DWT with maximal level of decomposition J on A and B, model (2.1) can be written as a linear model y = Xβ + , which is a special case of (1.3) when K = 1. Here, X is the n × m design matrix induced by Haar DWT with m = 2(4 J +1 ), ∼ N (0, σ 2 I n ) is an n-vector of errors, and β = [a , b ] with a and b being the (m/2)-vectors of wavelet coefficients corresponding to surfaces A and B.
Instead of imposing stationary prior distributions in the spatial domain of A and B, we assign mixture priors in the wavelet domain β corresponding to the resolution levels, which may produce nonstationary priors for A and B and accommodate more complex structures in spatial domain. Even if the components of β are assumed to be a priori independent, when s =s, A(s) and A(s), B(s) and B(s) may still be spatially correlated. In fact, as s ands become closer in space, A(s) and A(s), B(s) and B(s) will share more common wavelet coefficients in their wavelet expansions, which makes their spatial correlations stronger.
We will consider two different Bayesian models and provide corresponding MCMC algorithms. In both models, we assume y|X, β, σ 2 ∼ N (Xβ, σ 2 I n ),
where ν is a fixed hyperparameter. Let γ = (γ 1 , . . . , γ m ) with γ j s being the 0-1 Bernoulli variables indicating the exclusion and inclusion of β j s. In both models we place Bernoulli priors on γ , i.e., p(γ 1 , . . . ,
is the inclusion probability. However, we consider different priors for β.
Our first Bayesian model requires all the nonzero components of β to possess a common prior variance τ 2 . Given γ and τ 2 , the β j s are independent with mixture priors.
where μ is fixed. Based on Model I, the posterior distribution of (β, γ, σ 2 , τ 2 ) is
where φ is the N (0, 1) probability density function. If τ = σ , then Model I is similar to one proposed by Clyde et al. (1998) and Li and Zhang (2010) . Here we do not assume that the variances of the coefficients are related to σ , which makes our model flexible. A blockwise Gibbs sampler introduced by Godsill and Rayner (1998) and Wolfe et al. (2004) will be used to draw samples from the posterior distribution, as we now describe. Algorithm I. Given a current state (β (t) , γ (t) , σ (t) , τ (t) ).
with X j being the jth column of X and X − j = X 1 , . . . , X j−1 , X j+1 , . . . , X m , and
The derivation of Algorithm I can be found in the Appendix. Unlike the usual nonblockwise Gibbs sampler, Algorithm I involves no matrix inversion, and hence, is computationally efficient when m is moderate. However, when m is large, a direct application of Algorithm I will still be time-consuming because evaluating the quantity u j in step (A) involves intensive matrix multiplication. To address this problem, we notice that
By (2.3), V j can be obtained directly through V j−1 , which is available from the last updating. This effectively avoids unnecessary matrix multiplications in each iteration. A technique similar in spirit to (2.3) to reduce the computational burden was employed by Li and Zhang (2010) , who proposed a non-blockwise Gibbs sampler for high-dimensional structured models. In Model I, the prior variances of the nonzero β j s have been set to be a common hyperparameter τ 2 , which seems restrictive. Our second Bayesian model overcomes this restriction by introducing different prior variances τ 2 j s for β j s. Given γ and τ 2 j s, we assume the β j s are independent with mixture priors as follows:
where μ is fixed. Based on Model II, the posterior distribution of (β, γ, σ 2 , τ 2 1 ,
where φ is the N (0, 1) probability density function. Using the blockwise technique, one can draw posterior samples from p(β, γ, σ 2 , τ 2 1 , . . . , τ 2 m |y, X ) with the following algorithm:
Algorithm II. Given a current state (β (t) ,
The derivation of Algorithm II is similar to that of Algorithm I. Since 2m + 2 parameters have been involved in Model I, while 3m + 1 parameters have been involved in Model II, it takes more time to use Algorithm II than Algorithm I for MCMC sampling. However, Bayesian estimates resulting from Model II may sometimes have better performance than those resulting from Model I, which will be seen in next section. To reduce computational cost, a technique similar to (2.3) will also be applied to Algorithm II.
Numerical results
In this section, we apply the Bayesian methods developed in Sect. 2 to the concurrent linear model (2.1) and illustrate these methods with simulated and real datasets. In Sect. 3.1, we consider the problem of reconstructing both intercept and slope surfaces, and use them to obtain the fitted response surface. We assess the performance of Models I and II through four criteria: squared bias, variance, mean square error for the estimate of the coefficient surface, and mean square error for the response.
Comparison with the LASSO approach proposed by Zhang et al. (2011) will also be demonstrated. In Sect. 3.2, we try to find the locations where the relationship between the response and the covariate is strong. In Sect. 3.3, we apply our methods to gypsy moth defoliation data. Let {s i } n i=1 be the lattice set of locations specified in Sect. 2. Denote A = (A(s 1 ), . . . , A(s n )) and B = (B(s 1 ), . . . , B(s n )) . After obtaining the estimatesâ andb of a and b, we perform an inverse DWT to obtain the estimates of A and B throughÂ = Wâ andB = Wb, where W ∈ R n× m 2 corresponds to the two-dimensional Haar DWT and satisfies W W = I m/2 . The Markov chains simulated from posterior likelihoods (2.2) and (2.4) will converge quickly if the initial points of these chains are carefully selected. Here, we adopt an empirical procedure for this purpose. We first letβ = (X X ) −1 X y be the least squares estimate, then we choose the initial point β (0) for the Markov chains as a draw from N (β,σ 2 I m ) withσ 2 predetermined to be the variance of β (0) .
Assessing the performance of models I and II
We assessed the performance of Models I and II through the numerical results by Algorithms I and II. We chose the true intercept surface to be
and considered two different slope surfaces: (Case I)
and (Case II) B(s 1 , s 2 ) = 4 sin(2π s 1 ) cos(2π s 2 ), for 0 ≤ s 1 , s 2 < 1. To further explore the role played by the covariate surface, three covariate surfaces with different types of oscillation were considered:
We chose J = 3 and generated data from model (2.1) with σ = 1. Therefore, n = 1024 and m = 512. There are 3 nonzero wavelet coefficients for A. In Case I, B is locally flat corresponding to 3 nonzero wavelet coefficients. (Recall that we are using Haar wavelets.) However, in Case II, B has little local flatness and all 256 wavelet coefficients of B are nonzero. We fixed μ = ν = 6. Let {a 0 , a r jk |r = 1, 2, 3, j = 0, 1, . . . , J, k ∈ j } and {b 0 , b r jk |r = 1, 2, 3, j = 0, 1, . . . , J, k ∈ j } be the components of a and b, and γ a 0 = I (a 0 = 0), γ b 0 = I (b 0 = 0), γ a jkr = I (a r jk = 0), γ b jkr = I (b r jk = 0), where j denotes the resolution level of the wavelet coefficients and j denotes the collection of the indexes of the wavelet coefficients at the jth resolution level. We considered the following three different Bernoulli priors for γ .
Prior (1):
Prior (2):
Prior (3):
p(γ a 0 = 1) = p(γ b 0 = 1) = 0.5, p(γ a jkr = 1) = 0.5φ 8 j , p(γ b jkr = 1) = 0.5, r = 1, 2, 3, j = 0, . . . , J, k ∈ j .
Different φ values and the resultant Bernoulli priors can produce difference levels of sparsity in the estimates. Thus, the selection of φ is purely empirical depending on how mush sparsity is expected in the estimates. For instance, if a practitioner expects that the estimate should be fairly sparse, then one can choose to be relatively smaller such as φ = 0.7; otherwise, one may just use φ = 0.9 to produce certain amount of sparsity or even use φ = 1 to fully let the model drive the amount of sparsity in the estimates since φ = 1 corresponds to indifference Bernoulli prior for the coefficients. We considered φ = 1, 0.9, 0.8, 0.7. Note that when φ = 1, Priors (1)-(3) all become indifference priors. We applied Prior (1) to Case I, and applied Priors (2) and (3) to Case II. Prior (1) puts smaller weights on the higher level wavelet coefficients of both surfaces A and B so that they have larger prior probability to be zero, while Priors (2) and (3) only do this for surface A but assign neutral probabilities to the wavelet coefficients of surface B.
For each of the covariate surfaces (3.1)-(3.3) and for both Cases I and II, we repeated the simulations L = 50 times. For the lth replication with l = 1, . . . , L, Markov chains with length 5,000 were generated from the posterior distribution (2.2), and the first 2,500 served as burn-ins. Gelman-Rubin's factors (see Gelman et al. 2003) for all chains were below 1.1, suggesting that all chains converged well. The estimateŝ A l andB l of A and B based on the lth replication were obtained through averaging the last 2,500 posterior samples.
To assess performance, we borrowed an idea from Fan et al. (2010) to calculate the squared bias, variance and mean square errors of the estimates. To state our method, we letÂ l i ,B l i , A i and B i be the values ofÂ l ,B l , A and B at pixels i with {s i } = {(s 1 /100, s 2 /100)|s 1 , s 2 = 0, 1, . . . , 99} being the 100 × 100 uniform grid of pixels over [0, 1) × [0, 1). Thus, there are N = 10 4 pixels being evaluated. Note that {s i } have been chosen to be different from the locations where data were drawn for the purposes of assessing the performance of the estimates at new locations. We define the average squared bias to be
and define the average variance to be 
We first assessed the performance of Model I with Algorithm I. Tables 1 and 2 summarize the average squared bias, variance and mean square error of the estimates by using both Algorithm I and LASSO. Since Priors (2) and (3) coincide with each other when φ = 1, we only recorded the results corresponding to Prior (2) (2011) observed similar effects of the covariate surfaces on the LASSO estimates. We can also see that, for φ = 0.9, 0.8, 0.7, Prior (3) results in smaller M SE A than Prior (2). Compared with LASSO, the Bayesian approach corresponding to Prior (3) produces smaller M SE A , but produces slightly larger M SE B . Third, for both Priors (2) and (3), (2) For the Bayesian approach, Model I with Algorithm I has been implemented and Priors (2) and (3) have been imposed on the vector of Bernoulli variables γ when φ decreases, the average variances of the posterior estimates of both A and B decrease.
To examine Model II with Algorithm II, we repeated the simulations 50 times and each time generated 5000 MCMC samples based on the posterior distribution (2.4). We then treated the first half as burn-ins. Convergence was monitored through Gelman-Rubin's factors. Tables 3 and 4 summarize the results of using Algorithm II.  Comparing Tables 1 and 3, and Tables 2 and 4 Our modeling approach allows for nonstationarity in the B surface, and in particular, it is possible that the relationship between the y and x surfaces vary over space. Therefore, it is of interest to detect the regions where the response has a strong relationship with the covariate. This is equivalent to detecting the locations or pixels on the image where the slopes deviate from zero. To accomplish this, we construct a 100(1 − α)% credible interval for B(s) at each pixel s. If the credible interval at s excludes zero, then that gives evidence that B(s) deviates from zero. Note that the upper and lower bounds of all the credible intervals form two-dimensional surfaces which together we call an uncertainty band. Unlike one-dimensional wavelet regression problem where the graphical demonstration of uncertainty bands is feasible (see, e.g., Chipman et al. 1997) , it is difficult to effectively plot the two-dimensional uncertainty bands. In this section, we use an alternative method to address this difficulty. Before proceeding further, we perform some useful calculations. We denote B i = B(s i ), and let b (1) , . . . , b (T ) be T posterior samples of b, where b denotes the vector of wavelet coefficients of the surface B. Let Model II with Algorithm II has been implemented and Priors (2) and (3) have been imposed on the vector of Bernoulli variables γ 1) is an m × m matrix. We callσ i the posterior standard deviation (PSD) of B at pixel s i . We find the pixels at which the slopes deviate from zero, and also classify the pixels according to the magnitudes and signs of the slopes. For this purpose, we construct a choropleth map to indicateB i ≥ , 0 ≤B i < , − <B i < 0 andB i ≤ − , with > 0 a suitably selected threshold.
In the simulated and real data examples discussed later, a majority of the posterior distributions p(B i |y, X ) of B i are unimodal and roughly symmetric. Therefore, it is convenient to approximate p(B i |y, X ) by a normal distribution with center and scale beingB i andσ i . Using an analogy to the concept of frequentist p-value, if |B i /σ i | > 1.96, then we believe with strong evidence that B i = 0 and represent this situation by p < 0.05; if 1.64 ≤ |B i /σ i | ≤ 1.96, then we believe with moderate evidence that B i = 0 and represent this situation by 0.05 ≤ p ≤ 0.1; otherwise, we believe that B i might be close to zero and represent this situation by p > 0.1. Note that this is analogous to the interpretation of a frequentist p-value. In a choropleth map, we designate the various possibilities for p by different using different line-patterns.
In a simulation study, the A surface was defined as in Sect. 3.1 and the B surface was defined by Case II in Sect. 3.1, i.e., B(s 1 , s 2 ) = 4 sin(2π s 1 ) cos(2π s 2 ), 0 ≤ s 1 , s 2 ≤ 1. Note that B is smooth with zero values at some pixels. Algorithm I under Model I was implemented, and we set = 2 which is half of the maximum value of |B|.
In addition, we chose J = 4 and generated data from model (2.1) with σ = 1. Thus, n = 4096 and m = 2048. We chose the hyperparameters μ = ν = 6 and prior (3) defined in Sect. 3.1 was used for the Bernoulli variable γ for each of the cases φ = 1, 0.9, 0.8, 0.7. Markov chains of length 5,000 were simulated with the first half burn-ins, and we used the second half for calculations. Convergence was assessed through Gelman-Rubin's factors. Figure 2 displays the images ofB and the PSD of B corresponding to φ = 1, 0.9, 0.8, 0.7 when using x c defined in Section 4.1 as the covariate surface. We observe that all theB images graphically resemble the true B, and the PSD of B for φ = 1 appear to be greater than those for φ = 0.9, 0.8, 0.7. We also observe that when φ decreases, theB images become slightly sparser in the sense that larger square regions appear on the images. This is because when the Bernoulli probabilities associated with higher level wavelet coefficients become smaller, the finer details will be dropped and the basis supports with smaller sizes will merge into larger square regions.
As displayed in Fig. 2 , there are three peaks (indicated by red) and three valleys (indicated by blue) regularly arranged on the true B image, and the values of the true B at the pixels around the peaks and valleys deviate from zero, while they are close to zero elsewhere. Figure 3 displays the choropleth map forB corresponding to various φ values. We observe that the locations where the B values deviate from zero are correctly detected and changing φ makes little change in the detection results.
Applications to gypsy moth defoliation data
We next use the proposed Bayesian approach to analyze the gypsy moth defoliation data introduced in Sect. 1. Recall that the defoliation data contains images of defoliation rates (response) and elevations (covariate). The images consist of 64 × 64 evenly spaced pixels s i s, and therefore, n = 4096. The response y(s) and the covariate x 1 (s) represent the centered-and-scaled defoliation rate and scaled elevation measured at pixel s, respectively (as displayed in Fig. 1) . We used the centered-and-scaled x 1 as the covariate surface x, i.e., x(s) = (x 1 (s) − vec(x 1 ))/std(vec(x 1 )), where vec(x 1 ) denotes the vector of x 1 values at the 4,096 pixels, and vec(x 1 ) and std(vec(x 1 )) are the sample mean and standard deviation of vec(x 1 ). J = 4 was used, and thus, m = 2048 wavelet coefficients are involved in our model.
We fixed μ = ν = 6 and fit Model I. Prior (1) was placed on γ with the Bernoulli probabilities corresponding to resolution levels 0-4 being 0.5, 0.5φ, 0.5φ 2 , 0.5φ 3 and 0.5φ 4 , respectively. We somewhat arbitrarily chose φ = 0.9 to produce some degree of flatness in the estimates. A Markov chain of length 20,000 was simulated from the posterior distribution p(β, γ, σ, τ |y, X ) specified by (2.2) using Algorithm I, and the first half was treated as burn-ins. The initial point β (0) for the β chain was generated from N (β, 10 −4 I m ), whereβ was chosen as the least squares estimate of β. It took about 2.25 h to draw 10,000 posterior samples. Convergence was assessed by applying Gelman-Rubin factors to 5 parallel Markov chains. We also applied the method introduced in Sect. 3.2 to classify the pixels. over the 64 × 64 lattice set of locations in [0, 1) × [0, 1) where the data were drawn allowing us to compareŷ with y at the observed locations. We observe thatB is positive at most of the pixels, which shows an overall positive relationship between the defoliation rate and elevation. Furthermore,B is slightly smaller at the locations where the elevation is small. We also observe that in the regions where the elevation changes quickly, the PSD of the slope deviates considerably from zero. Finally, the imageŷ appears to resemble the observed defoliation rate image y. Our findings onB andŷ are similar to those made by Zhang et al. (2011) who used LASSO algorithm to perform the computations, but again, we are also able to characterize the uncertainty in the relationships. Figure 5 displays the choropleth map of the slope in which we chose = 0.8 (about 1/3 the maximum of |B|). We observe that in the upper-left region, the relationship between defoliation rate and elevation is strong and positive, while in the nearly central region, the relationship between defoliation rate and elevation is not strong. We also observe that, at a small number of locations, p < 0.05 and B ≤ −0.8 which shows that the relationship there is strong and negative. Zhang et al. (2011) applied a wavelet approach to transform the spatial concurrent linear model into a linear model with design matrix induced by a wavelet structure, and they implemented LASSO to handle the estimation problem. With their approach, however, it is difficult to conduct inferences using their method. To address this, we have developed a Bayesian variable selection approach based on the model proposed by Zhang et al. (2011) . Specifically, we applied a Bayesian model similar to one proposed by George and McCulloch (1993) , in which we introduced a vector γ of Bernoulli variables for the model coefficients so that the selection and estimation of the nonzero coefficients can be simultaneously achieved. The proposed approach is highly flexible and computationally efficient, and should be useful in many practical situations where the data display complex nonstationary patterns. In addition, we developed a Gibbs sampler for posterior sampling that involves no complicated matrix computation. Hence, this is efficient for handling relatively large datasets. Furthermore, as demonstrated in simulated and real data analysis, our approach is effective in detecting the spatial locations where the response has a relationship with a covariate, and provides statistical evidence for such detections.
Discussion
We have placed Bernoulli priors on γ . Other priors such as Markov chain priors can also be applied by invoking a tree structure (see Romberg et al. 2001 ). The support of any Haar wavelet basis function, which we call a parent, is divided into four equal adjacent pieces at the same level, which we call children, with each piece being the support of a Haar wavelet basis function. Since any basis support corresponds to a 0-1 variable γ j , we also call γ j the parent of γ j if their corresponding basis supports have such parent-children relationship. Following Romberg et al. (2001) , a Markov chain prior is defined to be p(γ j |γ − j ) = p(γ j |γ j ), (4.1)
where γ − j = {γ i |i = j}, and γ j is the parent of γ j . The Eq. (4.1) means that the distributional properties of a child only depends on its parent. Let the transition probability be p(γ j |γ j ) = p γ j ,γ j . We have numerically examined Markov chain priors with p 0,0 = 0.9, p 0,1 = 0.1, p 1,0 = 0.1, p 1,1 = 0.9, and found that they did not perform as well as Bernoulli priors and LASSO when estimating a piecewise constant surface. The reason might be that a piecewise constant surface has too much local flatness, and hence, even if a parent corresponds to a nonzero wavelet coefficient, its four children may still correspond to zero wavelet coefficients, which makes the connection between the parent and children weak. Under such circumstances, Bernoulli priors which assume independence among the basis functions may be better choices. Two future extensions of the current work might be also worth mentioning. First, Dunson (2009) proposed a nonparametric Bayesian approach to model the basis coefficients in a longitudinal model. In his method, the prior distribution of the basis coefficients is nonparametric; in particular, they used a Dirichlet process prior, which provides a great deal of flexibility. Dunson (2009) found that the nonparametric prior works well for modeling the model coefficients, and it seems reasonable to extend that work to our model.
Second, in our model, the coefficients are sparse, and so even if the the number of parameters is large, the estimation results are still satisfactory. Although a sparse coefficient vector is common in the regression models associated with wavelets, it is still interesting to fit a model with non-sparse coefficients and examine the results. One article about the identification of the sparseness pattern of the model coefficients is given by Meinshausen and Yu (2009) who examined the impact of sparseness on LASSO estimates. There seems to be little literature handling this problem under a Bayesian framework, and so we intend to explore this further in the future.
Appendix: Sampler Derivations for Algorithm I
Following Godsill and Rayner (1998) , we define the blocks z j = (γ j , β j ) for j = 1, . . . , m. Thus, each z j can be viewed as a two-dimensional parameter. The idea is to update (z 1 , . . . , z m , σ 2 , τ 2 ) using a standard Gibbs sampler. For any j = 1, . . . , m, we letγ − j = (γ 1 , . . . , γ j−1 , γ j+1 , . . . , γ m ) andβ − j = (β 1 , . . . , β j−1 , β j+1 , . . . , β m ) .
Sampling γ and β. It follows from (2.2) that p(β j , γ j = 1|z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X )
where v 2 j = X j X j + σ 2 /τ 2 . Similarly, we have p(β j , γ j = 0|z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X )
Integrating out β j in (A.1) and (A.2), we have p(γ j = 1|z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X )
and p(γ j = 0|z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X )
whereũ j = (y − X − jβ− j ) X j . Therefore, p(γ j = 1|z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X ) = 1/(1 +ρ j ),
It follows from (A.1) and (A.2) that p(β j = 0|γ j = 0, z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X ) = 1 and β j |γ j = 1, z 1 , . . . , z j−1 , z j+1 , . . . , z m , σ, τ, y, X ∼ N ũ j v 2 j , σ 2 v 2 j .
Using the above procedure, all the blocks z j s can be updated. Sampling σ and τ .
Step (B) in Algorithm I follows directly from (2.2).
