Recently, progressive learning has shown its capacity of improving speech quality and speech intelligibility when it is combined with deep neural network (DNN) and long short-term memory (LSTM) based monaural speech enhancement algorithms, especially in low signal-to-noise ratio (SNR) conditions. Nevertheless, due to a large number of parameters and highly computational complexity, it is hard to implement in current resource-limited micro-controllers and thus, it is important to significantly reduce both the amount of parameters and the computational load for practical applications. For this purpose, we propose a novel progressive learning framework with convolutional recurrent neural networks called PL-CRNN, which takes advantages of both convolutional neural networks and recurrent neural networks to drastically reduce the amount of parameters and simultaneously improve speech quality and speech intelligibility.
Introduction
Environmental noise and speech reverberation are two major factors that have significantly influences on robust automatic speech recognition (ASR), speech communication system and hearing implants [1] . To improve speech recognition accuracy and speech communication quality in real scenarios, speech enhancement algorithms are proposed to extract the desired speech from its noisy equivalent to improve signal-to-noise ratio (SNR). Conventional monaural speech enhancement methods include spectral subtraction [2] , Wiener filtering [3] , subspace-based methods [4] and so on. It is well-known that the performance of these methods usually suffers from heavily decreased performance in extremely low SNR and non-stationary noise conditions, and it has already shown that these conventional speech enhancement algorithms cannot improve speech intelligibility for normal-hearing (NH) listeners [5] .
In recent years, deep neural network (DNN)-based speech enhancement algorithms have attracted wide attention and their improved versions have been investigated owing to its superior potentials in complicated nonlinear mapping problems. DNN-based monaural speech enhancement algorithms are often categorized into two types, where one is spectral mapping approach [6, 8] and the other is mask mapping approach [9] . Motivated by the processing of human auditory system [12] , Wang et.al [11] regard time-frequency (T-F) mask as a mapping target of DNN and learn an optimal mask function with data-driven methods. Ideal binary mask (IBM) [13] , which is a type of hard-decision mask that classifies the value in each T-F unit as either 0 or 1 depending on whether SNR in the local region exceeds a predefined threshold or not. IBM faces some problems, for example, once its estimated results are not accuracy enough, many useful speech components will be removed and irrelevant noise components will be reserved, which can heavily deteriorate the speech quality. More recently, a great number of soft-decision T-F masks are proposed, which typically include ideal ratio mask (IRM) [14] , ideal amplitude mask (IAM) [11] , phase sensitive mask (PSM) [15] and complex ratio mask (CRM) [10] . Compared with IBM, soft masks can make a good balance between noise reduction and speech distortion. It has shown that one can obtain a better speech quality when using these soft-decision T-F masks [11] .
In the previous fully connected (FC)-based noise reduction approaches, noisy features and clean labels are extracted in the frame format so that speech is enhanced frame by frame. Because of neglecting the structural characteristics of speech spectra and long contexts relations between frames, these approaches often result in spectral artifacts and speech distortion in high-frequency bands.
To solve these problems, CNN-based and RNN-based models are recently investigated in this literature [8, 16, 17, 18, 19] , which have shown to achieve better performance in both noise reduction and speech distortion. More recently, a type of advanced network named convolutional recurrent neural networks (CRNN) is proposed, which takes advantages of both CNNs and RNNs. It is shown that it can obtain a lower word error rate (WER) in speech recognition tasks [20] and later it is introduced into speech enhancement tasks [21, 22] . Compared with the single-type network, experiments have shown that the CRNN obtains better speech enhancement results.
Progressive learning (PL) has been introduced to the supervised speech enhancement algorithms [23, 24] . Essentially, it is a type of curriculum learning problem. Different from directly mapping from noisy features to clean targets, the whole process stage is divided into multiple easier and smaller stages, where the previous stage can boost the subsequent training processes. By doing so, the burden of the entire task can be distributed into each stage to effectively improve the performance of the whole network. In [23] , the whole stage is divided into multiple stages so that within each stage, its target is to improve SNR to some degrees instead of directly recovering clean speech. Therefore, it is a type of multiple target learning (MTL). Compared with the FC-based network in [23] , the network in [24] utilizes LSTM as the principal layer, which can leverage long and short time dependencies to obtain more spectral information and also dense connection is helpful to further utilize previous stage outputs to guide the recovering of the next stage. For simplicity, architectures in the literature [23, 24] are referred as PL-DNN and PL-LSTM, respectively.
Although PL-DNN and PL-LSTM have shown its validity in improving speech quality, they still have some shortcomings for practical applications.
First, compared with current advanced networks, pure DNNs and LSTMs are not so parameter-efficient. Too many parameters and too high computation complexity will limit the application in real-time scenarios. Second, in PL-DNN and PL-LSTM, only one specific layer (FC or LSTM) plays the major role in one sub-network, which is not so reasonable. This is because one layer is not adequate enough to map complicated nonlinear relations from one stage to the next. Third, the relations among different stages have not been fully explored yet. In a preliminary study, a weighted minimum mean square error (MMSE) loss criterion is adopted to train the network, where the first two weighting factors are fixed to 0.1 and 0.1, respectively, which is not convincing as weighting factors are relevant to the importance of sub-network for the whole network and a larger weighting factor means more emphasis is laid on the stage. Therefore, the influence of weighting factors should be fully explored.
To solve the above mentioned problems, we propose a novel progressive learning model to further improve the performance of speech enhancement especially under relatively low SNR conditions. The proposed model has several innovations when compared with the previous works. First, autoencoder-based CRNN is adopted as the sub-model within each stage instead of single FC layer or LSTM layer, which is more efficient for noise reduction formulation of one stage. To further exploit the parameters efficiently, we train the LSTM module in each stage recursively, i.e, the sub-models share the same LSTM parameters, which is suggested to reduce parameters while maintaining the performance. Second, we adopt causal convolution to formulate the architecture as a causal system, which has theoretical potential for real-time processing. Third, due to the fact that CNN layers can share weights by local sparse connections, it has much fewer 4 parameters than DNN and RNN layers. One can get that the proposed architecture has 77% and 93% reduction in parameter size, respectively, compared with PL-DNN and PL-LSTM. Fourth, we conduct extensive experiments to compare the performance of different training targets, including the magnitude of shorttime Fourier transform (STFT) and multiple mask estimators. Finally, different weighting factor combinations are set up to explore the influence among several stages for the whole segregation process.
The remainder of this paper is organized as follows. In Section 2, the system flowchart is introduced briefly. Section 3 describes the training targets, and the CRNN-based model and its combination with progressive learning are also presented in this section. Section 4 presents the experimental settings. Section 5 gives the experimental results. Conclusion is presented in Section 6.
PROBLEM FORMULATION AND SYSTEM OVERVIEW
In time domain, a mixture signal is typically modeled as
where x(t), s(t) and n(t) denote the noisy, the clean and the noise signals, respectively, in the time index t. From the perspective of frequency domain, the formula can be transformed into
where X (k, l), S (k, l) and N (k, l) denote the noisy, the clean and the noise components, respectively, at the frequency bin index k and the time frame index l. Monaural speech enhancement aims to extract the clean speech component from the observed noisy mixture. For spectral mapping-based approaches, the output is the estimated clean speech spectral magnitude, which is denoted as S . For mask mapping-based approaches, mask M is estimated and can be used to estimate the clean speech spectral magnitude by multiplication operation.
The block diagram of progressive learning is shown in Figure 1 . 3. ARCHITECTURE
Features and Targets
In this study, the spectral magnitude of the noisy speech are extracted as the feature. PSM and IAM together with signal approximation (SA) are chosen as the mask targets for training, which are illustrated in Figure 2 . Note that SA is essentially a type of mask analogous to IAM but its loss is defined as the distance between the spectral magnitude of the clean speech and that of the estimated clean speech. It has shown that SA-based approaches often lead to better performance in speech quality than mask approximation (MA)-based approaches [26] . In addition, to compare the performance between mask and spectral mapping methods, target magnitude spectrum (TMS) is also extracted as the training target. The value range of IAM and SA is (0, +∞) if its value is not limited, we propose to truncate its value ranging from 0 to 1 to fit the range of the sigmoid function. Instead of truncating PSM into the range from 0 to 1 in [15] , we truncate the value range of PSM into the range from -1 to 1 when considering that the mask can be both the positive value and the negative value due to that angle difference between noisy spectrum and clean spectrum can be a large value, so it is more reasonable to use double-side restriction method.
For PSM, the tanh function is used as the activation function. Truncation is able to stabilize the training process by clipping. IAM, PSM and SA can be, respectively, given by
and
where
clean speech and noisy speech spectrum. IAM denotes the estimated IAM.
(a) Noisy Spectrum 
Convolutional Recurrent Neural Network
Autoencoder-based CRNN is adopted as the sub-model. It resembles the architecture in [21] in which the principal part is convolutional encoder-decoder (CED) with LSTM playing as a bottleneck layer to capture time dependencies. In the encoding part, the size of feature map gradually decreases layer by layer, while in the decoding part the size gradually increases correspondingly, indicating the compression and the extension of features.
RNNs with gated mechanism and long short-term memory have been proposed to mitigate gradient vanishing and exploding issues when learning sequences with long time length. LSTM is a type of typical memory unit where different gates are set to control the percentage of saving, dropping temporal information, and receiving incoming information. Concrete calculation process is operated as follows:
where x t , g t , c t and h t refer to information input, block input, memory cell and hidden state at time t, respectively. W and b are weights and biases of the cell, respectively. σ(•) and tanh(•), respectively, denote the sigmoid and the tanh nonlinear functions. represents element-wise product.
Causal convolution is first introduced in [27] for generating raw audio waveform and it achieves the state-of-the-art performance than all the previous models. During the calculation of the causal convolution, the predicted outputs emitted by the model is not relevant to the future information and only the past temporal information is involved, and thus making it feasible for real-time processing in the speech enhancement task. An example of 2-D causal convolution is depicted in Figure 3 . We use causal convolution in both the encoder and the decoder architectures as the deconvolution is essentially a type of convolution operation. 
Proposed Architecture
The proposed progressive learning framework is shown in Figure 4 , where the output target is the SA function as mentioned in (5) as an example. It is composed of three stages in the paper, where each sub-model is a type of convolutional recurrent autoencoder learning machine analogous to the network in [21] but with much fewer parameters. As stated in [24] , PL leads to performance improvement but more learning targets may degrade the speech quality instead.
Therefore, we fix the number of stages, i.e., 3, in this study. Within each stage, there are three main components, including the convolutional encoder, the bottleneck LSTMs and the convolutional decoder. For the encoding part, it consists of five convolutional blocks, which creates a compressed and deep representation of the input features by halving the size of feature dimensions with striding operation in the frequency axes and doubling the number of channels layer.
Each of the convolutional block is followed by batch normalization (BN) [28] and exponential linear unit (ELU) [29] . The decoder is a symmetric representation compared with the encoder, where the size of frequency feature gradually increases by applying deconvolution [30] and the number of channel decreases layer by layer. To compensate for the information loss caused by striding in the convolutional operation, high resolution features from the compressed path are combined with corresponding deconvolution layer by skip connections, which are also helpful to mitigate gradient vanishing problem.
Inspired by recent recursive concept in [31, 32] that part of the network is recursively utilized in the training, we propose to recursively utilize bottleneck 
LSTMs in different stages to further reduce the network parameters while maintaining the network performance. In other words, all the stages share the LSTM parameters during the training process and the testing process.
Different types of training targets are explored in this study, including the TMS, IAM, PSM and SA. When the network is for direct spectral mapping training, the output activation is softplus, which is a smooth representation of
ReLU and also has shown its better training stabilization and performance in phoneme recognition tasks [33] . For truncated mask-based training, the sigmoid function or the tanh function is needed as the output activation function for each stage, depending on the value range.
For mask-based training targets, two approaches are proposed to recover spectral magnitudes using the estimated masks. We name the two approaches UNITER (non-iterative) method and ITER (iterative) method, respectively.
For UNITER method, three mask definitions in each stage are calculated as:
where subscript n = 1, 2, 3 denotes the stage index and S n refers to the output spectrum in the stage n. Similarly, for ITER method, the mask definitions are as follows:
where S 0 and S 3 are two specific situations, representing original noisy spectrum (i.e. X) and its clean version, respectively.
As the definitions above indicate, the former approach is non-iterative, where the denominator item remains unchanged during the calculation and the latter approach is iterative as both the numerator and the denominator items change at different stages.
A more detailed description of proposed progressive learning architecture can refer to Table 1 to increase the channel number in the current stage, which is analogous to the approach in [24] . For stage n, the number of input channel is set to n to satisfy the dense connection principle as shown in Table 1 .
EXPERIMENTS

Datasets and Parameter Settings
Extensive experiments are conducted with the TIMIT corpus, which include 630 speakers of eight major dialects of American English with each reading tens utterances. Clean speech within dataset is split into the training, evaluation and testing datasets, respectively. Training dataset includes 4800 clean utterances under five different SNR levels (-10dB, -5dB, 0dB, 5dB and 10dB). 400 clean utterances are used for model evaluation and 200 independent utterances are randomly selected for model testing, both of which are mixed with noise under five mentioned SNR conditions. To our best knowledge, few speech enhancement models are trained under extremely low SNR condition especially to -10dB.
Therefore, we can further investigate the robustness of the models. 115 types of noises are utilized for training, which incorporate 100 types of environmental noises in [34] and additional 15 types of noises from [6] . To explore the generalization capacity of the model, six unseen test noises are utilized, including babble, destroyerengine, factory1, factory2, m109 and white from NOISEX92 which is the same as [25, 21] for fair comparisons.
In the previous progressive-based works [23, 24] , a weighted MMSE criterion is utilized to optimize all the parameters as different stages are involved in the training, i.e, E = 3 n=1 α n E n , where E n denotes the output loss in the stage n and α n is the weighted value of loss E n , indicating the importance of the stage n. When back-propagation (BP) is operated, the loss calculated in each stage only impacts the network weights before the current layer. In [23, 24] , the weighted values are fixed to 0.1 except the last stage. In this study, we set the weights to be 0.2 except the last stage. In the next Section, we will further explore the influence of different α n configurations on network performance.
Comparison Methods
In our experiments, we compare our proposed model with another three baselines, i.e., progressive learning with feedforward DNN [23] , LSTM-based progressive learning with dense connection [24] and autoencoder-based CRNN in realtime [25] , which are termed as PL-DNN, PL-LSTM and CRNN, respectively. It is noteworthy that in [23] , PL-DNN takes contextual 7 frames as the input and one frame as the output, where past and future information is both involved, which leads to the non-causal system. For fair comparison, we slightly transform all the baselines to be causal systems. For PL-DNN, previous 10 frames are combined with current frame to form a larger feature vector, i.e., 161 × 11 = 1771. of which is to to recover speech with 10dB, 10dB and infinite SNR value than the previous stage. Infinite SNR value here can be explained as the goal of the last stage is to recover the speech from one specified SNR condition to its clean version whose SNR can be approximately regarded as a very large value.
For proposed PL-CRNN approaches, multiple targets are used for comparison. For notation convenience, when UNITER approach is adopted, the training with target is called PL-CRNN+target+UNITER, and that of PLCRNN+target+ITER when ITER approach is adopted. Note that when TMS is the target for PL-CRNN training, the system is called PL-CRNN+TMS as the two recovering approaches are only valid when the training target is the mask estimator.
Both baselines and proposed models are trained with Adam optimizer [36] .
The learning rate is initialized at 0.001. We halve the learning rate only when consecutive 3 evaluation loss increment arises and the training process is earlystopped only if more than 10 increment on evaluation loss happens. Weighted MMSE is used as the training criterion. We train the model for 150 epochs to guarantee the model convergence. The minibatch is set to 16 at a utterance level. Within a minibatch, zero value is padded for all the utterances whose timestep length is less than the longest one. For PL-DNN, utterances from a minibatch are reshaped into (Batch × T imestep × F requencyF eat) format to meet the required input size.
RESULTS AND ANALYSIS
Evaluation Metrics
In this study, we evaluate the performance of different models in terms of speech quality and speech intelligibility with three objective metrics, containing perceptual evaluation of speech quality (PESQ) [37] , short-time objective intelligibility (STOI) [38] and source-to-distortion ratio (SDR) [39] .
Objective Results
Objective comparison results of different models are presented in Table 2 and   Table 3 with seen noise and unseen noise conditions, respectively. The tables list the performance of the baselines and proposed models, where PL-DNN, PL-LSTM and CRNN are adopted as the baseline models, and PL-CRNN with different training targets and recovering approaches serve as the proposed models.
From the tables, one can observe the following phenomena. (1) Both PL-DNN and PL-LSTM can effectively improve speech quality and intelligibility for both seen noise and unseen noise, which is consistent with the results in [23, 24] , and PL-LSTM outperforms PL-DNN on different metrics in most cases. This can be explained from two aspects, where one is that LSTM layer is capable of utilizing long and short time dependencies across continuous frames while DNN layer can only obtain contexual information within a preset frame window, and the other is that, compared with PL-DNN, PL-LSTM takes advantage of the information from the previous estimate outputs by dense connections. (2) Compared with PL-DNN and PL-LSTM, our proposed model offers a obvious performance improvement for both seen noise and unseen noise, e.g., for seen noise, our proposed model with the best result achieve relative 0.55, 8.66% and 3.60 dB improvements over PL-DNN at SNR=-10 dB in terms of the PESQ, STOI and SDR, respectively. When it comes to unseen noise, despite the fact that all the models suffer from performance degradation, our proposed model can still obtain promising results, i.e., 0.51, 7.5% and 2.15 dB performance improvement at most than PL-LSTM for -10dB SNR condition in terms of the PESQ, STOI and SDR, respectively. (3) Our proposed model does not have obvious superiority over CRNN baseline model and they are comparable in most cases.
When the testing noise is within the training noise dataset, we find that CRNN outperforms our proposed model in terms of STOI, which shows that CRNN does better in improving the speech intelligibility, whereas our proposed model obtains better performance in terms of SDR for PL-CRNN+PSM+UNITER configuration. For unseen noise, CRNN obtains a close performance with PL-CRNN+TMS. However, one should note that, although PL-CRNN has the similar architecture structure with CRNN, it has with much fewer parameters, and thus can significantly reduce both the amount of parameters and the computational complexity. In other words, the results demonstrate that a model with a much larger number of parameters can be composed into several progressive stages, where each of which has a dramatically fewer parameters, but its performance can be maintained. (4) If comparing the two recovering approaches, i.e., UNITER approach and ITER approach, we find that PL-CRNN with the former approach tends to achieve better performance than PL-CRNN with the latter one. For both seen noise and unseen noise, when the training target is SA with UNITER approach, it outperforms other mask-based configurations generally, which also shows the advantages of signal approximation target. It is also worth noting that PL-CRNN+TMS produces the best results among all the PL-based architecture for unseen noise cases. This is because dense connection is adopted to the output mismatch, especially for target IAM and PSM. Dense connection will concatenate the previous outputs alongside with original noisy spectral magnitude into the input of current feature input. The influence of α n (n = 1, 2) to the network is explored. In the last part, α n is set to 0.2 except the last stage. The performance with different values of α n is shown in Figure 10 in terms of PESQ and STOI. From this figure, one can observe that the PESQ and the STOI scores gradually decrease with the increase of α n , indicating that the increase of α n instead has a negative impact on the network. This can be explained as the optimization goals of multiple stages are different and a relatively large α n value will have a negative effect on the previous stage parameter updating, leading to the optimization process deviation. α n = 0.1(n = 1, 2) is the optimal value among different α n settings.
It is noteworthy that α n = 0(n = 1, 2) is a very special case where only one stage is involved. 
Model Comparison
We compare different architectures in terms of the amount of parameters and the computational complexity, which are plotted in Figure 11 . As the results show, the proposed PL-CRNN algorithm can significantly reduce the amount of parameters and flops compared with PL-DNN, PL-LSTM and CRNN. 
Conclusions
In this paper, we propose a progressive learning framework with CRNN, which takes advantages of both CNN and RNN to significantly reduce the amount of parameters and simultaneously improve speech quality and speech intelligibility compared with PL-DNN and PL-LSTM. To effectively recover the spectral magnitude of the clean speech, multiple training targets are adopted and two types of recovering approaches, namely, the UNITER method and the ITER method are proposed. Experimental results show that the proposed PL-CRNN algorithm obtains consistently better performance than the PL-DNN and PL-LSTM while has similar performance to CRNN in terms of PESQ, STOI and SDR.
