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Embeddings of infinite graphs in surfaces without boundary are considered. 
Cellular embeddings are studied in details. Each rotation system of a locally finite 
graph G gives rise to a cellular embedding of G, and every cellular embedding with 
all 2-cells of finite size can be obtained in this way. The graphs which admit cellular 
embeddings with all cells finite are characterized. The ends of a graph G and the 
ends of the surfaces, in which G has cellular embeddings, are shown to be closely 
related. Finally, the genus of infinite graphs is considered. 0 1988 Academic Press. Inc. 
1. INTRODUCTION 
Embeddings of graphs in closed surfaces are studied in geometry when 
considering symmetry properties of maps. In the combinatorial and 
topological group theory embeddings of graphs appear in the study of 
Cayley graphs of groups and actions of groups on surfaces. Finally, embed- 
dings of graphs are studied in graph theory in all questions related to genus 
problems of graphs. The main tool used in constructing embeddings is a 
technique due to Heffter and Edmonds [3, 71; cf. also [S, 9, 17, 18, 201. 
This technique, using local rotations at vertices of the graph, is powerful 
enough to describe in a relatively simple combinatorial way all cellular 
embeddings of graphs in orientable (closed) surfaces, and with some 
additional modifications also the nonorientable embeddings [ 15, 16, 21. 
There is another description of embeddings, using the concept of algebraic 
maps, which turns out to be useful especially when considering the sym- 
metry properties of maps [2, 91. 
In our paper, we consider embeddings of infinite graphs. We point out 
some differences from the finite case. The main part of the paper deals with 
cellular embeddings only, for which it seems that they have not been 
previously treated in the literature. The combinatorial description of 
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cellular embeddings by specifying at each vertex a local rotation, is con- 
sidered. It is shown that each oriented cellular embedding with finite 2-cells 
can be (uniquely) described in this way, and that each choice of local 
rotations gives rise to an oriented cellular embedding (possibly with faces 
of infinite size). The graphs which admit cellular embeddings with all cells 
finite, are characterized. A relation between the ends of graphs and the ends 
of surfaces is obtained. Finally, the genus of infinite graphs is considered. 
It is assumed that the reader is familiar with the basic concepts of graph 
embeddings. Consult references [S, 17-191. 
2. BASIC DEFINITIONS AND EXAMPLES 
Let G be a graph (possibly having loops and multiple edges). We denote 
by V(G) and E(G) its vertex set and its edge set, respectively. To the graph 
G we associate its underlying topological space 1 G 1 as follows. Take the sets 
V(G) and E(G) each endowed with discrete topology. The space ) G 1 is the 
identification space of V(G) u (E(G) x [0, l]), obtained by identifying, for 
each e E E(G), the points e x 0 and e x 1 each with one of the end-vertices of 
e, where for loops, both end-vertices are assumed to be the same. Usually 
we shall write just G instead of / G 1, providing no confusion arises. 
For topological spaces X and Y, an embedding of X into Y is a con- 
tinuous map cp: X-t Y such that the restriction cp: X+ q(X) is a 
homeomorphism, where q(X) has a topology as a subspace of Y. By an 
embedding of a graph G we shall always mean an embedding of 1 G / into 
some surface (without boundary but possibly noncompact). 
Note that surfaces have countable basis of topology. Thus graphs which 
have embeddings must have countable number of vertices. Note also that 
sometimes an alternative definition of embeddings of infinite graphs is used, 
by allowing a vertex to be a limit point of other vertices. An embedding cp: 
G -+ S of the graph G into the surface S is cellular if S- q(G) is a disjoint 
union of 2-cells (spaces homeomorphic to an open disc). As an example, 
Fig. 1 represents first an injective map of the graph C,, the two way 
infinite path, into the open disc, which is not an embedding. On Fig. 1 b, a 
non-cellular embedding is given, while the embedding of Fig. lc is cellular. 
Note that the image cp(C,) is homeomorphic to the open interval (0, l), 
and the arrows on Fig. 1 (and all consequent figures) represent 
approaching to each of the ends of this interval. 
cix%3 
(a) (b) (cl 
FIG. 1. C, in the open disc. 
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We consider here an additional example, the graph K1,,, called the star 
of infinite degree, and its planar embeddings. As we shall see in Section 3, 
this graph has no cellular embeddings since it has a vertex, denote it by u, 
of infinite degree. There are countably many neighbours of v. Given an 
embedding of K,,, into the plane, the (cyclic) order of edges around vertex 
v going in the direction of the orientation around u, determines a cyclic 
linear ordering of the edges of the graph (a countable set). Conversely, any 
cyclic linear ordering of a countable set determines an embedding of our 
graph. Two different linear orders give rise to non-equivalent embeddings. 
At the end we give a short exposition on the classification of noncompact 
surfaces. We consider only metrizable (equivalently paracompact, or 
triangulable) surfaces (see [ 131 or Cl]). There is a classification theorem 
for noncompact surfaces [ 10, 141. We need some preliminary definitions. 
Let S be a surface. A boundary component of S is a decreasing sequence 
R, 3 R2 1 R, 3 ... of connected non-compact regions in S such that the 
boundary of each Ri in S is compact and the sets Ri miss, sooner or later, 
each compact subset of S. Two boundary components R, 3 R, 3 R, I . 
and R;xR;xR;z ... are equivalent if for each n there is an integer N 
such that R, c RL and Rh c R,. The set of equivalence classes of boundary 
components is the set of ends of the surface S, and is denoted by p(S). It is 
a totally disconnected, compact metric space [ 11, as a subspace of 
S* := SW b(S) endowed with the following topology. The points of S have 
the same basis of topology as in S, and a point XEP(S) has the basis con- 
sisting of all sets U c S* with the properties: 
(a) the boundary of Un S is compact in S, 
(b) for some (and hence any) boundary component 
R1xR,~R33.-’ of the end x, U n S contains all R,, for n sufficiently 
large, and 
(c) U n p(S) contains precisely those ends y which have property (b) 
(for y instead of x). 
The space S* = S u /I(S) is a metrizable compact space. 
Ends are divided into three categories. An end, represented by a boun- 
dary component R, 3 R, 3 R, 3 . . . is planar if some R, is homeomorphic 
to a subset of the Euclidean plane. It is orientabZe if R, is orientable for 
each sufficiently large n, and is nonorientable otherwise. For example, if we 
take out a point x (more generally a totally disconnected closed set X) 
from a compact surface S we obtain in S - x a planar end (resp. the set of 
planar ends homeomorphic to X), and (S - x)* z S. The one way infinite 
connected sum T, of tori (see Fig. 2) has an orientable nonplanar end. 
Note that T*, is not a surface. Similarly, an infinite connected sum of pro- 
jective planes has one or more nonorientable ends. Let /3’(S) be the set of 
582bf4411.3 
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FIG. 2. Connected sum T, of tori 
orientable ends and let p”(S) be the subset of planar ends. Then 
b(S) 2 p’(S) 2 p”(S). The sets j’(S) and p”(S) are open in b(S). 
The genus y(S) of S is the maximal genus of all compact subsurfaces with 
boundary of S. It may be infinite aswell. There are four orientable types of 
noncompact surfaces. A surface S may be orientable (each compact subsur- 
face is orientable), infinitely nonorientable (for no compact subsurface A, 
S - A is orientable) or ,finitely nonorientable of either even or odd nonorien- 
tability type (every sufficiently large compact subsurface of S is of even or 
odd nonorientable genus, respectively). 
The following theorems classify (non-compact) surfaces [ 10, 141, cf. also 
Clll. 
2.1. THEOREM. Let S, and Sz be surfaces having the same genus and 
orientability type. Then S, and S, ure homeomorphic if and onl}) if there is a 
homeomorphism of triples 4: (PCS,), p’(S,), j”(S,)) + (j(S,), fl’(S,), 
P”(m). 
2.2. THEOREM. Let X be a totally disconnected compact metric space, and 
let A, B be open subsets of X such that A 2 B. Then there exists a surface S 
such that the triple (fl( S), p’(S), /Y’(S)) . . 1 IY lomeomorphic to the triple 
(X A, B). 
3. CELLULAR EMBEDDINGS 
When dealing with embeddings of finite graphs, only cellular embeddings 
are usually considered. There are several reasons for this: 
(a) Cellular embeddings are very natural. 
(b) There is useful machinery for cellular embeddings, e.g., Euler’s 
formula, the possibility of describing such embeddings by specifying local 
rotations, etc. 
(c) Cellular embeddings suffice if one tries to compute the genus of a 
graph [20, 121. 
In the infinite case, (a) is not a good reason any more (see 
Propositions 3.1 and 3.2). We shall see that (b) still holds for cellular 
embeddings with finite 2-cells, and (c) is also true, although we cannot 
restrict ourselves to cellular embeddings with finite cells. 
The first two results are, in a sense, negative. 
EMBEDDINGS OF INFINITE GRAPHS 33 
3.1. PROPOSITION. No infinite graph has a cellular embedding into a com- 
pact surface. 
Proof Suppose that G has a cellular embedding cp into a compact sur- 
face S. Then S- cp(G) is a union of open cells, hence open. Thus q(G) is 
closed in S, and hence compact. This implies that G is a finite graph. 1 
3.2. PROPOSITION. If G has a vertex of infinite valency, it cannot have a 
cellular embedding into any surface. 
Proof: Suppose v E V(G) is of infinite valency. Since the topology in 
G c S is inherited from S, there is a closed neighbourhood U of v in S such 
that Un G is the closed a-ball (in G) centered at v (for some E small 
enough). Without loss of generality we may assume that U is compact. 
Therefore, the neighbourhood Un G of v in G is compact, which is 
impossible since v is of infinite degree. 1 
According to Propositions 3.1 and 3.2 we assume henceforth in this sec- 
tion that all graphs are locally finite, and all surfaces are non-compact. 
Moreover, we shall always assume that graphs are connected. 
Let G be a graph (locally finite and connected). Each edge e of G gives 
rise to two oppositely oriented directed edges, called darts. There is the 
involution r (without fixed points) of the set D(G) of all darts of G which 
reverses the direction of each dart. Let G be embedded in an oriented sur- 
face 5’. Then there is a permutation PE S,,,, (the symmetric group on 
D(G)) which for each vertex v cyclically permutes the darts directed out- 
wards of v by following the orientation of the surface around v. The per- 
mutation P is called the rotation system of the embedding, and each cycle 
P, of P, cyclically permuting the darts issuing out of vertex v, is called the 
local rotation at v. 
It is known [3, 201 that each oriented cellular embedding of a finite 
graph is uniquely determined by its rotation system. It is also important 
that each rotation system (i.e., a permutation of D(G) having as cycles 
precisely the darts around vertices of G) gives rise to an oriented cellular 
embedding. In other words, each cellular embedding of a finite graph is 
combinatorial. The situation by infinite graphs is slightly more complicated. 
3.3. THEOREM. Each rotation system P on a locally finite graph G deter- 
mines a cellular embedding of G into some oriented surface S such that: 
(a) The 2-cells are in a bijective correspondence with cycles of P-‘r. 
(b) The rotation system of this embedding is equal to P. 
Proof For each finite cycle [ = (elez . ..ek) of P-‘r take a closed 
k-gon C, and identify its edges in order with the edges corresponding to 
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darts e,, e2,..., ek. Similarly take for each infinite cycle [ = 
(..., eM2, eP 1, e,, e,, e, ,...) a closed disc C, with one boundary point 
removed, and then identify the edges of G corresponding to [ with the 
remaining boundary of C, (see Fig. 3). It can be shown, similarly as in the 
finite case, that what we get is an (oriented) surface and the embedding has 
the required properties (a) and (b). 1 
3.4. THEOREM. Let G be a connected, locally finite graph, cellularly 
embedded in oriented surface S. If all 2-cells are finite, then the embedding is 
combinatorial. 
Proof: Let cp: G -+ S be the embedding, and let P be the corresponding 
rotation system. Take the combinatorial embedding 4: G -+ S’ of G as 
defined by Theorem 3.3. We must show that the obtained embedding d is 
equivalent with cp, i.e., there is an orientation preserving homeomorphism 
h: S + S’ such that 4 = hqx 
On G, h is determined by the condition 4 = hq, so h’ := lz / q(G) = &J -I. 
But obviously, the 2-cells of cp are bounded by the same sequences of edges 
as the 2-cells of 4. Hence the homeomorphism h’: q(G) + d(G) can be 
extended into the interiors of the 2-cells, thus giving us a homeomorphism 
h:S-+S’. 1 
There are cellular embeddings which are not combinatorial. An example 
is provided by the H-graph, two two-sided infinite paths joined by an edge, 
embedded into the open cylinder as shown on Fig. 4. The corresponding 
combinatorial embedding having the same rotation system is shown on 
Fig. 5. It is an embedding into the plane (or the open disc) having four 
2-cells, each of infinite size. 
Cellular embeddings with all cells finite are quite important. Besides 
Theorem 3.4, there are several other reasons for this. For example, a locally 
finite graph embedded with all cells finite has a uniquely defined dual graph 
FIG. 3. A face of infinite size. 
EMBEDDINGS OF INFINITE GRAPHS 35 
FIG. 4. The H-graph in the open cylinder. 
(geometric dual) which is also locally finite, cellularly embedded into the 
same surface, also with finite faces. It is interesting to mention that for each 
surface S there exists a locally finite graph which has a cellular embedding 
into S with all cells finite. This is equivalent to the traingulability of 
surfaces [l, 131. 
It is interesting to know which graphs admit embeddings with finite 
2-cells. There is a nice characterization of these graphs. A vertex v of G is 
called a bridge junction if all the edges incident to v are bridges, or, 
equivalently, v does not lie on any cycle in G. Let S(G) be the subgraph of 
G induced on a11 bridge junctions of G. f(G) is clearly a fa,rest and is called 
the junction forest of G. Any component of J(G) is a junction tree of G. 
3.5. PROPOSITION. Let VE V(G). There is an orientable cellular 
embedding of G having a finite 2-cell containing v if and only if the junction 
tree of G containing v is finite (or empty). 
ProoJ If v is not a bridge junction then it lies on a cycle and the 
statement of the lemma is easily verified by constructing appropriate 
rotation system on G. 
Suppose now that the junction tree T, containing v is non-empty and 
finite. There is a finite number of vertices, say vi, vZ,.., v,, adjacent to T,. 
Each of them is contained in a cycle. Denote a cycle containing vi by Ci. 
Note that any two of these cycles are disjoint and are also disjoint with T,. 
For each i, there is a unique edge e, joining vi and T,. Choose a rotation 
system on G in the following way. For each i= 1, 2 ,..., n, if Ci = fi, fi ,..., fk 
where the initial vertex of fi and the terminal vertex of fk are equal to vi, 
the rotation system must move e; to fi, f 1 to f2,..., f ;- i to fk, and f; 
to e,. Elsewhere, let the rotation system be arbitrary. It is clear that the 
(unique) 2-cell containing v is finite. 
FIG. 5. A combinatorial embedding. 
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If the junction tree at u is infinite then there is no embedding of G having 
a finite 2-cell containing u. This fact which can be easily verified is left to 
the reader. 1 
Now we are able to prove the main theorem of this section. 
3.6. THEOREM. Let G be a connected locally finite graph. Then there is 
an orientable cellular embedding of G with all 2-cells finite if and only if G 
contains no infinite junction tree. 
Proof: If G contains an infinite junction tree then it contains infinite 
2-cells in every cellular embedding (cf. Proposition 3.5). 
Suppose now that G has no infinite junction tree. We shall construct a 
rotation system P having only finite cells. Let V(G) = {ur, v2, ox,...}. Start 
with an arbitrary rotation system on G. Then construct for n = 1, 2, 3,... the 
local rotation at v, as follows. Suppose that the cells containing ui ,..., u, ~ 1, 
of the rotation system constructed so far are all finite. If there is an infinite 
2-cell containing v,, we shall show how to change the rotation system to 
obtain one more finite 2-cell containing v,*, and without changing any of 
the 2-cells containing ui, v? ,..., v,_ 1, or the finite 2-cells containing u,. After 
a finite number of such steps we get rid of infinite cells at v,. Since the 
changes made in transforming the rotation system to obtain finite cells at 
v,, do not change local rotations at vi for i < n, and do not change any of 
the finite cells containing vi for i < n, it is clear that this method determines 
an appropriate rotation system on G. 
It remains to show how to change an infinite cell of G’, into a finite one. 
Let HO be a finite connected subgraph of G containing all the vertices of the 
faces containing a1 ,..., u, ~ , , and all the vertices of finite faces at v,. Define 
H, to be the minimal induced subgraph of G containing all the edges with 
at least one end in HO. Next, let T be the subset of V(G) containing those 
vertices which are neither bridge junctions in G nor belong to a cycle in 
G - H, Define H to be the induced subgraph on V(H, ) u T. 
The subgraph H of G has two properties which will be needed in the 
proof. First, His finite. It suffices to see that T- V(H,) is finite. Consider a 
vertex t E T, t 4 H,. It lies on a cycle in G (but on no cycle in G - H,). 
Denote this cycle by C. Let x, and y, be the vertices on C such that the 
segment x, - t - yI of C lies entirely in G - H, but the edge next to X, on C 
leads from G - H, to H,, and the same for yt. If T is infinite then, since H, 
is finite, there are vertices u, v in T such that x, =x, and yU = y, and v 
does not lie on the cycle containing u. Then the closed walk 
u-xx,-u-yy,- o with the segments v-x, and y, -v on the cycle of v 
and the segments x,, - u, u - y, on the cycle of U, contains a cycle with v on 
its boundary. But this is impossible since such a cycle is contained in 
G-H,. So, T is finite. 
The second property of H is that each vertex of G-H is either a bridge 
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junction of G, or it lies on a cycle in G - H. This is proved as follows. Sup- 
pose that x E V(G - H) is neither a bridge junction of G nor is contained in 
a cycle in G - H. Then it is contained in a cycle in G which lies entirely in 
G - H, since x $ T. This cycle has a vertex, say y, in H. Then y E T since 
~‘4 H,. But this is a contradiction since y is contained in a cycle of G - H,. 
Let C,, Cl,..., Ck be the connected components of G-- H. Construct a 
directed graph D on k vertices c,, cZ,..., ck as follows. For each edge 
E E E(G) having one end in H and the other end in Cj (i = 1,2,..., k) there is 
the directed edge e, in D with the initial vertex ci. The terminal vertex of 
e, is determined as follows. Let e+ be the dart corresponding to e which is 
oriented from C, towards H. The rotation system P on G determines a 
sequence of darts following e+ on the 2-cell containing et coherently with 
the chosen orientation. Iff’ is the first of the darts in this sequence having 
the initial vertex in H and the terminal vertex outside H, say in C,, then the 
oriented edge e, in D has the terminal vertex cj. By the way we introduce 
two notations which will be used later. By cc(e,), e, an arc in D, we denote 
the dart e +, and by fl(e,) the dartf+ as used above. It can be shown easily 
that each vertex of D has its indegree equal to its outdegree, thus each 
component of D is an Eulerian digraph. 
Let C be the infinite 2-cell at u, which is to be changed to a finite one. A 
connected part of the boundary of C containing v, determines an arc in D. 
Let this arc be e,. Since the component of D containing e, is Eulerian, it 
follows that in D there is a cycle ( = simple closed walk) containing e,. 
Denote the respective arcs on this cycle by eb, e;,..., eP,, where ei = e,. 
Now we shall change the rotation system on G. The changk will be 
made outside of H only, thus retaining the same 2-cells at vi ,..., v, _ i and 
same finite 2-cells containing v,. But the infinite cell C will be replaced by a 
finite cell. For each i= 1,2,..., p, consider the arcs e; and e2 l (indices are 
taken modulo p). The darts f, :=J(e;) and e, :=a(eg,+‘) are connecting H 
with the same component Cj of G - H. Let aj be the terminal vertex of fi, 
and b, be the initial vertex of ei. Iffi and ej are not inverse to each other 
then take a path in C, from ai to bj (trivial path if ai = bi). Clearly, the 
rotation system on Ci can be changed in such a way that the 2-cell C con- 
tinues fromf, along the path, and to ei (see Fig. 6, i= 1 and i= 3). Suppose 
now that the darts fi and ei correspond to the same edge e of G. By the 
choice of H, either aj ( = bi) is a bridge junction, or it lies on a cycle in C,. 
In the latter case, it is easy to see how to change local rotations in Cj so 
that f, will be followed by e, on a 2-cell of this rotation system (see Fig. 6, 
i = 2). If aj is a bridge junction then take a rotation system on C, such that 
ai lies on a finite cell (Proposition 3.5). Finally, add e to the local rotation 
at ai (arbitrary), and take unchanged rotations in G - C,. 
The obtained rotation system has a new finite cell instead of the initial 
infinite cell C. The details are left to the reader. 1 
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FIG. 6. A new finite 2-cell at u,,. 
4. ENDS OF GRAPHS AND ENDS OF SURFACES 
Ends of a graph G are the inverse limits of connected components 
(ordered by inclusion) of G - C where C runs through all finite ( = com- 
pact) subgraphs of G. This is the same definition as the definition of the 
ends (or ideal boundary) of a surface, given in Section 2. First we present 
two equivalent definitions of the ends of a graph showing how the ends of 
graphs can be recognized from the graph structure. Recall that a one-tiia.y- 
infinite parh in the graph G is a subgraph homeomorphic to [0, co), the set 
of non-negative real numbers. Let G be a locally finite connected graph, 
and let v E V(G) be any of its vertices. Denote by Q(G, v) the set of all one- 
way-infinite paths in G with the initial vertex v. Call two paths A and B of 
Q(G, v) equivalent, A +-B, if for each finite subgraph C of G, the infinite 
parts of A - C and B- C belong to the same connected component of 
G-C (i.e., no finite subgraph can separate A and B). Two paths A, 
BE Q(G, v) are said to be path-equivalent if there is a path XE Q(G, v) such 
that X meets each, A and B, infinitely often. Halin proved in [6]: 
4.1. PROPOSITION. Paths A, BE LI(G, v) are equivalent if and only if theq 
are path-equivalent. 
Let P(G) denote the set of equivalence ( = path equivalence) classes of 
paths in SZ(G, v). The set G* = 1 G 1 u p(G) is a compact metrizable space 
for the following topology: the basis of topology on G c G* is the same as 
in G, but each x E ,8(G) has the basis of neighbourhoods consisting of all 
(underlying spaces of) connected subgraphs H of G containing at least one 
path A E Q(G, v) in the class x, together with all equivalence classes 
y E P(G) of paths of Q(G, v) such that all but finitely many vertices of these 
paths are in H. We leave the following proposition to the reader. 
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4.2. PROPOSITION. The set P(G) with the topology introduced above is the 
set of ends of the topological space 1 G 1. 
At the first glance, no relation between the ends of a graph embedded 
into a surface S, and the ends of S is seen. For example, the H-graph of 
Section 3 (see Fig. 5) has 4 ends, and the plane, into which this graph is 
combinatorially embedded, has one end only. However, it is not surprising 
that the following is true. 
4.3. THEOREM, Let G be a graph, cellularly embedded into surface S. 
Then: 
(a) There is a map $1 p(G) + p(S), and $ is onto. 
(b) The mapping $I is continuous and closed. 
(c) lf all the 2-cells of the embedding are of finite size then $ is 
bijective and hence a homeomorphism. 
Proof (a) By the paracompactness of S, there is a sequence of compact 
subsurfaces C, c C2 c ... such that U C, = S. Let Si be the closure in S of 
S- Ci, i = 1, 2, 3,.... Each boundary component R, 3 R, 2 R, 3 ... deter- 
mines a boundary component Q, 2 Q2 2 Q3 2 ... , where Qi is the 
component of Si such that all but finitely many Rk are contained in Qi. 
It can be shown that these two boundary components are equivalent, thus 
determining the same end of S. 
Let A E a(G, v) be a path. Define Qi as the component of Si which 
contains the infinite part of A. The sequence Q, 2 Q2 2 Q, 1 . . . determines 
an end $(A)E/?(S). If A and B are equivalent paths, no compact set Ci 
separates them. Thus $(,4)=$(B), and II/ can be viewed as a map 
P(G) + P(s). 
Next we show that $ is onto. Let y E /3(S) be an end, and let 
Q, 2 Q2 2 . be a boundary component corresponding to y, where each 
Qi is a component of S- Si. Let Hi be the part of G lying in Qi, 
i = 1, 2, 3, . . . . Since the boundary of Qi is compact, only finitely many edges 
of G cross it. Hence, each graph Hi consists of some components of G - Ki, 
where Kj is a finite subgraph of G. Suppose first that some Hi is finite. 
Then, for almost all n, H,* is empty, even more, Qn n G is empty. Thus Q, 
is contained in a 2-cell. Q, is a non-compact region with compact boun- 
dary in S, and since Q, does not intersect G, it has also compact boundary 
in the open 2-cell. But this is not possible. Hence H,, H,,... is a decreasing 
family of infinite subgraphs of G. It can be shown that this family deter- 
mines at least one end of the graph, and this end is mapped by $ on the 
end y of S. 
(b) The spaces B(G) and B(S) are compact metrizable spaces. 
Therefore, it suffices to prove that $ is continuous. Let E,, E,,... be a 
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sequence of ends of G which converges to the end E. It means that any 
finite subgraph of G separates from E only finitely many ends E,. Therefore 
any compact set C, separates only finitely many of these ends. Thus, $(E,), 
$(I$), $(E3),... converge to I)(E). 
(c) Suppose that the cells of the embedding are all finite, and let 
A, BE O(G, u) be infinite paths with the same image, $(A) = I/I(B). If A and 
B determine different ends in G, there is a finite subgraph H of G which 
separates them. Let C be the subsurface of S consisting of all those (closed) 
2-cells which contain on the boundary at least one point of H. Since the 
2-cells are finite, C is compact. Consider the component Q of the closure of 
S- C which contains the infinite part of A. In Q, a connected subgraph of 
G is contained, thus the infinite part of B does not lie in it. Consequently, 
$(A) # e(B). A contradiction. 
The mapping $ is thus bijective, continuous and closed, hence a 
homeomorphism. 1 
Part (c) of Theorem 4.3 is an important fact. It says that the set of the 
ends does not depend on embedding as long as we consider embeddings 
with finite 2-cells. On the other hand, the ends of the graph correspond to 
the ends of embeddings, and can henceforth be classified as planar or non- 
planar. See Section 5. 
5. GENUS OF INFINITE GRAPHS 
The gelzus y(G) of an infinite graph G is the minimum genus of all 
surfaces in which G has an embedding. The nonorientable genus *j(G) is 
defined similarly. The usual definition of the genus of infinite graphs is 
slightly different (cf. [ 18]), but the following proposition shows that both 
possibilities agree. 
5.1. PROPOSITION. The genus of G is equal to the suprernurn of genera of 
its finite subgraphs. 
Proof: Let w(G) denote the supremum of the genera of finite subgraphs 
of G. If o(G) is infinite, the proposition is clear. Thus we assume henceforth 
that w(G) < CCI. Let g be the genus of a surface into which G has an embed- 
ding. Then for each finite subgraph H of G, y(H) 5 g. Thus o(G) g y(G). 
Now suppose that w(G) = g < co. Let V(G) = {zll, o*,... >, and let G, be 
the induced subgraph of G on vertices (vi, v~,..., un), for each positive 
integer rz. We may assume that each G, is connected. For each n, choose an 
embedding of G, into a surface of genus y(G,) 5 g. Note that for all suf- 
ficiently large ~1, y(G,) = g. For each 12 and each i 5 n, let P(o,, n) be the 
local rotation at vertex vi in the embedding of G,. Since there are only 
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finitely many possibilities for permutations P(u,, n), there is a sequence n(ll), 
(1) (1) n2 , n3 ,... such that P(v,, nil)), k = 1, 2, 3,..., are all equal. Denote this local 
rotation by P(vi ). Note that P(u i) cyclically permutes all darts of G with 
initial vertex rl. Now, in the sequence P(v,, it’) we again have finitely 
many possibilities. Hence there is a subsequence ni2), ni2), nh2),..., where 
P(v2, nf’) is constant. Denote this cyclic permutation of darts at u2 by 
P(u2). We proceed in the very same way constructing P(u3), P(u~),,... This 
procedure determines a rotation system P on G. It remains to show that 
the combinatorial embedding determined by P is of genus g. 
Clearly, no embedding of G is of genus <g. Assume that the com- 
binatorial embedding having the rotation system P is of genus g’ > g. Then 
there is a compact subsurface (with boundary) S’ of S which has genus g’. 
We may suppose that on the boundary of S’ there are several vertices of G, 
but no edge of G crosses this boundary. Let n be the largest index of ver- 
tices z;; in S’. Since G, is connected we may add to S’ neighbourhoods of 
some edges of G in such a way that the vertices and edges of G lying in S’ 
constitute precisely the graph G,. Let N be a number such that the rotation 
system of G, has at vertices D,,..., v, the local rotations P(ul),..., P(u,), and 
take the corresponding embedding of G, into the surface, say T, for which 
we know that it has genus at most g. But taking a neighbourhood of edges 
of G, in T we get a surface with boundary for which it can be shown to 
have the same genus as s’. But this is impossible since the genus of S’ is 
larger than g. 1 
It is easy to see that cellular embeddings suffice in the calculations of the 
genus of a graph. What is much more interesting is the fact that one cannot 
restrict to embeddings with all cells of finite size. Consider the following 
example, which by Theorem 3.5 has embeddings with all 2-cells finite, but 
no one of these embeddings will give the minimal genus. Let G be the 
graph represented on Fig. 7. If we take a strip of width n, denote it by G,, 
we get a finite 3-connected graph. Hence G,, has the unique planar embed- 
ding, the one which is also represented in Fig. 7. Thus the planar 
embedding of G is unique and has two faces of infinite size. Consequently, 
any embedding with all faces finite will give a surface of higher genus. 
We shall finish this section by a brief discussion on the ends. The ends of 
a surface S can be classified as planar, orientable of infinite genus, or non- 
4 
FIG. 7. A planar graph. 
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orientable (also of infinite genus). Let a graph G be cellularly embedded 
into S. The mapping $: /3(G) + p(S) of Theorem 4.3 determines the types 
of ends of G with respect to the given embedding. An end c( of G is said to 
be planar if there is an embedding of G such that @(LX) is a planar end of 
the surface. Otherwise, CI is an end of infinite genus. The following two 
results are obvious: 
5.2. PROPOSITION. If G has finite genus then all ends of G are planar. 
5.3. PROPOSITION. An end c( of G containing a path A E R(G, v), is planar 
if and only if there is a finite subgraph H of G such that the component of 
G-H containing the infinite part of A is a planar graph. 
ProoJ: If CI is planar, take an embedding of G with I/(M) a planar end of 
the surface. It is clear that the part of G lying in a planar neighbourhood of 
I/(U) is a plane graph. 
Conversely, if a component C of G - H is planar, choose a rotation 
system on G such that the embedding of C will be planar. Then the 
corresponding end of the surface of the combinatorial embedding is 
planar. 1 
Nofe added in proof I was asked by several colleagues if the Whitney’s theorem about 
unique embeddability of 3-connected planar graphs extends to the infinite case. It was 
proved by Imrich 1213 that a 3-connected planar graph has a unique rotation system (up to 
orientation) yielding a planar embedding. However, this does not imply unique embeddability 
(cf. the planar embeddings of the H-graph on Figs. 4 and 5 and make from it a 3-connected 
example). By using Theorems 2.1, 3.4, and 4.3 the following result can be proved. Recall that a 
surface is planar if it is homeomorphic to a subset of the Euclidean plane. 
THEOREM. Let G be a 3-connected graph, cellularly embedded in a planar surface such that 
all faces are of finite size. Then G is uniquely embeddable in the plane in the sense that .for any 
two cellular embeddings ‘p,: G + S,, ‘pz: G + Sz into planar surfaces S,, Sz, there is a 
homeomorphism ?: S, + Sz such that ‘pz = tq,. 
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