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Résumé
Un regain d’intérêt pour la télédétection de la salinité de surface de l’océan
(SSS) par radiométrie en bande-L (21 cm) est apparu dans les années 1990 et a
conduit au lancement des missions spatiales SMOS (nov. 2009) et Aquarius (juin
2011). Cependant, en raison du faible rapport signal sur bruit, l’inversion de la SSS
à partir des mesures radiométriques en bande-L est très difficile.
Ce travail porte sur l’étude de la signature radiométrique en bande-L des pro-
priétés de la surface de l’océan (en particulier SSS et rugosité) à partir des mesures
du radiomètre aéroporté en bande-L CAROLS, acquises dans le golfe de Gascogne
en 2009 et 2010. Une première étude a montré que la SSS déduite des mesures
du radiomètre CAROLS était précise à mieux que 0.3 pss dans une zone de forte
variabilité spatio-temporelle avec une meilleure précision que les modèles océano-
graphiques côtiers. La seconde étude qui combine les mesures passives (CAROLS)
et active (diffusiomètre en bande-C STORM) a mis en évidence l’amélioration des
nouveaux modèles de rugosité par rapport aux modèles pré-lancement satellitaires.
Par ailleurs, l’étude a montré l’importance de la prise en compte des moyennes et
grandes échelles de rugosité (ą 20 cm) pour l’interprétation des mesures radiomé-
triques loin du nadir.
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Abstract
A renewal of interest for the radiometric L-band (21 cm) sea surface salinity (SSS)
remote sensing appeared in the 1990s and led to the launch of the space missions
SMOS (November 2009) and Aquarius (June 2011). However, due to the low signal
to noise ratio, retrieving SSS from L-band radiometry is very challenging.
This work focuses on the study of the L-band radiometric signature of the ocean
surface properties (especially SSS and roughness), using measurements from the
CAROLS airborne L-band radiometer. These measurements were acquired in the
Bay of Biscay in 2009 and 2010. A first study shows that SSS derived from CA-
ROLS radiometer measurements was accurate to better than 0.3 pss in an area of
high spatial and temporal variability with a higher accuracy than coastal numerical
models. The second study which combines passive (CAROLS) and active (C-band
scatterometer STORM) measurements, shows the improvement of the new satellite
roughness models compared to pre-launch models. In addition, the study shows the
importance of taking into account the medium and large roughness scales (ą 20 cm)
for the interpretation of radiometric measurements far from the nadir.
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Chapitre 1
Introduction
Le cycle global de l’eau (ou cycle hydrologique) représente les flux d’eau entre les
grands réservoirs d’eau de la planète. Ces flux sont caractérisés par les échanges mas-
sifs entre l’atmosphère et les deux grands réservoirs que sont l’océan (évaporation
et précipitation) et la terre ainsi que par ceux entre la terre et l’océan (décharge des
fleuves et fonte des glaces). Malgré un impact essentiel sur la société, le cycle hydro-
logique reste une composante mal connue du système climatique. En effet, jusqu’à
peu, la difficulté des mesures des flux au-dessus de l’océan a limité les études sur le
cycle hydrologique aux terres émergées. Or il est estimé que 86% de l’évaporation
et 78% des précipitations ont lieu au dessus des océans [Schmitt, 2008]. Il est donc
impossible d’ignorer l’océan pour comprendre le cycle hydrologique à l’échelle glo-
bale. Par ailleurs, on s’attend à une sensibilité importante du cycle hydrologique au
réchauffement climatique. En effet, une augmentation de la température de l’atmo-
sphère provoque une augmentation de la pression de vapeur saturante et donc une
augmentation du contenu potentiel de vapeur d’eau dans l’atmosphère de 7%/˝C ˚.
Cette augmentation du réservoir d’eau de l’atmosphère peut provoquer une intensi-
fication du cycle hydrologique et avoir de lourdes conséquences pour la société. En
effet, il semble que cette intensification renforce les déséquilibres de flux d’eau douce,
i.e. qu’il y ait plus de précipitations dans les zones très pluvieuses et plus d’évapo-
ration dans les zones arides [Solomon et al., 2007]. Les mesures de précipitation et
d’évaporation sont difficiles et peu précises au-dessus de l’océan. En revanche ces
phénomènes modifient la salinité de surface de l’océan (SSS). La SSS pourrait donc
servir à jauger la différence évaporation moins précipitation (E ´ P ), sous réserve
d’une circulation océanique peu modifiée.
Plusieurs définitions de la salinité existent [IOC et al., 2010] :. Parmi celles-ci,
la salinité absolue est la masse de substance dissoute dans l’eau de mer et donc
caractérise sa densité et permet de représenter avec précision les propriétés thermo-
dynamiques de l’eau de mer. Elle s’exprime généralement en g¨kg−1. En pratique,
la salinité est estimée à l’aide de la mesure de la conductivité de l’eau de mer et
on définit la salinité pratique comme un rapport de conductivité que l’on exprime
soit sans unité, soit en pss-78 (Practical Salinity Scale) que je noterai simplement
pss. La variabilité de ces deux grandeurs est très voisine. Vu la précision qui nous
intéressent ici, on peut considérer qu’elles diffèrent d’un biais de 0.16pss. Dans ce
manuscrit, j’exprimerai la salinité en pss étant donné que la mesure radiométrique
est au premier ordre une mesure de la conductivité de l’eau de mer. La salinité
˚. formule de Clausius-Clapeyron pour une température moyenne du globe de 14 ˝C.
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globale des eaux océaniques est très stable (comprise à 90% entre 34pss et 35pss
[Fieux, 2010]) mais varie beaucoup plus en surface (d’environ 32pss à 38pss).
En plus des échanges avec l’atmosphère (E ´ P ), les variations de SSS sont
générées par les flux d’eau douce provenant des apports fluviaux et de la fonte des
glaces, et par la circulation océanique. Ces variations de salinités modifient la densité
de l’eau de mer à des échelles comparables aux variations de température ; et jouent
ainsi un rôle important sur la circulation thermohaline et donc sur la redistribution
de la chaleur entre les basses et hautes latitudes. Enfin de part son influence sur
la densité de l’eau de mer, des dessalures de surface peuvent générer l’apparition
de couches barrières qui isolent la couche de surface des couches de subsurface et
peuvent fortement influencer les échanges océan-atmosphère.
Par ailleurs, la SSS est un très bon traceur des masses d’eau de surface (moins
rapidement affecté que la température de surface SST par les échanges avec l’at-
mosphère, sous conditions atmosphériques non-précipitantes) et de ce fait sou-
vent corrélé à des propriétés biogéochimiques de l’eau de mer comme le CO2 (e.g.
[Lefèvre et al., 2010]) ou la chlorophylle (e.g. [Fournier et al., 2012]).
Jusqu’à récemment la mesure de la SSS était possible uniquement à l’aide de
mesure in situ. Ces mesures sont issues de diverses plateformes : les campagnes
océanographiques fournissent un ensemble de mesures dont l’échantillonnage spa-
tiale et temporel est généralement très irrégulier ; les navires d’opportunités (bateau
marchand), flotteurs ou bouées autonomes e.g. ARGO (Array for Real-Time Geo-
strophic Oceanography) [Riser et al., 2008] fournissent des mesures plus régulières
dans le temps et/ou l’espace ; le réseau de mouillages PIRATA, TAO et RAMA effec-
tuent des mesures hautes fréquences (typiquement horaires) sur de longues périodes
en point fixe dans la zone tropicale. Toutes les données in situ sont collectées et
corrigées (e.g. World Ocean Atlas, [Antonov et al., 2010]) puis utilisées par les océa-
nographes. En moyenne une mesure de SSS est effectuée environ tous les 3°ˆ 3°
et tous les 10 jours, avec cependant un plus fort échantillonnage dans les zones de
convergence de courants et relativement moins de mesures dans l’hémisphère sud.
En outre, la plupart de ces observations échantillonnent la colonne d’eau océanique
à partir de profondeur allant de 5m à 10m sans réel échantillonnage de la surface.
Or dans les régions pluvieuses la salinité peut différer de 0.1pss à plus de 1pss entre
la surface et 10m [Henocq, 2009] et [Reverdin et al., 2012].
:. La salinité absolue est définie comme la fraction de masse de matière dissoute de l’eau de mer
(non-H2O) à 25 ˝C à la pression au niveau de la mer. Elle s’exprime en kg¨kg−1 dans le SI mais
plus généralement en g¨kg−1. La salinité pratique est définie comme le rapport de la conductivité
électrique de l’échantillon d’eau de mer à 15 ˝C et 1013hPa sur celui d’une solution de référence
de chlorure de potassium (KCl). Bien que cette grandeur soit sans unité, on peut l’exprimer en
pss-78 (Practical Salinity Scale). Cette échelle est valide pour des salinité variant de 2pss à 42pss.
La salinité de référence correspond à la salinité absolue de l’eau de mer standard, qui est l’eau
de surface collectée dans une région non précisée de l’Atlantique Nord. Elle s’exprime en g¨kg−1.
La relation entre la salinité de référence (SR) et la salinité pratique (SP ) est proportionnelle :
SR “ uPSSP avec uPS ” p35.165 04{35qg¨kg−1. La salinité absolue est la somme de la salinité
de référence et de l’anomalie de salinité absolue. Cette anomalie se caractérise principalement par
des différences de concentration de silicate qui affecte la densité de l’échantillon d’eau de mer sans
modifier significativement sa conductivité. Les sels dissous principaux dans l’eau de mer sont les
ions chlorure (55%), sodium (31%), sulfate (8%) et magnésium (4%).
;. Pour une eau à 10 ˝C et 35pss, une variation d’une unité de salinité a le même impact sur la
densité qu’une variation de température de 5 ˝C.
3Pour palier ces manques d’échantillons, la communauté scientifique a recommandé
le développement des mesures in situ de la salinité de la couche supérieure de l’océan
(au-dessus de 5m) ainsi que des mesures de la SSS par satellite qui sont sensibles
au premier centimètre [Lagerloef et al., 1995]. Le concept de télédétection de la SSS
par radiométrie en bande-L a été démontré dès les années 1970 à bord de la station
spatiale Skylab [Lerner and Hollinger, 1977] et par les premiers systèmes aéroportés
microondes [Thomann, 1976, Blume et al., 1978]. À la fin des années 1990, l’amé-
lioration des technologies permit, à partir des mesures de deux interféromètres mi-
croondes aéroportés [Le Vine et al., 1998, Miller et al., 1998], de produire des cartes
de SSS en zone côtière avec une précision d’environ 1pss ce qui relança l’intérêt pour
cette technologie. Ceci amena les agences spatiales européennes (ESA — European
Space Agency), américaine (NASA — National Aeronautics and Space Adminis-
tration) et argentine (CONAE — Comisión Nacional de Actividades Espaciales) à
construire et lancer les deux missions spatiales : SMOS (lancement en Nov. 2009) et
Aquarius/SAC-D (lancement en Juin 2011) [Kerr et al., 2010, Le Vine et al., 2010].
Ces deux missions spatiales ont pour objectif de mesurer la SSS avec une préci-
sion de 0.1 pss–0.2 pss sur des échelles spatiales et temporelles de 100 kmˆ 100 km
à 200 kmˆ 200 km et 10 jours à 30 jours. Ces deux missions dérivent la SSS par ra-
diométrie en bande-L en utilisant des technologies différentes. SMOS dont l’objectif
est également de dériver l’humidité des sols, utilise une antenne interférométrique
composée de trois bras de plus de 4m, qui permet d’atteindre une résolution spa-
tiale de l’ordre de 40 km, d’acquérir des mesures sur un large champ de vue de la
surface de la Terre (environ 1000 kmˆ 1200 km) ainsi que d’observer un pixel sous
plusieurs angles d’incidence. Ces caractéristiques des mesures SMOS sont obtenues
au détriment de la résolution radiométrique (de 1.8K à 3K sur 1.2 s). La mission
Aquarius qui n’avait pas la contrainte de la résolution spatiale de 50 km imposée
par la restitution de l’humidité des sols, a choisi d’utiliser une antenne réelle (d’en-
viron 2.5m) avec trois cornets à différents angles d’incidence (28.7°, 37.8° et 45.6°)
et acquière des mesures en mode passif (radiomètre) et actif (diffusiomètre). La ré-
solution spatiale (en passif) est d’environ 100 km et les trois faisceaux permettent
une fauchée de 300 km. L’avantage de cette configuration est de disposer d’une très
bonne résolution radiométrique (environ 0.6K sur 5.8 s) ainsi que des mesures de
rugosité de la surface de la mer concomitante avec le diffusiomètre.
Les mesures satellitaires de SSS par SMOS et Aquarius ont déjà fourni des ré-
sultats intéressants (e.g. [Font et al., 2012], [Lagerloef et al., 2012]) dont l’apport
principal est pour l’instant la détection de signaux fortement contrastés en sel sur
des échelles de 50 km–1000 km, qui n’étaient pas détectables avec les mesures tra-
ditionnelles [Reul et al., 2013]. Ces mesures ont fourni par exemple de nouvelles
estimations des vitesses de propagation des structures en salinité des ondes tropi-
cales d’instabilité dans le Pacifique tropical [Lee et al., 2012], ou un suivi spatio-
temporel de la variabilité dans le Pacifique tropical nord-est lié à la variabilité sai-
sonnière de l’upwelling (remonté d’eau sous-jacente) de Panama et des “gap winds”
[Alory et al., 2012]. Par ailleurs, ces mesures ont permis de suivre l’évolution tem-
porelle de la SSS avant et après le passage de cyclones, au large du panache de
l’Amazone et de l’Orenoque, montrant selon les régions le maintien ou la destruc-
tion de couches barrières ces dernières pouvant favoriser l’intensification d’un cyclone
en limitant les échanges entre l’atmosphère et l’océan à une couche océanique re-
lativement mince isolée des eaux plus froides en profondeur [Grodsky et al., 2012].
Une bonne compréhension et estimation de ces processus océanographiques est in-
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dispensable pour que la SSS puisse être utilisée pour jauger les flux d’eau douce
entre les différents réservoirs. [Boutin et al., 2013] a montré dans la zone intertro-
picale du Pacifique une relation linéaire entre les précipitations et la SSS avec une
pente de ´0.14pss¨mm−1¨h. Par ailleurs, des études récentes ont mis en évidence
une évolution décennale de la salinité (e.g. [Terray et al., 2012, Durack et al., 2012])
qui se traduit très schématiquement par une augmentation de la SSS dans les zones
à forte évaporation et une diminution dans les zones à fortes précipitations. Une
longue série (pluridécennale) de mesures satellitaires de SSS permettrait d’estimer
plus précisément ces anomalies de flux d’eau douce.
Le principe de la mesure par télédétection consiste à estimer l’émission microonde
de la surface de l’océan à une fréquence électromagnétique donnée. L’émission mi-
croonde dépend principalement de la constante diélectrique de l’eau de mer qui est
affectée à son tour par la salinité et la température [Klein and Swift, 1977]. Le choix
de la fréquence électromagnétique est un compromis entre la sensibilité à la salinité,
la résolution spatiale, la taille de l’antenne et l’allocation des bandes de fréquences.
Le choix a été fait d’utiliser la bande de fréquence protégée à 1.4GHz (21 cm) i.e.
appartenant à la bande-L de fréquence d’après la nomenclature IEEE. De nombreux
facteurs autres que la salinité et la température affectent le signal radiométrique qu’il
faut alors corriger. Afin de ne pas introduire de corrections parasites, il est néces-
saire d’avoir une très bonne connaissance et compréhension de tous les paramètres
affectant le signal mesuré. C’est dans ce cadre qu’a été développé le radiomètre
aéroporté en bande-L CAROLS (Cooperative Airborne Radiometer for Ocean and
Land Studies) [Zribi et al., 2011]. Ce radiomètre présente une très grande sensibilité
et stabilité tel que démontré lors des vols de certification, qualification et validation
qui se sont déroulés lors des campagnes aéroportées de 2007 et 2008. Les campagnes
aéroportées de 2009 et 2010 qui se sont déroulées conjointement à des campagnes
océanographiques de mesures in situ dans le golfe de Gascogne ont comme finalité
l’étude du signal radiométrique mesuré par CAROLS relativement aux paramètres
géophysiques mesurés in situ ou avec un diffusiomètre en bande-C (STORM — Sys-
tème de Télédétection pour l’Observation par Radar de la Mer) afin de valider ou
d’améliorer les modèles et méthodes utilisés dans le traitement des données radiomé-
triques satellitaires en bande-L. Par rapport aux mesures satellitaires, les mesures
aéroportées échantillonnent des variations géophysiques plus restreintes mais mieux
échantillonnées.
L’objectif de mon travail est l’étude de la surface de l’océan à partir des mesures
en bande-L du radiomètre CAROLS acquises lors des campagnes de 2009 et 2010
afin d’accroitre notre connaissance de la physique de la mesure en radiométrie en
bande-L, du couplage entre mesures actives et passives et ainsi de proposer des pistes
pour améliorer l’inversion de la salinité à partir des mesures satellitaires. Pour relier
les propriétés géophysiques aux mesures radiométriques, deux approches sont pos-
sibles. Une approche directe, qui modélise le signal reçu par le radiomètre CAROLS
en fonction des caractéristiques de l’instrument (fréquence, géométrie de l’antenne,
angle de visé, . . . ), des propriétés de la surface océanique (température, salinité,
état de mer), des milieux traversés (atmosphère), des signaux réfléchis (signal cé-
leste). Cette approche permet de mettre en relation les paramètres géophysiques de
la surface avec le signal mesuré par l’instrument, d’étudier la sensibilité du signal
par rapport à différents paramètres et d’estimer les sources d’incertitudes de la mo-
délisation. La seconde approche est une approche inverse où l’on tente de déterminer
les paramètres géophysiques à partir des mesures de l’instrument et éventuellement
5une certaine connaissance a priori de ces paramètres. Cette inversion peut être faite
sur la base d’une relation statistique entre les paramètres géophysiques et le signal
mesuré par l’instrument ou à l’aide d’une estimation itérative des paramètres géo-
physiques en minimisant la distance entre le signal simulé par le modèle direct et le
signal mesuré. C’est cette dernière approche qui est utilisée pour restituer la SSS à
partir des mesures SMOS par le processeur ESA.
Dans ce manuscrit je propose une étude du signal radiométrique en bande-L CA-
ROLS en fonction de deux facteurs géophysiques influençant ce signal au premier
ordre, i.e. la SSS et la rugosité de surface. Cette étude a été réalisée à l’aide du pro-
gramme TRAP (Terrestrial Radiometry Analysis Package) qui a été développé pour
analyser les mesures de la campagne CoSMOS-océan [Reul et al., 2006]. J’utiliserai
les mesures aéroportées du diffusiomètre STORM qui fournit certaines caractéris-
tiques de l’état de surface de la mer [Hauser et al., 2003, Hauser et al., 2008]. Le
diffusiomètre a volé en association avec le radiomètre CAROLS pour environ la
moitié des vols afin de mettre en correspondance les signaux des deux instruments.
Je commencerai par une description des méthodes, des modèles et des principales
missions aéroportées et spatiales impliqués dans la télédétection de la salinité dans le
Chapitre 2. Je poursuivrai par une description des données dans les Chapitres 3 à 5.
Le Chapitre 3 présente le radiomètre CAROLS, les signaux enregistrés, les traite-
ments effectués ainsi que les modèles appliqués à la géométrie de l’antenne CAROLS.
Le Chapitre 4 est consacré à la description des principales caractéristiques du dif-
fusiomètre STORM et des méthodes d’inversion permettant de décrire la rugosité
de la surface. Le Chapitre 5 décrit les campagnes et les conditions géophysiques des
vols utilisés pour ce travail. Le Chapitre 6 résume les résultats de l’étude consacrée
à l’inversion de la SSS à partir des mesures CAROLS et aux comparaisons de ces
SSS inversées aux mesures in situ et aux différents champs de salinité disponible
[Martin et al., 2012] (Annexe B). Cette étude a montré que l’incertitude de la SSS
inversée semblait venir principalement de l’incertitude de l’influence de la rugosité
sur le signal radiométrique. Découlant des conclusions de cette première étude, le
Chapitre 7 présente une étude spécifique de l’influence de la rugosité sur ce signal
en combinant les mesures passives CAROLS et actives du diffusiomètre STORM.
Le Chapitre 8 présente un résumé des principales conclusions de ce travail et les
perspectives qui en découlent.
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Introduction
Dans ce chapitre je vais présenter les différentes méthodes de mesures de la sali-
nité de surface avec une courte présentation des mesures in situ et un plus long déve-
loppement des mesures par télédétection. Dans la première section je commencerai
par présenter succinctement les instruments utilisés par la communauté océanogra-
phique et leurs principales caractéristiques. Un certain nombre de ces instruments
ont été utilisés lors des campagnes océanographiques de 2009 et 2010 ; campagnes
dont les mesures sont décrites dans le Chapitre 5. La deuxième section introduit les
grandeurs physiques qui sont mesurées par les radiomètres ainsi que les notations
de base. La troisième section présente les modèles directs permettant de simuler
l’influence des paramètres géophysiques sur le signal radiométrique. La quatrième
section indique l’impact des interférences radiofréquences sur le signal radiométrique
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(SMOS, Aquarius ou CAROLS) et expose plusieurs méthodes de traitement. Les
deux dernières sections présentent l’historique et l’état de l’art de la mesure de la
salinité par radiométrie en bande-L et des liens actifs/passifs.
2.1 Mesures in situ
Aujourd’hui la plupart des mesures in situ de la salinité repose sur la mesure de la
conductivité de l’eau de mer. De nouvelles méthodes basées sur la diffraction de l’eau
existent [Malardé et al., 2009] mais ne sont pas largement utilisées. Je m’intéresserai
dans cette section uniquement à la salinité de surface acquise entre 0m et 10m de
profondeur. [Henocq, 2009] présente une étude détaillée des différentes mesures in
situ de la salinité de surface ainsi que de la stratification verticale de la salinité dans
les 10 premiers mètres. Ces mesures peuvent se scinder en plusieurs catégories que
je regroupe en fonction de l’échantillonnage spatio-temporel.
CTD, XCTD et prélèvement fournissent des données ponctuelles de salinités et
de températures à différentes profondeurs. CTD (Conductivity, Temperature,
Depth), les sondes jetables XCTD (eXpendable CTD) fournissent des profils en
fonction de la profondeur. Ces instruments sont utilisés par des navires océa-
nographiques (CTD, XCTD et prélèvement) ou par des navires d’opportunités
(XCTD, prélèvement).
Gliders et Wave-Gliders fournissent des données le long d’une trajectoire prédé-
finie. Les gliders oscillent entre la surface et une certaine profondeur à l’aide
d’une vessie gonflable. Les wave-gliders restent en surface et tirent leur éner-
gie de celle des vagues. Ce sont des instruments autonomes qui sont déployés
pour des périodes allant jusqu’à plusieurs mois. À chaque remonté en surface
la trajectoire du glider peut être reprogrammée.
Bouées, profileurs dérivants et éléphants de mer fournissent des données se-
lon leur dérive/trajectoire pour des périodes allant du mois à plus d’une année.
Les bouées sont conçues pour mesurer une salinité à une profondeur don-
née (environ 50 cm pour les Pacificgyre et Meteocean, 28 cm, 17 cm et 4 cm
pour respectivement les Surfact, Surplas et Surpact [Reverdin et al., 2010,
Reverdin et al., 2013b]). Les profileurs (réseau ARGO [Riser et al., 2008])
échantillonnent la surface tous les 10 jours et lors de leurs remontés arrêtent
de pomper l’eau dans la cellule de conductivité vers 5m. Récemment des profi-
leurs ARGO-STS (Surface Temperature Salinity) permettant d’échantillonner
les premiers cm de la surface océanique ont été développés (31 déploiements au
printemps 2012, [Riser, workshop Aquarius 2012]). Les éléphants de mer four-
nissent des données essentiellement sur les zones de prédations (front, plateau
antarctique, . . . ).
TSG fournissent des données le long des trajectoires des navires océanographiques
ou marchands. Les TSG (ThermoSalinoGraph) mesurent la salinité d’une eau
pompée généralement entre 3m et 5m. Les TSG placés sur les navires mar-
chands permettent d’acquérir des données régulières sur de longues périodes
(annuelles) le long de traversées régulières.
Mouillages et bouées fixes fournissent des données d’un point fixe sur de longues
périodes (mensuelles à multi-annuelles par exemple pour les réseaux TAO, PI-
RATA, RAMA) avec une haute résolution temporelle (généralement horaire).
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En introduction, j’ai précisé que malgré la diversité de ces plateformes de
mesures, la couverture spatio-temporelle des mesures de salinité reste sous-
échantillonnée et inégalement répartie à la surface des océans (Figure 2.1 page sui-
vante [Antonov et al., 2010]). Malgré une nette amélioration de la couverture spa-
tiale par rapport au World Ocean Atlas 2005 [Antonov et al., 2006] (non montrée),
l’Atlantique Sud et le Pacifique Sud restent peu échantillonnés particulièrement dans
les subtropiques. On remarque également une asymétrie dans la distribution spatiale
des observations entre le mois de Janvier et Juillet particulièrement pour les hautes
latitudes.
2.2 Principe de la mesure en radiométrie
Un radiomètre est un instrument passif qui mesure le flux électromagnétique reçu
par une antenne. Le flux mesuré provient, dans notre cas, du rayonnement (émission)
du milieu naturel (atmosphère, surface de l’océan), du rayonnement extra-terrestre
(soleil, galaxie), mais aussi de sources anthropiques que l’on appelle interférence
radiofréquence (RFI — RadioFrequency Interference) ˚.
Dans cette section, je commencerai par introduire deux grandeurs courantes en
radiométrie hyperfréquence, la température de brillance, notée Tb et la tempéra-
ture d’antenne, notée TA. Ces grandeurs représentent malgré leur dénomination des
“puissances”, s’expriment en Kelvin K et sont des grandeurs extensives :. Je pour-
suivrai avec l’introduction des notions de polarisation et de paramètres de Stokes et
terminerai avec une description des particularités de la bande-L.
2.2.1 Température de Brillance (Tb)
D’après la théorie du corps noir, un corps noir est un objet qui absorbe tout le
rayonnement incident à sa surface. Ce corps émet une puissance qui dépend de sa
température. La puissance reçue par unité d’angle solide et de surface d’un capteur
est appelée luminance (radiance en anglais) ou brillance (B) en hyperfréquence et
s’exprime en W¨m−2¨sr−1.
La brillance par longueur d’onde (émittance spectrale) d’un corps noir à la tem-
pérature T ; est donnée par la loi de Planck (représentée Figure 2.2 page 11) :
Bλpλ, T q “ Lpλ, T q “ 2hc
2
λ5
.
1
e
hc
λkBT ´ 1
(2.1)
avec h « 6.62ˆ 10´34 J¨s la constante de Planck, c « 2.99ˆ 108 m¨s−1 la vitesse du
rayonnement émis et kB « 1.38ˆ 10´23 J¨K−1 la constante de Boltzmann.
Si on ne s’intéresse qu’aux plus grandes longueurs d’onde (supérieure au milli-
mètre), tel que hc ! λkBT i.e. λ " 10´3 m, la loi de Planck se réduit à la formule
de Rayleigh-Jeans :
Bλpλ, T q “ 2c.kB.Tphys
λ4
(2.2)
˚. Ces interférences peuvent provenir de radar terrestre (militaire ou civil), de satellites de
télécommunication, de radioamateur ainsi que d’autres instruments qui émettent dans la bande
de fréquence observée.
:. Le terme “température” représente habituellement la température thermodynamique qui est
une grandeur intensive.
;. La température T , représente la température thermodynamique ou physique classique. Je la
noterai aussi Tphys.
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(a)
(b)
Figure 2.1 – Nombre d’observations de salinité en surface par grille de 1°ˆ 1° tel
qu’inclus dans le World Ocean Atlas 2009 [Antonov et al., 2010] pour les mois de janvier
(a) et juillet (b).
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Figure 2.2 – Spectre de rayonnement d’un corps noir à des températures physiques de
6000K (en bleu), 1000K (en vert), 300K (en rouge) et 3K (en cyan). Brillance par
longueur d’onde (W¨m−2¨sr−1m¨−1) en fonction de la longueur d’onde.
À l’aide de la relation Bλ “ c{f2.Bf on revient à la brillance spectrale qui est plus
couramment utilisée en radiométrie, en particulier la seconde expression :
Bf pf, T q “ 2.f
2.kB.Tphys
c2
(2.3)
Bf pλ, T q “ 2.kB.Tphys
λ2
(2.4)
On obtient une relation proportionnelle entre la brillance et la température ther-
modynamique du corps noir. Peu de corps se comportent comme un corps noir, on
définit alors un corps gris. Ce corps émet moins et absorbe moins d’énergie qu’un
corps noir qui est un absorbant parfait. On définit la température de brillance (Tb)
d’un corps gris comme la température thermodynamique du corps noir émettant la
même brillance que le corps gris considéré. La relation entre la température ther-
modynamique et la température de brillance s’exprime à l’aide de l’émissivité (e)
qui est définie comme le rapport entre la brillance effective du corps et la brillance
qu’aurait un corps noir à la même température thermodynamique. Soit :
epλ, T, θq “ Bpλ, T, θq
Bpλ, T qcorpsnoir “
Tbpλ, T, θq
Tphys
ď 1 (2.5)
L’émissivité d’un corps est une grandeur sans dimension qui est nécessairement
compris entre 0 et 1. Elle dépend généralement de la fréquence et de la géométrie
(angle d’incidence θ) à laquelle est observé le corps. Si l’émissivité du corps est
constante avec la fréquence, on appelle ce corps, un corps gris. En pratique, sur
une bande de fréquence suffisamment petite, on peut considérer la plupart des corps
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Figure 2.3 – Passage de la température de brillance à la température d’antenne. Tirée
de [Dinnat, 2003]
comme des corps gris. Hypothèse que l’on applique pour la radiométrie en bande-L.
En bande-L, l’émissivité de l’océan au nadir est d’environ 0.3 et varie jusqu’à environ
0.2 et 0.5 à 55° d’incidence pour respectivement la polarisation H et V.
2.2.2 Température d’Antenne (TA)
De manière similaire à la température de brillance, on a l’habitude d’exprimer la
puissance reçue (Pr) par le radiomètre par le terme température d’antenne noté (TA)
définie par la relation suivante pour une antenne sans perte [Ulaby et al., 1981] :
Pr “ kB.TA.B (2.6)
avec B la bande passante du radiomètre. TA représente alors la température physique
à laquelle une résistance délivrerait au récepteur une puissance de bruit thermique
identique à celle délivrée par l’antenne.
TA est le signal mesuré à la sortie de l’antenne et correspond à l’intégrale sur
une sphère à l’entrée de l’antenne des températures apparentes TAppθa, ϕaq dans la
direction de l’antenne pondérées par le gain de l’antenne Gpθa, ϕaq. On a donc :
TA “ 14pi .
ĳ
4pi
TAppθa, ϕaq.Gpθa, ϕaqdΩ (2.7)
Où TAp, les températures apparentes représentent l’ensemble des sources qui
émettent dans la direction (θa, ϕa). Ces sources proviennent de la surface de l’océan,
mais également de l’atmosphère ou de signaux réfléchis à la surface de la mer. Ces
différents rayonnements sont également modifiés par le milieu qu’ils traversent avant
d’atteindre l’antenne.
Le signal à l’entrée de l’antenne se décompose comme le signal émis par la sur-
face de la mer (Tbmer) atténué par la traversé de l’atmosphère (τθ), l’émission de
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l’atmosphère orientée vers le bas et de la contribution du signal céleste réfléchie et
atténuée par la surface de l’océan (respectivement TbatmÓ, T bciel, R) et l’émission de
l’atmosphère orientée vers le haut (TbatmÒ). Ici j’utilise une formulation simplifiée
qui ne tient compte que de la réflexion spéculaire (R) à la surface de l’océan et
néglige la diffusion des signaux célestes et atmosphériques par la surface. Soit :
TAppz, θ, ϕq “ Tbmerpθ, ϕq.e´τθp0,zq`Rpθ, ϕq.
`
Tbciel.e
´τθ ` TbatmÓ
˘
.e´τθp0,zq`TbatmÒ
(2.8)
Chacune de ces contributions n’est pas isotrope et dépend donc de la direction de
l’observation (θ, ϕ). La contribution de la mer dépend de la SSS, SST et de l’état de
rugosité de la surface (caractérisé au premier ordre par le vent). Les variations de
la contribution atmosphérique sont principalement liées à la quantité d’atmosphère
(en particulier d’oxygène) émettrice (Tbatmpzq) ou traversée (τθp0, zq) et dépend
principalement de l’altitude de l’avion et de la pression atmosphérique à la surface.
La contribution du signal céleste dépend des astres visibles à la surface de l’océan i.e.
de la date et de l’heure. Mais le signal dépend également des coefficients de diffusion
à la surface qui sont reliés à la rugosité de la surface.
Ces équations sont valables pour l’ensemble des radiomètres micro-ondes et la
sensibilité aux différents paramètres géophysiques dépend essentiellement de la fré-
quence d’acquisition. Point que j’aborderai à la fin de cette section après avoir pré-
senté les notions de polarisation.
2.2.3 Notion de polarisation et paramètres de Stokes
La polarisation des ondes électromagnétiques est décrite par l’orientation du
champ électrique à un point de l’espace sur une période d’oscillation. L’onde se
propage dans la direction du vecteur de Poynting et oscille perpendiculairement
à ce vecteur. Le champ électrique peut être orienté dans une seule direction de
l’espace (polarisation linéaire) ou peut tourner le long de sa propagation (polarisation
elliptique ou circulaire). Dans le cas de la polarisation linéaire, deux orientations
orthogonales sont privilégiées, la verticale et l’horizontale (Figure 2.4 page suivante).
La polarisation verticale (V) est dans le plan défini par le vecteur de Poynting et
la verticale locale (plan d’élévation ou plan d’incidence). La polarisation horizontale
(H) est dans le plan défini par le vecteur de Poynting et l’horizontal local (plan
azimutal).
En radiométrie, le signal mesuré n’est que partiellement polarisé. Les paramètres
de Stokes permettent de décrire l’état de polarisation de l’onde électromagnétique.
On les rassemble habituellement dans un vecteur, le vecteur de Stokes :
ÝÑ
S “
¨˚
˚˝ IQ
U
V
‹˛‹‚“
¨˚
˚˝T1T2
T3
T4
‹˛‹‚“
¨˚
˚˝ TV ` THTV ´ TH
T45o ´ T´45o
Tl ´ Tr
‹˛‹‚“ λ2kB.Z
¨˚
˚˝xE
2
V y ` xE2Hy
xE2V y ´ xE2Hy
2RexEVEH˚y
2ImxEVEH˚y
‹˛‹‚, (2.9)
où I “ T1 représente l’intensité totale du signal, Q “ T2, U “ T3 représentent la
portion de polarisation linéaire suivant le repère vertical, horizontal ou tourné de
45° et V “ T4 représente la portion de polarisation circulaire gauche ou droite. Dans
le cas d’une onde non polarisée, seul le premier paramètre de Stokes est non nul.
Ep est le champ électrique mesuré en polarisation p et Z est l’impédance de l’air
traversé.
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Fig. 4.3: Polarisations horizontales et verticales. La polarisation verticale ~v est dans le plan d’incidence Pi et la
polarisation horizontale ~h est orthogonale a` Pi.
est non-polarise´e (cas de la lumie`re naturelle). Enfin, si
√
q2 + u2 + v2 = 1, l’onde est totalement
polarise´e.
Pour relier I,Q, U et V au champ EM, il faut de´terminer la puissance transporte´e par une onde
EM. La puissance transporte´e par une onde EM a` travers une surface est de´termine´e par le flux du
vecteur de Poynting a` travers cette surface ([16]). Le vecteur de Poynting instantanne´ en notation
complexe ~Sci est donne´ par
~Sci = ~E × ~H∗. (4.3)
On de´duit de (4.3) le vecteur de Poynting moyen ~Scm sur une pe´riode de l’onde EM ([48]), qui
caracte´rise le flux de la puissance moyenne transporte´e par l’onde
~Scm =
〈
~Sci
〉
t
=
1
P
∫ P
0
~E × ~H∗ dt (4.4)
ou` P est la pe´riode de l’onde et 〈. . .〉t de´signe une moyenne temporelle. Pour une onde plane
monochromatique dont les champs e´lectrique et magne´tique sont de´finis par (A.8) et (A.12) (i.e.
une onde qui varie sinuso¨ıdalement avec le temps), on obtient ([78, 90, 89])
~Scm =
1
2
~E × ~H∗. (4.5)
Comme le vecteur d’onde ~k est orthogonal a` ~E et ~H , on en de´duit que la puissance transporte´e
est le long du vecteur d’onde. De plus, ~H est orthogonal a` ~E et son amplitude | ~H | est e´gale a`
1/η| ~E| (voir l’annexe A). On en de´duit le flux re´el de la puissance moyenne transporte´e par l’onde
~Sm = Re
{
~Scm
}
=
1
2
Re
{
E · E
∗
η∗
} ~k
|~k|
, (4.6)
soit
~Sm = Re
{
1
2η∗
}
|E|2
~k
|~k| . (4.7)
E. P. Dinnat
2003
Laboratoire d’Oce´anographie DYnamique et de Climatologie
Paris, France
Figure 2.4 – Schéma des polarisations horizontales et verticales. La polarisation verti-
cale ~v est dans le plan d’incidence Pi (qui contient le vecteur de Poynting et la verticale
locale du lieu) et la polarisation horizontale ~h est orthogonale à Pi. Figure tirée de
[Dinnat, 2003].
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Bande protégée (en MHz) Utilisation en radioastronomie
608-614 Continuum
1400-1427 Continuum et raie Hydrogène (HI)
1660-1670 Continuum et raie radical oxhydryle (OH)
2655-2700 Continuum
Tableau 2.1 – Bandes de fréquences protégées dans la gamme [500MHz ; 3GHz] pour la
radioastronomie et l’observation passive de la terre. Informations tirées de [ITU, 2003b,
ITU, 2003a].
2.2.4 Particularité de la bande-L
Comme je l’ai indiqué dans l’introduction, le choix de la bande-L a été un com-
promis entre la sensibilité à la salinité, la résolution spatiale, la taille de l’antenne
et l’allocation des bandes de fréquences.
La Figure 2.5 page suivante tirée de [Njoku et al., 2000] montre la sensibilité du
signal radiométrique aux principaux paramètres géophysiques affectant la surface de
l’océan sur la gamme de fréquence allant de 1GHz à 20GHz pour un angle d’inci-
dence de 50°. Cette figure met en évidence la forte augmentation de la sensibilité à
la SSS et une diminution de sensibilité à la vitesse du vent avec une diminution de
la fréquence. La sensibilité à la SST croit avec la fréquence d’une valeur négative à
un pic vers 4-10 GHz en passant par des valeurs très faibles proche de 1.5GHz. La
sensibilité à la SSS et SST est plus grande en polarisation V qu’en H et inversement
pour la vitesse du vent.
La résolution spatiale et la taille de l’antenne sont reliées au nadir par la relation
suivante :
δx “ H. λ
D
(2.10)
pour λ ă D, avec δx la résolution spatiale, D le diamètre ou l’écart maximum
entre deux points de l’antenne et H l’altitude de l’instrument. Dans le cas des deux
missions spatiales SMOS et Aquarius, l’altitude est de l’ordre de 700 km et D est
respectivement d’environ 7.5m et 2.5m soit une résolution spatiale d’environ 40 km
en moyenne sur tous les angles d’incidence et 100 km. Pour une même résolution
spatiale et une même altitude, le diamètre de l’antenne croit proportionnellement
avec la longueur d’onde.
Le choix précis de la fréquence est déterminé par la disponibilité des fréquences tel
que défini par l’UIT (Union Internationale des Télécommunications). Les fréquences
protégées pour l’observation de la Terre en micro-ondes passives sont généralement
les mêmes que celles utilisées en radioastronomie. Les fréquences protégées dans
la gamme de fréquence qui nous intéresse sont reportées dans le Tableau 2.1. La
fréquence choisie correspond à la bande 1400MHz–1427MHz §qui se trouve dans
la bande-L (pour Long Wave) suivant la nomenclature d’IEEE. Cette bande a été
réservée pour l’observation de l’hydrogène par les radio-astronomes.
§. À l’aide des canaux AMSR-E à 6.9GHz et 10.7GHz l’étude [Reul et al., 2009] arrive malgré
tout à retrouver la forte signature en salinité du panache de l’Amazone. L’influence du vent et de
la température sur le signal est limité en utilisant les deux canaux et des données auxiliaires.
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(a)
(b)
(b)
Figure 2.5 – Sensibilité de la Tb à la SST, SSS et vitesse du vent en fonction de la
fréquence à 50° d’angle d’incidence pour la polarisation (a) verticale et (b) horizontale.
Une échelle séparée est fournit pour chacune des courbes (pour la SSS, la courbe est
représentée avec une unité négative). Ces sensibilités sont calculées pour SST “ 25 ˝C,
SSS “ 35pss, une vitesse de vent de 10m¨s−1 et une eau précipitable de 3 g¨cm−2. Tirée
de [Njoku et al., 2000].
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2.3 Modèle direct de la Tb en bande-L
Comme présenté dans l’Équation (2.8) page 13, la température apparente arri-
vant à l’entrée de l’antenne correspond à la température de brillance de la surface de
l’océan atténuée par la traversée de l’atmosphère plus des signaux naturels parasites.
L’objectif de cette section est de présenter la modélisation de chacun des termes qui
a été introduit dans cette équation tout en développant le terme Tbmer en l’absence
d’écume. Tbmer se décompose comme la somme de la Tb émise par une mer plate
Tbplat plus d’un terme corrigeant l’influence de la rugosité de la surface Tbrug, soit :
Tbmer “ Tbplat ` Tbrug. (2.11)
Le terme Tbmer s’exprime en fonction de la SST et de l’émissivité (Équation (2.5)
page 11) :
Tbmer “ e.SST (2.12)
Or l’émissivité est une grandeur complexe qui dépend des propriétés physique et
chimique de l’eau (salinité et température), de la géométrie de la surface (rugosité),
ainsi que d’autres paramètres comme l’angle d’incidence, la fréquence et la polari-
sation. Si on considère le système à l’équilibre thermodynamique (vrai à l’échelle
temporelle de la mesure micro-ondes), la conservation de l’énergie permet de relier
l’émissivité et la réflectivité [Peake, 1959] :
epSSS, SST, rugosité, θq “ 1´RpSSS, SST, rugosité, θq. (2.13)
Si on se limite à une mer plate et que l’on considère deux milieux homogènes,
infinis et non magnétiques, la réflexion à la surface de l’océan est spéculaire et
Γpθq “ Rpθq s’exprime en fonction des coefficients de Fresnel (Équation (2.14)).
Ces coefficients de réflexion dépendent de l’indice de réfraction n “ ?εr avec εr
la permittivité relative (ou constante diélectrique) définie comme le rapport de
la permittivité du milieu (ε) sur la permittivité du vide (ε0) i.e. εr “ ε{ε0, avec
ε0 “ 8.85ˆ 10´12 kg−1¨m−3¨A2¨s4. La constante diélectrique (εr) dépend des pro-
priétés physiques et chimiques de l’eau (salinité et température) ainsi que de la
fréquence électromagnétique, mais n’est plus dépendante de la polarisation ni de
l’angle d’incidence.
Je commencerai dans cette section par présenter la modélisation de la mer plate
ainsi que l’état de l’art de la mesure et de la modélisation de la constante diélectrique.
Je poursuivrai avec la description des modèles prenant en compte l’état de surface
(rugosité et écume) et terminerai avec le modèle d’atmosphère et de diffusion du
signal céleste à la surface de l’océan.
2.3.1 Tb d’une mer plate
Pour un océan plat, isotrope, homogène et non magnétique, les coefficients de
réflexion de Fresnel pour les polarisations V et H sont :
Rvpθq “
ˇˇˇˇ
ˇ
a
εr ´ sin2pθq ´ εr. cospθqa
εr ´ sin2pθq ` εr. cospθq
ˇˇˇˇ
ˇ
2
(2.14)
Rhpθq “
ˇˇˇˇ
ˇ
a
εr ´ sin2pθq ´ cospθqa
εr ´ sin2pθq ` cospθq
ˇˇˇˇ
ˇ
2
Au nadir (θ “ 0°), Rvp0q “ Rhp0q.
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La Tb d’une mer plate s’exprime en fonction de ces coefficients, soit :
Tbplat,ppθq “ SST. p1´Rppθqq , (2.15)
avec p “ th; vu la polarisation.
La constante diélectrique est une grandeur complexe qui détermine la propaga-
tion d’une onde électromagnétique dans le milieu ainsi que sa réflexion et réfraction
à l’interface du milieu :
εr “ ε1r ` jε2r (2.16)
où ε1r et ε2r représentent les parties réelles et imaginaires de εr. La Figure 2.6 page 20
représente les valeurs de constante diélectrique pour quatre modèles différents. La
sous-section suivante propose un état de l’art sur la valeur de la constante diélec-
trique.
Par ailleurs, l’indice de réfraction complexe n “ ?εr “ n1 ´ jn2 représente le
déphasage de l’onde (partie réelle, n1) et l’atténuation de l’onde (partie imaginaire,
n2) lors de la propagation dans le milieu. La partie imaginaire est appelée coefficient
d’extinction. On a les relations suivantes :
n1 “ 1?
2
.
ba
ε12r ` ε22r ` ε1r (2.17)
n2 “ 1?
2
.
ba
ε12r ` ε22r ´ ε1r
On dérive l’épaisseur de peau (δ), profondeur où l’onde électromagnétique est
atténué d’un facteur 1{e. Pour cela, si on considère le champ électrique d’une onde
électromagnétique satisfaisant les équations de Maxwell :
~Ep~rq “ ~Ep0q.ejpωt´~k~rq (2.18)
avec Ep0q l’amplitude du champ électrique, ω la pulsation de l’onde électromagné-
tique, t le temps, ~r le vecteur de déplacement et ~k le nombre d’onde dont la norme
vaut :
k “ ω
c
.n (2.19)
En développant l’indice de réfraction n et en projetant sur z on obtient :
~Ep~rq “ ~Ep0q.ejpωt´ωc .n1.zq.e´ωc .n2.z (2.20)
L’épaisseur de peau vaut :
δ “ c
ω.n2 (2.21)
En bande-L, pour des températures et salinités rencontrées à la surface de l’océan
ouvert, l’épaisseur de peau, δ, est de l’ordre d’un centimètre.
Constante diélectrique de l’eau de mer
La constante diélectrique de l’eau de mer aux fréquences micro-ondes eu un
grand intérêt dans les années 70 avec les premières mesures de la télédétection de
la salinité. Ces années voient l’émergence du modèle semi-empirique de Klein and
Swift (KS) [Klein and Swift, 1977] basé sur les mesures effectuées à 1.43GHz et
2.65GHz [Ho and Hall, 1973, Ho et al., 1974]. Le modèle KS repose sur la fonction
de relaxation de Debye qui comprend plusieurs paramètres et permet de dériver
εr sur une gamme de fréquence. Les paramètres sont ajustés sur des mesures de
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constante diélectrique à différentes températures et salinités. C’est ce modèle qui est
utilisé pour le traitement des données SMOS.
Un renouveau d’intérêt pour la constante diélectrique de l’eau de mer apparait
vers les années 2000. Ce renouveau est dû à l’augmentation des missions spatiales
utilisant des radiomètres. Ces radiomètres fonctionnent à des fréquences jusqu’à
89GHz (SSM/I) où le modèle de KS n’est plus très bon. [Ellison et al., 1998] (EL)
effectua de nouvelles mesures pour de l’eau de mer à des fréquences allant de 3GHz
à 89GHz et proposa un nouveau modèle basé sur une fonction à double relaxation de
Debye. [Dinnat et al., 2002] effectue une comparaison entre le modèle de KS et EL
pour la bande-L et conclut que pour une eau supérieure à 10 ˝C les différences sont
au maximum de 0.2K pour une large gamme de SSS et SST à angles d’incidence
modérés.
Le lancement des missions spatiales SMOS et Aquarius amena un nouvel intérêt
sur la précision des mesures effectuées par [Ho et al., 1974] en bande-L. En Eu-
rope une équipe développa un nouveau modèle de constante diélectrique en bande-L
pour des salinités allant de 0 à 40 psu et des températures allant de 0 à 38°C
[Blanch and Aguasca, 2004] (BA). La méthode consiste à mesurer les coefficients de
transmission et de réflexion d’une ligne de transmission contenant l’eau de mer. Ce
papier de conférence ne précise pas l’origine des échantillons d’eau de mer et surtout
n’estime pas l’erreur sur la mesure.
Aux États-Unis, une équipe de l’université de George Washington (GW) s’est
également penchée sur la mesure. Cette équipe [Lang et al., 2010] utilise la même
méthode que celle utilisée par [Ho et al., 1974] à savoir l’utilisation d’une cavité
résonante. L’équipe publie dans plusieurs conférences sur ce sujet depuis 2003 et
fournit dans le papier de 2010 les coefficients du modèle de constante diélectrique.
Ce modèle a été développé pour des salinités d’eau de mer de 30pss, 35pss et 38.3 pss
avec des températures allant de 10 ˝C à 35 ˝C par incréments de 5 ˝C. Les articles
de cette équipe suggèrent que la différence de la valeur imaginaire de la constante
diélectrique proviendrait d’un réchauffement des échantillons de [Ho and Hall, 1973,
Ho et al., 1974].
Parallèlement à ces mesures en bande-L, plusieurs modèles multi-
fréquences ont été développés dernièrement [Meissner and Wentz, 2004,
Somaraju and Trumpf, 2006, Liu et al., 2011]. Le modèle
[Meissner and Wentz, 2004] (MW) a été modifié [Meissner and Wentz, 2012]
et cette dernière version est utilisée pour le traitement des données Aquarius.
Ces deux modèles balayent les fréquences allant de 1.4GHz à 500GHz avec
une différence de 0.1K ou plus pour les eaux froides [E. Dinnat, com. pers.].
[Liu et al., 2011] présente une nouvelle version du modèle d’émissivité micro-ondes
FASTEM-4 (FAST microwave Emissivity Model) qui a été développé conjointement
au Met Office au Royaume-Uni et au Joint Center for Satellite Data Assimilation
aux États-Unis. Ce modèle balaye les fréquences allant de 1.4GHz à 410GHz.
Les trois modèles spécifiques à la bande-L (KS, BA, GW) et le modèle (MW)
sont représentés sur la Figure 2.6 page suivante. Les quatre modèles ont le même
comportement avec des différences maximum entre les modèles de 3% entre 5 ˝C et
30 ˝C. La partie réelle de la constante diélectrique est maximale sur la gamme 10–
30˝C pour KS et BA, intermédiaire pour MW et minimale pour GW. La différence
de la partie réelle entre chacun des modèles est quasiment constante en salinité
et température (de 10 ˝C à 30 ˝C). La partie imaginaire est plus grande pour le
modèle BA et plus faible pour GW. KS et MW sont intermédiaires avec des valeurs
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Figure 2.6 – Valeurs réelles et imaginaires des trois modèles de constante diélectrique
(KS, BA, GW et MW) en fonction (a) de la température à salinité constante de 35pss
et en fonction (b) de la salinité à température constante de 15 ˝C.
similaires. La différence s’accroit pour les faibles et fortes température pour GW par
rapport aux autres modèles tandis qu’en fonction de la salinité seul le modèle BA
s’écarte pour les plus fortes salinités.
Or la Tb est plus sensible à la partie imaginaire de la constante diélectrique
qu’à la partie réelle [Dinnat, 2003, fig. 4.5]. Afin d’évaluer l’influence des différents
modèles de constante diélectrique j’ai tracé la Tb d’une mer plate pour chacun de
ces quatres modèles (Figure 2.7 page suivante), à deux angles d’incidence 0° et 33°
en polarisation H et V correspondant à la géométrie des acquisitions CAROLS. Les
courbes présentent les mêmes variations relatives pour les deux angles d’incidence
et polarisations. Quels que soient les modèles on observe une très faible sensibilité
à la SST entre 10 ˝C et 20 ˝C. Sur cette gamme de température, le biais entre les
modèles KS et MW varie de plus de 0.1K. Ce biais n’est pas problématique pour les
mesures CAROLS car la SST des campagnes analysées varie très peu, contrairement
au cas des mesures spatiales qui échantillonnent des eaux à des SST très différentes.
La sensibilité à la salinité est la même pour tous les modèles sauf BA pour lequel
elle est plus forte particulièrement pour les salinités les plus grandes.
L’influence des différents modèles sur la Tb en fonction de l’angle d’incidence
est représentée sur la Figure 2.8 page 22. Le modèle BA présente un comportement
opposé au modèle GW et MW par rapport à KS. En effet mis à part le biais la
différence de Tb avec KS augmente en polarisation H pour BA tandis qu’elle diminue
pour GW et MW (et inversement en polarisation V). La variation de la différence
par rapport à KS est au maximum de 0.1K pour les angles qui nous intéressent.
Dans la suite du manuscrit je n’utiliserai que le modèle KS qui est celui utilisée
par l’algorithme de SMOS. Je discuterai de l’impact de ces différents modèles dans
le Chapitre 6 page 95.
2.3.2 Tb induit par la rugosité de la surface de la mer
En réalité la surface de l’océan n’est jamais plate. Le vent interagit avec la surface
de la mer et aboutit à la formation de vagues localement ou à distance (houle). La
rugosité de la surface de l’océan qui en résulte implique une modification des interac-
tions des ondes électromagnétiques avec la surface de l’océan donc de la réflectivité
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Figure 2.7 – Température de brillance d’une mer plate calculée avec les plusieurs mo-
dèles de constante diélectrique (KS, BA, GW et MW) en fonction de la température
(Salinité de 35 psu) (a), (c), (e) ou de la salinité (Température de 15°C) (b), (d), (f).
(a), (b) représentent la Tb d’une antenne CAROLS pointant au nadir en polarisation H
ou V. (c), (d) (respectivement (e), (f)) représentent la Tb de l’antenne côté CAROLS
pointant à 33° d’angle d’incidence en polarisation H (respectivement V).
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Figure 2.8 – Différence entre la Tb de mer plate calculée avec la constante diélectrique
(BA, GW et MW) et celle calculée avec le modèle KS en fonction de l’angle d’incidence
pour les polarisation H (trait plein) et V (trait tiret) à une SST de 15°C et une SSS de
35 psu.
et de l’émissivité. La réflectivité Rpθ, ϕ) n’est plus décrite par les coefficients de
réflexion de Fresnel mais est définie comme la fraction de la puissance incidente en
provenance de toutes les directions dans l’hémisphère supérieur à la surface de la mer
qui est diffusée dans la direction pθ, ϕq. Elle est évaluée par l’intégrale des coefficients
bi-statiques de diffusion γqppθ1, ϕ1, θ, ϕq sur tous les angles de diffusion dans l’hémi-
sphère supérieur en sommant les interactions des deux polarisations orthogonales p
et q :
Rppθ, ϕq “ 14pi .
ĳ
Ω
`
γpppθ1, ϕ1, θ, ϕq ` γqppθ1, ϕ1, θ, ϕqdΩ
˘
(2.22)
Le coefficient bi-statique représente la fraction de la puissance incidente dans la
direction pθ1, ϕ1q diffusée dans la direction pθ, ϕq. Certains de de ces coefficients
peuvent être estimés pour des angles et polarisations utilisés en télédétection par
micro-ondes actives (altimètre, diffusiomètre). En particulier, il est nécessaire d’avoir
une très grande précision pour toutes les configurations bistatiques.
Pour calculer les coefficients bi-statiques, j’utiliserai des méthodes approchées
qui s’appuient sur différents types d’hypothèses. Pour estimer ces coefficients, il est
indispensable d’avoir une bonne estimation de l’état de la surface de l’océan que l’on
peut décrire comme le résultat d’un processus aléatoire caractérisé par un certain
nombre de moments statistiques.
Dans la suite de cette section, je commencerai par introduire les méthodes qui
décrivent l’état de la surface de la mer puis exposerai succinctement les modèles
électromagnétiques d’émissivité d’une surface rugueuse.
Description statistique et spectrale de la surface
Pour caractériser la surface de la mer de manière statistique on utilise plusieurs
hypothèses qui sont :
stationnarité : les propriétés statistiques de la surface ne changent pas par trans-
lation horizontale ou dans le temps (à courtes échelles temporelles) ;
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ergodicité : une moyenne d’ensemble de plusieurs réalisations de surfaces indépen-
dantes est équivalente à une moyenne temporelle de l’évolution d’une réalisa-
tion aléatoire.
Description statistique On décrit la surface de la mer par sa hauteur hpx, y, tq
par rapport à une surface de référence. Soit pphq la probabilité d’avoir cette surface
pour n’importe quel point de l’espace px, yq à une hauteur h.
Pour caractériser la distribution, on introduit :
Hauteur moyenne d’une surface (moment d’ordre 1) défini de valeur nulle :
xhys “
ż `8
´8
hpphqdh “ 0, (2.23)
où l’opérateur x.ys représente une moyenne d’ensemble.
Fonction d’autocorrélation :
ρ0p~Rq “ xhp~rq.hp~r ` ~Rqys, (2.24)
où ~r un point du plan et ~R la distance à ce point.
Description spectrale La surface peut être définie dans le domaine spectral à
l’aide de la transformée de Fourier (TF) de la fonction d’autocorrélation, soit :
Densité spectrale des hauteurs ou spectre des hauteurs :
Ψp~kq “ TF
”
ρ0p~Rq
ı
, pen m4q (2.25)
avec ~k le nombre d’onde des vagues. Comme le vent est le principal paramètre
géophysique qui caractérise l’état de la surface, on décompose généralement le spectre
des hauteurs par rapport à la direction du vent.
Décomposition du spectre de vague Le spectre de vague se décompose
sous forme polaire comme le produit d’une composante moyenne sur toutes les di-
rections du vent (spectre omnidirectionnel de puissance Spkq) et d’une composante
qui traduit la variation azimutale du spectre de vague (fonction d’étalement angu-
laire normalisée Φpk, ϕq) soit :
Ψp~kq “ Ψpk, ϕq “ 1
k
.Spkq.Φpk, ϕq, (2.26)
Le spectre en fréquences spatiales Spkq est utilisé pour le calcul de diffusion des
ondes électromagnétiques à la surface de la mer, cependant c’est souvent le spectre
en fréquences temporelles qui est mesuré par les bouées. On relie ces deux spectres
dans le domaine des grandes vagues [Elfouhaily et al., 1997] :
Spkqdk “ Spfqdf (2.27)
La relation entre le nombre d’onde et la fréquence est reliée par la relation de dis-
persion qui en eau profonde est :
ω2 “ p2pi.fq2 “ g.k, (2.28)
avec g la gravité.
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Âge des vagues (1{Ω) Suivant le temps (ou l’espace) depuis lequel le vent
souﬄe (fetch), le spectre de vague peut atteindre des états de développement dif-
férents. L’état de développement du spectre de vague est caractérisé par l’âge des
vagues, ou plutôt, l’inverse de l’âge des vagues (Ω) qui est défini comme le rapport
de la vitesse du vent à 10m et de la vitesse de phase de la vague dominante, soit
Ω “ U10{cp. La mer est dite pleinement développée, mature ou jeune pour des va-
leurs de Ω de 0.84, 1 ou >2 respectivement. Plus le vent souﬄe depuis longtemps,
plus l’énergie des petites échelles (vagues de capillarité) va être transférée vers les
plus grandes échelles (vagues de gravité). Comme la vitesse de phase augmente avec
la longueur d’onde des vagues, Ω diminuera avec le temps. Lorsque la vitesse du
vent est égale à la vitesse de phase de la vague dominante, l’état de développement
de la mer est proche de l’équilibre et atteindra l’état pleinement développée avec les
interactions non linéaires.
Les moments statistiques du spectre de vague sont donnés par le résultat
général [Ogilvy, 1991] :CˆBnh
Bxn
˙2G
s
“ σ22n (2.29)
“
ĳ
D
~k2nΨp~kqd~k (2.30)
“
ż `8
0
ż 2pi
0
k2nΨpk, ϕqkdkdϕ (2.31)
“
ż `8
0
k2nSpkqdk (2.32)
avec σ20 “ σ2h la variance des hauteurs (msh — mean square height), σ22 “ σ2s la
variance des pentes (mss — mean square slope) et σ24 “ σ2c la variance des courbures
(msc — mean square curvature).
Hauteur significative Hs « H1{3 On caractérise l’énergie des vagues (leur
énergie potentielle) par la hauteur significative des vagues (Hs ou SWH — Sea
Wave Height). Elle représente la moyenne des hauteurs du tiers des plus fortes
vagues. Cette définition historique vient de l’estimation de la hauteur des vagues
par l’observation visuelle. Le spectre de puissance omnidirectionnel suivant à peu
près une loi en k´3, Hs est imposée par les plus grandes vagues dont le spectre est
bien connue en fonction de la vitesse du vent.
Variance des pentes effectives msseff La variance des pentes estime la
distribution de l’inclinaison des vagues. C’est un paramètre important pour la des-
cription des interactions air-mer puisque la mss contrôle la surface effective d’échange
entre les deux milieux. La mss intègre de manière uniforme toutes les échelles de ru-
gosité, bien que celles-ci ne soient pas affectées de manière uniforme par la variation
du vent. C’est également un paramètre clef pour la diffusion des ondes électroma-
gnétiques proche du spéculaire. En pratique, avec un instrument tel que STORM,
on a accès à une variance des pentes filtrées des plus petites échelles que je note
msseff et que j’appelle mss effective. La msseff est obtenue par l’intégration des
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Figure 2.9 – Spectre de courbure omnidirectionnel d’après les modèles
[Durden and Vesecky, 1985]x2 (DV2), [Elfouhaily et al., 1997] (ECKV),
[Kudryavtsev et al., 2003] (KHCC) pour une mer pleinement développée (Ω “ 0.83).
La vitesse du vent varie de 3m/s à 18m/s par pas de 3m/s (l’épaisseur du trait
augmente avec la vitesse du vent). (b) est un zoom de (a).
plus grandes échelles jusqu’à un nombre d’onde de coupure kc, soit :
msseff “
ż kc
0
k2Spkqdk. (2.33)
Par la suite, sans précision particulière de ma part, j’appellerai par abus de langage
mss, la mss effective.
Spectre de courbure À partir du spectre des hauteurs de la surface, on définit
également le spectre de courbures Cpk, ϕq et le spectre de courbure omnidirectionnel
Bpkq de la surface :
Cpk, ϕq “ Ψpk, ϕq.k4, (2.34)
Bpkq “ Spkq.k3. (2.35)
Le spectre de puissance omnidirectionnel Spkq suit à peu près une loi en k´3
[Elfouhaily et al., 1997]. On représente plus généralement le spectre de courbure om-
nidirectionnel ou spectre de saturation Bpkq qui a l’avantage d’avoir une dynamique
de valeur plus réduites (Figure 2.9).
Les principaux spectres de la surface de la mer utilisés en télédétection micro-
ondes sont : [Durden and Vesecky, 1985] (DV), [Elfouhaily et al., 1997] (ECKV) et
[Kudryavtsev et al., 2003] (KHCC). [Yueh, 1997] a proposé de multiplier le spectre
DV d’un facteur deux pour mieux représenter les mesures SSMI et je le noterai
(DV2). Ces trois spectres sont très semblables pour les plus grandes longueurs
d’onde (k “ 1 rad/m et λ “ 6m, cf Figure 2.9). Ils sont adaptés du modèle de
[Pierson and Moskowitz, 1964] dans ce domaine de fréquences, fréquences qui cor-
respondent aux plus grandes vagues de gravité. Les vagues de gravité-capillarité (de
l’ordre de quelques centimètres) et les vagues de capillarité (inférieures au centi-
mètre) sont représentées avec une plus grande diversité par les trois spectres. Pour
les grandes (ą 6m) et les petites (ă 6 cm) longueurs d’onde, l’amplitude du spectre
de courbure augmente grandement avec la vitesse du vent. Pour les longueurs d’onde
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intermédiaires tandis que l’amplitude augmente légèrement avec la vitesse du vent
pour les modèles DV2 et KHCC, elle diminue légèrement pour le modèle ECKV.
Modèles électromagnétiques d’une surface rugueuse
La rugosité de la surface de l’océan diffracte les ondes incidentes, i.e. modifie la
réflectivité de la surface et par conséquence impacte la Tb de la surface. Dans cette
section je présenterai deux modèles approchés utilisés dans le processeur SMOS avant
lancement. Il s’agit du modèle deux-échelles (TS — two scale model) qui distingue
les petites et grandes échelles par rapport à la longueur d’onde électromagnétique
et le modèle une-échelle d’approximation des petites pentes (SSA — small slope
approximation).
Je commencerai par présenter le modèle SSA sachant que le modèle deux-échelles
utilise en partie ce modèle pour modéliser les petites échelles.
Approximation SPM/SSA [Yueh et al., 1994] proposa un développement à
l’ordre deux de la méthode des petites perturbations (SPM2 — Small Perturba-
tion Method). Cette méthode suppose que la hauteur des vagues reste faible par
rapport à la longueur d’onde électromagnétique. Il décompose la réflectivité comme
la somme d’une réflexion “cohérente” et “incohérente”. Le terme cohérent représente
la réflexion dans la direction de la réflexion spéculaire pour laquelle la phase de
l’onde reste cohérente, tandis que le terme incohérent représente les ondes diffusées
hors spéculaire pour lesquelles la cohérence de la phase est perdue. Chacun de ces
termes est le résultat d’une double intégration de fonctions de poids qui filtrent le
spectre de hauteur de la surface de la mer (Ψpk, ϕq).
[Johnson and Zhang, 1999] propose une réécriture des équations de
[Yueh et al., 1994] et intègre simultanément le terme cohérent et incohérent
pour le calcul de la réflectivité. Il simplifie et généralise l’expression de Yueh et
exprime la réflectivité comme une anomalie par rapport aux coefficients de réflexion
de Fresnel, soit :
Rppθi, ϕiq “ Rp,Frpθi, ϕiq ` δRppθi, ϕiq, où (2.36)
δRppθi, ϕiq “
ż 8
0
dβ
ż 2pi
0
gppθi, ε, β, ϕ´ ϕiq.Cpk0β, ϕqdϕ, (2.37)
avec β “ k{k0 la normalisation du nombre d’onde des vagues par rapport à la
longueur d’onde électromagnétique k0 et gp les fonctions de poids en polarisation
p “ th; vu.
Pour simplifier encore les calculs et l’interprétation, il propose un développement
en série de Fourier des fonctions de poids par rapport à la direction du vent (gp,n).
Les fonctions impaires sont nulles pour les polarisations H et V. On se limite à un
développement aux deux premiers termes, soit :
δRppθi, ϕiq “
ż 8
0
gp,0pθi, ε, βq.C0pk0βqdβ (2.38)
` cosp2ϕiq.
ż 8
0
gp,2pθi, ε, βq.C2pk0βqdβ. (2.39)
avec Cn la nième harmonique du spectre de courbure de la surface.
Comme les fonctions de poids ainsi que le spectre de courbure dépendent d’une
large gamme d’échelles de vagues, il est nécessaire de tracer ces fonctions en échelle
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Figure 2.10 – En haut, signe des fonctions de poids. En bas, fonctions de poids tracées
en noir pour un radiomètre à 0° (a) et 30° (b) d’incidence en fonction du nombre d’onde
en échelle logarithmique. Cette échelle est relative au nombre d’onde électromagnétique
k0 “ 6 rad/m. Les polarisations V et H sont représentées respectivement en trait plein
et trait-tiret. Le spectre de courbure omnidirectionnel KHCC est représenté en rouge
pour une mer pleinement développée Ω “ 0.83 avec des vents allant de 3m/s à 18m/s
par pas de 3m/s.
logarithmique et pour avoir une bonne estimation visuelle de l’intégrale, il est com-
mode d’effectuer le changement de variable β en log β. On obtient donc :ż 8
0
gp,npθi, βq.Cnpk0βqdβ “ lnp10q.
ż 8
´8
β.gp,npθi, βq.Cnpk0βqdplog βq, (2.40)
“ lnp10q.
ż 8
´8
Wp,npθi, βq.Cnpk0βqdplog βq. (2.41)
Les fonctions de poids omnidirectionnelles Wp,0 à 0° et 30° d’incidence, ainsi
que le spectre de courbure omnidirectionnel KHCC, sont représentés dans la Fi-
gure 2.10. Les fonctions de poids présentent un ou deux pics pour des longueurs de
vagues proche de la longueur d’onde électromagnétique λ0 “ 21 cm et un plateau
de sensibilité pour les longueurs de vagues de 2 cm à 10 cm. Le spectre de courbure
omnidirectionnel présente une plus grande variabilité en fonction de la vitesse du
vent, pour les longueurs de vagues correspondant au plateau que près des pics des
fonctions de poids.
Ce modèle a été développé en supposant une faible variation des hauteurs. Or
[Irisov, 1997] montra que le développement des calculs de l’émissivité en suppo-
sant une faible variation des hauteurs ou une faible variation des pentes (SSA
— Small Slope Approximation) [Voronovich, 1994] sont équivalentes. Ceci amena
[Johnson and Zhang, 1999] à conclure que la SPM peut être appliquée de manière
plus générale à une faible variation des pentes. [Guimbard, 2010, Annexe C] infirme
cette conclusion en pointant que les travaux de [Irisov, 1997] révèlent une équiva-
lence SSA/SPM uniquement localement et que le résultat doit être distribué sur les
plus grandes échelles à l’aide d’une approche deux-échelles que je présente ci-dessous.
Cependant, j’utiliserai ce modèle que je noterai dorénavant SSA, pour sa simplicité
d’interprétation à l’aide des fonctions de poids qui filtrent le spectre de courbure.
Modèle deux-échelles (TS) Dans le modèle deux-échelles la surface de l’océan
est décomposée comme la superposition de petites vagues sur des grandes vagues.
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La distinction entre les deux échelles est déterminée par une longueur d’onde de
coupure λc « 4λ0. Les petites échelles comprennent les vagues dont la hauteur est
petite par rapport à λ0 et les grandes échelles sont les vagues pour lesquelles le
rayon de courbure est large par rapport à λ0. Pour les petites échelles, le modèle
électromagnétique SSA est valable, tandis que pour les grandes échelles c’est le
modèle d’optique géométrique (GO) ou approximation du plan tangent que l’on va
utiliser. Ces deux échelles sont combinées en distribuant la Tb locale (Tbl), qui est
dérivée du modèle SSA, sur l’ensemble des facettes associées aux grandes échelles,
soit :
Tbmerpθ, ϕq “
ż `8
´8
dSu
ż `8
´8
Tblpθl, ϕlq.Ωs.hpSuq.P pSu, ScqdSc, (2.42)
où Ωs est un facteur qui prend en compte la surface effective vue par le radiomètre
(ombrage de la surface des plus grandes pentes) ; h, la modulation hydrodynamique
qui caractérise l’asymétrie face/dos au vent (présence accrue des petites vagues sous
le vent) et P pSu, Scq la fonction de densité de probabilité des pentes face (Su pour
upwind) ou perpendiculaire (Sc pour crosswind) au vent. J’utiliserai comme fonction
de densité de probabilité pour les grandes échelles, une gaussienne centrée de variance
σ2u et σ2c , soit :
P pSu, Scq “ 12piσuσc exp
ˆ
´12
ˆ
S2u
σ2u
` S
2
c
σ2c
˙˙
, (2.43)
où les variances des pentes upwind et crosswind (σ2u, σ2c ) sont estimées pour les
plus grandes longueurs d’onde (k ă kc). Les fonctions Ωs et h sont explicitées dans
[Dinnat, 2003, Chapitre 4].
Chacune des facettes inclinées avec une pente Su et Sc aura une Tb locale dans
la direction du radiomètre différente suivant les pentes. Cette Tb locale (Tbl) est
dérivée du modèle SSA limitée aux petites échelles en polarisation p, soit :
Tbl,ppθl, ϕlq “ SST.
˜
1´RFr,ppθl, ϕlq ´
ż 8
kc{k0
dβ
ż 2pi
0
gppθl, ε, β, ϕ´ ϕlq.Cpk0β, ϕqdϕ
¸
.
(2.44)
Influence de l’écume
Jusqu’à maintenant j’ai considéré que l’interface entre l’océan et l’atmosphère
était homogène. Or lorsque le vent est suffisamment fort les vagues déferlent et
produisent de l’écume sur une faible portion de la surface de l’océan. L’écume est
un mélange d’air et d’eau qui par un mécanisme de diffusion, absorbe davantage les
ondes électromagnétiques que la surface de la mer sans écume, et donc émet plus,
de telle sorte que la température de brillance de l’écume (Tbec) est supérieure à celle
de la surface de la mer sans écume [Droppleman, 1970]. Cependant, seule une faible
portion de la surface de l’océan est couverte par de l’écume. Je commence ci-dessous
par décrire le modèle d’écume utilisé puis discuterai la validité de ce modèle.
Le modèle d’écume combine une Tb de l’écume et un taux de couverture (F ).
La Tb de l’écume utilisée, est celle du modèle [Stogryn, 1972], qu’il estime valide
pour des fréquences électromagnétiques allant de 5GHz à 50GHz, que l’on a étendu
à la bande-L, et dont la valeur est proche de 200K au Nadir. Des études plus
récentes [Reul and Chapron, 2001, Reul and Chapron, 2003] suggèrent une Tb ef-
fective de l’écume en bande-L plus faible (de l’ordre de 115K au Nadir) qui dépend
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du type et de l’épaisseur de l’écume. La fraction (F ) est très faible pour des vi-
tesses de vent inférieures à 8m/s et croit rapidement comme une puissance de la
vitesse du vent. [Yin et al., 2012] estime le taux de couverture F à l’aide du modèle
de [Monahan and O’Muircheartaigh, 1986] dans lequel l’impact de la différence de
température entre l’air et la mer est négligé :
F “ b.U c10, (2.45)
b, c sont des coefficients ajustés sur les mesures SMOS à tous les angles d’incidence
dans les deux polarisation.
On décompose la Tb à la surface de la mer comme la somme de la fraction de
la surface affectée par l’écume et la fraction complémentaire qui suit les modèles de
surface que j’ai décrit précédemment, soit :
Tbmer “ p1´ F q . pTbplat ` Tbrugq ` F.Tbec, (2.46)
“ Tbplat ` Tbrug ` F. pTbec ´ pTbplat ` Tbrugqq . (2.47)
Rigoureusement, dans le cadre du modèle deux-échelles, il est nécessaire de distribuer
(Tbecpθq) sur les pentes des grandes vagues. Cependant, cette approximation n’est
que de second ordre par rapport aux incertitudes sur la valeur de la température de
brillance de l’écume en bande-L et du taux de couverture [Dinnat, 2003].
Synthèses des modèles de Tb de la surface de la mer
L’influence du vent (localement ou à distance) sur la Tb s’exprime comme la
différence entre la Tb de la mer et la Tb d’une mer plate, soit :
Tbvent “ Tbmer ´ Tbplat. (2.48)
Dans le cas où l’on ne prend pas en compte l’écume, Tbvent “ Tbrug. Je rappelle que
Tbrug est la combinaison d’un modèle électromagnétique et d’un modèle de spectre
de vagues. Dans la suite, je considérerai que Tbvent “ Tbrug et ne parlerai plus que de
Tbrug, même dans le cas où les modèles prennent en compte la présence de l’écume.
Dans ce manuscrit j’utiliserai et comparerai quatre modèles de rugosité différents.
Deux modèles utilisent le modèle électromagnétique deux-échelles ainsi que le spectre
de [Durden and Vesecky, 1985]. Le premier est décrit dans [Dinnat et al., 2003], il
multiplie le spectre de DV d’un facteur 2 et ne prend pas en compte l’influence
de l’écume, je le noterai TS-DV2. Il s’agit du modèle prélancement numéro 1 de
SMOS proposé par le LOCEAN. Les validations après le lancement de SMOS ont
montré les imperfections de cette modélisation [Boutin et al., 2012] qui ont conduit
au développement d’un nouveau modèle tenant compte de l’influence de l’écume. Ce
nouveau modèle est décrit dans [Yin et al., 2012] et correspond à une optimisation
du modèle précédent avec les mesures SMOS. Ce nouveau modèle multiplie le spectre
de DV par 1.25 et prend en compte une non linéarité à la vitesse du vent qui peut
être attribuée à l’influence de l’écume. Il s’agit du modèle numéro 1 actuellement
utilisé dans le processeur ESA (version 5) de SMOS proposé par le LOCEAN. Je le
noterai TS-DV12. Le troisième modèle utilise l’approximation SPM/SSA ainsi que
le spectre de [Kudryavtsev et al., 2003] et ne prend pas en compte la contribution de
l’écume. Il s’agit du modèle prélancement de SMOS numéro 2 proposé par l’IFRE-
MER. Je le noterai SSA-KHCC. Le dernier modèle est un modèle empirique déduit
des mesures Aquarius aux trois angles de l’instrument (28.7°, 37.8° et 45.6°). J’ai
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Tableau 2.2 – Caractéristiques des modèles de rugosité
Nom Modèle EM Spectre Écume Articles
TS-DV2 2-échelles DV x2 Non [Dinnat et al., 2003]
TS-DV12 2-échelles DV x1.2 Oui [Yin et al., 2012]
SSA-KHCC SSA/SPM KHCC Non [Johnson and Zhang, 1999],
[Kudryavtsev et al., 2003]
Yueh empirique [Yueh et al., 2012]
interpolé linéairement le modèle pour les angles qui m’intéressent. Ce modèle intègre
empiriquement le modèle électromagnétique, le spectre de vagues et la couverture
d’écume. Je noterai ce modèle, Yueh. Les caractéristiques de ces quatre modèles sont
résumées dans le Tableau 2.2.
Afin de simplifier l’interprétation des signaux, on décompose Tbrug en série de
Fourier par rapport à la direction du vent (ϕ) relativement au radiomètre.
Tbrug,ppθ, U, ϕq “ Tbrug,p,0pθ, Uq ` Tbrug,p,1pθ, Uq. cospϕq ` Tbrug,p,2pθ, Uq. cosp2ϕq,
(2.49)
avec U la vitesse du vent et p la polarisation (H ou V). Cette écriture permet de
décomposer l’influence omnidirectionnelle de la rugosité (Tbrug,0), de l’influence des
première (Tbrug,1) et seconde harmoniques (Tbrug,2) par rapport à la direction du
vent (caractérisé par les vagues d’environ 5 cm). La seconde harmonique représente
l’asymétrie face–dos au vent/perpendiculaire au vent (upwind/crosswind) directe-
ment issue de l’approximation SPM2 et de la convolution d’une fonction de poids
avec la seconde harmonique du spectre de courbure. La première harmonique carac-
térise l’asymétrie face/dos au vent (upwind/downwind) qui provient de la modula-
tion hydrodynamique prise en compte dans le modèle deux-échelles mais non dans
le modèle SSA.
J’ai représenté ces composantes sur la Figure 2.11 page 32 pour un angle d’inci-
dence de 33° correspondant à l’inclinaison de l’antenne côté de CAROLS. La compo-
sante principale est la composante omnidirectionnelle (Figure 2.11(a) et (b)) qui croit
avec la vitesse du vent. La sensibilité à la vitesse du vent est d’environ 0.2K/ms−1.
Les deux autres composantes (Figure 2.11(c) à (f)), qui caractérisent la sensibilité
à l’azimut du vent, provoquent des variations de Tb de l’ordre de ˘0.1K et au
maximum de ˘0.5K suivant les modèles et les vitesses de vent.
Pour la composante omnidirectionnelle, les modèles Yueh et TS-DV12 présente
un bon accord jusqu’à 15m/s. Pour les vents supérieures, le modèle TS-DV12 semble
sur-estimer l’impact du vent (Figure 2.17 page 44), vraisemblablement à cause d’une
mauvaise prise en compte de l’influence de l’écume. En effet, la couverture d’écume
du modèle TS-DV12 est estimée en minimisant la différence entre les mesures SMOS
et le modèle avec plusieurs paramétrisations. Avec une Tb de l’écume proche de 200K
(au lieu peut-être d’environ 115K pour des études plus récentes), la paramétrisation
du taux de couverture semble être sous-estimée pour les vents plus faibles que 16m/s
et sur-estimée pour les vents plus forts [Yin et al., 2012]. Seule la sur-estimation a
un impact non négligeable sur la Tb. Les modèles TS-DV2 et SSA-KHCC, qui ne
prennent pas en compte l’écume de la surface, sont quasi linéaires avec la vitesse
du vent. Le modèle TS-DV2 présente une sensibilité plus importante à la vitesse du
vent que SSA-KHCC dans les deux polarisations.
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La première harmonique (Figure 2.11(c) et (d)) montre une influence faible (nulle
pour le modèle SSA-KHCC qui ne prend pas en compte la modulation hydrodyna-
mique) pour tous les modèles à vent modéré (inférieure à 0.1K). Le modèle Yueh
présente cependant en polarisation V une sensibilité plus forte que les autres modèle
à cette asymétrie face/dos au vent.
L’influence de la seconde harmonique (Figure 2.11(e) et (f)) est contrastée suivant
les modèles. Jusqu’à des vents d’environ 12m/s l’influence est inférieure à ˘0.1K
pour les modèles TS-DV12, TS-DV2 et Yueh. Elle augmente ensuite grandement
pour ce dernier modèle jusqu’à environ ˘0.3K à 15m/s. Quant au modèle SSA-
KHCC, l’influence de la seconde harmonique à vent faible est beaucoup plus forte
que les autres modèles. [Boutin et al., 2011] a mis en évidence cette surestimation
pour des angles proches de 15° à des vitesses de vent proche de 7m/s.
J’ai représenté l’influence de l’angle d’incidence pour chacune de ces composantes
à différentes vitesses de vent sur la Figure 2.12 page 33. Pour la composante omni-
directionnelle (Figure 2.12(a) et (b)), la Tb augmente en polarisation H avec l’angle
d’incidence tandis qu’elle diminue en polarisation V. L’influence de la rugosité en
polarisation V devient nulle puis négative proche de 50–60° suivant les modèles et
les vitesses de vent. On retrouve l’influence de la vitesse du vent de la Figure 2.11(a)
et (b) à savoir une augmentation de la Tb avec la vitesse du vent pour tous les
angles d’incidence en polarisation H et pour les angles d’incidence modérées en po-
larisation V. L’influence de la première harmonique augmente significativement avec
l’angle d’incidence vers 40° pour les modèles TS-DV2 et TS-DV12 (Figure 2.12(c)
et (d)). Elle nulle pour SSA-KHCC et augmente significativement pour Yueh uni-
quement pour les vents forts. L’influence de la seconde harmonique est à peu près
constante avec l’angle d’incidence jusqu’à 40° pour les modèles TS-DV2, TS-DV12
et SSA-KHCC tandis que l’influence diminue plus rapidement pour le modèle Yueh
(Figure 2.12(e) et (f)). On retourve les désaccords entre les modèles mis en évidence
dans la Figure 2.11(e) et (f).
Étant donné l’importance de la composante omnidirectionnelle de Tbrug, j’ai re-
produit la Figure 2.13 page 34 (tiré de la thèse de [Dinnat, 2003]) qui décompose le
signal en fonction des petites et des grandes échelles (modèle TS-DV2). Les petites
échelles ont tendance à augmenter la Tb de manière à peu près constante (au moins
jusqu’à 50°) dans les deux polarisations. Les grandes échelles jouent un rôle opposé
dans les deux polarisations. En polarisation H, elles augmentent la Tb significative-
ment dès 30° et dépassent l’influence des petites échelles vers 55°. En polarisation V,
les grandes échelles diminuent la Tb significativement vers 40° et de manière équi-
valente aux petites échelles vers 55°. L’influence des différentes échelles sera discuté
dans le Chapitre 7 page 99. Par ailleurs, d’après le modèle TS-DV2, la houle ¶a une
influence inférieure à ˘0.05K dans les polarisations H et V pour des angles inférieurs
à 60° quelle que soit la vitesse du vent.
Dans la suite du manuscrit j’utiliserai le modèle TS-DV2 dans l’étude sur l’inver-
sion de la salinité (Chapitre 6 page 95) et je comparerai les quatre modèles entre eux
et aux mesures dans l’étude sur l’influence de la rugosité (Chapitre 7 page 99). Les
deux autres nouveaux modèles empiriques de rugosité obtenus à partir des données
SMOS ne sont pas comparés dans cette étude car ils sont très semblables pour la
¶. Le test a été effectué avec une houle croisée de 276m avec une Hs “ 0.94m et une largeur à
mi-puissance de 0.0025 rad/m.
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Figure 2.11 – Harmoniques de Tbrug en fonction de la vitesse du vent pour les quatre
modèles de rugosité (Yueh, TS-DV12, TS-DV2, SSA-KHCC) dans les polarisations H et
V à 33° d’angle d’incidence. À gauche les modèles pré-lancement, à droite les nouveaux
modèles. (a), (b) Composante omnidirectionnelle. (c), (d) Première harmonique. (e),
(f) Seconde harmonique.
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Figure 2.12 – Harmoniques de Tbrug en fonction de l’angle d’incidence pour des vents
de 6m/s, 12m/s et 17m/s (l’épaisseur du trait augmente avec la vitesse du vent). (a),
(c) et (e) Pour les modèles TS-DV2 (trait plein) et SSA-KHCC (trait-tiret). (b), (d)
et (f) Pour les modèles TS-DV12 (trait plein) et Yueh (trait-tiret). (a) et (b) pour la
composante omnidirectionnelle. (c) et (d) pour la première harmonique. (e) et (f) pour
la seconde harmonique.
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Figure 2.13 – Tbrug omnidirectionnelle pour un vent de 8m/s en fonction de l’angle
d’incidence en polarisation (a) horizontale et (b) verticale. Les modèles utilisés sont le
modèle TS-DV2 (trait plein), auquel on supprime l’influence des petites échelles pour
obtenir le modèle grande échelle (trait-tiret) ou l’influence des grandes échelles pour
obtenir le modèle petite échelle (points). Figure tirée de [Dinnat, 2003].
majorité des conditions de vitesses de vent qui ont été rencontrées lors des différentes
campagnes CAROLS (Figure 2.17 page 44).
2.3.3 Émission et atténuation de l’atmosphère
Les informations présentées dans cette section sont principalement tirées de
[Dinnat, 2003, Section 6.2 et 6.3] et [SMOS Team, 2008]. Je ne présenterai que les
informations qui me paraissent essentielles et j’invite le lecteur à se reporter à ces
documents pour plus de précisions.
Les effets de l’atmosphère sur la Tb sont de deux types, d’une part elle atténue
légèrement (« 1%)les rayonnements la traversant (transmittance ou épaisseur op-
tique τθ), d’autre part elle émet un rayonnement propre (Tbatm). Pour mettre en
évidence les termes de corrections je réécris l’Équation (2.8) page 13 :
TAppzq “ Tbmer `Tbmer.
´
e´τθp0,zq ´ 1
¯
`R. `Tbciel.e´τθ `TbatmÓ˘ .e´τθp0,zq `TbatmÒpzq
(2.50)
TAppzq « Tbmer `R.Tbciel `Tbmer.
´
e´τθp0,zq ´ 1
¯
`R.TbatmÓ `TbatmÒpzq.
(2.51)
Pour évaluer les composantes (τθp0, zq, T batmÓ, T batmÒ), il est nécessaire d’évaluer
quatre composantes de l’atmosphère. L’air sec, la vapeur d’eau, les nuages et la
pluie. Plusieurs gaz peuvent interagir avec les ondes électromagnétiques. En hy-
perfréquence, seul l’oxygène (O2) et la vapeur d’eau (H2O) ont une influence non
négligeable. En bande-L le coefficient d’absorption de la vapeur d’eau est environ
20 fois plus faible que l’oxygène qui est lui même très faible. L’épaisseur optique to-
tale de l’atmosphère implique une atténuation de l’ordre de 1%. L’épaisseur optique
diminue très rapidement sur les cinq premiers kilomètres en altitude, il est donc
nécessaire de prendre en compte l’altitude de l’avion pour appliquer les corrections.
On a une faible atténuation de Tbmer par l’atmosphère. Le terme p1 ´ e´τθq
est de l’ordre de 1% (1K) sur toute l’épaisseur de l’atmosphère. Tbatm est domi-
née par les couches atmosphériques les plus basses qui sont sensibles aux conditions
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atmosphériques proches de la surface de la mer. Cependant, comme TbatmÒ varie
sensiblement jusqu’à 10 km ([Dinnat, 2003, Figure 6.12]), il est nécessaire de tenir
compte de l’altitude de l’avion pour ce terme. Pour donner des ordres de grandeurs :
à 3000m d’altitude au Nadir, TbatmÒ est de l’ordre de 1K, la correction pour l’atté-
nuation de Tbmer est de ´0.4K (0.4% τ “ 4ˆ 10´3 neper) et R.TbatmÓ vaut 1.3K,
soit une correction totale positive de 1.9K. Pour une altitude de 600m au Nadir,
TbatmÒ « 0.4K et l’atténuation de Tbmer est de ´0.05K. Soit une correction totale
positive d’environ 1.7K en prenant en compte R.TbatmÓ.
Pour estimer ces corrections, seule la connaissance de la pression est importante.
Une variation de pression de 100mbar provoque une différence sur TbatmÓ de 0.35K
au Nadir. La précision des modèles météorologiques étant d’environ 1.4mbar, l’erreur
sur la correction de l’atmosphère est négligeable. L’influence de la température et
de l’humidité relative à la surface de l’océan est négligeable [Dinnat, 2003].
Influence des nuages
Dans le processeur SMOS aucune correction des nuages n’est appliquée. L’étude
[Peichl et al., 2004] conclue que les nuages n’ont en générale pas une influence signi-
ficative en bande-L (erreur inférieure à 0.05K). Pour les analyses décrites dans ce
manuscrit aucune correction des nuages n’a été appliquée.
Influence de la pluie
Les phénomènes météorologiques tels que la pluie, la grêle ou la neige parti-
cipent à l’absorption et à la diffusion du rayonnement électromagnétique. Cependant
comme l’influence de la grêle et la neige est très faible [Schulz, 2002], seule l’influence
de la pluie est présentée ci-dessous.
Le coefficient d’extinction de la pluie sur le signal électromagnétique en bande-
L est trois ordres de grandeurs plus faible à 1.4GHz qu’à 10GHz ce qui implique
une faible dépendance à la pluie. [Skou and Hoffman-Bang, 2005] et [Wentz, 2005]
estiment une influence de la pluie sur la Tb inférieure à 0.25K pour des taux de
pluie jusqu’à 10mm/h pour des angles compris entre 0° et 55°.
La pluie au contact de la surface de la mer modifie sa rugosité et donc la diffusion
des ondes électromagnétiques. L’étude de [Contreras and Plant, 2006] suggère une
légère influence de la pluie sur la modification de la rugosité (échelles de 5 cm et
20 cm) pour des taux de pluie supérieurs à 10mm/h et des vents inférieurs à 7m/s.
Par ailleurs, une dessalure de la surface de l’océan (associée à une stratification
verticale) peut apparaître lors d’évènement pluvieux. À l’aide des mesures SMOS et
SSMI, [Boutin et al., 2013] a mis en évidence une sensibilité de ´0.14pss¨mm−1¨h
dans la zone de convergence intertropicale du Pacifique.
Pour les analyses décrites dans ce manuscrit, aucune condition avec de forte
pluie (supérieure à 4mm/h) n’a été rencontrée. Je n’ai donc pas pris en compte le
phénomène.
2.3.4 Influence de la diffusion du signal céleste sur l’océan
Dans cette section, je vais présenter l’effet des sources de rayonnement radio en
bande-L dans la galaxie et dans notre système solaire. Ceci concerne la galaxie et le
fond cosmique à 2.73K, le soleil et la lune. Physiquement ces sources correspondent
à trois phénomènes :
– rayonnement thermique du corps noir,
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– rayonnement de la raie d’hydrogène à 21 cm,
– rayonnement continu synchrotron ou de freinage.
La raie d’émission de l’hydrogène correspond au changement de spin de l’électron,
i.e. passage d’un spin parallèle (électron et proton ont le même sens de rotation) à un
spin anti-parallèle. Cette émission ne se produit que lorsque l’hydrogène est neutre
sous sa forme atomique noté HI. Cette transition est associée à une raie très fine à
21.106 cm. Cependant, dû à l’effet Doppler, l’émission couvre une bande de fréquence
de 4.025MHz centrée à 1.42GHz [Le Vine and Abraham, 2004].
Le rayonnement synchrotron d’électron relativiste (proche de la vitesse de la
lumière) est une forte source en bande-L. Il produit un spectre continu. Le rayon-
nement synchrotron est le rayonnement électromagnétique émis par une particule
chargée soumis à une accélération centripète [Farge, 1975].
Influence de la galaxie
Les sources d’émission radio de la galaxie combinent les trois phénomènes pré-
sentés ci-dessus. Une très bonne revue du signal galactique en bande-L est présentée
dans [Le Vine and Abraham, 2004], je ne reprendrai que les points principaux.
Le fond diffus cosmologique est le rayonnement électromagnétique issu de l’ori-
gine de l’univers (lorsqu’il était dense et chaud), qui s’est refroidi lors de son expan-
sion jusqu’à la température actuelle de 2.73K. Ce rayonnement thermique se com-
porte comme un corps noir parfait et est constant (2.73K) dans l’espace et le temps
à quelques milli-Kelvin près. Ce signal est diffusé par la surface de l’océan et comme
il est constant, il est parfois intégré à la Tb de l’atmosphère descendante (TbatmÓ)
comme par exemple dans [Dinnat, 2003]. Le modèle implémenté dans TRAP intègre
le fond cosmologique avec le signal galactique.
Le rayonnement de la raie d’émission de l’hydrogène neutre est concentré prin-
cipalement dans le plan de la galaxie [Kalberla et al., 2005] (Figure 2.14 page ci-
contre }). Sa valeur varie de 0K à 2K.
Le rayonnement continu thermique ou synchrotron est la variation principale
du signal galactique en bande-L (Figure 2.14). Il varie de 0.5K à plus de 20K
(Figure 2.14).Cassiopée-A ˚˚(Déclinaison : 60°, Ascension droite : 355°) et Cygnus-
A (Déclinaison : 40°, Ascension droite : 300°), sont les sources radio du ciel les plus
fortes après le Soleil. Ces deux sources ont une émission synchrotron.
La contribution du signal galactique total (fond cosmologique, spectre continu
et raie d’hydrogène) après réflexion spéculaire au Nadir varie d’environ 2.5K à 10K
(Tv “ Th, Figure 2.15 page suivante).
Bien que le signal galactique en bande-L semble bien estimé, la diffusion de ce si-
gnal à la surface de l’océan peut être une source importante d’incertitude. En effet,
}. Le système de coordonnées équatoriales permet de repérer le signal d’une étoile indépendam-
ment du lieu et de la date de l’observation. Il utilise comme plan de référence la projection sur
la sphère céleste de l’équateur de la Terre. Le point de référence de ce cercle est le point vernal
qui correspond à l’intersection du plan de l’écliptique (plan de l’orbite de la Terre) et du plan de
l’équateur pour le nœud ascendant. La déclinaison est l’angle mesurée entre un point de la sphère
et l’équateur (définie positivement pour l’hémisphère Nord). L’ascension droite est définie comme
l’angle entre le méridien d’un point de la sphère et le méridien de référence passant par le point
vernal. L’ascension droite est compté positivement vers l’Est.
˚˚. Cassiopée-A est située à une distance d’environ 11 000 années-lumière. Il s’agit du réma-
nent d’une supernova qui a explosé dans la Voie lactée dans la seconde moitié du XVIIème siècle
[Reichart and Stephens, 2000, Reed et al., 1995]. L’évolution de son émission et de sa position sont
surveillées régulièrement [Schwarz et al., 1997, Reichart and Stephens, 2000].
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TABLE I
SUMMARY OF THE SURVEY PARAMETERS. NOTES: IS RIGHT ASCENSION. IS DECLINATION
B. Line Emission
The window at 1.413 GHz was protected for passive use be-
cause of the interest in emission from a hyperfine transition in
neutral hydrogen that occurs in this window. The original pro-
posal that such radiation could be detected from neutral hy-
drogen in our galaxy is attributed to Oort and van de Hulst, and
the first observations were made by Ewen and Purcell in 1951
[15]. This radiation provides information on the temperature,
density and motion of hydrogen. The radiation is concentrated
around the plane of the galaxy, but clouds of hydrogen are wide-
spread and no direction is observed without some radiation.
Recently, Hartman and Burton [12] motivated by the
high-quality, all-sky surveys being made at other wavelengths
reported a new survey of line emission by hydrogen. This
survey, the “Leiden/Dwingeloo” survey in Table I, used a
25-m radio telescope and covered the sky above declination
of 30 . The survey was recently complemented by data
collected with the 30-m antenna at the Instituto Argentino de
Radioastronomia (IAR) and reported by Arnal et al. [13]. The
IAR survey (Table I) covered declinations south of 25 filling
in the missing portions of the southern sky. The result of the two
surveys is data over the entire celestial sphere with sufficient
spatial resolution 0.5 0.5 and radiometric resolution
( K) to be applicable to remote sensing at L-band
from space, including high-resolution sensors proposed for the
future (e.g., a spatial resolution of 0.5 0.5 corresponds to
an aperture of about 25 m).
C. Continuum Radiation
In addition to the discrete spectra associated with atomic tran-
sitions, as in the case of hydrogen discussed above, there is radi-
ation with a continuous spectrum. The important contributions
at L-band are radiation produced by charged particles (elec-
trons) in motion due to thermal energy and synchrotron radi-
ation from relativistic electrons. The sources may be diffuse or
discrete. Diffuse synchrotron radiation is the dominant contri-
bution at L-band. Examples of discrete sources of synchrotron
radiation, and among the strongest sources in the radio sky,
are Cassiopeia A and the extra-galactic source Cygnus A. The
Orion nebula is an example of a source of thermal radiation [16].
The shape of the spectrum provides evidence for identifying the
physics. However, the bandwidth of the window at 1.413 GHz
Fig. 1. (Top) Line emission and (bottom) continuum background as equivalent
brightness temperature in 20-MHz bandwidth. The CMB radiation has been
subtracted.
is so small (27 MHz) that these spectra can be considered con-
stant independent of the physical mechanism.
In order to have a characterization of the background radia-
tion suitable for remote sensing radiometers observing the earth
from space, it is desirable to have the signal from a particular di-
rection in the sky integrated over all sources. It is not important
to distinguish between discrete and distributed sources because
the antennas likely to be employed in space in the foreseeable
Figure 2.14 – Sources d’émissions de la sphère céleste projetée dans le système de
coordo nées équatoriales à une résolution spatiale de 0.5°ˆ 0.5°. (haut) Émission de
la raie d’hydrogène et (bas) spectre continu tracé comme une température de brillance
équivalente à une largeur de bande de 20MHz. Le fond diffus cosmologique a été sous-
trait. Le point blanc situé à 60° déclinaison et 355° en ascension droite représente
Cassiopée-A qui étant une source trop forte a été exclue des données. Figures tirées
de [Le Vine and Abraham, 2004].
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Fig. 2. Angular spreading of unpolarized celestial noise ((T gs
h
+ T gsv )/2) in the presence of surface roughness at normal incidence. For the rough surface
calculations, the results were averaged over all possible orientation angles ψuh and include only the zeroth harmonic with respect to wind direction. (a) Flat
surface specularly reflected signal (SST = 15 ◦C, SSS = 35 psu). (b) Rough surface scattered signal at u10 = 3 m/s. (c) Difference between the scattered noise
at u10 = 3 m/s and the flat surface reflected noise. (d) Difference between the scattered noise at u10 = 10 m/s and that at u10 = 3 m/s. All units are kelvin.
the numerical integrations were performed on a 3.75◦ × 3.75◦
grid rather than on the original 0.25◦ × 0.25◦ grid in celestial
coordinates. In the next section, we will demonstrate that the
use of this reduced-resolution grid has negligible impact on the
results.
The results are illustrated in Fig. 2, which shows the differ-
ences between the nadir unpolarized scattered celestial noise
(T gsh + T
gs
v )/2 evaluated for a flat surface and for the two
rough surfaces corresponding to wind speeds of 3 and 10 m/s.
The effect of the angular spreading of the scattered signal is ev-
ident, particularly in the vicinity of the galactic equator, where
the difference between the flat surface reflected signal and the
scattered signal at 3 m/s reaches nearly 2 K in magnitude, with
a distinct minimum along the equator and maxima on either
side. This illustrates the significant spreading effect of the rough
surface. Moreover, the solutions at 3 and 10 m/s differ by up to
1 K along the equator and by up to 0.15 K within a strip
extending approximately 30◦ on either side of the equator, sug-
gesting that the spreading effect of the rough surface extends the
impact of surface roughness well beyond what we expect if the
roughness merely reduced reflectivity in the specular direction.
VI. POINTWISE ANALYSIS OF THE
ROUGH SEA SURFACE EFFECT
Although the results discussed in the preceding section
illustrate the basic tendency of the rough surface to spread
the scattered celestial noise about the specular direction, the
analysis only applies to a nadir-viewing radiometer, and we
did not consider the potential impacts of relative downwind
direction ϕ′w and the incidence plane orientation angle in the
celestial frame. In this section, we address these issues by
examining the scattering solutions at “cold” and “hot” points
in the sky map as a function of radiometer incidence angle,
wind speed, relative downwind direction, and incidence plane
orientation angle.
A. Incidence Angle and Wind Speed Dependence at Hot and
Cold Points
For this analysis, we considered two specular locations in the
sky, as illustrated by two white dots in Fig. 3(a). One point,
which is located at (αs = 200◦, δs = 60◦), is in an area with
relatively low and spatially uniform brightness temperature
(hereafter referred to as the cold point) around 3.3 K whereas
the other, which is located at (αs = 265◦, δs = −32.5◦), is
close to the galactic plane. Here, there is a local brightness
temperature maximum of approximately 15 K on the 0.25◦ ×
0.25◦ grid (hereafter referred to as the hot point). Fig. 3(b)
shows the full-resolution unpolarized celestial noise map in the
vicinity of the hot point.
Having established these specular points, we evaluated
T˜ gsp (αs, δs, θs,ψuh, u10,ϕ
′
w) for varying values of θs and u10
but at a fixed upper hemisphere orientation angle of ψuh = 0◦.
For efficiency, we did this using a reduced-resolution celestial
noise map, which was derived by averaging the full-resolution
map onto the 3.75◦ × 3.75◦ grid introduced in the previous
section. This averaging was performed in such a way as to
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Figure 2.15 – Étalement angulaire du signal céleste non polarisée à incidence normale
après réflexion spéculaire (surface plane — SST = 15°C, SSS = 35 psu). L’unité est en
Kelvin. Figure tirée de [Tenerelli et al., 2008].
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la forte non-homogénéité spatiale du signal galactique associée à une forte dépen-
dance des conditions de surface lors de la diffusion rend l’estimation de ce paramètre
difficile [Dinnat et al., 2008]. Les travaux présentés dans ce manuscrit utilisent la
diffusion du rayonnement céleste par la surface de l’océan telle que présenté dans
[Tenerelli et al., 2008] et appliqué à SMOS dans [Reul et al., 2008b]. Après le lan-
cement de SMOS, les auteurs de ces papiers ont montrés que ce modèle surestimait
la diffusion du signal galactique (Figure G.2 page 164). Pour SMOS et Aquarius,
l’impact de cette erreur peut être importante (de l’ordre du Kelvin) puisque le lobe
principal des antennes est relativement fin. Pour CAROLS, comme le lobe d’antenne
est très large (38°) l’impact est limité puisque la différence entre utiliser un modèle
de réflexion spéculaire où le modèle [Tenerelli et al., 2008] qui surestime l’influence
de la diffusion est de l’ordre du dixième de Kelvin (Figure G.1, G.3 et G.4).
Dans la suite du manuscrit j’utiliserai donc le modèle de diffusion du signal
galactique de [Tenerelli et al., 2008]. Les coefficients de diffusion de ce modèle seront
déduits des conditions de vent observées ou estimées. Dans le cas où je discuterai de
l’influence du signal galactique, j’estimerai l’ordre de grandeur de l’erreur d’après la
différence entre le signal spéculaire et le signal diffusé (Cf Figure G.1).
Influence du soleil
Le soleil est une source de rayonnement extrêmement forte en bande-L. Sa
température de brillance en bande-L peut être supérieure à plusieurs millions de
K pendant le pic du cycle solaire (prochain prévu en mai 2013), et descendre à
100 000K. Ce rayonnement provient principalement du rayonnement continu syn-
chrotron ou de freinage (bremsstrahlung) [Dulk and Gary, 1983]. [Reul et al., 2007,
Dinnat and Le Vine, 2008] décrivent en détail l’influence de la réflexion du soleil
(scintillement — sun glint) et son influence pour les missions spatiales SMOS et
Aquarius. Le rayonnement du soleil intercepté par l’antenne provient soit d’une ré-
flexion à la surface de la mer (TAr), soit d’un rayonnement direct (TAd) dans un lobe
secondaire de l’antenne. Pour les campagnes CAROLS, les vols ont été effectués de
nuit (tard le soir ou tôt le matin). Pour certains vols du matin, le soleil se levait
avant la fin du vol. Si on reprend les équations de [Yueh et al., 2001] :
TAd “ Tsun.Ωi4pi .G (2.52)
TAr “ Tsun.Ωi4pi .R.G
avec Tsun la Tb du soleil variant environ de 105 K à 107 K, Ωi “ 0.224°2 l’angle solide
du Soleil vu de la Terre, G le gain de l’antenne dans une direction donnée et R le
coefficient de réflexion. La taille du disque solaire étant très faible, le rapport Ωi{4pi
est de l’ordre de 5ˆ 10´6.
L’antenne CAROLS a été conçue pour avoir des lobes secondaires et arrières très
faibles (inférieur à ´30dB ; Figure 3.4 page 55). L’antenne pointant vers l’océan,
l’influence du rayonnement direct du soleil est donc négligeable (inférieur à 0.05K
pour Tsun “ 107 K). Par contre dès que le rayonnement du soleil est réfléchi ou diffusé
par la surface de l’océan et qu’il atteint le lobe principal de l’antenne, l’impact varie
de 0.5K à 50K pour Tsun “ 105 ´ 107K et R “ 1 pour un gain de 0 dB. Dans le
cas d’une diffusion isotrope, [Yueh et al., 2001] estime l’impact sur la température
d’antenne pour Tsun “ 105 K à environ 0.1K.
Dans le cas de CAROLS, pour une mer moyennement agitée l’impact du rayon-
nement du soleil peut être négligé tant qu’on s’éloigne de la réflexion spéculaire. Par
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Tableau 2.3 – Composantes du modèles directs inclus ou ajouté dans TRAP. Pour
chaque étude, il est indiqué si cette composante est (O) ou non (N) utilisée.
test Vol côtier Campagne
sensi. 2009 2010
Mer plate [Klein and Swift, 1977] O O O
Émission et attenuation atmosphère N O O
Diffusion du signal galactique O O O
Réflexion spéculaire signal galactique O N N
Diffusion du signal solaire O N N
Écume N N N
T
b r
u
g SSA-KHCC O N O
TS-DV2 O O O
TS-DV12 (inclus écume) O N O
contre, lorsque le soleil est dans le lobe principal, l’impact est de plusieurs Kelvin
comme on a pu l’observer lors d’une série de cercle en fin de vol au dessus de la bouée
Pharos le 19 novembre 2010 (Figure 2.16 page suivante). On remarque que le signal
mesuré est en bon accord avec le modèle de diffusion du signal solaire même si le
modèle a tendance à légèrement sous-estimer (« 0.5K) le signal proche de la direc-
tion spéculaire comme observé sur SMOS. La différence entre le modèle et la mesure
est malgré tout beaucoup trop importante pour que ces données soit exploitable.
Dans la suite du manuscrit, je ne tiendrais pas compte de l’influence du soleil.
Influence de la Lune
L’influence de la Lune est estimée de manière équivalente à celle du Soleil. Sa
Tb en bande-L est d’environ 200K avec une faible dépendance de la phase de la
Lune. L’extension angulaire du disque de la Lune est de 0.215°2. Le gain maximum
de l’antenne CAROLS étant inférieur à `15dB, le rayonnement de la Lune n’a pas
d’influence significative sur la température d’antenne (inférieur à 0.05K).
L’influence des autres planètes du système solaire est négligeable car elles ont
une extension angulaire bien plus faible que la Lune et une Tb inférieure à quelques
centaines de Kelvin.
2.3.5 TRAP (Terrestrial Radiometry Analysis Package)
Le programme TRAP (Terrestrial Radiometry Analysis Package) a été déve-
loppé pour analyser les mesures de la campagne CoSMOS au-dessus de l’océan
[Reul et al., 2006]. Ces mesures ont été effectuées à l’aide d’un radiomètre pola-
rimétrique en bande-L (EMIRAD) et de deux antennes pointant au Nadir ou vers
l’arrière de l’avion. Le programme comprend la plupart des modèles directs décrits
précédemment (résumés dans le Tableau 2.3), effectue alors les rotations géomé-
triques nécessaires pour porter la Tb modélisée dans le référentiel de la surface à
celui de l’antenne puis intègre la température apparentes à l’entrée de l’antenne,
sur le gain d’antenne pour produire la température d’antenne afin de comparer les
données avec le modèle. Comme l’antenne pour la campagne CoSMOS pointait vers
l’arrière, alors qu’une des antennes CAROLS pointe vers le côté droit de l’avion, il
a été nécessaire d’adapter légèrement le programme pour prendre en compte cette
rotation.
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(a)
(b)
Figure 2.16 – Variation de la Tb mesurée par CAROLS (gros points de couleur) en
fonction de l’angle d’azimut de l’antenne durant deux cercles à environ 50° d’incidence.
(a) polarisations H, (b) V. La couleur des gros points représente le temps durant les
cercles. Les cercles ont été effectués à 9h24TU le 19 novembre 2010 à 5.6°W de longitude
soit à environ à 9h locale. Les points bleu représentent la Tb du soleil diffusée par
la surface (Modèle SSA, spectre KHCC). Les petits points rouges, magenta et noirs
représentent respectivement la variation des modèles de rugosité (TS-DV12 et SSA-
KHCC) et de diffusion du bruit galactique (Modèle Kirchoff Approximation, spectre
KHCC, [Tenerelli et al., 2008]).
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2.4 Autres sources non modélisées
2.4.1 Impact et traitement des RFI
Généralité sur les RFI
Les Interférences Radio-Fréquence (RFI) sont des signaux d’origines hu-
maines (radar militaire ou civil, radio-amateur, satellite de télécommunication
. . . ) qui émettent dans la même bande de fréquence que celle utilisée pour me-
surer le signal géophysique. Les RFI affectent les mesures en microondes actives
[Freedman et al., 2012] et passives. Pour certaines mesures passives, la bande de fré-
quence utilisée est protégée de toutes émissions électromagnétiques anthropiques.
C’est le cas pour la bande-L (1400–1427MHz) utilisée par CAROLS, SMOS et
Aquarius. Les RFI modifient l’intensité du signal mesurée (jusqu’à des distances de
3000 km pour SMOS [Soldo et al., 2012]) ce qui implique une mauvaise estimation
de la grandeur géophysique inversée.
Traitement des RFI pour SMOS et Aquarius
Plusieurs méthodes permettent de lutter contre ces RFI. La plus efficace est de
lutter contre l’émission de ces sources. Une seconde méthode est de trier le signal à
l’acquisition et/ou au traitement.
Aquarius détecte une partie des RFI dès l’acquisition : si l’échantillon d’une
durée de 10ms à 20ms excède un seuil prédéfini, la donnée est supprimée. Cette
méthode permet la suppression d’une partie des RFI par impulsions. L’enregistre-
ment des statistiques sur les données une fois moyennées permet de post-traiter les
acquisitions.
SMOS ne permet pas de supprimer les RFI dès l’acquisition. Les don-
nées sont moyennées sans filtrage sur des périodes de 1.2 s pour les polarisa-
tions V et H. Mais par contre des post-traitements permettent la détection
[Kristensen et al., 2012], l’estimation de la puissance et le positionnement de
la source [Oliva et al., 2012] et des méthodes de correction ont été proposées
[Anterrieu et al., 2012, Soldo et al., 2012]. Suite à une collaboration avec Yan Soldo,
j’ai évalué l’impact de ces corrections de RFI dans le golfe de Gascogne pour les vols
de la campagne de Novembre 2010. La méthode [Soldo et al., 2012] est une mé-
thode itérative qui estime la position et la température de brillance de la source
avant de la corriger. Les résultats de ce traitement sont présentés dans l’Annexe E
page 149. La conclusion principale de cette étude est que les corrections pour les
RFI ne permettent pas d’expliquer les anomalies de Tb que l’on observe dans le
golfe de Gascogne avec les mesures SMOS. La source d’erreur dans le golfe de Gas-
cogne pourrait aussi venir d’une mauvaise reconstruction du signal interférométrique
SMOS au voisinage de la côte.
Revue des traitements de RFI pour CAROLS
Bien que l’impact spatial des RFI soit beaucoup moins étendu pour les mesures
aéroportées CAROLS que pour les mesures satellitaires (SMOS ou Aquarius), les
RFI demeurent problématiques. Je vais présenter ici deux études sur les RFI à l’aide
des mesures CAROLS. Les algorithmes de traitement des RFI que j’ai utilisés sont
présentées dans la Section 3.3.1 page 59 et dans la Section 2.4.1.
[Pardé et al., 2011] effectue une analyse de plusieurs méthodes de détection de
RFI et les teste sur les données CAROLS acquises au-dessus des terres émergées.
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Trois types de détection sont étudiés. La première utilise les statistiques de kurtosis
du signal pour détecter la présence de signaux non-gaussiens. La seconde compare la
valeur de l’écart-type du signal par rapport à un seuil pour déterminer la présence
des RFI. La dernière méthode utilise un seuil sur T3 et T4. L’article conclut que la
méthode basée sur le kurtosis est bien adaptée pour détecter les RFI pulsés tandis
que la méthode basée sur un seuil de l’écart-type est mieux adaptée à la détection
des sources continues de RFI. Les tris de RFI utilisés ici seront décrits dans la
Section 3.3.1 page 59.
[Fanise et al., 2011] présente une étude des RFI sur les terres émergées à l’aide
d’un analyseur de spectre. Il précise que les RFI rencontrés sont de deux types.
Des sources qui émettent sur tout le spectre fréquentiel analysé et d’autres sources
à bande étroite, comme les signaux pulsés des radar. Il propose une méthode qui
permet de détecter et de supprimer les RFI par sous-bande de fréquence. Le signal
géophysique peut alors être déduit des bandes de fréquences non affectées. Lors des
vols étudié pendant ma thèse l’analyseur de spectre n’était pas installé.
2.5 État de l’art de la mesure radiométrique en bande-L
Les premières mesures de la salinité par télédétection datent de 1969 avec les
mesures aéroportées de [Droppleman et al., 1970] à l’embouchure du Mississippi.
Moins de dix années plus tard les premières mesures par satellite à bord de la station
spatiale Skylab sont effectuées [Lerner and Hollinger, 1977]. Ces premières mesures
mettent en évidence la sensibilité du signal radiométrique en bande-L à la salinité
mais aussi à la vitesse du vent ainsi que la faible sensibilité à la température. À la
fin des années 70, de nombreuses études ont été effectuées au centre de recherche
Langley de la NASA à l’aide de radiomètres en bande-L et bande-S (2.65GHz).
La précision des mesures est déjà d’environ 1 pss ::. C’est à cette époque et dans
ce même laboratoire que [Klein and Swift, 1977] propose un nouveau modèle de
constante diélectrique en fonction de la salinité.
À partir des années 1990, un renouveau d’intérêt arrive pour la télédétection en
bande-L. Une première équipe au Goddard Space Flight Center de la NASA pro-
pose un radiomètre à synthèse d’ouverture (ESTAR - Electrically Scanning Thinned
Array Radiometer) [Le Vine et al., 1990, Le Vine et al., 2001] dédié principalement
à l’étude de l’humidité des sols mais dont l’étude [Le Vine et al., 1998] montre une
inversion de la salinité avec une précision d’environ 1 pss pour une eau à 9 ˝C dans
la baie du Delaware. Cet instrument a évolué dans les années 2000 vers un nouvel
instrument interférométrique en deux dimensions 2D-STAR mais est toujours dédié
préférentiellement à l’humidité des sols [Le Vine et al., 2007].
Parallèlement à ce premier groupe, le Naval Research Laboratory (USA) déve-
loppe un instrument dédié à la mesure de la salinité (SLFMR — Scanning Low
Frequency Microwave Radiometer) et effectue les premières mesures en baie de Che-
sapeake [Miller et al., 1998]. Cet instrument laisse vite la place au (STARSS —
Salinity Temperature and Roughness Remote Scanner) qui combine en plus d’un
radiomètre en bande-L, un détecteur infrarouge pour la SST et un radiomètre en
bande-C pour la rugosité [Burrage et al., 2008]. Cet instrument fut utilisé par des
équipes européennes [Etcheto et al., 2004] mais les mesures montrent des erreurs im-
portantes de salinité (˘5 pss). Des mesures radiométrique à bord d’une plateforme
pétrolière au large du delta de l’Ebre (Espagne) ont été effectuées lors des campagnes
::. Lors de ces expériences la température de l’eau est de 25 ˝C
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WISE (WInd and Salinity Experiment) [Camps et al., 2004]. Les mesures WISE ont
confirmé une dépendance significative des Tb avec la vitesse du vent, même si l’in-
fluence de la plateforme sur la rugosité de surface ne peut pas être totalement exclu.
Les mesures à 44° d’incidence ont confirmé une variation abrupte de Tb entre une
mer plate et un vent de l’ordre de 3m/s [Etcheto et al., 2004].
Une troisième équipe aux États-Unis a construit à la fin des années 90, au centre
Jet Propulsion Laboratory de la NASA, un instrument qui combine des mesures
passives et actives (PALS — Passive-Active L and S-band) [Wilson et al., 2001].
Cet instrument possède deux grosses antennes (1m de diamètre et 2.7m de long
pour l’antenne en bande-L), qui implique des coûts opérationnels importants lors
des campagnes aéroportées. Il laissa la place à un instrument plus léger qui utilise
une antenne planaire et seulement la fréquence en bande-L tout en conservant la
synergie active/passive (PALS — Passive-Active L-band Sensor) [Yueh et al., 2010,
Yueh and Chaubell, 2012]. Avec ce dernier instrument, la précision de la mesure
devient suffisamment importante pour étudier l’influence de l’azimut du vent et
pour proposer un nouveau modèle de rugosité. Je détaillerai les études effectuées à
l’aide de cet instrument dans la section suivante sur le lien actif/passif.
Parallèlement au développement de ces instruments aéroportées aux États-
Unis, l’Europe vit entre autre le développement du radiomètre EMIRAD
[Rotbøll et al., 2003] par l’université technique du Danemark (DTU) et le dérou-
lement avec cet instrument de deux campagnes aéroportées au-dessus de l’océan
(LOSAC et CoSMOS) [Sobjaerg et al., 2006] [Reul et al., 2006]. L’interprétation des
mesures de cette campagne, qui impliqua également les équipes de l’IFREMER, a
une importance majeure pour mon travail. En effet, j’utilise le paquet de programme
(TRAP — Terrestrial Radiometry Analysis Package) qui a été développé et validé
lors de cette campagne. Le rapport scientifique pour l’ESA qui a été rédigé pour cette
campagne montre des précisions de la mesure de l’ordre de 0.8K [Reul et al., 2006]
et des inversions de SSS dans une eau froide de l’ordre de 0.8 pss [Reul et al., 2008a].
Avec les lancements des satellites en Novembre 2009 (SMOS) puis en Juin 2011
(Aquarius), un grand jeu de mesures en bande-L est maintenant accessible. Grâce à
cette grande quantité de mesures, les modèles de rugosité sur lesquels pesaient une
grande incertitude au début de ma thèse ont pu être améliorés. Deux méthodes ont
été appliquées pour modifier ces modèles. La première consiste à ajuster empirique-
ment un nouveau modèle sur les mesures [Guimbard et al., 2012], [Yueh et al., 2012]
(modèle Yueh), tandis que la seconde (semi-empirique) propose d’ajuster seulement
certains paramètres d’un modèle physique [Yin et al., 2012] (modèle TS-DV12). Les
trois nouveaux modèles de rugosité implémentés dans le processeur SMOS sont re-
présentés sur la Figure 2.17 page suivante et montrent un très bon accord sur la
sensibilité de la Tb à la vitesse du vent pour des vents allant de 4m/s à 14m/s.
Dans ce manuscrit je comparerai les deux nouveaux modèles de rugosité (TS-DV12
et Yueh) aux modèles pré-lancement (TS-DV2 et SSA-KHCC) dans la Chapitre 7
page 99 où j’utilise les synergies des mesures actives/passives pour analyser les me-
sures radiométriques.
Je propose dans la section suivante un état de l’art des synergies actives/passives
en microondes puis plus spécifiquement pour la bande-L.
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Figure 2.17 – Nouveaux modèles de rugosité du processeur SMOS en fonction de la
vitesse du vent pour un angle d’incidence de 32.5°. En polarisation (a) H et (b) V.
Crédit Sébastien Guimbard [Guimbard et al., 2012].
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2.6 Revue des études du liens actif/passif en mi-
croondes
Comme nous l’avons vu dans les chapitres précédents, la radiométrie en bande-L
est très sensible à la rugosité de la surface des océans. Cette rugosité est produite par
l’action du vent sur la surface localement ou à distance. Plusieurs solutions existent
pour limiter cette source d’incertitude vis à vis de la restitution de la salinité. La
méthode implémentée dans le traitement ESA des données SMOS inverse les pa-
ramètres géophysiques grâce au signal radiométrique acquis à de nombreux angles
d’incidence, tandis que la méthode implémentée pour les données Aquarius utilise
les mesures d’un diffusiomètre. Dans les deux cas, il est essentiel d’avoir une bonne
représentation de l’influence de la rugosité de la surface sur le signal radiométrique
en bande-L à travers divers paramètres géophysiques. L’estimation de l’état de la
surface de l’océan est mesurée traditionnellement par des mesures actives, c’est pour-
quoi je vais exposer dans ce chapitre les combinaisons actives/passives pour valider
et améliorer la modélisation de la contribution de la rugosité sur le signal radiomé-
trique en bande-L. Je commencerai par faire un court rappel sur le lien actif/passif en
résumant les résultats présentés dans les sections précédentes (Section 2.3.2 page 20)
puis j’effectuerai une revue des études sur le lien actif/passif en micro-ondes.
2.6.1 Introduction
Je rappelle que dans le cas d’un équilibre thermodynamique, l’émissivité e et la
réflectivité R de la scène observée sont reliées par la relation :
R “ 1´ e (2.53)
Cette relation représente dans une première approche le lien qui existe entre les me-
sures radar et radiométrique. La quantité commune pour ces deux types de mesures
est le coefficient bistatique γpqp~s,~iq (ou coefficient de rétrodiffusion σ0pqp~s,~iq). Ce
coefficient représente la diffusion d’une onde incidente de la direction ~i en polarisa-
tion p dans la direction de diffusion ~s (pour scattering) en polarisation q. Où p et
q sont les polarisations H ou V. Pour les diffusiomètres, le signal mesuré est celui
rétrodiffusé, soit un cas particulier du coefficient bistatique :
σ0pq “ σ0pqp~s,´~sq (2.54)
Pour les radiomètres, je réécris l’Équation (2.22) page 22 où le coefficient de réflexion
R dans la direction de diffusion ~s se définit comme l’intégration de σ0pqp~s,~iq sur
l’hémisphère supérieur, soit :
Rpp´~sq “ 14pi cos θs
ĳ
Ω
σ0pp~s,~iqdΩi, (2.55)
où
σ0pp~s,~iq “ σ0ppp~s,~iq ` σ0pqp~s,~iq. (2.56)
Il est intéressant de noter la différence de nature des mesures actives et passives.
Dans le premier cas, le coefficient bistatique n’est estimé que dans la direction de
rétrodiffusion ;;, tandis qu’en passif la mesure intègre les coefficients sur l’ensemble
de la demi-sphère.
;;. Cette rétrodiffusion est la diffusion incohérente de l’onde radar (les phases des ondes retro-
diffusées sont décorrélées). La diffusion cohérente correspond à la réflexion proche du spéculaire où
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Le radar est en général préféré au radiomètre pour l’analyse de la surface océa-
nique. Ceci s’explique par un rapport signal sur bruit bien meilleur en radar. Aux
mesures du vent par satellite à l’aide des diffusiomètres à bord de Seasat, ERS-1,
ERS-2, QuickSCAT — SeaWinds, Ascat, . . . se joignent celles des radiomètres mi-
croondes, principalement pour des raisons de coûts, à bord de SSMI, TMI, AMSR-E,
WindSat, . . . .
2.6.2 Théorie du lien actif/passif
[Dinnat, 2006] effectua une étude détaillé sur la synergie active/passive pour cor-
riger l’impact de la rugosité de la surface sur le signal radiométrique. En effet, dans
une approximation SPM (diffusion de Bragg), les signaux actifs et passifs sont tous
deux proportionnels au spectre de la surface de la mer. La rugosité de la surface in-
clut des longueurs d’onde de vagues très diverses allant du millimètre à la centaine de
mètre. Ces différentes échelles de vagues vont influer très différemment sur le signal
radar ou radiométrique. Cette influence est aussi fonction de la polarisation et de
l’angle d’incidence. Dans la Section 2.3.2 page 20 j’ai présenté deux modèles d’émis-
sion d’une onde électromagnétique pour une surface rugueuse. Le modèle SPM/SSA
permet de caractériser l’influence des différentes longueurs d’onde des vagues à l’aide
des fonctions de poids qui filtrent le spectre de courbure de la surface de l’océan.
Par ailleurs, pour des angles d’incidence suffisamment grand, le signal radar est
dominé par la longueur d’onde de Bragg (Chapitre 4). Si on reprend le formalisme
des fonctions de poids, c’est comme si le signal radar filtrait le spectre de courbure
à la fréquence de Bragg, soit (par exemple [Weissman et al., 2002]) :
σ0ppθ, ϕq “ 16pi k
4
0
k4B
|gppθq|2
ˆż
C0pkqδpk ´ kBqdk ` cosp2ϕq
ż
C2pkqδpk ´ kBqdk
˙
,
(2.57)
avec kB “ 2k0 sin θ et gp un facteur géométrique qui dépend de l’angle d’incidence
et de la polarisation.
La Figure 2.18 page suivante représente les fonctions de poids d’un radiomètre
en bande-L au nadir et à 30° et d’un radar en bande-L (rouge) et en bande-C (bleu)
pour des angles d’incidence allant de 20° à 50° que j’ai dérivées de [Dinnat, 2006]
(programme fourni par E. Dinnat). Les fonctions de poids du radar sont des diracs
représentant l’aspect très sélectif de la diffusion de Bragg. Une modification de l’angle
d’incidence du radar permet de parcourir une bande du spectre de vagues. Le radar
en bande-L balaye les longueurs d’onde des vagues pour lesquelles le radiomètre en
bande-L présente un ou des pics de sensibilité (i.e. λ allant d’environ 14 cm à 40 cm)
qui sont fortement dépendant de l’angle d’incidence du radiomètre, tandis que le
radar en bande-C balaye les longueurs d’onde correspondant au plateau des fonctions
de poids du radiomètre (λ allant d’environ 2 cm à 10 cm). Ce plateau des fonctions
de poids est observé au différents angles d’incidence du radiomètre. L’utilisation d’un
diffusiomètre en bande-C apparait donc complémentaire à un radiomètre en bande-
L. Par ailleurs, à 30° d’incidence, les longueurs d’onde supérieures à 60 cm commence
à prendre de l’importance en polarisation H. L’importance de ces grandes échelles
augmente avec l’angle d’incidence (Figure 2.18(c)). En polarisation H, les grandes
échelles augmentent la Tb tandis qu’en polarisation V elles la diminuent (signe de
la fonction de poids positive).
les phases des ondes réfléchies restent corrélées. Cette distinction cohérent/incohérent n’a pas de
sens en radiométrie, mais est malgré tout souvent utilisé dans les modèles issues de la modélisation
en diffusiométrie/altimétrie.
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Figure 2.18 – En haut, signe de la fonction de poids. En bas, valeur absolue de la
fonction de poids omnidirectionnelle pour un radiomètre au nadir (a), visant à 30° (b)
ou 50° (c) et pour deux radar à 20°, 30°, 40° et 50° d’incidence en bande-L (23 cm en
rouge) et en bande-C (5 cm en bleu) en fonction du nombre d’onde des vagues en échelle
logarithmique normalisé par le nombre d’onde du radiomètre (k0 “ 30 rad/m). Les
barres verticales représentent les fonctions de poids pour les deux radar, et les courbes
pour le radiomètre. En trait plein la polarisation V (ou VV pour le radar) et en trait
tiret la polarisation H. Les fonctions de poids des radar ont été déplacé de -60dB et
-88dB pour respectivement la bande-L et C. Figures tracées pour la configuration des
antennes CAROLS à partir du programme utilisé dans [Dinnat, 2006].
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Dans cette analyse, j’ai parlé de la longueur d’onde des vagues comme si ces
longueurs d’onde étaient indépendantes. En réalité, les vagues (hors houles) sont
formées par le vent local et les différentes longueurs d’ondes sont liées entre elles ce
que l’on représente à l’aide d’un spectre de vague.
Travaux de [Guimbard, 2010] [Guimbard, 2010] effectue une étude détaillé de
l’impact de la rugosité en microondes en s’appuyant sur une approche cohérente
entre les microondes actives et passives pour des fréquences (bande L, C, X, Ku et
Ka), des angles (0° à 60°) et des instruments différents. Il présente une revue des
modèles électromagnétiques développés pour l’analyse des mesures radar et radiomé-
triques avant d’analyser l’impact de la rugosité sur le lobe spéculaire en microondes
actives puis d’appliquer ces résultats à une modélisation semi-empirique des effets
de rugosité sur l’émissivité. Il propose un formalisme semi-empirique des variations
d’émissivité en fonction de la rugosité (rug), de l’angle d’observation (θ) et de la
polarisation (p) tel que :
δeppθq “ αppθq.msseff ` βpprugq. |Rppθq|2 . (2.58)
Ce formalisme explicite la dépendance de la variation d’émissivité avec la rugosité
comme étant la somme de deux effets : un terme de grande échelle proportionnel
à la variation de la variance filtrée des pentes (αmss) et un terme imputable aux
variations associées aux petites échelles (courbures ou variances des petites éléva-
tions) (βR). Il traduit ces deux effets, comme l’atténuation de l’amplitude du lobe
spéculaire (βR) et la variation de la largeur du lobe spéculaire (αmss).
Les termes msseff et βpprugq sont des paramètres géophysiques qui sont indé-
pendants de l’angle d’incidence θ. Les effets de polarisation sur β sont faibles mais
sont observés pour des vents faibles à des angles off-nadir. αp et Rp sont des para-
mètres géométriques qui caractérisent la variation du signal radiométrique pour les
grandes et petites échelles en fonction de l’angle d’incidence θ. αp0q « 0 au nadir et
augmente en valeur absolue lorsque θ augmente ; négatif en polarisation V et positif
en polarisation H. Rp est le coefficient de Fresnel.
Au nadir, l’augmentation de l’émissivité due à la rugosité est dominée par
l’atténuation du lobe spéculaire. Selon la décomposition 2-échelles présentée dans
[Guimbard, 2010], la variation de l’émissivité est directement proportionnelle à la
variance des élévations des petites échelles. Selon l’approche SPM, cette variation
s’exprime comme une pondération du spectre de courbure par une fonction complexe
présentant un pic de résonance au niveau du nombre d’onde électromagnétique.
Pour des angles à incidence modérée, [Guimbard, 2010] conclut que la variation
de l’émissivité est une combinaison des contributions de l’élargissement et de l’at-
ténuation du lobe spéculaire avec des effets différents suivant les polarisations V et
H. En polarisation H ces deux contributions sont additives tandis qu’en polarisa-
tion V, les grandes échelles diminuent l’émissivité et les petites, impliquées dans les
phénomènes de diffraction, concourent à l’augmenter. On peut noter cependant, que
l’influence des petites échelles est prédominante par rapport aux grandes échelles
(au minimum un facteur 3-4 à 55° en bande-L). On retrouvera cette décomposition,
à angles d’incidence modérés, entre les grandes/moyennes échelles, caractérisées par
la mss et les petites échelles dans l’interprétation des résultats du Chapitre 7.
En actif, la variation du coefficient de rétrodiffusion s’exprime comme une pon-
dération de la variation du spectre des hauteurs par un filtre passe-bande de forme
gaussienne centrée sur le nombre de Bragg et de largeur contrôlée par la variance
des pentes filtrées.
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Études avec PALS [Yueh et al., 2010] analyse les données actives/passives en
bande-L de PALS (Passive Active L-band Sensor) lors d’une campagne aéroportée
se déroulant dans l’Atlantique nord à la fin de l’hiver 2009 avec une forte variabilité
des vitesses de vent (de 5m/s à 25m/s). L’objectif de la campagne aéroportée est
d’évaluer les relations entre la Tb en bande-L, les coefficients de rétrodiffusion du
radar en bande-L et la vitesse du vent. Le vent (vitesse et direction) est déduit des
mesures du diffusiomètre POLSCAT en bande-Ku (13.9GHz, λ « 2 cm) installé sur
l’avion qui est représentatif des échelles de rugosité de l’ordre de 1 cm à 2 cm.
En prenant en compte le signal galactique réfléchi spéculairement par la surface
de l’océan et les variations de l’angle d’incidence, l’étude a mis en évidence une va-
riation azimutal de l’ordre de 1K pic à pic pour une vitesse de vent 14m/s à 30°
d’incidence et supérieure pour un vent plus fort. Par ailleurs, les comparaisons des Tb
PALS à 45° avec le vent déduit des mesures POLSCAT (caractéristique des échelles
de 1 cm à 2 cm) ou avec les mesures radar à 45° donnent des statistiques semblables
avec des corrélations de 0.95 à 0.97 et des erreurs quadratiques moyennes de la ré-
gression linéaire de l’ordre de 0.3K. Le radar PALS à 45° est sensible aux vagues
de longueurs d’onde proche de 15 cm, tandis que le radiomètre PALS à cette inci-
dence, d’après les fonctions de poids (Figure 2.10 page 27), en polarisation H est très
sensible aux échelles proche de 20 cm, peu à celles de 2 cm, avec une influence non
négligeable des échelles intégrées supérieures à 100 cm et en V est sensible uniformé-
ment aux échelles de 2 cm à 100 cm avec une influence négative des échelles intégrées
supérieures à 100 cm. Les corrélations similaires pour les deux radars (bande-L et
Ku) ne semblent pas mettre en évidence une échelle de rugosité privilégiée pour ex-
pliquer les variations de Tb. Or la vitesse du vent étant très variable, en particulier
pour l’un des vols, on peut s’attendre à une variation entre les échelles de rugosité
de 2 cm à plusieurs mètres et donc à une réponse différente de la Tb à la variation
d’une échelle de rugosité dans cette gamme. Des études plus approfondies sur ces
données seraient nécessaires pour confirmer ces hypothèses et étudier l’apport des
mesures radar PALS par rapport à POLSCAT pour expliquer les variations de Tb
induites par la rugosité.
Par ailleurs, cette étude étant préliminaire à Aquarius, il aurait été intéressant
d’évaluer l’apport des mesures radar PALS par rapport à des vents de modèles
métérologiques comme NCEP ou ECMWF pour modéliser la Tb.
À partir de ce jeu de données, [Yueh and Chaubell, 2012] proposent un modèle
empirique direct de la Tb et du coefficient de rétrodiffusion à 45° en fonction de
la SST, SSS, la vitesse et direction du vent. Ils proposent ensuite un algorithme
d’inversion de la salinité et du vent (vitesse et direction) en utilisant le radiomètre
seul ou en le combinant avec le diffusiomètre. Ils estiment que l’utilisation combinée
du radar permet d’améliorer d’un facteur dix (de 2pss à 0.3 pss) l’inversion de la
salinité et d’un facteur cinq (de 2.5m/s à 0.5m/s) l’inversion de la vitesse du vent
par rapport à une inversion en SSS ne tenant pas compte du signal radar. De même,
en réalité même en l’absence de mesure diffusiométrique, on peut s’appuyer sur des
vents issus de modèle métérologique.
En conclusion La comparaison des Tb par rapport aux mesures radar caracté-
ristique d’échelle de rugosité de 2 cm ou 20 cm, n’a pas mis en évidence une échelle
privilégié de rugosité pour expliquer les variations de Tb. Cependant, l’objectif de
[Yueh et al., 2010] n’étant pas l’étude de l’impact des différentes échelles de rugosité
sur la Tb, des analyses complémentaires semblent nécessaires pour étudier l’apport
du radar PALS aux mesures POLSCAT dans l’analyse des Tb. Par ailleurs, les
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études de [Guimbard, 2010] et indirectement de [Dinnat, 2006] mettent en évidence
l’influence croissante des grandes échelles (mss) sur le signal radiométrique avec
l’angle d’incidence, influence que j’étudierai dans le Chapitre 7 avec les mesures
combinées de CAROLS et STORM. Dans cette étude j’utiliserai une mesure de vent
radar en bande-C, qui est sensible à des longueurs d’onde auxquelles le radiomètre
est plus sensible que celles mesurées avec un radar en bande-Ku. Par ailleurs, le radar
STORM permet de déduire la mss de la surface, cette étude permettra d’analyser
l’apport de cette mesure par rapport à un vent diffusiométrique.
Chapitre 3
Le radiomètre en bande-L
CAROLS
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Introduction
Pour atteindre les objectifs de précision en salinité des missions spatiales SMOS
et Aquarius, il est nécessaire d’avoir une très bonne modélisation de l’influence de
tous les paramètres sur le signal mesuré en bande-L. Afin d’améliorer les modèles
électromagnétiques, il était nécessaire d’avoir un radiomètre très stable, sensible
et précis. C’est dans ce contexte qu’a été décidé de construire le radiomètre en
bande-L CAROLS (Cooperative Airborne Radiometer for Ocean and Land Studies)
[Zribi et al., 2011] au LATMOS-IPSL (Laboratoire Atmosphères, Milieux, Observa-
tions Spatiales). Le radiomètre a été développé à partir du radiomètre EMIRAD II
[Rotbøll et al., 2003] grâce à une collaboration avec une équipe de la DTU (Danish
Technical University).
Le radiomètre a été installé à bord de l’avion de recherche français ATR-42 mis
en oeuvre par l’unité mixte SAFIRE (Météo-France, CNRS, CNES). L’avion possède
deux larges ouvertures dans lesquelles peuvent être installées les deux antennes CA-
ROLS. L’attitude de l’avion est enregistrée à l’aide d’une centrale inertielle (Sagem
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(a)
(b)
Figure 3.1 – Positionnement des instruments à bord de l’ATR42 en configuration
(a) deux antennes CAROLS, l’une pointant au Nadir et l’autre sur le côté droit à
33° d’incidence et en configuration (b) CAROLS + STORM, avec l’antenne côté du
radiomètre et le diffusiomètre STORM. Figure tirée de [Zribi et al., 2011].
Uliss 45) à une fréquence de 25Hz, fournissant une mesure de l’attitude de l’avion
avec une précision de l’ordre de 0.1° (Safire, communication personnelle).
Plusieurs campagnes de mesures ont été effectuées en association avec une série
d’instruments aéroportés dont le diffusiomètre STORM et le récepteur GPS (GOLD
Annexe C page 143) qui permettent d’évaluer la rugosité de surface de l’océan.
Ces campagnes, en coordination avec des mesures in situ dédiées, sont dénommées
“campagne CAROLS” (Combined Airborne RadioInstruments for Ocean and Land
Studies) et ont été menée de 2007 à 2010. Une description des campagnes aéroportées
est présentée dans le Chapitre 5 page 79. Durant ces campagnes deux configurations
des instruments ont été utilisées (Figure 3.1). La Figure 3.2 page ci-contre repré-
sente la tâche au sol des lobes principaux des antennes des instruments CAROLS et
STORM pour une altitude de 508m de l’avion.
Dans ce chapitre je commencerai par présenter les principales composantes et
caractéristiques de l’instrument CAROLS avant de décrire plus en détail les com-
posantes puis les performances du système. Je présenterai ensuite le traitement des
données CAROLS au niveau de la post-étalonnage, de la suppression des interfé-
rences et de l’échantillonnage. Je poursuivrai avec la présentation de simulations des
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Figure 3.2 – Représentation des tâches au sol des lobes principaux des antennes CA-
ROLS (Nadir et Côté — 33°) et STORM pour une altitude de l’avion de 508m. Figure
tirée de [Zribi et al., 2008]
données CAROLS dans des conditions géophysiques caractéristiques en utilisant les
modèles électromagnétiques présentés dans la Section 2.3 page 17.
La description de l’instrument dans le manuscrit s’appuie principalement sur
l’article [Zribi et al., 2011]. Certaines spécifications du radiomètre ont été modifiées
depuis lors ; ces modifications ont été introduites dans le manuscrit.
3.1 Caractéristiques générales
CAROLS est un radiomètre polarimétrique à puissance totale. Le principe
consiste à amplifier le signal reçu par un système d’antenne à l’aide d’un ampli-
ficateur faible bruit (LNA — Low Noise Amplifier) qui se caractérise par un gain G.
Le signal amplifié est filtré à l’aide d’un filtre passe-bande de bande passante BW
et abaissé en fréquence à l’aide d’un échantillonnage sous-harmonique. Une corréla-
tion des signaux des deux polarisations permet de produire les quatre paramètres
de Stokes qui sont mesurés simultanément. Les quatre polarisations sont intégrées
sur 1ms durant lesquels sont calculées la moyenne et le kurtosis pour estimer la
distribution des signaux.
En configuration CAROLS avec deux antennes, le radiomètre mesure alternati-
vement les signaux provenant des deux systèmes d’antenne. En configuration avec
STORM, le radiomètre mesure les signaux ne provenant que du système d’antenne
côté. Un système d’antenne comprend un cornet caractérisé par un large lobe prin-
cipal (37.6° à -3dB) et d’un guide d’ondes diplexeur de polarisation (ou OMT pour
Orthogonal Mode Transducer). Les principales spécifications techniques du système
de mesures sont résumées dans le Tableau 3.1 page suivante. AFE et DFE corres-
pondent respectivement à la partie analogique (Analog Front End) et numérique
(Digital Front End) du radiomètre. Les performances du block analogique sont for-
tement dépendantes de sa température physique, c’est pourquoi l’unité est régulée
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Type de récepteur Récepteur de puissance
Fréquence 1400–1427 MHz
Bande spectrale 24 MHz à -3dB
Polarisation 4 paramètres de Stokes
Fréquence d’échantillonnage 139.4 MHz
Temps d’intégration 1 ms (139 400 échantillons)
Calibration Interne Charge (313 K et Nov. 2010, 54 K) + ND (150K)
Sensibilité 0.1 K pour 1 s
Stabilité 0.1 K sur 15 min
Température de bruit du récepteur 150 K
Température de régulation de l’AFE 45°C
Température de régulation du DFE 90°C
Angle de visé des antennes « 0˚ et « 34˚
Tableau 3.1 – Principales caractéristiques techniques du radiomètre CAROLS. Adapté
de [Zribi et al., 2011].
Figure 3.3 – Diagramme en block du système d’acquisition de CAROLS. De gauche
à droite, sont représentés, les antennes fixées aux OMT, les câbles isolés et les charges
connectés aux interrupteurs, la diode de bruit, les amplificateurs et filtres. Tout ceci
forme l’AFE (Analog Front End) dont le signal est fournit au DFE (Digital Front End)
qui effectue l’échantillonnage sous-harmonique. Les signaux de sorties sont produit à un
taux de 1ms (et non 8ms comme indiqué dans la figure). Adapté de [Zribi et al., 2011].
à une température de 45°C. La température de régulation est enregistrée afin de
vérifier la qualité des mesures a posteriori.
3.2 Description du système
Le système d’acquisition est représenté à l’aide du schéma block Figure 3.3.
Chaque système d’antenne comprend un cornet et une OMT qui permet la sépa-
ration des polarisations V et H. Les deux interrupteurs permettent de connecter
le radiomètre soit sur l’une des antennes, soit sur la charge. Une amplification du
signal puis un filtrage en fréquence est appliqué avant la numérisation du signal.
Enfin, l’unité de contrôle du radiomètre effectue parallèlement les corrélations pour
produire les quatre paramètres de Stokes.
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Figure 3.4 – Diagramme d’antenne CAROLS en échelle linéaire et logarithmique me-
suré en chambre anéchoïde au CNES. Le rectangle rouge représente l’angle de demi-
ouverture du lobe à mi-puissance i.e. à -3dB. Cet angle est de 18.5°.
3.2.1 Antennes
Les deux antennes sont composées chacunes d’un cornet et d’un orthomode trans-
ducer (OMT). Les cornets sont identiques et de type Potter avec un lobe principal
à -3dB de 37.6° pour les deux polarisations. Le diagramme d’antenne est représenté
Figure 3.4. Ce type de cornet présente l’avantage d’avoir des lobes secondaires et
arrières inférieur de -30dB par rapport au lobe principal.
3.2.2 Pertes : Antennes et Câbles
Des câbles sont connectés entre le récepteur et l’orthomode. Ces câbles ajoutent
un bruit de mesure qui est fonction de la température physique. Pour limiter ces
perturbations, les antennes et câbles sont isolés thermiquement et leurs tempéra-
tures sont contrôlées à l’aide de thermistance afin de corriger le signal. De plus,
les câbles ont été sélectionnés pour avoir une faible perte et une faible sensibilité à
la température. Pour la campagne de Novembre 2010, deux nouveaux câbles plus
courts et avec des pertes plus faibles sont utilisés (0.12dB au lieu de 0.19dB).
3.2.3 Calibration interne
Le radiomètre CAROLS effectue un étalonnage interne à deux points pour cali-
brer le gain et la température de bruit du récepteur. La séquence d’acquisition est
représentée sur la Figure 3.5 page suivante. La diode de bruit (ND) est une diode de
bruit pulsée alimentée pendant 200ms et éteinte pendant 800ms que l’interrupteur
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TA1
TA1 `ND
800 ms 200 ms
120s
TA2
TA2 `ND
TA1
TA1 `ND
TA2
TA2 `ND
(a)
TA1 et TA2 50Ω + ND
120s 20s
(b)
TA1 50Ω + ND ACL + ND
120s 10s 10s
(c)
Figure 3.5 – Schéma de la séquence d’acquisition du radiomètre CAROLS. (a) 60
mesures alternatives entre les antennes Nadir (TA1) et côté (TA2) avec la diode de bruit
pulsée (ND). (b) Séquence d’étalonnage “classique” de 20s toutes les 2 minutes sur
la charge 50 Ohms avec la diode de bruit (on/off). (c) Séquence d’étalonnage pour la
campagne de Novembre 2010. 10s sur la charge 50 Ohms puis sur la charge froide (ACL)
avec la diode de bruit (on/off).
soit connecté aux antennes, à la charge 50W ou à la charge froide. Les données sur
les antennes lorsque la diode de bruit est alimentée ne sont pas utilisées.
Pour toutes les campagnes avant 2010, les deux points d’étalonnage sont obtenus
avec la charge 50W régulée à 45°C qui fournit une Tb d’environ 318K (273.15+45)
auquel on rajoute le signal de la diode de bruit de 150K lorsqu’elle est allumée. Les
deux points d’étalonnage sont donc à environ 318K et 468K.
Pour la campagne de Novembre 2010, le point d’étalonnage avec la diode de
bruit et la charge 50W à 468K a été remplacé par une charge froide seule sans diode
de bruit (ACL pour Active Cold-FET Load [Leynia de la Jarrige, 2011]) à 54K. La
charge n’étant pas directement intégrée au radiomètre, elle a été branchée sur le port
de l’antenne qui n’a pas été utilisé. Pour cette campagne, les deux points d’étalonnage
sont la charge 50W régulée à 45°C et la charge froide qui produisent des signaux de
318K et 54K. La diode de bruit est inutilisée dans cette séquence d’étalonnage
interne. Jusqu’à Novembre 2010, la méthode d’étalonnage était optimale pour des
Tb d’environ 350K. Le signal que l’on observe sur l’océan étant de l’ordre de 100K.
La méthode utilisée en Novembre 2010 est mieux adapté pour les Tb acquises au
dessus de l’océan.
3.2.4 Échantillonnage sous-harmonique
La Figure 3.6 page suivante représente le comportement d’un échantillonnage
sous-harmonique. Comme pour un échantillonnage à haute fréquence (fréquence
d’échantillonnage supérieure à la fréquence du signal), le spectre après échantillon-
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BWFilter
8fs 9fs 10fs 11fs 12fs 13fs
BW fs 2fs 3fs 4fs
Figure 3.6 – Spectre avant et après échantillonnage, adapté de ([Rotbøll et al., 2003]).
10.fs “ 1394MHz, 11.fs “ 1533MHz et BW “ r1400MHz; 1427MHzs.
nage correspond à la convolution du spectre du signal original (sélectionné par le
filtre autour de 1.4 GHz) avec un peigne de dirac à la fréquence d’échantillon-
nage fs. Pour éviter un repliement du signal filtré après échantillonnage, il faut
une fréquence d’échantillonnage supérieure à deux fois la bande spectrale (critère
de Nyquist, fs ą 2BW ) et que le filtre de la bande spectrale ne contienne aucune
harmonique de la fréquence d’échantillonnage (n.fs R rf0 ˘BW {2s).
Le signal ainsi numérisé est transmis à l’unité de contrôle du radiomètre où les
intégrations sont calculées sur des périodes de 1ms (139 400 échantillons).
3.2.5 Performance de l’instrument
La sensibilité ou résolution radiométrique est le plus petit écart de Tb que peut
distinguer l’instrument et est relié au bruit thermique NEDT (Noise Equivalent
Differential Temperature) du radiomètre :
NEDT “ Tin ` TR?
τB
, (3.1)
avec Tin le signal à l’entrée du radiomètre, et TR la température de bruit du ra-
diomètre. τ représente le temps d’intégration et B la bande passante. Avec une
intégration sur une seconde, la résolution est meilleure que 0.1K. Cette valeur a
été vérifié et validé lors du vol du 26 Mai 2009 loin de la côte avec des conditions
géophysiques uniformes.
Pascal Fanise a comparé la performance de CAROLS avec les deux méthodes
d’étalonnage : charge 50W + ND ou charge 50W + ACL. La Figure 3.7 page sui-
vante représente la Tb mesurée par CAROLS sur la voie V en fonction du temps
pour les deux types d’étalonnage. Le signal entrant est produit à l’aide d’une charge
froide (cold-FET) régulée à une température allant de 58°C à 60°C connecté à un
atténuateur pour produire une température proche de 100K. La variation de la tem-
pérature physique de la cold-FET de 2°C produit une variation de la température
de brillance de 0.2K. Chaque point correspond à des données moyennées et étalon-
nées toutes les 800ms. Avec la nouvelle méthode d’étalonnage développée pour la
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cold-FET
Tv (ND)
Tv (acl)
Figure 3.7 – Évaluation de la performance de la nouvelle configuration CAROLS avec
l’étalonnage sur la charge froide. Signal d’entrée produit à l’aide d’une cold-FET régulée
entre 58°C et 60°C. Mesures effectuées sur la voie V du radiomètre. En noir, Tb de la
cold-FET (signal entrant). En vert, Tb déduite à l’aide d’un étalonnage avec la charge
50W + diode de bruit (ND). En rouge, Tb déduite à l’aide d’un étalonnage sur la charge
50W et la charge froide ACL à 45°C. Figure fournie par Pascal Fanise.
campagne de Novembre 2010,le radiomètre observe des variations de 0.2K sur une
période de près d’une heure avec un bruit proche de la résolution radiométrique de
l’instrument. On remarque que la méthode d’étalonnage à l’aide de la charge 50W
+ ND, apporte un bruit (d’étalonnage) plus important que le bruit radiométrique.
On s’attend donc à un bruit moyen plus faible des mesures radiométriques pour la
campagne de Novembre 2010. Le bruit intra-étalonnage, qui est lié à la résolution
radiométrique, reste lui constant.
3.3 Traitement des données
Pour analyser les mesures CAROLS, plusieurs traitements préalables des mesures
à 1ms sont nécessaires. Ce traitement suit plusieurs étapes :
1. Suppression des mesures affectées par les RFI à l’aide de deux méthodes dif-
férentes pour Mai 2009 et Nov. 2010.
2. Moyenne sur un pas de temps de 40ms (Mai 2009) ou 800ms (Nov. 2010).
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3. Sélection des mesures dont l’angle d’incidence est compris entre 0°–2° (Nadir
Mai 2009) et 33.4°–35.5° (Côté Mai 2009) ou qui s’écarte de moins de ˘1° de
l’angle d’incidence médian de chaque vol (Nov. 2010).
4. Moyenne des données sur un intervalle de 2 s (Mai 2009) ou sur le pas de
temps des mesures STORM soit environ 2min (Nov. 2010). Pour les données
de Mai 2009, si plus de la moitié des données ont été rejeté suivant les critères
précédents, la donnée sur 2 s est rejeté.
3.3.1 Traitement des RFI et première moyenne
J’ai présenté dans la Section 2.4.1 page 41 une revue des traitements des RFI.
Deux méthodes de traitement de RFI sont utilisées. La première méthode, qui a été
utilisée pour les données de Mai 2009, a été developpée au LATMOS par Mickael
Pardé. Ce traitement est effectué sur les données CAROLS avant qu’elles ne soient
distribuées. Cette méthode consiste à moyenner les données dont la valeur de kurtosis
est compris entre 2.9 et 3.1 par pas de temps de 40ms. Ce traitement nous a semblé
robuste pour l’analyse du vol côtier (Chapitre 6 page 95, [Martin et al., 2012]).
Cependant, lors de l’analyse des vols de la campagne de Novembre 2010. J’ai
remarqué une faible incohérence entre les polarisations H et V sur le trajet retour à
l’approche de Ouessant. L’analyse des données à 40ms ne me permit pas de conclure
sur l’origine de cette incohérence. En analysant les données brutes à 1ms, j’ai pu
mettre en évidence que le précédent traitement de RFI n’était pas suffisant (An-
nexe F page 157).
En me basant sur les conclusions de [Pardé et al., 2011], j’ai proposé un nouvel
algorithme de tri des RFI (Annexe F). Les principales différences de cet algorithme
sont d’estimer l’écart-type des données à l’aide d’un estimateur plus robuste aux
données extrêmes et de fixer un seuil dynamique sur les valeurs de kurtosis. L’esti-
mation de l’écart-type σ se fait à l’aide de l’écart interquartile (iqr). Si la distribution
d’au moins 50% des valeurs médianes est gaussienne : σ “ σiqr “ 0.7413iqr.
1. Estimation de la médiane et de l’écart-type (σiqr) sur 1 seconde de Tb et du
kurtosis.
2. Sélection des données à 3.σ de la valeur médiane sur 1 seconde en Tb et
kurtosis.
3. Si plus de 2% des données par block de 1 s sont rejetées, mise en place d’un
drapeau RFI.
4. Sélection de la médiane de chacun des blocks de 1 seconde filtrés.
Cette nouvelle méthode permet de corriger des écarts de Tb jusqu’à 0.5K par rapport
à la méthode précédente.
3.3.2 Sélection des données et moyenne finale
Afin de m’affranchir au maximum de l’influence de l’angle d’incidence, j’ai décidé
de sélectionner les mesures CAROLS dans le cas où l’avion vol à plat. En effet, les
modèles de mer plate (constante diélectrique) ont des désaccords en fonction de
l’angle d’incidence (Figure 2.8 page 22) et la sensibilité à l’angle d’incidence est
importante pour l’antenne côté (« ˘1K/°, Figure 3.9 page 62). Le choix de la
sélection des angles est un compromis entre le nombre de donnée et la sensibilité à
l’angle d’incidence.
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Les modèles directs sont calculés toutes les 40ms pour le vol de Mai 2009 à
l’aide des données auxiliaires et moyennés ensuite toutes les 2 s. Pour la campagne
de Nov. 2010, j’ai calculé les modèles directs toutes les 1 s que j’ai moyennés ensuite
sur le pas de temps des mesures STORM, i.e. « 2min. Pour le vol côtier de Mai
2009, la mesure du radiomètre alternant d’une antenne à l’autre toutes les secondes
et en supposant que les deux antennes mesurent la même scène (vitesse de l’avion,
100m/s, lobe d’antenne de 600m de diamètre, Chapitre 5), j’ai décidé de moyenner
les données des deux antennes sur une même période de 2 s. Une tache au sol initiale
est alors parcouru durant l’acquisition de trois mesures.
Pour la campagne de Novembre 2010, l’objectif étant d’analyser l’influence de la
rugosité sur le signal en Tb, j’ai logiquement moyenné les données CAROLS sur le
pas de temps des mesures STORM qui est d’environ deux minutes (Chapitre 4). Le
signal enregistré durant ces 2 minutes correspond à une tache au sol d’environ 3 km
de large (altitude de 3000m) sur 12 km de long le long de la trace de l’avion pour
une altitude de 3000m.
3.3.3 Bruit radiométrique
Le bruit radiométrique évalué lors de la campagne de Mai 2009 (Cf Chapitre 6
page 95) est de 0.26K sur 40ms. Avec la séquence d’acquisition de CAROLS et les
traitements effectués pour ces analyses, on s’attend à un bruit radiométrique théo-
rique (Équation (3.1) page 57) compris entre (0.26{?10 “ 0.08K) et (0.26{?20 “
0.06K) pour la campagne de Mai 2009 et compris entre 0.26{?20x120 “ 0.005K si
toutes les données CAROLS sont valides et entre 0.26{a20x120{10 “ 0.02K si on
utilise seulement 10% des données CAROLS pour la campagne de Novembre 2010.
3.4 Modèles directs appliqués à CAROLS
J’ai décrit dans la Section 2.3 page 17 les modèles directes en fonction de l’angle
d’incidence. Par l’importance des modèles de mer plate et de rugosité et leur non
linéarité en fonction de l’angle d’incidence, j’ai intégré ces modèles sur le lobe d’an-
tenne CAROLS (à l’aide de TRAP) et les ai représentés dans cette section.
3.4.1 Modèle de Tb d’une mer plate
La Figure 3.8 page suivante représente l’influence de la salinité et de la tempé-
rature sur la Tb pour le modèle de mer plate (KS) intégré sur le lobe d’antenne
CAROLS. Les Figure 3.8(a) et Figure 3.8(c) mettent en évidence la très faible sen-
sibilité de la Tb à la température pour des salinités supérieures à 34pss et des
températures de l’ordre de 15 ˝C. On remarque par contre que la sensibilité de la Tb
à la salinité augmente sensiblement avec la température (Figure 3.8(b)). À 15 ˝C la
sensibilité à la salinité de la Tb est d’environ ´0.5K/pss et ´0.4K/pss respective-
ment pour la polarisation V et H pour l’antenne côté. La sensibilité pour l’antenne
Nadir est elle intermédiaire à ces deux valeurs.
La sensibilité de la Tb à l’angle d’incidence (Figure 3.9 page 62) est faible aux
petits angles d’incidence (ă 0.1K/°) et devient assez important pour l’antenne côté
(« 1K/°). Estimer l’attitude de l’avion avec précision est donc indispensable. La
centrale inertielle de l’avion a une précision de l’ordre de 0.1° ce qui peut produire
un bruit de l’ordre de 0.1K équivalent à 0.2 pss pour une eau à 15 ˝C. Si l’erreur
sur l’attitude est un bruit blanc gaussien centré, moyenner les données sur au moins
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Figure 3.8 – (a) Tb du modèle de mer plate (KS) en fonction de la salinité pour
une SST variant de 10 ˝C à 19 ˝C.(b) sensibilité de Tbplat à la salinité en fonction de
la température pour trois valeurs de salinité 34.2 pss, 35.1 pss et 36.1pss.(c) sensibilité
de Tbplat à la température en fonction de la salinité pour trois valeurs de température
12.5 ˝C, 14.5 ˝C et 16.5 ˝C. Pour les trois figures le trait continu représente l’antenne
Nadir (pol. H ou V) et les traits-tiret l’antenne à 33.6° en polarisation H (carré) et V
(rond).
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Figure 3.9 – (a) Tb du modèle de mer plate (KS) intégrée sur le lobe d’antenne CA-
ROLS en fonction de l’angle d’incidence pour une SST de 15 ˝C et trois valeurs de
SSS (33pss, 35pss et 37pss). La ligne noire verticale représente l’angle d’incidence de
l’antenne côté. (b) sensibilité de la Tb à l’angle d’incidence. La valeur supérieure des
courbes est la polarisation V et H pour la valeur inférieure.
une seconde devrait réduire suffisamment le bruit pour qu’il devienne négligeable,
une erreur sur la précision constante ne poserai pas plus de problème puisqu’elle
serait prise en compte dans la correction du biais de l’instrument par rapport au
modèle. Cependant si l’erreur consiste en un biais variable dans le temps, l’impact
peut être important. D’après les études sur les données CAROLS, le bruit étant plus
fort pour l’antenne Nadir que l’antenne de côté (Annexe B) et plus fort en H qu’en V
(Chapitre 7), l’erreur sur l’angle d’incidence ne semble pas être l’erreur dominante.
3.4.2 Modèle de Tb induit par la rugosité
L’influence du vent sur la Tb intégrée sur le lobe d’antenne CAROLS simulée
avec les différents modèles (sauf Yueh) sont représentés en fonction de la vitesse du
vent pour la composante omnidirectionnelle (Figure 3.10 page suivante) et pour les
deux premières harmoniques (Figure 3.11 page 64). La différence entre le modèle
à 33° sans intégration sur le lobe (Figure 2.11 page 32) et avec intégration (Fi-
gure 3.10 et 3.11) consiste principalement en un biais de Tb pour l’harmonique 0
(Figure 3.12(a) page 65) parce qu’aux angles que nous considérons (« 15˚ à 52˚),
la dépendance du modèle à l’angle d’incidence n’est pas fortement non linéaire (cf
Figure 2.12 page 33) contrairement à l’harmonique 1 (Figure 3.12(c) et (b)).
On peut remarquer le très bon accord entre le modèle Yueh (à 33°, non-intégré sur
le lobe CAROLS) et TS-DV12 (à 33°, intégré sur le lobe CAROLS) en polarisation
H jusqu’à 15m/s tandis qu’en polarisation V les deux modèles diffèrent par un biais
d’environ 0.5K. La plus forte sensibilité de TS-DV2 (et dans une moindre mesure
de TS-DV12) à la première harmonique intégré sur le lobe CAROLS pointant à 33°
par rapport au modèle non-intégré (Figure 3.11(a) et Figure 3.12(c)) s’explique par
la très forte non-linéarité du modèle radiométrique de rugosité en fonction de l’angle
d’incidence (Figure 2.12). La sensibilité à l’asymétrie face/dos au vent devient alors
plus importante pour ces deux modèles, au point que le modèle TS-DV2 devienne
plus sensible que le modèle de Yueh à cette composante pour les deux polarisations
(au moins à vent modéré). Pour la seconde harmonique, seul le modèle SSA-KHCC
3.4. MODÈLES DIRECTS APPLIQUÉS À CAROLS 63
0 5 10 15 20
0
1
2
3
4
5
6
7
8
u10 (m/s)
Ta
 (K
)
0th harmonic
 
 
H Slant
HV Nadir
V Slant
TS−DV2
SSA−KHCC
(a)
0 5 10 15 20
0
1
2
3
4
5
6
7
8
u10 (m/s)
Ta
 (K
)
0th harmonic
 
 
H Slant
HV Nadir
V Slant
Yueh
TS−DV12
(b)
0 5 10 15 20
0
0.1
0.2
0.3
0.4
0.5
u10 (m/s)
∂T
b/
∂u
10
 (K
/(m
/s)
)
0th harmonic sensibility
 
 
H Slant
HV Nadir
V Slant
TS−DV2
SSA−KHCC
(c)
0 5 10 15 20
0
0.1
0.2
0.3
0.4
0.5
u10 (m/s)
∂T
b/
∂u
10
 (K
/(m
/s)
)
0th harmonic sensibility
 
 
H Slant
HV Nadir
V Slant
Yueh
TS−DV12
(d)
Figure 3.10 – (a), (b) Tb omnidirectionnelle induite par la rugosité en fonction de la
vitesse du vent. (c), (d) sensibilité de la Tb omnidirectionnelle à la vitesse du vent. Les
modèles sont intégrés sur la géométrie d’antenne de CAROLS pointant au nadir ou à
33° d’incidence (Yueh non-intégré sur le lobe cf texte).
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Figure 3.11 – Amplitude de la (a), (b) première et (c), (d) seconde harmonique par
rapport à la direction du vent. Les modèles sont intégrés sur la géométrie d’antenne
de CAROLS pointant au nadir ou à 33° d’incidence (Yueh non-intégré sur le lobe, cf
texte).
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Figure 3.12 – Exemples de l’effet de l’intégration des modèles de rugosité sur le lobe
d’antenne. (a) Tb omnidirectionnelle induite par la rugosité (modèle TS-DV12) en fonc-
tion de la vitesse du vent. Première harmonique par rapport à la direction du vent pour
les modèles (b) TS-DV12 et (c) TS-DV2. Le trait plein représente les modèles intégrés
sur l’antenne CAROLS pointant à 33°, et le trait-tiret les modèles à 33° sans intégration.
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Figure 3.13 – Variation azimutale de la Tb d’après le modèle TS-DV12 pour une
vitesse de vent de 12m/s pour l’antenne CAROLS au Nadir ou à 33° d’incidence.
est notablement affecté. La variation azimutale de la Tb induit par la rugosité de
surface est représentée dans la Figure 3.13 pour l’antenne Nadir et l’antenne côté
dans les deux polarisations d’après le modèle TS-DV12 avec un vent de 12m/s.
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Introduction
Le radar ou diffusiomètre STORM (Système de Télédétection pour l’Observa-
tion par Radar de la Mer) [Hauser et al., 2003] a été développé au LATMOS (an-
ciennement CETP) en combinant les caractéristiques des précédents radars aéropor-
tés RESSAC (Radar pour l’Étude du Spectre des Surfaces par Analyse Circulaire)
[Hauser et al., 1992] et RENÉ [Loch-Duplex et al., 1996].
STORM est un radar à ouverture réelle FM/CW (Frequency-Modulation /
Continuous-Wave) fonctionnant en bande-C (5.35 GHz — 5.6cm). Il a été installé
sur l’ATR-42 de l’unité mixte de recherche SAFIRE.
Le principe général de fonctionnement de l’instrument est le suivant. STORM
envoie un signal vers la surface de la mer sur une large gamme d’angle d’incidence.
Le signal est diffusé ou réfléchi par la surface de la mer et une partie du signal
(le signal rétrodiffusé) revient jusqu’à l’instrument et est mesuré. Le temps entre
l’émission et la réception du signal permet de caractériser l’angle d’incidence auquel
le signal incident a été diffusé. Proche du nadir, le signal mesuré a été réfléchi par
la surface suivant les pentes des vagues et permet donc de déduire la variance des
pentes (ou mss). Plus éloigné du nadir (ą 15˚), le signal mesuré augmente avec la
rugosité de surface qui rétrodiffuse le signal incident. Ce signal dépend alors de la
rugosité de surface qui dépend de la vitesse du vent. Le vent (vitesse et direcion) et
mss sont estimées environ toutes les 2 minutes le long de la trace de l’avion, sur une
bande spatiale d’environ 3 km de large sur 12 km de long.
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(a) (b)
Figure 4.1 – (a) Radôme STORM placé sous le fuselage de l’ATR-42, (b) Schéma de
la configuration géométrique de STORM.
Je commencerai par une présentation de l’instrument suivi par le principe de la
mesure. J’aborderai ensuite les aspects d’étalonnage pour la campagne de Novembre
2010, campagne dont j’ai utilisé les données pour étudier l’influence de la rugosité
sur le signal radiométrique en bande-L à l’aide des synergies actives/passives (Cha-
pitre 7).
4.1 Présentation de l’instrument
STORM possède deux antennes, une antenne d’émission d’ouverture 50°ˆ 50°
et une antenne de réception d’ouverture de 33°ˆ 7.5°. Les deux antennes sont fixées
dans un seul radôme placé sous le fuselage de l’avion (Figure 4.1(a)). Elles effectuent
un peu plus d’un tour par minute suivant l’axe vertical dans un sens puis une fois
arrivées à la butée tournent dans l’autre sens. Les antennes visent la surface avec
une incidence moyenne de 20°. La résolution radiale de l’instrument est de 1.53m ce
qui correspond, projeté au sol, à une résolution radiale de 2.70m à 9m entre 10° et
35°. La résolution azimutale au sol est d’environ 400m pour une altitude de 3000m.
Ceci est schématisé dans la Figure 4.1(b). Le signal radar reçu est enregistré toutes
les 8ms (sans intégration temporelle) en polarisation H et V. Par la suite, seule la
polarisation VV (en émission et réception) est utilisée car plus sensible à la rugosité
de surface. Ces caractéristiques sont résumées dans le Tableau 4.1 page ci-contre.
Deux configurations des antennes sont utilisées. Lorsque l’avion vole à plat (la
plupart du temps) l’antenne tourne sur 360° et acquiert le signal pour des incidences
allant de 5° à 35° (Figure 4.2(a) page suivante). Lorsque l’avion effectue des cercles
ou des wing-wags, les antennes sont fixes et pointées à l’opposé de l’océan pour les
cercles et vers l’arrière pour les wing-wags. Pour les cercles, on enregistre des signaux
jusqu’à des angles de 45° (Figure 4.2(b) page ci-contre). Seules les données acquises
lorsque l’avion vole à plat ou durant les cercles ont été utilisées pour la campagne
de Novembre 2010. En outre, comme pour CAROLS, les données de roulis, tangage,
cap, dérive et vitesse de l’avion sont enregistrées par la centrale inertielle pour le
traitement des données. Un étalonnage du radar est effectué à l’aide de cibles (dièdre
et trièdre) préalablement à la campagne au-dessus de l’océan. Une correction de biais
supplémentaire a été effectuée lors des cercles au-dessus de la bouée Gascogne de
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Tableau 4.1 – Caractéristiques du radar STORM (tableau tiré de
[Hauser et al., 2003]).
Caractéristiques micro-ondes
type FM/CW
Fréquence moyenne 5.35 GHz
FM/CW bande spectrale 192 MHz
période de répétition 8ms
résolution radiale 1.53 m
puissance transmise 2 Watts
Polarisation d’émission V et H (ttes 8 ms)
Réception V et H (simultanément)
Antenne
ouverture à 3 dB de l’antenne d’émission (H ou V) 50°×50°
ouverture à 3 dB de l’antenne de reception (H ou V) 33°x7.5°
isolation de la polarisation croisée >30 dB
isolation entre transmission et réception >70dB
Géométrie de visée
incidence moyenne 20°
angle azimutal balayage sur 360° par minute
altitude de l’avion 2000-3000 m
(a) (b)
Figure 4.2 – Coefficient de rétrodiffusion (SERN, σ0) moyenné en fonction de l’angle
d’incidence (a) pour le mode à plat, moyenné sur 2 tours d’antenne, (b) pour le mode
cercle, moyenné sur un peu plus de 2 cercles d’avion avec antennes fixes. Les données
présentées ont été acquises le 25 Novembre 2010 dans le golfe de Gascogne.
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(a) (b)
Figure 4.3 – Géométrie de montage de radar et introduction des grandeurs impliquées
dans l’équation radar. (a) représente un montage mono-statique où l’antenne émet-
trice et réceptrice sont les mêmes, (b) réprésente un montage où les antennes émitrice
et réceptrice sont différentes et situées à deux différentes positions. Figures tirées de
[Ulaby et al., 1982].
Météo-France, afin de corriger les erreurs résiduelles liées en partie aux imperfections
du modèle utilisé.
4.2 Principe de la mesure
Dans cette section, je commencerai par présenter l’équation radar qui relie la
puissance émise par le radar à la puissance reçue après interactions avec le milieu en
introduisant le terme de section efficace radar normalisée (SERN) ou σ0 et donnerai
quelques exemples mesurés par STORM.
Je poursuivrai par la modélisation du signal électromagnétique diffusé par la
surface de la mer à l’aide de l’approximation de l’optique géométrique et la diffusion
de Bragg. À l’aide de ces modèles, je décrirai comment on en déduit deux paramètres
géophysiques : le “vent” et la variance des pentes effectives.
4.2.1 Coefficient de rétrodiffusion ou SERN
Le coefficient de rétrodiffusion du radar caractérise l’interaction du signal radar
avec le milieu observé et en particulier son état de rugosité. Cette grandeur est
dérivée de l’équation radar qui relie les caractéristiques du système d’émission et de
réception au milieu observé. [Ulaby et al., 1982] présente en détail la théorie liée à la
mesure radar, j’invite le lecteur à se reporter à ce document pour plus de précision.
La Figure 4.3 introduit les grandeurs impliquées dans l’équation radar dans le cas
d’un montage mono et bi-statique. STORM est intermédiaire à ces deux montages
puisqu’il possède deux antennes avec des caractéristiques différentes mais placées au
même endroit. Nous partirons donc du cas bi-statique plus complet qui distingue les
trois parties à savoir : la partie émettrice, les interactions avec la cible (surface), la
partie réceptrice.
La partie émettrice éclaire la cible (surface) avec une puissance Pt, un gain
d’antenne Gt, à une distance R. La puissance émise par unité d’angle solide s’écrit
alors :
Pe “ PtGt4piR2 , (4.1)
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Les interactions de la cible produisent un signal diffusé Pd à la distance R,
caractérisé par l’aire effective Ars qui interagit avec le signal incident Pe, par le coef-
ficient d’absorption de la surface fa, et par le gain Grs qui représente le diagramme
de diffusion par la surface de la mer.
Pd “ PeArsp1´ faqGrs4piR2 “
Peσ
4piR2 , (4.2)
avec :
σ “ Arsp1´ faqGrs (4.3)
la section efficace radar par unité de surface caractérise les trois termes de l’équation
radar qui sont difficile à mesurer séparément.
La partie réceptrice reçoit une puissance incidente Pd sur une antenne d’aire
effective Ar “ λ2Gr{4pi, avec Gr le gain de l’antenne réceptrice. La puissance reçue
par unité d’angle solide Pr s’écrit donc :
Pr “ Pdλ
2Gr
4pi . (4.4)
En développant, nous avons donc la relation :
Pr “ PtGtGrλ
2σ
p4piq3R4 . (4.5)
Dans le cas d’une surface éclairée par le radar, la puissance totale reçue résulte de
la contribution d’un ensemble de cibles distinctes vues par le radar simultanément.
On introduit donc le terme de section efficace radar normalisé (SERN — σ0) pour
une cellule radar de surface Σ contenant un ensemble de cibles. D’où l’expression :
Pr “
ĳ
Σ
PtGtGrλ
2σ0
p4piq3R4 ds. (4.6)
SERN à partir des mesures du radar STORM La Figure 4.4 page suivante
représente un exemple de spectre de puissance du signal rétrodiffusé mesuré par
STORM (Pr) en fonction de la distance radiale R. Cette distance est caractérisée
par le temps de retour du signal et est directement reliée à l’angle d’incidence θ par
la relation (cos θ “ H{R) avec H l’altitude de l’avion. La première partie du signal
proche des ´80dB avant la valeur 100 de l’échelle radiale (Figure 4.4), correspond
à la mesure du signal atmosphérique (bruit). À la valeur 100, on observe le premier
retour correspondant au signal spéculaire suivi d’une atténuation du signal qui est
une fonction de la distance (1{R3), de σ0 et des lobes d’antennes (Cf Équation (4.6)).
Les données sont ensuite intégrées sur 56 ms pour le mode cercle et le mode
classque où l’avion vole à plat. Après correction des conditions de vol de l’avion, et en
inversant l’Équation (4.6), on obtient σ0 en fonction de l’incidence ré-échantillonnées
par pas de 1° d’angle d’incidence.
La Figure 4.5 page suivante représente σ0 en dB en fonction de l’angle azimutal
pour un angle d’incidence de 30.5 degré à partir de spectres moyennés sur 56 ms
durant le vol 69 sur deux tours d’antenne. Nous observons la modulation azimutale
présentant deux maxima dans la direction où souﬄe le vent (face et dos au vent,
nommé respectivement upwind et downwind) et deux minima dans la direction per-
pendiculaire au vent (crosswind).
Dans la section suivante, je présente succinctement deux modèles électromagné-
tiques qui permettent de comprendre le lien entre l’état de surface de la mer et le
signal rétrodiffusé.
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Figure 4.4 – Spectre de puissance (en dB) en fonction de la distance radiale (échelle
radiale arbitraire) d’une impulsion.
Figure 4.5 – σ0 (dB) à un angle d’incidence de 30° en polarisation VV en fonction
de l’angle azimutal de l’antenne pour 2 tours d’antenne lorsque l’avion vole à plat.
La courbe rouge au centre du nuage de point correspond à l’ajustement d’une courbe
sinusoïdale.
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4.2.2 Modélisation du signal électromagnétique diffusé par la sur-
face
L’équation radar (Équation (4.6) page 71) est la relation qui relie les caractéris-
tiques du système d’émission et de réception avec les interactions électromagnétiques
avec la surface de la mer. Toutes l’information des interactions se retrouvent dans la
section efficace radar σ0. Je vais présenter dans cette section les modèles électroma-
gnétiques qui expliquent les variations de σ0 en fonction des conditions géophysiques.
Dans cette section, je ne présente que les approximations électromagnétiques
valables pour deux cas limites. L’approximation de l’optique géométrique (GO) est
valable pour les faibles angles d’incidence (jusqu’à environ 15°) tandis que la diffusion
de Bragg s’applique pour des angles supérieurs à 30°.
L’approximation de l’optique géométrique établit que σ0 est proportionnel à
la fonction de densité de probabilité (pdf) des pentes de la surface comme l’a montré
tout d’abord [Barrick, 1968] puis a été repris dans de nombreuses publications en
particulier dans [Hauser et al., 2008] pour l’analyse des données STORM, soit :
σ0pθq “ |Rp0q|2pippsx, syqcos4 θ , (4.7)
où θ est l’angle d’incidence, Rp0q le coefficient de Fresnel à incidence normale,
ppsx, syq la fonction de densité de probabilité jointe des pentes pour les vagues plus
grandes que la limite de diffraction. La limite de diffraction correspond à 2.2 fois la
longueur d’onde électromagnétique pour STORM [Hauser et al., 2008, Section 3.2],
soit kd “ 51 rad/m i.e. λd “ 12 cm.
Si on considère que la pdf des pentes est gaussienne avec s2up et s2cr les variances
des pentes filtrées dans les directions face et perpendiculaire au vent on a :
ppsx, syq “ pp~sq “ 12pi|S´1| exp
ˆ
´12~s
T .S´1.~s
˙
, (4.8)
“ 12pisupscr exp
˜
´12
ps2up sin2 ϕ` s2cr cos2 ϕq. tan2 θ
s2ups
2
cr
¸
, (4.9)
“ 12pisupscr exp
˜
´tan
2 θ
2
«ˆ
cosϕ
sup
˙2
`
ˆ
sinϕ
scr
˙2ff¸
, (4.10)
où S est la matrice de corrélation des pentes, |S| son déterminant et ϕ la direction
de visée du radar par rapport à la direction du vent. Si on définit la variance des
pentes dans la direction du radar s2ϕ comme :
1
s2ϕ
“
ˆ
cosϕ
sup
˙2
`
ˆ
sinϕ
scr
˙2
, (4.11)
L’Équation (4.7) devient puis se linéarise de la façon suivante :
σ0pθ, ϕq “ |R|
2
cos4 θ
1
2supscr
exp
ˆ
´tan
2 θ
2s2ϕ
˙
, (4.12)
lnpσ0pθ, ϕq. cos4 θq “ ln
ˆ |R|2
2supscr
˙
´ tan
2 θ
2s2ϕ
. (4.13)
Pour estimer la variance des pentes omnidirectionnelles filtrées s20, on effectue une
régression linéaire de lnpσ0pθq. cos4 θq sur tan2 θ pour des angles compris entre 7°
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et 16° d’incidence. D’après [Hauser et al., 2008], l’évaluation de la mss filtrée pour
ces angles d’incidence diffère de moins de 10% par rapport à une mss estimée pour
des angles de 0° à 10° dans le cas où les vitesses de vent sont supérieurs à 4m/s.
Cette gamme d’incidence est un bon compromis entre la précision recherchée et la
géométrie du système d’observation. En effet, peu d’observations sont disponibles
pour les angles d’incidence inférieurs à 7°.
La diffusion de Bragg est un phénomène de résonance des ondes électromagné-
tiques à la surface de l’océan (semblable à un réseau de diffraction en réflexion). On
décrit ce phénomène avec la méthode des petites perturbations (SPM — Small Per-
turbation Method). Cette méthode permet d’expliquer la réflexion pour des angles
d’incidence supérieur à 30°. Si on assimile la surface de la mer à une surface sinu-
soïdal de longueurs d’onde λB, la condition de résonance avec la longueur d’onde
électromagnétique λ0 pour une incidence θ s’écrit :
λ0 “ 2.λB. sin θ (4.14)
En considérant les statistiques de la surface gaussiennes, [Wright, 1968] montre que
la puissance rétrodiffusée par une surface couverte uniquement de petites vagues
avec un développement au premier ordre (SPM-1) est proportionnelle à la densité
spectrale des vagues participant à la diffusion de Bragg (i.e. une longueur d’onde des
vagues de 5 cm pour STORM à 30° d’incidence). Cette longueur d’onde correspond
au début des vagues de gravité.
Pour une meilleure modélisation il est nécessaire de prendre en compte les vagues
longues qui inclinent les petites vagues (de Bragg) à l’aide d’un modèle deux-échelles.
Ceci implique un étalement de l’influence des longueurs d’onde de Bragg et une
augmentation du coefficient de rétrodiffusion.
En pratique, le vent STORM est estimé à un angle d’incidence de 30° à l’aide
du modèle empirique CMOD2-I3 [Bentamy et al., 1994] de la forme :
σ0pθ, ϕq “ A0r1`A1 cosϕ`A2 cosp2ϕqs, (4.15)
avec A0, A1, A2 des fonctions de l’angle d’incidence θ et de la vitesse du vent (neutre à
10m). Cette variation azimutale est représenté sur la Figure 4.5 page 72 où la courbe
noire représente l’ajustement de la courbe sinusoïdale aux σ0 du diffusiomètre.
Le vent déduit de cet ajustement correspond au vent atmosphérique à 10m qui
génèrerait des vagues de 5-6 cm de longueur d’onde (pour une mer pleinement déve-
loppée sous atmosphère neutre). Il s’agit donc d’un vent effectif (diffusiométrique)
qui peut différer du vent atmosphérique en fonction des conditions géophysiques.
4.3 Paramètres géophysiques
4.3.1 Étalonnage du diffusiomètre
L’étalonnage du radar est effectué à l’aide de cible (dièdre et trièdre). Malgré
tout, on observe un écart entre les données mesurées et les mesures de référence in
situ effectuée par la bouée métérologique Gascogne. Nous avons donc effectué un
étalonnage a postériori.
L’étalonnage a été effectué en comparant les coefficients de rétrodiffusion moyen
STORM (σ0 moyen) à 30° mesurés lors des cercles effectués au-dessus de la bouée
météorologique avec les σ0 moyens dérivés des mesures de vitesse de vent de la
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(a)
Figure 4.6 – Coefficients de rétrodiffusion moyen du modèle CMOD2-I3 pour les deux
instruments de mesure du vent de la bouée Gascogne aux heures pleines avant et après le
passage de l’avion en fonction du coefficient de rétrodiffusion moyen de STORM après
correction de +1.54dB.
bouée et du modèle CMOD2-I3. Pour chaque σ0 moyen STORM, quatre valeurs
de σ0 dérivés de la bouée sont disponibles. Ces quatre valeurs correspondent aux
mesures de vent des deux instruments montés sur la bouée et maintenus par Météo-
France et le Met-Office aux deux heures pleines entourant la mesure du diffusiomètre
STORM. Les vitesses de vent sont les moyennes à 10 minutes centrées sur l’heure
pleine. Six mesures de vitesse de vent à partir des données STORM au-dessus de la
bouée Gascogne sont disponibles pour la campagne de Novembre 2010. D’après ces
comparaisons, j’ai ajouté une correction de `1.54dB à la SERN STORM qui était
sous-estimée. Par ailleurs, un très bon accord entre la direction du vent mesuré par
la bouée et STORM est observé (non montré).
La Figure 4.6 représente le σ0 moyen du modèle CMOD2-I3 pour les quatre
valeurs de vent de la bouée en fonction du σ0 moyen STORM après correction
(ajout de 1.54dB). Les deux instruments fournissent des vitesses et des directions
de vent très similaires (Figure 5.9 page 91). La variation du vent entre chaque heure
pleine est plus importante. Le vent étant caractérisé par des fronts, j’ai choisi de
comparer les vents avant et après le passage plutôt que d’interpoler les données ou
de choisir le plus proche voisin temporellement. Pour les cinq points où σ0 moyen
est le plus élevé (supérieur à ´11dB), il y a un bon accord entre le modèle direct et
la mesure STORM au moins pour l’une des deux mesures aux heures pleines.
4.3.2 Paramètres géophysiques après étalonnage
La Figure 4.7 page suivante représente la variance des pentes totale effective (2x
la variance des pentes effective) en fonction de la vitesse du vent déduite des mesures
STORM à 30° d’incidence. Les vents mesurés par STORM lors de la campagne de
Novembre 2012 vont de 5m/s à 15m/s avec un nombre total de 235 points.
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Figure 4.7 – Variance effective des pentes msseff en fonction de la vitesse du vent
STORM à 30° à partir des 235 mesures STORM. Les courbes bleues représentent la
variance des pentes filtrée à plusieurs nombres d’ondes de coupure à partir du spectre
de vague ECKV pleinement développé. La courbe rouge est l’ajustement d’une loi en
puissance aux données STORM.
La courbe rouge représente l’ajustement des données suivant une loi en puissance
de la vitesse du vent dont les coefficients sont indiqués sur la figure. La mss dérivée
du spectre d’ECKV ([Elfouhaily et al., 1997]) pour une mer lisse (nombre d’onde
maximal de 16.5 rad/m ou longueur d’onde minimal de 38 cm), pour une mer filtrée
implicitement par STORM (kd “ 51 rad/m [Hauser et al., 2008]) ou pour une mer
non filtrée sont représentées en bleu. Les mesures sont en bon accord avec un spectre
ECKV filtré des échelles plus petites que 12 cm avec cependant une sous-estimation
pour les vents modérés à forts (ą 12m/s). Pour les vents plus faibles (ă 7m/s),
tandis qu’une partie des points sont en accord avec le spectre ECKV, une autre partie
des points présentent une mss surestimée par rapport à la vitesse du vent. Cet écart
peut s’expliquer par un affaiblissement du vent donc des petites échelles (rugosité de
6 cm entrant dans l’estimation du vent STORM) sans que les plus grandes échelles
(entrant dans l’estimation de la mss) n’aient le temps de s’équilibrer.
4.3.3 Décomposition des petites et grandes échelles
Dans le cas d’une mer à l’équilibre pour une vitesse et direction de vent données
(pleinement développée), la relation entre toutes les échelles de rugosité est unique.
Cette relation est caractérisée par différents modèles de spectre de vague comme
par exemple, [Elfouhaily et al., 1997] (ECKV, Figure 4.7). Or en réalité l’état de la
mer intègre l’historique des variations de vent (vitesse et direction) sur une période
d’environ 12h (hors houle). Plusieurs modèles de spectre de vague permettent de
simuler un spectre en fonction de l’âge des vagues, i.e. le temps depuis lequel le vent
souﬄe (modèle ECKV et KHCC par exemple).
Lorsque la vitesse ou la direction du vent change, on a donc une modification
de la relation unique entre les petites (PE, dont le vent STORM est un indicateur)
et les moyennes et grandes échelles (ME et GE, dont dépend la mss STORM). Je
définis ces échelles au regard des fonctions de poids du radiomètre (Figure 2.18)
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et de la dépendance aux longueurs d’onde de rugosité des mesures de mss et de
vent STORM. J’appellerai les petites échelles, les échelles inférieures à 10 cm, les
moyennes échelles, celles comprises entre 10 cm à 100 cm et les grandes échelles, celles
supérieures à 100 cm (hors houle).
Je définis l’anomalie de mss, comme l’écart de mss par rapport à l’ajustement
empirique de la campagne de mesure de Novembre 2010 (Figure 4.7). J’ai pris comme
relation de référence, la relation empirique car les modèles (ECKV ou KHCC) ne
reproduisent pas suffisamment bien la relation mesurée par STORM entre la mss
effective et le vent STORM. La valeur de cette anomalie donnera une indication de la
relation entre les petites échelles et les plus grandes échelles (moyennes et grandes).
Cette grandeur sera utilisée dans le Chapitre 7.
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Chapitre 5
Contexte expérimental : les
campagnes CAROLS
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Introduction
Les campagnes aéroportées CAROLS (Combined Airborne RadioInstruments for
Ocean and Land Studies) ont été organisées par le LATMOS et le LOCEAN. Les vols
se sont déroulées à bord de l’avion de recherche ATR42 de l’unité mixte de recherche
SAFIRE. Deux principales configurations ont été utilisées durant ces campagnes,
l’une avec une utilisation combinée du radiomètre CAROLS et du diffusiomètre
STORM et l’autre avec le radiomètre CAROLS seul qui utilise deux antennes. Le
récepteur GPS (GOLD), qui estime la rugosité de l’océan à l’aide des signaux GNSS
(Global Naviguation Satellite System) réfléchis à sa surface (Annexe C), fonctionne
dans les deux configurations. Pour chacune de ces campagnes aéroportées, une cam-
pagnes de mesure in situ a été menée simultanément. Dans ce cadre, j’ai participé
à une campagne en mer de cinq jours sur le “Côte de la Manche”, et à la campagne
de mesures aéroportées en Novembre 2010 au départ de Brest.
Les campagnes de 2007 et 2008 ont permis de qualifier, de certifier et de valider
CAROLS. L’objectif de la campagne du printemps 2009 était d’acquérir un grand
nombre de données avec différentes conditions géophysiques de vent et de salinité de
surface afin de valider et d’améliorer les modèles directes et les méthodes d’inver-
sion. Cette campagne se déroula avec les deux configurations d’instruments, i.e. le
radiomètre CAROLS associé ou non au diffusiomètre STORM. Quatre vols dans la
configuration avec le diffusiomètre STORM et trois vols dans la configuration avec
les deux antennes CAROLS ont été réalisés.
Les deux campagnes de 2010 font suite au lancement réussi de SMOS fin 2009.
L’objectif principal de ces deux campagnes, qui ont été fortement perturbées par le
volcan islandais Eyjafjallajökull, était de comparer les mesures aéroportées CAROLS
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avec les données satellitaires SMOS. La campagne de Mai 2010 au-dessus de l’océan
était conjointe à une campagne sur les terres émergées et a échantillonné le sud du
golfe de Gascogne de la côte jusqu’à la bouée Gascogne à l’ouest (45.2N-5W) et au
nord jusqu’à l’embouchure de la Gironde. La configuration avec deux antennes a été
utilisée et trois vols furent réalisés. La campagne de Novembre 2010 (initialement pré-
vue en Avril 2010), dans la configuration avec STORM, avait comme second objectif,
outre les comparaisons avec les mesures SMOS, l’étude de l’influence de la rugosité
sur le signal radiométrique à l’aide de la synergie actif/passif. Cette campagne se
déroula entre les bouées météorologiques Pharos (48°321N-5°491W) et Gascogne avec
des excursions vers l’embouchure de la Gironde (Figure 5.1(b) page 82).
Pour chacune des campagnes plusieurs manœuvres ont été effectuées à proximité
des bouées météorologiques : des wing wags (oscillation des ailes dans l’axe de roulis)
et des vols en cercles. La première manœuvre (wing wag) est une manœuvre de roulis
pour des angles allant jusqu’à 25° sur chaque aile. Cette manœuvre permet d’acquérir
des mesures CAROLS pour des angles allant environ de 0° à 55° et d’intercomparer
les mesures des deux antennes. La seconde manœuvre consiste à effectuer un cercle
sur chaque aile à un angle de 15°.
Durant ces campagnes, l’avion vole à une altitude de 2000m ou 3000m sauf pour
le vol côtier du 20 Mai 2009 où l’altitude est de 600m pour limiter la taille de la
tache au sol (forte variabilité de SSS) et l’impact des RFI. Quelle que soit l’altitude
du vol, la vitesse de l’avion est de 100m/s.
Deux études sont présentées dans ce manuscrit : l’une focalisé principalement sur
l’inversion de la salinité à partir des mesures CAROLS et la seconde sur l’impact de
la rugosité sur le signal radiométrique en utilisant les mesures combinées de STORM
et CAROLS.
La première étude sur l’inversion de la salinité est une étude détaillée du
vol côtier qui c’est déroulé le 20 Mai 2009, qui a fait l’objet d’une publication
[Martin et al., 2012]. Le choix de ce vol pour l’étude de la salinité, a été privilé-
gié car c’est le vol qui présentait la variation de salinité la plus intéressante.
La seconde étude sur l’impact de la rugosité sur le signal radiométrique en bande-
L a été développée à l’aide des mesures combinées actives/passives de la campagne
de Novembre 2010. Le choix des mesures de cette campagne par rapport à celles
de Mai 2009 (configuration STORM) a été privilégié car l’étalonnage du radiomètre
CAROLS a été améliorée (étalonnage sur une charge froide, Figure 3.7).
Pour ces deux études, les données acquises durant les manœuvres n’ont pas été
considérés. Seules les données où l’avion vole à plat sont utilisées.
La description du vol côtier et des conditions géophysiques sont présentées dans
l’article (Annexe B). Pour la campagne de 2009, je me limiterai dans ce chapitre à
présenter la trace des trois types de vols réalisés durant la campagne dans les deux
configurations. En revanche je décrirai en détail le parcours des quatre vols de la
campagne de Novembre 2010 ainsi que les conditions géophysiques associées.
5.1 Campagne CAROLS 2009
La campagne de Mai 2009 se décompose en deux périodes. Une première pé-
riode durant laquelle quatre vols ont été effectués dans la configuration STORM, et
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une seconde période dans la configuration avec les deux antennes CAROLS (sans
STORM) durant laquelle trois vols dont le vol côtier ont été réalisés.
Les traces des trois vols de la seconde période de la campagne sont représentées
dans la Figure 5.1(a). Tandis que le vol côtier échantillonne les eaux sur le plateau
continental, les deux autres vols échantillonnent les eaux plus aux larges. C’est dans
une zone éloignée de la côte, dans des conditions géophysiques uniformes qu’a été
évalué le bruit radiométrique de CAROLS lors du vol du 26 Mai 2009 pour l’étude
sur l’inversion de la salinité (Annexe B).
L’intercomparaison et la validation des données in situ acquises pour le vol côtier
sont présentées dans l’Annexe D.
5.2 Campagne CAROLS Novembre 2010
Contrairement à toutes les autres campagnes, tous les vols de la campagne de
Novembre 2010 (initialement Avril 2010) décollèrent de l’aéroport de Brest (Guipa-
vas). En effet, l’objectif de cette campagne était de mesurer le signal émis par la
surface simultanément à SMOS et d’étudier l’influence de la rugosité sur ce signal.
Un départ de Brest à cette période était plus à même d’échantillonner des zones
avec de fortes vitesses de vent au-dessus et hors du plateau continental.
Associé à cette campagne étaient effectués trois vols SIMODE (SIgnature Micro-
Onde du Deferlement et de l’Ecume) dans le cadre d’un autre projet dédié à
l’étude de l’impact du déferlement et de l’écume sur le signal actif microonde (Coll.
MIO/LATMOS). Les deux principaux instruments pour ce projet, sont une caméra
à haute vitesse et le diffusiomètre STORM. Le radiomètre CAROLS a également
enregistré des données, cependant comme les vols se sont déroulés en journée le si-
gnal radiométrique est susceptible d’être fortement parasité par le signal du soleil
(Figure 2.16 page 40). Ces données pourraient servir à valider le modèle de diffu-
sion par la surface de l’océan, mais pour l’heure elles n’ont pas été analysées et
nécessiteraient une grande attention dans l’interprétation des mesures.
Je poursuivrai cette section par une description des quatre vols CAROLS, puis
j’analyserai les conditions géophysiques rencontrées (SSS, SST, conditions de mer
— vent, houle) à partir de différents jeux de mesures et sorties de modèles que je
me suis procurés auprès de plusieurs centres de données.
5.2.1 Description des vols
Quatre vols ont été exécutés durant cette campagne. Deux ont eu lieu le matin
(vol 66 et 71 du 19 et 27 Nov.) et deux le soir (vol 68 et 69 du 22 et 25 Nov.). Les
trajets des vols ont été définis pour suivre au mieux, compte tenu des contraintes
de temps de vol et de la localisation des bouées, les traces au sol de SMOS le matin
et le soir (Figure 5.1(b) et Figure 5.4 où ils sont tracés indépendamment les uns des
autres et où la vitesse de vent est représentée.
Les vols du soirs représentés en rouge (22 Nov.) et en orange (25 Nov.) prennent
leur départ de Brest en direction de la bouée Pharos (48.5°N-5.6°W) puis continuent
vers le sud-ouest en direction du point (45.2°N-7°W). À partir de ce point l’avion se
dirige en direction de l’embouchure de la Gironde plein Est. Au passage de la bouée
Gascogne l’avion effectue une série de deux cercles de chaque côté. À proximité
de l’embouchure de la Gironde, l’avion fait demi-tour pour revenir vers la bouée
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(a)
(b)
Figure 5.1 – Trace au sol des vols des campagnes CAROLS sur un fond de carte qui
représente la bathymétrie. (a) représente les trois vols avec deux antennes CAROLS de
la campagne de Mai 2009. (b) représente les quatre vols de la campagne CAROLS de
Novembre 2010.
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(a) (b)
Figure 5.2 – (a) Température et (b) Salinité de surface mesurées par le Côte de la
Manche (CDLM) sous la trajectoire de l’avion des différents vols. La trace du vol du 25
Nov. a été représentée en noir. Les mesures ont été effectuées par le CDLM du 20 au
27 Novembre.
Gascogne puis se dirige vers le Nord-Ouest en direction de la bouée Pharos avant de
rentrer à l’aéroport de Brest.
Les vols du matin représentés en cyan foncé (19 Nov.) et en cyan clair (27 Nov.)
effectuent des trajets différents. Tandis que le vol du 19 Novembre effectue le trajet
Brest, Pharos, Gascogne, embouchure de la Gironde puis retour vers Brest par le
même trajet, le vol du 27 Novembre n’effectue que le trajet aller et termine le vole
au-dessus de l’océan au niveau de l’embouchure de la Gironde pour aller atterrir à
l’aéroport de Toulouse. Dans les deux cas des cercles sont effectués au niveau de la
bouée Gascogne ainsi qu’au niveau de la bouée Pharos pour le vol du 19 Novembre.
5.2.2 Description de la température et de la salinité de surface
Une campagne océanographique a été organisé conjointement à la campagne aé-
roportée. Le navire océanographique “Côte de la Manche” (CDLM) effectua des
mesures de SSS et SST sous la trace de l’avion sur l’ensemble du plateau continental
et en partie après le talus (Figure 5.2). Les mesures ont été effectuées à l’aide d’un
thermosalinographe (TSG) SeaBird SBE-21. La prise d’eau est à environ 3.5m de
profondeur. La série temporelle du TSG a été corrigée avec une soixantaine d’échan-
tillons d’eau durant la campagne (travail effectué par Simon Morisset au LOCEAN).
La précision attendue des mesures est de l’ordre de 0.01pss et 0.01 ˝C. Le CDLM
échantillonna la zone du 20 au 27 Novembre. Il commença par échantillonner le
triangle au Nord de 47°N sous la trace de l’avion entre le 20 et 22 Novembre en
s’aventurant jusqu’à la limite du plateau continental pour des raisons de restriction
militaire. Le reste du trajet a été échantillonné du 22 au 27 Novembre. Un glider
a été déployé dans le panache de la Gironde afin d’échantillonner les variations de
salinité durant la campagne dans cette zone.
La salinité de surface mesurée par le CDLM sous la trace de l’avion varie de
35.3 pss à 35.8 pss avec peu de variation spatiale de salinité au nord du trajet sur
le plateau, ainsi qu’à l’ouest de la bouée Gascogne au large des côtes. La salinité
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présente des variations spatiales plus importante (de l’ordre de 0.2 pss) au niveau
de la bordure du plateau (47.2°N-5.5°W) ainsi qu’à proximité du panache de la
Gironde (45.3°N-2.8°W). La position de ces fronts est susceptible de se déplacer
entre les mesures du bateau et le passage de l’avion. Prendre la salinité mesurée
par le CDLM comme référence pour l’avion peut provoquer des erreurs locales, à
proximité de ces fronts, de l’ordre de 0.2 pss (soit 0.1K).
La température de surface a à peu près les mêmes structures spatiales que la
salinité avec une température variant de 12.5 ˝C à 15.5 ˝C et au niveau des fronts
des gradients de l’ordre de 1 ˝C. Une erreur de positionnement de ces fronts peut
provoquer des erreurs dues à la température de surface au maximum de 0.05K.
5.2.3 Description des conditions de mer
Moyens de mesures
Plusieurs moyens permettent de connaître les conditions d’état de mer durant
les vols CAROLS. La vitesse et la direction du vent ainsi que la variance des pentes
(mss) de la surface de la mer peuvent être estimés à partir des coefficients de rétro-
diffusion mesurés par le diffusiomètre STORM. La variation temporelle de la vitesse
du vent et de la mss le long de la trace de l’avion est représentée sur la Figure 5.5
page 87. La vitesse du vent déduit des mesures STORM est représentée pour chaque
vol sur la Figure 5.4 sur un fond de carte des données de vent du radiomètre mi-
croonde satellitaire SSMI F16 (Special Sensor Microwave Imager) qui montre un
bon accord général. Un accord similaire est obtenu avec les vents dérivés des me-
sures des autres satellites (SSMI F15, F17 ; WindSat ; Radarsat-1 ; ASCAT ; non
montré). Les cartes des mesures de mss STORM et les anomalies de mss STORM
par rapport à l’ajustement des données avec le vent STORM (Figure 4.7) sont re-
présentées respectivement sur la Figure 5.6 et la Figure 5.7. Les données de SST de
l’instrument SEVIRI sur MSG n’ont pas été utilisées parce que très peu nombreuses
(non montrées) dû à une couverture nuageuse importante durant la campagne. Les
images SAR (Radarsat-1, 25 Nov, non montré) ne nous ont pas permis de mettre en
évidence de lien entre les structures spatiales de ces images et les anomalies de mss
STORM.
La bouée Gascogne assure des mesures horaires de la vitesse et de la direction
du vent moyennées sur dix minutes ainsi que de la hauteur significative des vagues
(Figure 5.9 page 91). Les variations de ces trois mesures durant les vols CAROLS sont
synthétisées dans le Tableau 5.2 page 87. La bouée Pharos n’était pas opérationnelle
durant cette campagne et n’a donc fourni aucune mesure.
Les spectres de vague estimés par le modèle de vagues WaveWatch3 (WW3) de
l’IFREMER [Ardhuin et al., 2010] à la bouée Gascogne (Figure 5.8) sont utiles pour
interpréter les conditions d’état de mer.
Toutes les mesures de vent STORM représentées (Figure 5.4 et Figure 5.3) sont
celles sélectionnées pour l’étude de l’influence de la rugosité. J’ai gardé uniquement
les données pour lesquelles l’avion vole à plat et pour lesquelles toutes les données
radiométriques du pas de temps ne sont pas polluées par les RFI. Les histogrammes
des vitesses de vent pour chacun des vols sont représentés sur la Figure 5.3(a). On
retrouve les caractéristiques décrites ultérieurement à savoir des vents faibles pour
le vol 68 (22 Nov.), forts pour le vol 69 (25 Nov.), et des vents plus variables pour
le vol 66 (19 Nov.). Le vol 71 est caractérisé aussi par des vents fort mais avec un
nombre de point très limité (n “ 10). Ce faible nombre de point s’explique par la
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Figure 5.3 – Histogramme des vitesses de vent et de l’azimut du vent relativement à la
direction de visée du radiomètre. Seules les données pour lesquelles l’avion vole à plat
et pour lesquelles toutes les données CAROLS ne sont pas polluées par les RFI sont
comptabilisées.
non-prise en compte des mesures lorsque l’avion ne vole pas à plat, ce qui est arrivé
plusieurs fois durant ce vol, car l’avion a contourné plusieurs cellules convectives. Le
nombre de mesures sélectionnées sur les vols 68 et 69 collectent respectivement 68 et
63 mesures, soit 70% des données de la campagne tandis que seulement 43 points ont
été conservés pour le vol 66, soit un quart des données (Tableau 5.1 page 87). Par
ailleurs, on remarque que les vitesses de vent les plus présentent durant la campagne
sont de 6m/s à 9m/s et de 11m/s à 13m/s.
Le radiomètre étant fixe par rapport à l’avion et comme on s’attend que le signal
radiométrique soit sensible à l’azimut du vent, j’ai représenté dans la Figure 5.3(b)
l’azimut du vent relativement à la direction de visée du radiomètre (0° pour un
radiomètre face au vent — upwind). Les directions de vent les plus échantillonnées
sont les directions perpendiculaires au vent — crosswind (de 45˚ à 135˚ et de
225˚ à 315˚) puis dos au vent — downwind (de 135˚ à 225˚). Les directions
face au vent — upwind sont les moins échantillonnées.
Description des conditions d’état de mer
Les quatre vols ont été effectués avec des conditions d’état de mer très différentes.
Ces conditions ainsi que les dates, heures, numéro de vols et nombres de données
(CAROLS et STORM après traitement) pour chaque vol, sont résumés dans les
Tableau 5.1 et Tableau 5.2 page 87.
Le vol du 19 Novembre au matin (vol 66 de 6h à 11h TU) est caractérisé par
une forte houle en décroissance depuis la veille (Hs de 6.80m à 4m, Figure 5.9(a)),
ainsi que des vitesses de vent à Gascogne en décroissance (de 10m/s à 7m/s, Fi-
gure 5.9(b)) tournant progressivement de l’Ouest au Sud-Ouest (Figure 5.9(c)). Les
vitesses de vent mesurées par STORM sont peu homogènes spatialement allant de
5m/s à 13m/s (Figure 5.4(a), Figure 5.5(a)) venant du Sud-Ouest (directions de
vent STORM non montrées). Le satellite SSMI détecte de la pluie avec des taux
maximum de 4mm/h. Le compte-rendu de vol de l’équipe Météo-France de Safire,
n’indique cependant pas que l’avion ait rencontré de la pluie. Le spectre de vague
(Figure 5.8(a)) met en évidence une mer croisée avec une houle de Nord-Ouest de
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Figure 5.4 – Vitesse du vent déduite des mesures satellitaire SSM/I (résolution de
25 km, l’heure approximative du passage est indiquée dans le titre des figures en heure
TU) en fond de carte avec superposé en couleur la vitesse du vent déduite des mesures
STORM (mesures intégrées sur 2 minutes, i.e. 12 km) et en noir la trace des vols dans
leur ensemble. Les orbites du matin (a) et (d) et du soir (b) et (c) ont été sélectionnées
pour correspondre à la période d’acquisition de l’avion.
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Tableau 5.1 – Conditions géophysiques mesurées par STORM.
Caractéristiques du vol Données STORM
n° jour heure Wspd Wdir nb
(UTC) m/s °/Nord
66 19 05h45–10h50 5–13 150–270 43
68 22 18h40–23h10 4–9 300–30 68
69 25 18h30–22h50 9–15 310–30 63
71 27 05h20–07h20 10–14 310–10 10
Tableau 5.2 – Conditions géophysiques mesurées à la bouée Gascogne lors des vols
CAROLS.
Vol Bouée Gascogne
n° jour Hs Wspd Wdir
m m/s °/Nord
66 19 4.2 à 3.5 5.6–7.5 190–240
68 22 1.5 2.7–7.2 330–0
69 25 3.0 à 3.6 9.8–11.5 340–0
71 27 2.5 9.4–10.8 330–350
4
6
8
10
12
14
16
18
w
s 
(m
/s)
06:00 07:00 08:00 09:00 10:00 11:00
0.01
0.011
0.012
0.013
0.014
0.015
0.016
0.017
0.018
0.019
0.02
Date (UTC)
m
ss
vol 66
(a)
4
6
8
10
12
14
16
18
w
s 
(m
/s)
19:00 20:00 21:00 22:00 23:00
0.01
0.011
0.012
0.013
0.014
0.015
0.016
0.017
0.018
0.019
0.02
Date (UTC)
m
ss
vol 68
(b)
4
6
8
10
12
14
16
18
w
s 
(m
/s)
18:00 19:00 20:00 21:00 22:00 23:00
0.01
0.011
0.012
0.013
0.014
0.015
0.016
0.017
0.018
0.019
0.02
Date (UTC)
m
ss
vol 69
(c)
4
6
8
10
12
14
16
18
w
s 
(m
/s)
05:00 05:30 06:00 06:30 07:00 07:30
0.01
0.011
0.012
0.013
0.014
0.015
0.016
0.017
0.018
0.019
0.02
Date (UTC)
m
ss
vol 71
(d)
Figure 5.5 – Variation temporelle de la mss et de la vitesse de vent STORM le long
de la trajectoire de l’avion.
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Figure 5.6 – Carte des mss STORM le long de la trajectoire de l’avion des quatre vols
de la campagne de Novembre 2010.
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Figure 5.7 – Carte d’anomalie de mss le long de la trajectoire de l’avion pour les quatre
vols de la campagne de Novembre 2010. Seuls les données pour lesquels l’avion vol à
plat, CAROLS ne détecte pas de RFI et mesure STORM à 30° valide ont été conservé.
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Figure 5.8 – Spectre fréquence-direction à la bouée Gascogne à 06UTC ou 18UTC
correspondant au quatre vols de la campagne de Novembre 2010. Le spectre est tiré du
modèle WaveWatch3.
(a)
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Figure 5.9 – Conditions géophysiques mesurées par la bouée Gascogne en fonction du
temps. (a) Hauteur significative en fonction de l’heure légale (UTC+1) du jeudi 18
matin au dimanche 28 soir. (b) vitesse et (c) direction (°/Nord) du vent en heure TU.
Mesures avec l’instrument de (+) Météo-France, ou (o) Met-Office.
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longueur d’onde d’environ λ “ g.T 2p {p2piq « 280m. La mer du vent a une ampli-
tude très faible. Le vent tournant au Sud-Ouest depuis peu, on peut estimer un
fetch temporel de 4h à 8h, soit pour une vitesse de vent de 7m/s un Ω de 1.5 à
2 [Ardhuin, 2012]. L’anomalie de mss (Figure 5.7(a)) est négative sur toute la par-
tie Ouest du vol et est parfois positive sur ou à proximité du plateau continentale
proche de l’embouchure de la Gironde. L’anomalie négative est plus forte pour le
trajet retour et provient d’une augmentation de la vitesse du vent relativement à la
mss. Pour ce premier vol STORM, de nombreux tests ont été effectué durant le vol,
d’où un manque de donnée sur plusieurs périodes du vol.
Pour les vols du 22, 25 et 27 Novembre (vol 68, 69 et 71), la direction du vent reste
assez stable et est orientée de Nord à Nord-Ouest (Figure 5.9(c)). Le vol du 22 au soir
(vol 68 de 19h à 23h TU) est caractérisé par une Hs et un vent en décroissance (Hs
de 3.7m à 1.4m et vent de 11m/s à 4m/s du 21 matin à l’heure du vol, Figure 5.9).
Le spectre de vagues (Figure 5.8(b)) indique un état de mer dominé par la houle
(λ « 115m) avec une mer du vent très peu importante. D’après le modèle WW3, avec
un vent U « 6m/s et Tp “ 8.6 s, Cp “ g.Tp{ p2piq « 13m/s et Ω “ U{Cp « 0.4 ce qui
correspond à une mer “super-développée” (over developed). Les vitesses de vent sont
très homogènes spatialement (Figure 5.4(b), Figure 5.5(b)) avec des vents légèrement
plus faibles au large (4m/s à 7m/s) que plus près de la côte (7m/s à 9m/s). Le
compte rendu de vol indique la présence de pluie à 20h02, 21h03 et 22h48 alors que
le produit de pluie TRMM-3B42 (0.25°, 3h) [Huffman et al., 2007] n’indique pas
de pluie. L’anomalie de mss alterne entre des valeurs positive et négative avec une
faible amplitude sur la majeure partie sauf sur le trajet retour, où l’anomalie de mss
devient importante due à une diminution relative de la mss par rapport à la vitesse
du vent (Figure 5.7(b)).
À la bouée Gascogne, le 25 au matin le vent forcit pour atteindre des vitesses
de 13m/s en journée et diminue d’environ 2m/s en soirée au moment du vol (Fi-
gure 5.9). La hauteur significative est en augmentation toute la journée du 25 et at-
teint un maximum à 3.5m dans la soirée (Figure 5.9). Les mesures STORM et SSMI
(Figure 5.4(c), Figure 5.5(c)) sont en bon accord avec des vitesses de vent plus fortes
à l’ouest de 6°W (de 12m/s à 15m/s). Le spectre de vagues (Figure 5.8(c)) indique
une mer du vent dominante de Nord-Ouest avec une superposition d’une ancienne
houle d’Ouest. D’après le modèle WW3 on a un vent U « 12m/s et Tp “ 7.75 s,
Cp “ g.Tp{ p2piq « 12m/s et Ω “ U{Cp « 1 soit un état de développement de la
mer mature. L’amplitude de l’anomalie de mss est faible pour les branches Ouest
et Sud à l’exception de quelques points, en particulier celui de 47.5°N ;6°W acquis
avant de contourner une cellule convective. La branche retour est caractérisé par une
anomalie généralement positive ainsi que par une forte variation spatiale de la mss
et du vent. Les données manquantes de ce vol s’expliquent par des contournements
de cellules convectives, donnée pour lesquels l’avion ne volait pas à plat.
La vitesse du vent à la bouée Gascogne le 27 au matin varie de plusieurs m/s
pendant la période du vol (Figure 5.9) et la vitesse du vent SSMI (Figure 5.4(d),
Figure 5.5(d)) est fortement variable spatialement. La hauteur significative est peu
variable dans les heures précédentes avec une valeur d’environ 2.5m. La direction du
vent tourne de l’Ouest en milieu de journée la veille à Nord-Nord-Ouest au moment
du vol. Le spectre de vagues (Figure 5.8(d)) indique une mer du vent dominante avec
une légère houle d’Ouest provenant du vent de la veille. D’après le modèle WW3, on
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a un vent U « 9m/s et Cp « 12m/s donc Ω “ U{Cp « 0.8 soit une mer pleinement
développée. Ce vol est caractérisé par un grand nombre de contournements de cellules
convectives où l’incidence de l’avion n’était pas nulle.
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Chapitre 6
Télédétection de la salinité avec
le radiomètre CAROLS
Cette première étude porte sur l’analyse les mesures radiométriques CAROLS
acquises lors d’un vol côtier, dans le golfe de Gascogne à proximité de l’embou-
chure de la Gironde, dont la SSS est caractérisée par une grande amplitude (de
26pss à 35pss), amplitude comparable à celle que l’on trouve dans l’océan ou-
vert. Cette étude a fait l’objet d’une publication dans le journal Transactions on
Geoscience & Remote Sensing de l’éditeur IEEE et est reproduit dans l’Annexe B.
Je résume ci-dessous les points importants et les conclusions de l’étude.
L’objectif de l’étude est de valider les modèles directs et les méthodes d’in-
version utilisés pour le traitement des données SMOS. Pour comparer les mesures
aéroportées avec la vérité terrain, la campagne océanographique dédiée GOGAS-
MOS échantillonna les zones survolées à l’aide du navire océanographique Antea de
l’IRD et du déploiement de bouées dérivantes, d’un glider et d’une ligne de mouillage
[Reverdin et al., 2013a]. En complément de cette campagne dédiée, deux campagnes
d’opportunités ont permis d’acquérir des mesures de salinité complémentaires. L’in-
tercomparaison de toutes les mesures de ces différents capteurs amena à des correc-
tions des mesures d’un instrument jusqu’à 0.3 pss (Annexe D) pour lequel on estime
une précision de l’ordre de 0.1 pss. Pour toutes les autres mesures, on s’attend à
une précision de l’ordre de 0.01pss. Une SSS de référence a été déduite des mesures
in situ à l’aide d’une interpolation aux plus proches voisins. L’erreur liée à cette
interpolation a été évaluée à l’aide des modèles océanographiques Mars 3D et IBI
et semble être généralement inférieure à 0.2pss (Figure D.2 page 147). Bien que
cette erreur semble importante pour valider les mesures de SSS CAROLS, c’est la
meilleure estimation de la SSS sous l’avion disponible.
La Tb est simulée à l’aide des modèles directs implémentés dans le traitement des
données SMOS (version 3) dont le modèle TS-DV2 pour le modèle radiométrique de
rugosité. Les SSS, SST de référence ainsi que les vents QuickSCAT ont été utilisés
en entrée de ces modèles directs. La Tb ainsi simulée est en bon accord avec la Tb
CAROLS (à 800ms) dans les deux polarisations (H et V) pour les deux antennes
avec des coefficients de corrélations de 0.80 et 0.84 en polarisation H (respectivement
pour l’antenne Nadir et côté) et 0.86 et 0.96 en polarisation V (resp. Nadir et Côté)
(Table V). L’erreur quadratique moyenne est de 0.2K pour les deux polarisations de
l’antenne côté et pour la polarisation H de l’antenne Nadir. La meilleure corrélation
de la polarisation V, particulièrement pour l’antenne côté, s’explique par une plus
forte sensibilité à la SSS et plus faible au vent. Les bons résultats des modèles directs
permettent d’envisager l’inversion de la SSS.
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Dans cette étude, plusieurs méthodes d’inversion sont comparées. Ces méthodes
se classent en deux catégories. La première inverse uniquement la SSS à l’aide de
la sensibilité des Tb à la SSS en utilisant les vents QuickSCAT. La seconde inverse
simultanément la SSS et la vitesse du vent de manière itérative à partir de valeurs a
priori sur ces deux paramètres (Équation 2). Deux méthodes (“Retrieval1” et “Re-
trieval2”) se classent dans la première catégorie. “Retrieval1” utilise uniquement la
polarisation V de l’antenne côté (la plus sensible à la SSS), tandis que “Retrieval2”
moyenne les inversions des deux polarisations des deux antennes. La seconde ca-
tégorie utilise une approche bayésienne et suppose une distribution gaussienne des
erreurs de Tb, SSS et vitesse du vent. Une forte erreur sur la SSS (20pss) a été
choisie pour ne pas contraindre cette inversion avec une valeur a priori de 34 pss.
L’erreur sur le vent est fixée à 2m/s avec une valeur a priori de 6.5m/s. L’erreur sur
la Tb est de 0.15K (“Retrieval3” et “Retrieval4”) ou 1K (“Retrieval5”). “Retrie-
val4” et “Retrieval5” utilisent les deux polarisations des deux antennes pour inverser
les deux paramètres, tandis que “Retrieval3” n’utilise que les deux polarisations de
l’antenne côté.
Les meilleurs inversions de SSS (“Retrieval5” et “Retrieval1”) par rapport à la
SSS de référence ont des écarts type de la différence de 0.3 pss avec des corrélations
de 0.9 (Tableau IV). Ces deux inversions ont deux approches opposées. “Retrieval1”
utilise seulement la polarisation V de l’antenne côté, peu sensible au vent, et inverse
la SSS seule en négligeant toutes les erreurs, tandis que “Retrieval5” utilise les deux
polarisations des deux antennes et inverse la SSS et la vitesse du vent en permettant
de larges ajustements de la Tb (erreur sur la Tb de 1K). Or l’inversion de la vitesse
du vent de cette dernière méthode n’est pas vraiment effective, puisque le vent inversé
ne s’écarte jamais de plus de 0.5m/s de la valeur a priori de 6.5m/s (Figure 7).
On s’attendait au contraire à de meilleures résultats sur la SSS inversée pour les
deux méthodes (“Retrieval3” et “Retrieval4”) qui inversait ces deux paramètres avec
une réelle estimation de la vitesse du vent (Figure 7). Ceci suggère une mauvaise
estimation de l’impact de la rugosité sur le signal radiométrique par les modèles.
Par ailleurs, le vent n’est peut-être pas suffisant pour caractériser toutes les échelles
de rugosité et leurs impacts sur la Tb dû à des effets de fetch (durée ou zone de
génération des vagues par le vent), de bathymétrie ou de courant. Cependant, au
croisement avec l’Antea, dans une situation de fort gradient de vent (5m/s à 9m/s,
Figure 7) et de SSS (33pss à 35pss, Figure 5), les deux méthodes “Retrieval3” et
“Retrieval4” estiment correctement le gradient de vent et permettent d’améliorer la
salinité inversée. L’utilisation des signaux de l’antenne Nadir ne semble améliorer ni
la restitution de la SSS ni celle de la vitesse du vent.
Les mesures CAROLS validées, on peut s’en servir pour comparer les divers
champs de salinité disponibles dans la zone (modèle de circulation océanographique
côtier IBI, Mars 3D et analyse objective des mesures in situ de SSS réparties dans
l’espace et le temps). La comparaison de ces champs avec les salinités CAROLS
inversées et in situ, a mis en évidence un meilleur accord du modèle Mars 3D avec
les SSS CAROLS et in situ dans le panache de la Gironde qui semble s’expliquer par
la prise en compte de la variabilité interannuelle des débits des fleuves contrairement
au modèle IBI qui utilise des valeurs climatologiques. En revanche, dans le reste de
la zone, les salinités IBI sont généralement en meilleur accord avec les observations.
Cette étude démontre la valeur de la télédétection aéroportée pour fournir une
vue quasi instantanée de la SSS à l’échelle régionale avec une meilleure précision que
les champs SSS obtenus par la modélisation numérique côtière ou l’analyse objective
des mesures in situ. Cela vaut en particulier dans des régions très variables, comme
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celles proches de panaches de rivières ou à la frontière du plateau continental où les
modèles numériques peuvent être imprécis dans l’estimation de l’intensité ou de la
position des gradients de salinité. Cette étude montre aussi la complémentarité des
mesures in situ (très précises mais rarement coïncidente dans l’espace et le temps
avec l’avion) et des modèles océaniques à haute résolution pour interpréter les ob-
servations radiométriques et échantillonner tous les phénomènes pertinents dans une
zone côtière comme celle que l’on a étudié.
La discrimination des modèles de constante diélectrique (Figure 2.7 page 21) en
utilisant les mesures le long du panache de la Gironde semble difficile vu que pour
une variation de SSS de 7 pss la différence relative entre KS et BA est inférieure à
1K (0.5pss) et est quasiment nulle entre KS et MW. À cela s’ajoute l’absence de
donnée in situ régulière et l’absence d’estimation de la stratification de la surface en
salinité.
Par ailleurs, on verra dans le Chapitre 7 que le modèle radiométrique de rugosité
utilisé dans cette étude (TS-DV2) n’était effectivement pas adapté en polarisation H.
L’utilisation du nouveau modèle TS-DV12 devrait améliorer les inversions de SSS,
en particulier pour les inversions “Retrieval3” et “Retrieval4”.
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Chapitre 7
Influence de la rugosité sur le
signal radiométrique en bande-L
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Introduction
Pour étudier l’impact de la rugosité sur le signal radiométrique en bande-L, j’ai
combiné les mesures actives aux mesures passives des vols réalisés en 2010 avec les
instruments CAROLS (antenne visant à 33° d’incidence) et STORM. J’ai suivi deux
approches.
Dans un premier temps, j’utilise directement la vitesse et la direction du vent
déduites des mesures du diffusiomètre STORM à 30° d’incidence et je simule les
températures de brillance induites par la rugosité (TA,rug) à partir de ces mesures de
vent (pour les modèles radiométriques de rugosité TS-DV2, TS-DV12, SSA-KHCC
et Yueh). Je commencerai par une comparaison entre les TA simulées à partir des
différents modèles de rugosité et l’excès de TA induit par la rugosité déduit des
mesures CAROLS. Je montrerai ensuite l’apport des mesures simultanées de vent
(diffusiométrique) par rapport à des vents issues de réanalyse atmosphérique. Puis
j’effectuerai une étude des résidus de la différence entre les mesures et les modèles
en fonction de la vitesse et de la direction du vent.
Dans un second temps, j’utilise une approche combinant une information sur les
petites échelles (ici paramétrées par le vent STORM) et sur la mss comme proposée
par [Guimbard, 2010]. Dans le cas d’une mer à l’équilibre la relation entre la mss
et la vitesse du vent est unique. Lorsque l’état de mer s’éloigne de cet équilibre, la
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relation n’est plus unique, mais vent et mss restent fortement corrélées (Figure 4.7
page 76). Je commencerai par estimer lequel des deux paramètres (mss ou vent)
est le mieux adapté pour caractériser au premier ordre les variations de TA,rug,
puis m’intéresserai à la modification de la relation entre les petites (PE) et les plus
grandes échelles (moyennes échelles — ME + grandes échelles — GE) de rugosité.
Je vais donc m’intéresser aux anomalies de mss (ME et GE) par rapport aux valeurs
attendues si la mss ne dépendait que du vent, ainsi qu’aux écarts de TA,rug par
rapport aux valeurs attendues si TA,rug ne dépendait que du vent, et essayer de
relier les deux.
Notation
Je déduis la contribution de la rugosité sur le signal mesuré CAROLS (TmesA,rug)
en faisant la différence entre le signal CAROLS et le modèle prenant en compte
toutes les autres contributions intégrées sur le lobe d’antenne CAROLS. En d’autres
termes, je soustrais au signal CAROLS (TA,CAROLS), la température d’antenne (TA)
modélisée en considérant que la surface de la mer est plate. La TA est alors une fonc-
tion de l’angle d’incidence, de la SSS, SST, du signal galactique et de l’atmosphère.
En reprenant l’Équation (2.7) et l’Équation (2.8) page 13, je définis :
TmesA,rug “ TA,CAROLS ´ TA pmer plateq . (7.1)
Contrairement à la formulation simplifiée de l’Équation (2.8), je prends en
compte la diffusion à la surface de l’océan du signal atmosphérique et céleste
[Tenerelli et al., 2008]. Les coefficients de diffusion sont estimés en utilisant les vi-
tesses de vent mesurées par STORM.
Je noterai TmodA,rug le modèle radiométrique de rugosité (Équation (2.48) page 29).
J’utiliserai les quatre modèles dont les caractéristiques principales sont résumées
dans le Tableau 2.2 page 30. La dépendance à la vitesse et à l’azimut du vent de ces
modèles est intégrée sur le lobe d’antenne CAROLS sauf pour le modèle Yueh (que
je noterai TA par abus de notation). La dépendance de ces modèles est représentée
sur la Figure 3.10 page 63. À ces quatre modèles, je rajoute les régressions linéaire
“regression” et quadratique “regression2” de TmesA,rug par rapport à la vitesse du vent
STORM. Les coefficients des régressions sont indiqués sur la Figure 7.1(a) page
suivante.
7.1 Influence du vent sur la TA
Dans cette section, je comparerai TA,rug mesurée à TA,rug modélisée. J’utiliserai
les vitesses de vent déduites soit des mesures STORM, soit des réanalyses atmosphé-
riques Era-Interim de l’ECMWF [Dee et al., 2011]. J’analyserai ensuite les résidus
de la différence entre les mesures et les modèles (TmesA,rug ´ TmodA,rug) pour mettre en
évidence les imperfections des différents modèles.
7.1.1 TA,rug mesure et modèle
Valeur moyenne
Je commence par regarder et discuter les valeurs moyennes des mesures et des
modèles avant de m’intéresser aux variations relatives de ces valeurs par rapport
à la moyenne durant la campagne. Les valeurs moyennes de TA,rug CAROLS dans
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Figure 7.1 – TA,rug CAROLS en fonction de (a) la vitesse du vent STORM ou de
(b) la variance des pentes (mss STORM). Les polarisations H et V sont représentées
respectivement en bleu et vert. Les équations des courbes sont indiqués sur les figures.
Tableau 7.1 – Valeurs moyennes de TA,rug mesurée et modélisée calculées sur toutes
les données exploitables des vols combinant STORM et CAROLS en Novembre 2010.
H V
CAROLS 1.24 0.10
Yueh 2.49 1.75
TS-DV12 2.46 1.21
TS-DV2 3.57 1.62
SSA-KHCC 2.82 1.11
les deux polarisations (Tableau 7.1) sont inférieures en moyenne de plus de 1K par
rapport à ce que prévoient les modèles. Cet écart n’est pas surprenant étant donné
que je n’ai corrigé les données CAROLS d’aucun biais. Le modèle TS-DV12 présente
une valeur moyenne plus faible que l’algorithme précédent (TS-DV2) pour les deux
polarisations. Cette différence est particulièrement importante pour la polarisation
H (polarisation la plus sensible à la vitesse du vent). La valeur moyenne des deux
nouveaux modèles satellitaires (TS-DV12 et Yueh) est très proche en polarisation
H mais diffère de 0.5K pour la polarisation V. Le modèle SSA-KHCC présente une
valeur moyenne particulièrement faible en polarisation V et intermédiaire en po-
larisation H. Pour m’affranchir des biais des mesures et/ou des modèles, je centre
dorénavant TA,rug mesurée et modélisée relativement à leur valeur moyenne sur l’en-
semble de la campagne.
Évolution le long de la trace
Modèle avec vent STORM L’évolution temporelle de TmesA,rug et de TmodA,rug pour
les modèles TS-DV12 et Yueh pour les polarisations H et V (Figure 7.2 page 103)
montre un très bon accord spatio-temporel entre les mesures et les modèles en utili-
sant les vents STORM. Les fortes oscillations de TA que l’on observe pour les vols 66
et 69 correspondent à des variations de vitesse de vent de 2m/s à 5m/s tandis que la
direction du vent reste stable (non montré). Pour le vol 66, TmesA,rug a des valeurs plus
faibles que les modèles en polarisation H (avec STORM), tandis que l’on observe
le contraire pour le vol 68 (sauf pour la branche retour). Les deux vols sont carac-
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Tableau 7.2 – TA,rug centrée : CAROLS vs. modèles avec vent STORM (184 données).
Corrélation rms error (K)
H V H V
Yueh 0.92 0.91 0.29 0.25
TS-DV12 0.92 0.91 0.27 0.21
TS-DV2 0.91 0.90 0.31 0.22
SSA-KHCC 0.88 0.70 0.32 0.37
regression 0.91 0.90 0.28 0.22
regression2 0.93 0.92 0.25 0.20
térisés par une forte houle avec des vents modérés. Pour le vol 66 le vent varie de
7m/s à 10m/s et pour le vol 68 le vent ne dépasse pas 9m/s (Chapitre 5 page 79).
Les cartes des différences entre les mesures et le modèle TS-DV12 sont représentées
sur la Figure H.1 page 168.
Le diagramme de dispersion de TmodA,rug en fonction de TmesA,rug pour les deux pola-
risations ainsi que les statistiques correspondantes sont représentés respectivement
sur la Figure 7.3 page 104 et dans le Tableau 7.2. Pour plus de lisibilité seuls les
nouveaux modèles TS-DV12 et Yueh ont été représentés sur la figure. La dynamique
de TmesA,rug est bien simulée par les modèles, avec une dynamique plus importante en H
(3K) qu’en V ( 2K), traduisant la plus forte sensibilité au vent. Durant l’ensemble
de la campagne, la vitesse du vent varie d’environ 5m/s à 15m/s (Cf Figure 5.3
page 85). En polarisation H (Figure 7.3(a)), les points sont plus dispersés qu’en V,
particulièrement pour les faibles valeurs de TA,rug (et de vent faible), où l’on dis-
tingue deux nuages de points de part et d’autre de la droite 1{1 en polarisation H.
Ces observations se traduisent naturellement par des plus faibles valeurs d’erreur
moyenne quadratique en V qu’en H (Tableau 7.2).
L’erreur quadratique moyenne est la plus faible pour “regression2”, bien que
ce modèle empirique ne prenne pas en compte l’influence de l’azimut du vent. Au
contraire, le modèle SSA-KHCC dont la dépendance à la seconde harmonique de
l’azimut du vent (cos 2ϕ) est au moins deux fois supérieure aux trois autres modèles
(Figure 3.11 page 64) pour les vents modérés (ă 10m/s, plus de la moitié des points),
présente les erreurs les plus fortes. Seul le modèle TS-DV12 présente des erreurs plus
faibles que le modèle basé sur la régression linéaire. Par ailleurs, les corrélations de
tous les modèles (sauf SSA-KHCC) sont du même ordre que la corrélation linéaire
avec le vent STORM (ą 0.9).
Modèle avec vent Era-Interim J’ai effectué les mêmes comparaisons en uti-
lisant les vents Era-Interim en entrée des modèles de rugosité. Les performances
relatives des modèles par rapport à TmesA,rug sont les mêmes mais les statistiques sont
significativement moins bonnes (Tableau 7.3 page 104). On observe un bon accord
moyen du modèle TS-DV12 (Figure 7.2), mais il ne reproduit pas finement les varia-
tions spatio-temporelles de TmesA,rug. La dispersion des points (Figure 7.4 page 105) des
modèles Yueh et TS-DV12 est beaucoup plus importante qu’avec les vents STORM
et la dynamique de TA n’est pas simulée. Les rms restent plus faibles en polarisation
V que H dues à la plus faible sensibilité au vent de cette polarisation. Par contre
étant donné la dynamique plus faible des TA en V, la corrélation en V est plus faible
qu’en H. Par rapport aux modèles simulés avec les vents STORM, l’erreur quadra-
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Figure 7.2 – TA,rug mesurée (CAROLS) et modélisée (Yueh, TS-DV12) en utilisant le
vent STORM (+) ou le vent Era Interim (o) sous la trace de l’avion pour les quatre vols
de la campagne Novembre 2010 en fonction de l’heure de vol pour les polarisations (a),
(c), (e) et (g) H et (b), (d), (f) et (h) V. Les données sont représentées relativement à
leur valeur moyenne sur toute la campagne.
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Figure 7.3 – TA,rug modélisée avec les vents STORM (Yueh — en bleu et TS-DV12
— en rouge) en fonction de TA,rug CAROLS pour les quatre vols de la campagne de
Novembre 2010. La valeur moyenne de TA,rug sur toute la campagne a été soustraite
aux données.
Tableau 7.3 – TA,rug centrée : CAROLS vs. modèles avec vent Era Interim (184 don-
nées)
Corrélation rms error (K)
H V H V
Yueh 0.79 0.72 0.43 0.35
TS-DV12 0.79 0.73 0.42 0.35
TS-DV2 0.78 0.72 0.45 0.35
SSA-KHCC 0.73 0.45 0.48 0.46
tique moyenne augmente avec les vents Era-Interim d’environ un facteur 1.5, avec
des valeurs supérieures à 0.3K en V et 0.4K en H.
Conclusions
Dans cette section j’ai montré le net apport des mesures diffusiométriques simul-
tanées aux mesures radiométriques aéroportées par rapport aux réanalyses Era-
Interim pour estimer l’influence de la rugosité sur le signal radiométrique. La
meilleure performance des modèles (hors régression) est obtenue avec le modèle TS-
DV12. Les modèles Yueh et TS-DV2 donnent des performances légèrement moins
bonnes tandis que le modèle SSA-KHCC est nettement moins bon surtout en po-
larisation V probablement dû à une dépendance azimutal trop forte de la seconde
harmonique beaucoup trop forte. Malgré tout, aucun de ces modèles n’a de meilleure
performance que le modèle “regression2” déduit de la régression quadratique de
TmesA,rug sur le vent STORM, bien qu’aucune dépendance azimutale ne soit pris en
compte. Même en utilisant une mesure simultanée du vent diffusiométrique de pe-
tite échelle, il subsiste des biais mesures´modèles sur une partie des vols 66 et 68
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Figure 7.4 – TA,rug modélisée avec vent Era Interim (Yueh — en bleu et TS-DV12
— en rouge) en fonction de TA,rug CAROLS pour les quatre vols de la campagne de
Novembre 2010. La valeur moyenne de TA,rug sur toute la campagne a été soustraite
aux données.
ainsi que des erreurs quadratiques moyennes bien supérieures aux valeurs attendues
si l’on ne considère que le bruit radiométrique (0.02K, Section 3.3.3).
7.1.2 Analyse des résidus (mesures - modèles)
Dans la section précédente, j’ai montré que les modèles de rugosité et les régres-
sions étaient en bon accord avec TmesA,rug, mais qu’il subsistait des erreurs supérieures
à celles attendues. Afin de comprendre ces erreurs, je me propose dans cette section,
d’analyser la part du signal de TmesA,rug qui n’est pas expliquée par les dépendances en
vent de TmodA,rug, i.e. le résidu de la différence entre les mesures et le modèle.
J’analyserai leur dépendance à la vitesse du vent et à l’azimut du vent. Si les
modèles de rugosité sont corrects, les résidus ne doivent plus dépendre de ces deux
paramètres, i.e. la corrélation entre les résidus et ces paramètres doit être nulle ou
non significative car dominée par le bruit. Dans le cas où la corrélation est signi-
ficative pour un modèle, ceci indique que la correction du modèle vis à vis de ce
paramètre semble mal adaptée. Dans la suite, afin de montrer les mauvaises cor-
rections, j’ai choisi d’indiquer en gras les cas où la corrélation des résidus à ces
paramètres (vitesse ou azimut du vent) était significative à mieux que 1% ˚.
Notations
Comme dans la section précédente, j’analyse les TA,rug centrées des mesures
ou des modèles et donc les résidus de leur différence sont également centrés pour
l’ensemble des données de la campagne. Je note :
∆TA,rug “
´
TmesA,rug ´ TmesA,rug
¯
´
´
TmodA,rug ´ TmodA,rug
¯
, (7.2)
(7.3)
˚. Les corrélations croisées de la vitesse du vent, de l’azimuth du vent et de l’anomalie de mss
sont non significativement corrélées (à moins de 5%).
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les résidus de TA,rug, où x représente la moyenne des données sur l’ensemble de la
campagne.
Dépendance à la vitesse du vent
La Figure 7.1(a) a mis en évidence que TmesA,rug avait une dépendance non linéaire
avec la vitesse du vent. Les modèles (SSA-KHCC, TS-DV2 et regression) qui pré-
voient une dépendance quasi-linéaire en fonction de la vitesse du vent (SSA-KHCC
et TS-DV2 n’incluent pas d’influence de l’écume), présentent une dépendance qua-
dratique des résidus en fonction du vent, due à la non linéarité de la vitesse du
vent sur la Tb. Par ailleurs on remarque une trop forte correction de la TA en
fonction du vent du modèle TS-DV2 en polarisation H et bien trop faible pour le
modèle SSA-KHCC en polarisation V (Tableau 7.4 page 108 et Figure 7.5(e) et
(f) page suivante). Cette observation est cohérente avec la sensibilité particulière-
ment faible de SSA-KHCC en V et forte pour les vents modérés de TS-DV2 en H
(Figure 3.10(c) page 63). Pour les deux modèles ayant une dépendance fortement
non linéaire en fonction du vent (TS-DV12 tient compte de la présence d’écume),
on observe une trop forte correction de la TA en fonction de la vitesse du vent de
l’ordre de 0.02K¨m−1¨s à 0.05K¨m−1¨s (Tableau 7.4 et Figure 7.5), plus forte pour le
modèle Yueh que TS-DV12. La sensibilité à la vitesse du vent de ces deux modèles
est comprise environ entre 0.1K¨m−1¨s à 0.4K¨m−1¨s (Figure 3.10(d)). Le modèle
“regression2” est par construction décorrélé de la vitesse du vent.
Les écarts type sur l’ensemble des données (rms erreur du Tableau 7.2) ne sont
pas indicatifs de la différence de dispersion que l’on observe en fonction de la vitesse
du vent (Figure 7.5). Pour les vitesses de vent inférieures à 9m/s :, les écarts type
en polarisation V sont bien plus faibles qu’en polarisation H pour tous les modèles
(Tableau 7.4). Cette différence peut s’expliquer par une plus grande sensibilité de la
polarisation H au vent et donc potentiellement affectée d’une plus grande incertitude.
Pour cette gamme de vent, les valeurs les plus faibles sont obtenues pour les modèles
“regression2”, Yueh et TS-DV12 avec un bruit d’environ 0.15K en V et supérieur à
0.26K en H. Par rapport au vol côtier de Mai 2009, (Tableau 5, Annexe B), le bruit
est équivalent en V (modèle TS-DV2) et plus fort en H. La méthode d’étalonnage
du radiomètre était moins bonne, mais le vent était également moins variable. Pour
les vitesses de vent supérieurs à 9m/s, la dispersion est équivalente en H et en V
avec des valeurs généralement supérieures à 0.25K (Tableau 7.4).
Pour la plupart des modèles, on remarque que les résidus avec un fort signal
galactique (losange rouge, Figure 7.5) se situent généralement au-dessus (en polari-
sation H) de la droite de régression des résidus en fonction de la vitesse du vent. Ceci
semble cohérent avec les inadéquations du modèle de diffusion du signal galactique
(Figure G.2 page 164). En effet, d’après les études de Joe Tenerelli effectuées sur les
mesures SMOS (Figure G.2 page 164), le modèle galactique surestime la diffusion,
i.e. dans des régions de fort signal galactique et de fort gradient, le signal galactique
est sous-estimé d’où une valeur moyenne des résidus plus grande. Les points avec un
fort signal galactique correspondent tous aux deux vols du soir lors de la branche
en direction du Sud-Sud-Ouest dont le signal diffusé par la surface de la mer vers
le lobe d’antenne provient des constellations du Cygne et de Cassiopée (Figure G.1
:. J’ai choisi la vitesse de vent de 9m/s pour séparer le jeu de donnée en deux ensembles, car
les deux ensembles scindé à cette vitesse, ont un nombre de données équivalent et que cette vitesse
de vent représente une cassure de la sensibilité de la TA à la vitesse du vent Figure 3.10(d) et à
l’azimut du vent Figure 3.11.
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Figure 7.5 – Résidu de TA,rug (∆TA,rug) en fonction de la vitesse du vent STORM
pour plusieurs modèles de rugosité dont le nom est indiqué dans le titre de chaque figure.
Les polarisations H et V sont respectivement à gauche et à droite. La corrélation entre
les résidus et le vent est indiqué dans le titre. Les traits tirets représentent les droites
de régression dans un intervalle de confiance de 95%. Les carrés indiquent les données
obtenues au-dessus du plateau continentale proche de Ouessant (vert) ou proche de la
Gironde (bleu). Les losanges rouge indiquent les données pour lesquels la différence de
T1 entre le signal galactique réfléchi ou diffusé est supérieur à 0.2K.
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Tableau 7.4 – Statistique des résidus en fonction de la vitesse du vent*.
rp∆TA,rug, Uq écart type écart type
U ă 9m¨s−1 U ą 9m¨s−1
n “ 184 n “ 94 n “ 89
Th Tv Th Tv Th Tv
regression2 `0.00 ´0.00 `0.26 `0.14 `0.24 `0.25
Yueh ´0.34 ´0.50 `0.28 `0.16 `0.30 `0.29
TS-DV12 ´0.32 ´0.21 `0.29 `0.14 `0.25 `0.26
TS-DV2 ´0.42 ´0.08 `0.34 `0.17 `0.23 `0.27
SSA-KHCC `0.07 `0.68 `0.34 `0.22 `0.30 `0.39
˚. En gras sont indiqués les corrélations significatives à mieux que 1%.
et G.4(a)). En polarisation V, cette observation est moins flagrante étant donné le
plus faible impact du signal galactique (après diffusion). Pour les vents plus forts, la
mauvaise estimation des modèles de rugosité semble dominer par rapport à l’erreur
attendue venant de la modélisation erronée de la diffusion du signal galactique.
La suppression de ces points avec un fort signal galactique dans l’analyse, amène
aux mêmes conclusions à l’exception des résidus du modèle TS-DV12 en polarisation
V qui ne sont plus significativement (à 1%) corrélés à la vitesse du vent.
Conclusions Dans cette section, j’ai montré que les modèles “regression2” et TS-
DV12 présentent les meilleurs résultats. Le modèle TS-DV12 semble être bien adapté
en polarisation V mais semblerait surestimer la sensibilité à la vitesse du vent en
polarisation H d’environ 10%. J’ai montré que les modèles TS-DV2 et SSA-KHCC
ont des résidus faiblement corrélés avec la vitesse du vent, mais que ces résidus pré-
sentent une dépendance quadratique avec la vitesse du vent que l’on peut attribuer
à l’absence de prise en compte de l’écume dans ces modèles.
Après cette première analyse générale des résidus, je vais présenter dans la section
suivante, l’impact de l’azimut du vent sur TA,rug et voir s’il reste une dépendance
de l’azimut du vent dans les résidus.
Influence de l’azimut du vent
Les meilleurs résultats de la régression quadratique (“regression2”, Tableau 7.2)
qui ne prend pas en compte l’influence de l’azimut du vent par rapport aux quatre
modèles de rugosité, suggèrent une dépendance faible (si ce n’est nulle) de TmesA,rug à
l’azimut du vent. L’analyse des résidus de “regression2” en fonction de l’azimut du
vent ;ne met pas en évidence d’influence significative de l’azimut du vent (Tableau 7.5
page suivante).
Afin de déterminer si c’est le jeu de donnée qui ne permet pas de conclure, ou
si cette dépendance est plus faible qu’attendu, j’ai analysé les résidus des quatre
modèles radiométriques de rugosité. En ce qui concerne l’influence de la première
harmonique, les résidus des modèles TS-DV2 et Yueh en polarisation V semblent
indiquer une trop forte correction de ces modèles (Figure 7.6(b) et (a), Figure 3.11
et Tableau 7.5). La trop forte dispersion des résidus des autres modèles, des autres
;. La rugosité de surface est une fonction paire par rapport à l’azimut du vent (si on néglige
l’impact de la houle). J’analyse les résidus en fonction du cosinus de l’azimut du vent et du cosinus
de deux fois l’azimut du vent.
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Tableau 7.5 – Corrélation des résidus de TA en fonction du cosinus de l’azimut du
vent˚.
∆TA,rug vs. cosϕ ∆TA,rug vs. cos 2ϕ
U ă 9m/s U ą 9m/s U ă 9m/s U ą 9m/s
n “ 94 n “ 89 n “ 94 n “ 89
Th Tv Th Tv Th Tv Th Tv
regression2 ´0.13 ´0.02 ´0.01 `0.09 `0.17 `0.05 ´0.14 `0.02
Yueh ´0.16 ´0.42 ´0.17 ´0.06 `0.10 `0.23 `0.27 ´0.26
TS-DV12 ´0.24 ´0.20 ´0.08 ´0.05 `0.29 ´0.00 `0.01 ´0.04
TS-DV2 ´0.32 ´0.38 ´0.25 ´0.27 `0.35 `0.04 `0.08 ´0.08
SSA-KHCC ´0.33 `0.31 ´0.19 `0.01 `0.63 ´0.77 `0.56 ´0.55
˚. En gras sont indiqués les corrélations significatives à mieux que 1%.
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Figure 7.6 – ∆TA,rug en fonction de cosϕ pour des vitesses de vent inférieures à 9m/s
pour les modèles Yueh et TS-DV2 en polarisation V (Cf Figure 7.5 page 107 pour le
détail de la légende).
polarisations ou des vents supérieurs à 9m/s ne permet pas de distinguer davantage
les modèles entre eux.
Pour la seconde harmonique, les résidus du modèle SSA-KHCC (Figure 7.7(a)
et (b)) sont du même ordre que la correction du modèle (Figure 3.11(c)) pour les
deux gammes de vents (Tableau 7.5). Pour les autres modèles, la dispersion des
résidus ne permet pas de mettre en évidence une meilleure paramétrisation d’un
modèle par rapport aux autres.
Dans le cas, où je ne prend pas en compte les données dont le signal galactique
est fort (losange rouge, Figure 7.6 et Figure 7.7), bien que plusieurs corrélations
deviennent significatives (principalement en polarisation H à vent ă 9m/s), la forte
dispersion des points ne permet pas de conclure.
Conclusions Dans cette section, j’ai montré la trop forte sensibilité de la seconde
harmonique à l’azimut du vent du modèle SSA-KHCC pour les deux gammes de
vent (inférieur et supérieur à 9m/s). Par ailleurs, l’analyse des données suivant la
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Figure 7.7 – ∆TA,rug en fonction de cos 2ϕ pour des vitesses de vent inférieures à
9m/s (Cf Figure 7.5 page 107 pour le détail de la légende).
première harmonique semble montrer une trop forte sensibilité des modèles Yueh et
TS-DV2 en polarisation V pour les vents modérés.
Cependant cette étude se confronte à un bruit des résidus important ainsi qu’à un
trop faible échantillon de données avec des conditions géophysiques différentes pour
apporter des conclusions plus exhaustives et tranchées sur l’influence de l’azimut du
vent.
7.2 Influence de la mss sur la TA
Dans la section précédente j’ai analysé TmesA,rug en fonction du vent diffusiométrique
STORM et j’ai montré que la part du signal non expliqué par TmodA,rug est supérieure
à celui attendu (bruit radiométrique). Les modèles TmodA,rug sont paramétrés par le
vent STORM qui caractérise les petites échelles de rugosité. Je propose dans cette
section d’analyser l’influence des plus grandes échelles de rugosité (ą 12 cm), dont
la mss STORM est un indicateur, sur le signal radiométrique.
Je commencerai par évaluer laquelle des deux grandeurs mesurées par STORM
(vent ou mss) est la mieux adaptée pour caractériser au premier ordre les variations
de TmesA,rug, puis m’intéresserai à l’impact de la modification de la relation entre les
petites et plus grandes échelles sur TA,rug.
7.2.1 TA,rug CAROLS vs. vitesse du vent et mss
La regression de TmesA,rug suivant une loi linéaire ou quadratique en fonction de
la vitesse du vent déduite des mesures STORM (Figure 7.1(a) page 101) ou de la
mss déduite des mesures STORM (Figure 7.1(b)) donne des corrélations comparables
(Tableau 7.6 page suivante). Les corrélations de TmesA,rug en fonction de la mss (linéaire
ou quadratique) sont légèrement inférieures à celles en fonction de la vitesse du vent,
bien que la différence ne soit pas significative à 5%. Par ailleurs, les corrélations avec
une loi quadratique sont meilleures qu’avec une loi linéaire quelle que soit la grandeur
mesurée par STORM utilisée.
La vitesse du vent diffusiométrique étant une grandeur facilement accessible et
largement utilisée, je continue à utiliser cette grandeur pour expliquer l’influence de
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Tableau 7.6 – Corrélation de TA,rug CAROLS avec les modèles de régression linéaire
ou quadratique en vent ou mss STORM.
Vent msseff
H V H V
linéaire 0.91 0.90 0.91 0.86
quadratique 0.93 0.92 0.92 0.89
Tableau 7.7 – Corrélation des résidus de TA en fonction de l’anomalie de mss˚.
U ă 9m/s U ą 9m/s
n “ 94 n “ 89
Th Tv Th Tv
regression2 `0.35 `0.14 `0.32 `0.10
Yueh `0.40 `0.32 `0.21 `0.06
TS-DV12 `0.47 `0.19 `0.24 `0.09
TS-DV2 `0.56 `0.30 `0.25 `0.12
SSA-KHCC `0.49 ´0.21 `0.01 `0.17
˚. En gras sont indiqués les corrélations significatives à mieux que 1%
la rugosité sur le signal radiométrique au premier ordre. Je vais maintenant analyser
les résidus de la différence entre TmesA,rug et TmodA,rug paramétrée par la vitesse de vent
STORM, en fonction de l’anomalie de mss par rapport aux valeurs attendues si la
mss ne dépendait que du vent (Figure 4.7 page 76).
7.2.2 Influence des moyennes et grandes échelles
Les corrélations entre les résidus de TA et les anomalies de mss (Tableau 7.7 et
Figure 7.8 page suivante) sont positives et significatives quelque soit le modèle utilisé
en polarisation H pour l’ensemble des données de la campagne, mais de manière plus
marquée pour les vents modérés (ă 9m/s). La droite de régression pour le modèle
“regression2” est de 150K par valeur d’anomalie de mss. Les anomalies de mss
semblent expliquer des variations maximales de TA en H de l’ordre de 0.5K, soit
l’équivalent d’environ 1 pss. En polarisation V, les corrélations sont significatives
pour les modèles TS-DV2 et Yueh pour les vents modérés et l’anomalie de mss
semble expliquer des variations maximales de TA de 0.2K.
La suppression des données avec un fort signal galactique dans l’analyse, ne
change pas la significativité des corrélations.
Conclusions Dans cette section, j’ai montré une double dépendance de la TA
mesurée par CAROLS en polarisation H, au vent (caractérisé par la rugosité de
petite échelle) et à la mss (échelles intégrées de 12 cm aux échelles les plus grandes).
Après cette phase de présentation des résultats, je vais les discuter dans la section
suivante et proposer des interprétations en particulier concernant l’impact de la
modification des relations entre les petites et plus grandes échelles de rugosité.
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Figure 7.8 – ∆TA,rug en fonction de l’anomalie de mss pour des vitesse de vent infé-
rieur à 9m/s (Cf Figure 7.5 page 107 pour le détail de la légende).
7.3 Discussion
Dans cette étude, j’ai montré que les écarts de TmesA,rug par rapport à TmodA,rug modé-
lisée en utilisant seulement l’information sur le vent, peuvent être en partie expliqués
par les variations de mss en polarisation H et peut être dans certains cas, par la va-
riation azimutale. J’ai mis en évidence un meilleur accord du modèle TS-DV12 par
rapport aux autres modèles radiométriques de rugosité couramment utilisés. Cepen-
dant, le modèle TS-DV12 ne présente pas de meilleurs résultats que le modèle déduit
de la régression quadratique sur les données de la campagne (“regression2”), bien
que cette régression ne prenne pas en compte l’influence de l’azimut du vent.
L’erreur quadratique moyenne entre les modèles et les mesures CAROLS est
environ 50% supérieure quand on utilise la réanalyse atmosphérique Era-Interim
par rapport au vent diffusiométrique STORM. Cette étude n’aurait pas permis les
conclusions précédentes sans les données de vent diffusiométriques simultanées. L’er-
reur quadratique en utilisant les vents STORM reste malgré tout supérieure à 0.14K
en polarisation V et à 0.24K en H (après prise en compte de l’anomalie de mss —
non montrée), soit plus d’un ordre de grandeur supérieur au bruit radiométrique. Les
incertitudes des modèles de rugosité dans cette étude ne permettent pas d’expliquer
la totalité de ces erreurs.
Dans cette section, je vais discuter les sources d’erreurs potentielles des autres
composantes du modèle direct de TA (mer plate, signal galactique, . . . ).
7.3.1 Sources d’incertitudes du modèle direct
Dans la section précédente, j’ai considéré implicitement que les erreurs (valeurs
des résidus) provenaient des modèles de rugosité. Or TA,rug contient dans son calcul
l’erreur potentielle de toutes les autres composantes du modèle direct, à savoir :
mer plate le modèle de mer plate est sensible à la salinité, la température et à
l’angle d’incidence. J’estime une erreur maximale au niveau des fronts en sa-
7.3. DISCUSSION 113
linité et température de l’ordre de 0.2 pss et 1 ˝C soit inférieure à 0.1K et
0.05K en TA sur des domaines très limités. Les différences entre les modèles
de constante diélectrique sont très peu variables pour les domaines de salinité
et de température de la campagne et ne sont donc pas susceptibles de produire
autre chose qu’un biais relativement aux mesures STORM. Par contre, l’erreur
en angle d’incidence provenant de l’erreur de la centrale inertielle de l’avion
(Section 3.4) peut amener une erreur théorique de 0.14K en V et 0.08K en H.
atmosphère l’erreur sur la valeur de la pression déduit des réanalyses Era-Interim
est inférieure à 1 hPa [Dee et al., 2011], soit une erreur sur la TA inférieure à
0.01K.
signal céleste d’après la Figure G.2 page 164, la diffusion effective du signal ga-
lactique se situe entre la réflexion spéculaire du signal par une mer plate et
celle prévu par le modèle de diffusion [Tenerelli et al., 2008] pour une vitesse
de vent de 3m/s. Dans cette étude, j’ai utilisé le modèle de diffusion du signal
galactique en prenant la vitesse de vent du diffusiomètre STORM soit une va-
leur toujours plus grande que 3m/s. La différence entre le signal spéculaire et
diffusé du signal céleste, intégré sur le lobe d’antenne CAROLS pour la cam-
pagne de Novembre 2010 en T1, a un écart type de 0.1K avec une différence
maximale de 0.36K. Je rappelle que T1 “ Th` Tv et que l’impact du signal
galactique sur Th est environ 15% supérieur à celui sur Tv. La Figure G.1
représente le signal galactique réfléchi et diffusé pour les différentes branches
des vols de la campagne de Novembre 2010. Seule la branche visant à 347°
le soir présente des différences supérieures à 0.2K en T1 ce qui représente un
peu moins de 15% des données. La suppression de ces données dans les ana-
lyses ne change pas significativement les erreurs quadratiques moyennes, ni les
analyses de sensibilité des résidus. Pour les autres données, on s’attend à une
erreur provenant de la mauvaise estimation du signal galactique inférieure à
0.05K.
Dans le modèle direct, on a également négligé l’impact de plusieurs paramètres :
le Soleil pour le vol 66 dont les dernières données ont été acquises à 10h20TU soit à
environ 10h locale (11h20 heure française). La carte des résidus en polarisation
H (Figure H.1 page 168) ne met pas en évidence une augmentation de la TA
pour la fin du vol (branche Est retour vers Ouessant).
la Pluie pour le vol 66, le satellite SSMI (et le produit TRMM-3B42, 0.25°, 3h)
observe quelques zones de précipitation avec des taux d’environ 4mm/h, ce-
pendant le compte-rendu de vol n’indique pas de pluie. Au contraire dans le
compte rendu du vol 68 de la pluie est indiquée sans que le produit TRMM-
3B42 n’en indique dans les zones survolées. Aucun changement de TA dans les
mesures CAROLS dû à la pluie n’a pu être observé (non montré).
la Houle est importante pour les vols 66 et 68, mais d’après le modèle TS-DV2,
l’impact de la houle sur la TA entre 0° et 50° d’incidence est inférieur à 0.03K
(non montré).
Pour conclure, si on exclut les données pour lesquelles le signal galactique est im-
portant (constellation du Cygne et de Cassiopée), la principale source d’incertitude
semble être l’erreur sur l’angle d’incidence. Cependant, bien que la caractéristique
de cette erreur ne soit pas bien connue, il semble que cette erreur ne soit pas l’er-
reur dominante puisqu’elle devrait induire une erreur plus importante en V qu’en H,
contraire à ce que l’on observe. L’autre source d’incertitude dominante, autre que
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l’incertitude sur les modèles de rugosité, semble être celle provenant de l’erreur du
modèle galactique avec une erreur de l’ordre de 0.05K.
7.3.2 Influence de la vitesse du vent
J’ai montré que les meilleurs résultats dans l’analyse des TA modèles par rap-
port aux mesures CAROLS, sont obtenus pour les modèles qui prennent en compte
l’écume (paramétriquement, TS-DV12 ou empiriquement, “rugosite2” et Yueh) avec
en conséquence une dépendance quadratique à la vitesse du vent. Cependant, les
modèles TS-DV12 et Yueh ont tendance à surestimer l’influence de la vitesse du
vent sur la TA. Comme le modèle de Yueh n’est pas disponible à tous les angles d’in-
cidence, donc non intégré sur le lobe d’antenne CAROLS, il est difficile de discuter
le modèle ainsi que les résultats obtenus avec ce modèle. Par contre, les modèles
TS-DV12, TS-DV2 et SSA-KHCC partagent une même architecture, i.e. qu’ils dé-
pendent d’un modèle électromagnétique (TS ou SSA), d’un spectre de courbure de
la mer (DV fois 1.25, fois 2 ou KHCC), et de la prise en compte ou non d’un modèle
d’écume. Afin de comprendre les différences entre ces modèles, je vais m’intéresser
aux fonctions de poids et à la sensibilité des spectres de mer à la vitesse du vent aux
différentes longueurs d’onde (Figure 7.9 page suivante) §. Ces fonctions de poids ont
été tracées pour les angles d’incidence adaptés à l’antenne CAROLS. Une première
description de ces fonctions de poids a été faite pour la Figure 2.18 page 47.
En polarisation H, les fonctions de poids du radiomètre (Figure 7.9 page suivante)
présentent un pic, qui varie suivant les angles d’incidence, pour des longueurs d’onde
de vagues allant de 20 cm à 60 cm. Par ailleurs, à 50° d’incidence, la fonction de
poids présente un plateau de sensibilité qui reste faible mais qui intègre toutes les
plus grandes longueurs d’onde. En intégrant sur le lobe d’antenne CAROLS (14°–
52°), on obtient donc une sensibilité particulièrement importante dans la gamme
de 20 cm à 60 cm avec une influence non négligeable de l’ensemble des plus grandes
longueurs d’onde. En polarisation V, les fonctions de poids présentent des pics qui
s’écartent des 21 cm lorsque l’angle d’incidence augmente et laisse la place à des
creux. En moyennant sur le lobe, les pics et les creux semblent se compenser et le
plateau de sensibilité entre 2 cm et 10 cm en devient d’autant plus important. À 50°,
le plateau de sensibilité pour les plus grandes longueurs d’onde est plus faible qu’en
H et comme le signe de la fonction est positif, ces grandes longueurs ont tendance
à diminuer la TA. Ceci suggère une sensibilité à peu près homogène aux longueurs
d’onde comprises entre 2 cm et 60 cm mais plus faible qu’en H.
Les spectres de mer DV2 et KHCC sont assez semblables pour les plus grandes
longueurs d’onde (Figure 7.9 page ci-contre en bleu et rouge), par contre le spectre
de courbure DV2 est bien plus sensible que le spectre KHCC dans la gamme de
20 cm à 60 cm. Pour les échelles centrimétriques, les valeurs du spectre de courbure
de DV2 sont généralement plus fortes que celles de KHCC.
Dans l’étude des résidus en fonction de la vitesse du vent, il est ressorti une trop
forte correction en polarisation H de TS-DV2, un peu plus faible de TS-DV12 et
à peu près correcte de SSA-KHCC (hors dépendance quadratique des résidus). Au
contraire en polarisation V, le modèle SSA-KHCC est beaucoup trop faible tandis
que les deux autres modèles semblent corrects.
§. En faisant cette analyse, je ne distribue pas les petites échelles sur les grandes échelles et
considère par exemple que SSA-DV2 et TS-DV2 sont identique. La différence entre les deux modèles
concernant la composante omnidirectionnelle est de l’ordre du dixième de Kelvin et encore plus faible
pour les autres harmoniques.
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Figure 7.9 – Identique à la Figure 2.18 page 47 avec le radiomètre (bande-L) (a) à 10°,
(b) 30° et (c) 50° et le diffusiomètre (bande-C) à 30° d’angle d’incidence. En magneta
est représenté la fonction de poids de la variance des pentes effectives (msseff ) déduite
des mesures du diffusiomètre. Les spectres de courbure de [Durden and Vesecky, 1985]
(DV2 en bleu) et [Kudryavtsev et al., 2003] (KHCC en rouge) sont représentés pour des
vents allant de 3m/s à 18m/s par pas de 3m/s. Les spectres ont été normalisé d’un
facteur 1ˆ 10´2. Figures tracées pour la configuration CAROLS à partir du programme
utilisé dans [Dinnat, 2006].
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Si on revient aux fonctions de poids et spectre de courbure, en polarisation
H, le radiomètre est sensible aux longueurs d’onde de 20 cm à 60 cm. Si on néglige
l’influence de l’écume (vent ă 9m/s), une diminution d’un peu plus de 30% du
coefficient multiplicateur du spectre de courbure de DV de 2 à 1.25, diminue d’autant
la sensibilité à la vitesse du vent Figure 3.10 page 63). Comme la sensibilité de TS-
DV12 au vent semble encore un peu trop forte en H, il faudrait encore diminuer
l’amplitude du spectre de courbure. La sensibilité au vent du spectre de courbure
KHCC, à ces longueurs d’onde, étant beaucoup plus faible que DV2, le modèle SSA-
KHCC est donc beaucoup moins sensible.
En polarisation V, le radiomètre est sensible aux longueurs d’onde de
2 cm à 60 cm. Les spectres de courbure étant plus variables sur cette plage de lon-
gueurs d’onde, il ne faut prendre que les valeurs supérieures du spectre. Pour DV2,
ce sont donc les longueurs d’onde proche de 2 cm qui vont dominer, tandis que pour
KHCC, ce sont les longueurs d’onde proche de 20 cm qui vont dominer pour les
faibles vent et de manière homogène pour les vents plus importants. La sensibilité
au vent qui en résulte est donc beaucoup plus faible pour le modèle SSA-KHCC que
pour TS-DV2 (Figure 3.10(c)) comme l’a mis en évidence l’analyse sur les résidus.
Si on diminue l’amplitude de DV12 pour diminuer la sensibilité de TS-DV12 au
vent en polarisation H, on risque de diminuer trop sa sensibilité en polarisation V.
Des études complémentaires, en particulier en intégrant numériquement les fonctions
de poids sur le lobe d’antenne, sont nécessaires avant de proposer une modification
de ces modèles. Par ailleurs, les spectres de courbure ayant une grande importance
et présentant une certaine diversité pour les longueurs d’onde qui nous intéresse,
il semble nécessaire de définir les contraintes nécessaires que devraient suivre ces
spectres pour être adaptés à la radiométrie en bande-L.
En outre, il semble que l’impact de l’écume soit surestimé dans le modèle TS-
DV12 avec une sensibilité au vent beaucoup plus forte à vent fort que Yueh (Fi-
gure 3.10(d)) et une trop forte correction de plus de 0.6K dans les deux polarisations,
pour la seule donnée avec un vent supérieur à 16m/s (Figure 7.5(c) et (d)).
7.3.3 Influence de l’azimut du vent
Les données acquises durant la campagne de Novembre 2010, ne mettent pas
en évidence une forte dépendance du signal radiométrique avec l’azimut du vent,
cependant, elles ne mettent pas non plus en défaut les fortes différences de sensibilité
à l’azimut du vent entre Yueh et TS-DV12 particulièrement pour les vents forts
(ą 9m/s). L’étude a cependant mis en évidence une trop forte sensibilité à la seconde
harmonique du modèle SSA-KHCC, qui s’explique vraisemblablement par le spectre
de courbure de la seconde harmonique de KHCC qui semble trop fort (par rapport
à DV2) dans la gamme de 20 cm à 60 cm (Figure 7.10 page ci-contre).
7.3.4 Impact des différentes échelles de rugosité
Le principal résultat de cette étude est d’avoir montré que l’écart de mss effective
mesurée par STORM par rapport à sa relation moyenne à la vitesse du vent STORM
expliquait significativement l’écart de TA par rapport à sa relation théorique (modèle
TS ou SSA avec une mer pleinement développée) ou moyenne (“regression2”, Yueh)
avec la vitesse du vent. Je rappelle que la mss effective est caractéristique des lon-
gueurs d’onde de vagues supérieures à 12 cm tandis que le vent déduit des mesures
STORM est caractéristique des longueurs d’onde proches de 6 cm. Les changements
de vitesse de vent modifient plus rapidement les petites échelles de rugosité (vent
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Figure 7.10 – Coefficients de la seconde harmonique des spectres de cour-
bures de [Durden and Vesecky, 1985], [Apel, 1994], [Elfouhaily et al., 1997],
[Kudryavtsev et al., 2003] pour une vitesse de vent à 10m de 7m/s. Figure tirée
de [Guimbard, 2010].
STORM à 30°) que les moyennes échelles (mss STORM), ce qui modifie la rela-
tion entre les échelles de rugosité. Plusieurs modèles de spectre de vague (ECKV et
KHCC) estiment le spectre de la mer suivant son état de développement, i.e. depuis
le temps (ou l’espace) que le vent souﬄe (Figure 7.13 page 120). Je vais utiliser ces
deux modèles pour tester l’impact d’une modification des relations entre les échelles
de rugosité sur la Tb (donc TA) et la mss.
L’impact de l’âge des vagues sur la Tb est inférieur à 0.6K pour des angles d’inci-
dence allant de 10° à 50° d’après le modèle TS-ECKV ¶ (Figure 7.11 page suivante).
Il est nul aux angles proche du nadir et augmente plus rapidement en H qu’en V.
Tandis qu’à 30°, une mer jeune a un impact encore négligeable en V, elle réduit la
Tb de l’ordre de 0.2K en H et jusqu’à 0.6K à 50°. À 50°, en polarisation V, une
mer jeune augmente la Tb de l’ordre de 0.3K. En intégrant sur le lobe d’antenne
CAROLS, c’est la dépendance aux forts angles d’incidence qui va dominer.
Pour comprendre quelles sont les longueurs d’onde de vagues qui provoquent
des modifications de Tb, il faut revenir aux fonctions de poids et aux spectres de
courbure. L’âge des vagues a peu d’influence sur le spectre de courbure aux petites
longueurs d’onde (Figure 7.13). L’âge des vagues impacte principalement l’ampli-
tude du spectre de courbure pour les longueurs d’onde ă 10 rad/m environ. J’ai
montré précédemment (Figure 7.9) que les mesures CAROLS en polarisation H sont
particulièrement sensibles aux longueurs d’onde de 20 cm à 60 cm ainsi qu’aux plus
grandes longueurs d’onde, tandis qu’en V le signal est dépendant d’un plus large
spectre de longueurs d’onde (de 2 cm à 60 cm) et présente une légère influence né-
gative des plus grandes longueurs d’onde. Avec le spectre ECKV (Figure 7.13(a)),
la forte diminution du spectre de courbure des grandes échelles pour une mer jeune
par rapport à une mer pleinement développée diminue donc la Tb en polarisation H
et l’augmente en polarisation V.
L’impact de l’âge des vagues sur la Tb pour le modèle SSA-KHCC est sensible-
ment différent, particulièrement en polarisation V (Figure 7.12 page 119) }. À faible
angles d’incidence et jusqu’à 30°, une mer jeune a une Tb plus forte dans les deux
polarisations pour des vents inférieurs à 9m/s qu’une mer pleinement développée.
¶. modèle deux-échelles et spectre de courbure ECKV
}. Je ne discuterai pas les vitesses de vent inférieures à 2m/s
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Figure 7.11 – Tb omnidirectionnelle due à la rugosité de la surface d’après le modèle
TS-ECKV (modèle 2-échelles + spectre ECKV) en fonction du vent pour différents âges
de vagues (Ω allant de 0.8 à 2). Les figures représentent les angles d’incidence de 10°,
30° et 50° pour la polarisation H (a), (c) et (e) et pour la polarisation V (b), (d) et (f).
La mer pleinement développée est représenté en rouge.
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Figure 7.12 – Tb omnidirectionnelle due à la rugosité de la surface d’après le modèle
SSA (spectre de Kudryatsev + SSA/SPM-2) en fonction du vent pour différents âges de
vagues (Ω allant de 0.8 à 2.5). Les figures représentent différents angles d’incidence de
9°, 30° et 51° d’incidence pour la polarisation H (a), (c) et (e) et pour la polarisation
V (b), (d) et (f).
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Figure 7.13 – Spectre de courbure omnidirectionnel de (a) [Elfouhaily et al., 1997]
(ECKV) et (b) [Kudryavtsev et al., 2003] (KHCC) en fonction du nombre d’onde des
vagues pour des vitesses de vent de 4m/s à 16m/s (bleu à rouge) par pas de 3m/s
pour deux âges de vagues. La paramétrisation de la couche limite de [Cardone, 1969] et
[Smith, 1988] a été utilisée respectivement pour ECKV et KHCC.
À 50°, une mer jeune présente comme le modèle TS-ECKV, une Tb plus faible en
H et plus forte en V. L’intégration sur le lobe d’antenne CAROLS, amènera à une
variation plus forte en V (augmentation) qu’en H (diminution) pour une mer jeune,
particulièrement pour les vents modérés.
Cette différence par rapport au modèle TS-ECKV, s’explique par une augmenta-
tion du spectre de courbure pour une mer jeune (Figure 7.13(b)) pour les longueurs
d’onde de 2 cm à 60 cm des vents modérés. En polarisation H, cette augmentation
des moyennes échelles est compensée par la forte diminution des grandes échelles.
En polarisation V, ces deux variations tendent à augmenter Tb.
Concernant l’impact de l’âge des vagues sur la mss filtrée, celle-ci diminue jusqu’à
0.005 pour une mer jeune (Ω “ 2) par rapport à une mer pleinement développée
(Figure 7.14 page ci-contre). Le choix du spectre de courbure a peu d’impact sur la
variation relative de la mss avec l’âge des vagues. Je vais expliquer cette variation
en appliquant une fonction de poids de manière équivalente à ce qui est fait pour la
radiométrie, soit :
msseff “
ż kc
0
k2Spkqdk, (7.4)
“
ż kc
0
dk
k
Bpkq, (7.5)
“
ż kc{k0
0
dβ
β
Bpkq, (7.6)
“ lnp10q
ż logpkc{k0q
´8
Bpk0βqd logpβq. (7.7)
avec kc “ 51 rad/m le nombre de coupure de la variance des pentes filtrée (msseff ),
k0 “ 30 rad/m le nombre d’onde électromagnétique en bande-C et Bpkq “ C0pkq le
spectre de courbure omnidirectionnel. La mss effective intègre donc homogènement
(en échelle logarithmique) le spectre de courbure pour les plus grandes échelles jus-
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Figure 7.14 – Variance des pentes filtrées en fonction de la vitesse du vent pour une mer
pleinement développée en gras et pour une mer jeune en police fine. Les paramétrisations
de [Smith, 1988], [Smith et al., 1992] et [Donelan et al., 1993] pour la couche limite ont
été utilisées.
Tableau 7.8 – Résumé des variations de mss et TA,rug pour un Ω diminuant de 2 à
0.8 (modèle) ou pour les observations.
Observation ECKV KHCC
δmsseff `0.002 `0.005 `0.003
∆TA,rug
H V H V H V
ă 9m/s `0.5K `0.2K `0.6K ´0.3K 0 ´0.5K
ą 9m/s `0.5K 0 `0.6K ´0.3K `0.5K 0
qu’à 12 cm (Figure 7.9 en magenta). Le comportement de la mss avec l’âge de vagues
est similaire à celui de la Tb en H, i.e. que la mss diminue quand Ω augmente.
Avec le spectre ECKV et à l’aide de l’état de développement de la mer, j’ai proposé
une explication de la corrélation positive entre la variation de mss filtrée et de
TA,rug en polarisation H et une relation plus faible et opposée en polarisation V. Les
relations entre les variations de mss et de TA,rug pour les observations et pour les
spectres de mer ECKV et KHCC (en ajoutant les variations de Ω), sont résumées
dans le Tableau 7.8. Une diminution (´) de Ω implique une augmentation (`) de
mss et une variation de ∆TA,rug, positive (`), négative (´) ou nulle (0).
Pour les observations, il est plus difficile de relier les variations de mss (et de
∆TA,rug) à une variation de l’âge des vagues. En effet, les variations de mss cor-
respondent à des variations locales et rapides par rapport à une moyenne, plutôt
qu’à une tendance caractérisée par une mer en développement (Figure 5.6 page 88).
Une mer en développement affecte principalement les grandes échelles, tandis que les
variations de mss et de ∆TA,rug que l’on observe (Figure 5.7 page 89 et Figure H.1
page 168) peuvent provenir d’une variation des échelles spatio-temporelles dès 20 km
et cinq minutes. L’âge des vagues (1{Ω) ne semble donc pas bien adapté pour inter-
préter nos observations et il pourrait être intéressant de comparer de manière plus
approfondie au modèle d’état de mer WaveWatch III.
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Conclusions Au premier ordre, la vitesse du vent déduit des mesures STORM
permet d’expliquer environ 80% de la variance de TA,rug et la mss STORM permet
d’expliquer environ 10% de la variabilité restante. Ces résultats sont à valider avec
des mesures indépendantes et il serait particulièrement intéressant de mesurer la
rugosité à plusieurs longueurs d’onde précises (par exemple 5 cm et 30 cm) ainsi
qu’une intégration de toutes les grandes et moyennes échelles de rugosité à l’aide de
la mss.
Les mss déduites des signaux GNSS réfléchis à la surface de l’océan et mesurés
par l’instrument GOLD associé aux campagnes CAROLS semblent intéressantes.
Cependant la comparaison des mss GOLD (collaboration F. Fabra) avec les mss
STORM (Annexe C) a mis en évidence un bruit et un biais des mesures GOLD
trop important pour envisager d’utiliser ces mesures pour caractériser la rugosité de
surface.
Chapitre 8
Conclusions et Perspectives
Ce travail porte sur l’observation de la surface de l’océan par télédétection en
configuration aéroportée, afin de perfectionner notre compréhension du signal radio-
métrique en bande-L. L’objectif est d’améliorer les modèles et méthodes nécessaires
à l’inversion de la salinité à partir de mesures réalisées depuis l’espace.
Ce travail, qui utilise les données du radiomètre CAROLS, s’inscrit dans le pro-
longement des campagnes CoSMOS, pour lesquelles les programmes (modèles di-
rects, rotation géométrique, . . . ) que j’ai utilisés avaient été développés. Il a été
marqué par la forte dynamique qui a suivi le lancement des satellites SMOS et
Aquarius, de leurs premières mesures et résultats. L’originalité des campagnes que
j’ai analysées par rapport aux nombreuses mesures satellitaires ou aux mesures CoS-
MOS, repose sur la très bonne précision du signal radiométrique CAROLS combinée
à une bonne connaissance des paramètres géophysiques (salinité, température, vent,
variance des pentes des vagues — mss pour mean square slope) qui affectent le si-
gnal mesuré. Les paramètres géophysiques ont été obtenus grâce à des campagnes
océanographiques dédiées et à la combinaison de mesures actives (diffusiomètre en
bande-C STORM) simultanée aux acquisitions CAROLS. La qualité de ces mesures
(auxiliaires et radiométriques) permet de valider les modèles directs satellitaires avec
des données indépendantes et de suggérer des modifications.
Une première étude (Chapitre 6) a montré que sur une gamme de salinité compa-
rable à celle que l’on trouve dans l’océan ouvert (de 32 pss à 35 pss), la salinité de
surface (SSS) déduite des mesures du radiomètre CAROLS était précise en moyenne
à mieux que 0.3pss dans une zone de forte variabilité spatio-temporelle. Cette étude
a été réalisée en utilisant les mêmes modèles directs et des méthodes d’inversion si-
milaires que ceux qui avaient été implémentés dans le traitement des données SMOS
avant le lancement du satellite. Cette précision est meilleure que celle des modèles
de circulation océanographique côtier haute résolution (MARS3D, IBI/Mercator)
en particulier pour les zones à forte variabilité comme les panaches fluviaux et les
bordures du plateau continentale où l’erreur des modèles sur la position et l’inten-
sité des gradients de salinité est importante. Plusieurs méthodes d’inversion ont été
comparées aux mesures in situ de référence. Les meilleures résultats sur la SSS in-
versée ont été obtenus avec les méthodes d’inversion les moins sensibles aux erreurs
sur la vitesse du vent et/ou sur la modélisation de l’impact de la rugosité, ce qui
suggère une mauvaise estimation de l’impact de la rugosité de surface sur le signal
radiométrique.
L’incertitude sur la modélisation de la contribution de la rugosité au signal ra-
diométrique m’a amené à étudier, dans une seconde étude (Chapitre 7), l’apport
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des mesures combinées actives/passives. Les vols analysés sont caractérisés par une
faible dynamique de SSS et de SST (0.5 pss et 3 ˝C) pour des valeurs moyennes
proches de 35.6 pss et 14 ˝C et une forte dynamique de la vitesse du vent mesurée
(de 4m/s à 15m/s). À l’aide des modèles directs, j’ai montré que les meilleurs mo-
dèles de rugosité expliquent jusqu’à 85% de la variance de la Tb CAROLS mesurée
en utilisant les vents diffusiométriques STORM mesurés simultanément après cor-
rection des autres composantes du modèle direct. Tandis qu’en utilisant les vents
Era-Interim moins de 65% de la variance de la Tb CAROLS est expliquée. Cette
étude montre également l’amélioration des nouveaux modèles de rugosité déduits
des mesures spatiales SMOS et Aquarius (respectivement TS-DV12 et Yueh) par
rapport aux modèles pré-lancement dont le modèle TS-DV2 utilisé pour l’étude pré-
cédente. Ce travail indique, malgré tout, que les nouveaux modèles Yueh et dans
une moindre mesure TS-DV12, semblent surestimer l’influence de la vitesse du vent.
Cette surestimation proviendrait peut-être de la haute résolution spatiale du vent
et de la Tb des mesures aéroportées par rapport aux mesures satellitaires plus basse
résolution sur ces grandeurs qui sont non linéaires l’une par rapport à l’autre.
De plus, cette étude a montré la double dépendance de la Tb en polarisation
H au vent (caractérisé par la rugosité de petite échelle) et à la mss (qui intègre
les échelles plus grandes que 12 cm). La mss déduite des mesures STORM permet
en effet d’expliquer 10% à 20% de la variance de la Tb non expliquée par le vent
STORM. Plusieurs modèles de spectre de vague ([Durden and Vesecky, 1985] (DV),
[Elfouhaily et al., 1997] (ECKV) et [Kudryavtsev et al., 2003] (KHCC)) ont été uti-
lisés pour décrire l’amplitude de toutes les échelles à partir de la seule vitesse du vent
atmosphérique pour une mer pleinement développée. La relation théorique entre la
mss et le vent STORM pour un spectre donné est alors unique. Or les observations
ont montré que cette relation n’est pas unique et que les variations des échelles de
rugosité associées provoquent une erreur sur le signal de Tb jusqu’à 0.5K en pola-
risation H. Afin de comprendre l’influence de ces variations du spectre de vague sur
la Tb, j’ai utilisé les spectres (ECKV) et (KHCC) qui permettent de caractériser
l’état de développement de la mer (âge des vagues). À l’aide des modèles électro-
magnétiques et de ces modèles de spectre de vague, j’ai montré que les variations
du spectre de vague suivant différents âges des vagues avaient un impact sur la Tb
et la mss du même ordre que les variations observées par les mesures CAROLS et
STORM. Cependant, les variations du spectre de vague suivant l’âge des vagues, qui
impactent la Tb, concernent les grandes échelles (ą 60 cm) pour le modèle ECKV,
et les grandes et moyennes (20 cm à 60 cm) échelles pour le modèle KHCC. L’âge
des vagues et le modèle ECKV permettent d’expliquer l’amplitude des variations de
Tb et mss observées par CAROLS et STORM avec un bon accord. Les variations
du spectre de vague dans les modèles qui impactent la Tb, concernent principale-
ment les grandes échelles de rugosité qui sont longues à se mettre en place (plusieurs
heures) tandis que les observations montrent ces variations à des échelles spatio-
temporelles plus petites (cinq minutes et/ou 20 km). Cela suggère que ce n’est pas
l’âge des vagues qui explique la variation de Tb mesurée. Malgré tout, ces résultats
mettent en évidence l’apport d’une information complémentaire à la vitesse du vent
pour décrire les variations du spectre de vague aux échelles de rugosité auxquelles
la radiométrie en bande-L est sensible. Cette importance, souvent négligée jusqu’ici,
a un impact sur la Tb du même ordre, voire supérieur à celui de l’azimut du vent.
Ces analyses n’ont cependant pas pu discriminer les fortes différences de l’influence
de l’azimut du vent entre les deux nouveaux modèles étudiés, la dispersion des
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mesures étant supérieure d’un ordre de grandeur à ce qui était attendue. Cette
dispersion ne semble s’expliquer ni par la double dépendance de la Tb à la mss et
au vent, ni par le signal galactique ni par l’incertitude sur l’angle d’incidence.
Nous avons vu que le spectre de vague joue un rôle important dans l’estima-
tion de l’impact de la rugosité sur le signal radiométrique en fonction du vent.
Or ces modèles développés et ajustés sur un modèle physique, de mesures in situ
et/ou données radar, ne sont pas nécessairement adaptés à la radiométrie en bande-
L. Il serait intéressant de définir les critères que doivent respecter les spectres de
vague pour être compatible avec la mesure radiométrique en bande-L. Pour com-
prendre précisément l’impact du spectre de vague sur le signal radiométrique en
bande-L, il serait séduisant de disposer de mesures du spectre de vague aux pe-
tites (2 cm à 10 cm), moyennes (20 cm à 60 cm) et grandes (mss intégrée des échelles
ą 100 cm voire ą 10 cm) échelles avec une estimation de la variation azimutale d’au
moins l’une de ces échelles. Un radar en bande-L et un en bande-C à l’incidence
de Bragg permettraient de mesurer les deux premières échelles de rugosité, tandis
que la mss peut être déduit de ces mêmes radar mais pour des incidences proche
du nadir, comme par exemple STORM. La mss pourrait également être déduite des
signaux GNSS réfléchis à la surface de l’océan ; cependant les comparaisons des me-
sures effectuées durant la campagne de 2010 (mesures GOLD) avec la mss STORM
ont mis en évidence un bruit trop important pour que ce signal soit utilisable pour
notre étude (Annexe C). À l’heure actuelle aucune mesure spatiale de la mss n’est
disponible. La mission spatiale CYGNSS (Cyclone Global Navigation Satellite Sys-
tem) propose de mesurer la mss sous les cyclones à partir des signaux GNSS mais
avec des précisions qui ne seront peut-être pas suffisantes pour différencier les petites
et grandes échelles de rugosité. Une autre mission spatiale prévoit de mesurer la mss
de manière similaire à la mesure STORM. Il s’agit d’un satellite océanographique
franco-chinois (CFOSAT) dont le lancement est prévu en 2015. D’autre part, SMOS
avec ses 60° d’angles d’incidence est sensible à la fois à la mss et à un vent moyenne
échelle. Une prise en compte progressive de la mss avec l’angle d’incidence dans les
modèles radiométriques de rugosité pourrait améliorer l’estimation de l’impact de la
rugosité. Actuellement, le vent effectif restitué par SMOS devrait être intermédiaire
entre un vent moyenne échelle et un vent grande échelle (mss).
L’objectif principal de la campagne CAROLS de Novembre 2010 était de compa-
rer les mesures CAROLS et SMOS dans le golfe de Gascogne. Or il s’est avéré que
les données SMOS sont de qualité médiocre dans cette zone à cette période. Afin
d’améliorer les données SMOS, j’ai testé une méthode de mitigation des interférences
radiofréquences (RFI), qui n’a pas été suffisante (Annexe E). Il se peut que le signal
mesuré par SMOS soit affecté par des RFI faibles et diffus dans la zone, par l’impact
de la côte ou par d’autres sources d’erreurs.
En outre, étant donné l’influence non négligeable de la différence de la géomé-
trie de la mesure, de la variation spatio-temporelle des paramètres géophysiques,
de la traversée ou non de l’ionosphère entre les mesures aéroportées et satellitaires
et la précision recherchée, une comparaison directe n’est pas possible sans prendre
en compte de modèle direct. Or, il me semble qu’une comparaison simultanée des
mesures aéroportées et satellitaires n’est pas utile et difficile à réaliser. Les mesures
aéroportées me semblent plus utiles pour étudier la physique de la mesure et pour
valider ou améliorer indépendamment les modèles directs. Des études sur des phé-
nomènes qui ne sont pas encore très bien connus, comme l’impact de la pluie sur la
Tb.
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De plus, le radiomètre CAROLS peut aider à l’étude de nombreux processus
physique océanographique dès lors que la variation de salinité de surface dépasse
0.2 pss. Cette précision parait réaliste si on prend en compte les améliorations de la
méthode d’étalonnage de CAROLS, de la prise en compte de l’impact de la rugo-
sité avec une mesure simultanée ainsi qu’une meilleure précision sur la mesure de
l’attitude de l’avion au niveau de l’antenne en limitant les directions de vol où le
lobe d’antenne pointe vers les forts gradients de la galaxie. Ces études pourraient
concerner : le suivi des déversements fluviaux (impact sur la production d’algues
vertes) et le suivi des tourbillons (positionnement et intensité) en bordures des pla-
teaux continentaux et des panaches fluviaux. En outre, CAROLS pourrait être utile
pour mesurer l’épaisseur de la glace de mer entre 0 cm et 50 cm avec une précision
de l’ordre de 5 cm à des résolutions spatiales jusqu’à 500m en utilisant les mêmes
méthodes que celles de SMOS [Kaleschke et al., 2012]. Ces mesures pourraient amé-
liorer l’estimation des flux océan-atmosphère à l’échelle régionale et permettre de
valider des produits satellitaires d’épaisseur de glace.
Annexe A
Acronymes
ACL Active ColdFET Load (Charge froide active)
AFE Analog Front End
AFFOV Alias Free Field Of View (Champ de vue sans repliement de
spectre)
ATR42 Avion de Transport Régional
BW Bande Width (largeur de bande de fréquence)
CAROLS Combined Airborne Radio-instruments for Ocean and Land Stu-
dies
CAROLS Cooperative Airborne Radiometer for Ocean and Land Studies
CDLM Côte De La Manche
CNES Centre National d’Études Spatiales
CTD Conductivity Temperature Depth
DFE Digital Front End
ECMWF European Centre for Medium-Range Weather Forecasts (centre eu-
ropéen de prévision météorologique à moyen terme)
ESA Agence Spatiale Européenne
GNSS-R Global Naviguation Satellite System Reflectometry
GOLD-RTR GPS Open Loop Differential Real Time Receiver
GPS Global Positioning System
LNA Low Nose Amplifier (Amplificateur faible bruit)
NCEP National Centers for Environmental Prediction
ND Noise Diode (diode de bruit — pulsée)
OTT Ocean Target Transformation (biais moyen des Tb dans le champ
de vue SMOS)
OMT Orthogonal Mode Transducer
SAFIRE Service des Avions Français Instrumentés pour la Recherche en
Environnement
SMOS Soil Moisture and Ocean Salinity
SSMI Special Sensor Microwave Imager
STORM Système de Télédétection pour l’Observation par Radar de la Mer
TRAP Terrestrial Radiometry Analysis Package
TSG ThermoSalinoGraph
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Article : [Martin et al., 2012]
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Abstract—A renewal of interest for the radiometric L-band
Sea Surface Salinity (SSS) remote sensing appeared in the 1990s
and led to the Soil Moisture and Ocean Salinity (SMOS) satel-
lite launched in November 2009 and to the Aquarius mission
(launched in June 2011). However, due to low signal to noise ratio,
retrieving SSS from L-band radiometry is very challenging. In
order to validate and improve L-band radiative transfer model
and salinity retrieval method used in SMOS data processing, the
Cooperative Airborne Radiometer for Ocean and Land Stud-
ies (CAROLS) was developed. We analyze here a coastal flight
(20 May 2009), in the Gulf of Biscay, characterized by strong
SSS gradients (28 to 35 pss-78). Extensive in-situ measurements
were gathered along the plane track. Brightness temperature (Tb)
integrated over 800 ms correlates well with simulated Tb (correla-
tion coefficients between 0.80 and 0.96; standard deviations of the
difference of 0.2 K). Over the whole flight, the standard deviation
of the difference between CAROLS and in-situ SSS is about
0.3 pss-78 more accurate than SSS fields derived from coastal
numerical model or objective analysis. In the northern part of the
flight, CAROLS and in-situ SSS agree. In the southern part, the
best agreement is found when using only V-polarization measured
at 30◦ incidence angle or when using a multiparameter retrieval
assuming large error on Tb (suggesting the presence of biases on
H-polarization). When compared to high-resolution model SSS,
the CAROLS SSS underlines the high SSS temporal variability in
river plume and on continental shelf border, and the importance
of using realistic river run-offs for modeling coastal SSS.
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I. INTRODUCTION
S EA surface salinity (SSS) is a key component of the globalearth water cycle and of the ocean circulation. Through
its link to the evaporation minus precipitation budget, the
SSS can provide valuable estimations of the freshwater flux,
one of the less known components of the earth’s water cycle
[1]–[3]. Generally the focus is on the water cycle over the land,
but as 86% of the evaporation and 78% of the precipitation
occurs over the ocean, these fluxes cannot be ignored for
our understanding of “the global water cycle” [4]. SSS is a
driving force for the thermohaline circulation and is therefore
fundamental for our understanding of processes that force our
global climate system. Moreover, SSS is a better tracer than sea
surface temperature (SST) to track water masses as SST varies
rapidly with atmospheric conditions.
In-situ measurements of ocean salinity remain scarce, despite
the deployment of Array for Real-time Geostrophics Oceanog-
raphy (ARGO) floats [5] and the multiplication of measure-
ments on voluntary ships. Indeed, sampling remains irregularly
and nonhomogeneously distributed and mostly limited to the
range from 5 to 10 m below the surface.
The ability to monitor SSS for years from satellite would
be a significant improvement for the understanding and the
prediction of meteorological and climate phenomena [6]. The
principle of satellite SSS remote sensing has been thoroughly
described [7], [8]. At L-band (1.4 GHz), the permittivity of
the sea surface is significantly affected by the salinity. Hence,
sea surface emissivity and then brightness temperature can be
related to SSS.
The concept of microwave SSS remote sensing has been
demonstrated in the late 1970s with Skylab [9] and by the
first airborne L-band microwave systems [10], [11]. At the end
of the 1990s, two airborne microwave interferometers, the
Electronically Scanned Thinned Array Radiometer (ESTAR)
and the Scanning Low-Frequency Microwave Radiometer
(SLFMR), successfully produced SSS maps in coastal currents
[8], [12], [13] in agreement with in-situ measurements with
an accuracy of about 1 pss-78.1 More recently, the Salin-
ity, Temperature, and Roughness Remote Scanner (STARRS)
used a 8 × 8 antenna array which operated interferometri-
cally and provided noisier measurements than real aperture
radiometer (1 s-NEDT of 0.9 K) [15]. In spite of this, it
was proven to be useful for mapping SSS in the vicinity
1pss-78 stands for Pratical Salinity Scale (1978) defined from a conductivity
ratio [14].
0196-2892/$31.00 © 2012 IEEE
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of Rio de la Plata Estuary and Patos/Mirim outflows, in
complement to in-situ measurements and for characterizing
the dynamic of the plumes [16]. A new interferometer was
developed by the Helsinki University of Technology with sim-
ilar characteristics to that of MIRAS installed onboard Soil
Moisture and Ocean Salinity (SMOS) [3], [17]. Data collected
in the Gulf of Finland indicated the need for external calibration
and an rms (root mean square) error on the retrieved SSS of
about 2 pss-78 [18].
Taking into account the successful airborne measurements
of SSS, and the improvement of the technology [8], the
European Space Agency decided to build and launch the SMOS
satellite mission [3], [19], [20]. SMOS is the first L-band
satellite able to provide SSS measurements at global scale.
It uses a very innovative interferometric technology and was
successfully launched on November 2, 2009. Its aim is to
achieve an accuracy on retrieved salinity of 0.1 pss-78, over
(100–200 km, 10–30 days time and space scales) relevant to
climatic studies. In addition to SMOS, another L-band satellite
instrument dedicated to measure SSS was launched on June 9,
2011 with the Aquarius/SAC-D [21] mission.
However, getting this accuracy on SSS from L-band radiom-
etry requires a very good knowledge of the influence of other
parameters that affect the L-band measured signal. For that
reason, the Cooperative Airborne Radiometer for Ocean and
Land Studies (CAROLS) [22] was developed and operated for
various airborne campaigns from 2007 to 2010, in order to
validate and improve models used in the SMOS data processing
for salinity retrieval.
This paper focuses on a flight on May 20, 2009, over a
coastal region in the Gulf of Biscay (South-West of France
and North of Spain) which is characterized by a high salinity
variability (28 to 35 pss-78). The objectives of this study are
to retrieve the SSS from the airborne CAROLS observations
and to determine the influence of spatio-temporal variability
of the sea surface roughness (parameterized as a function of
wind speed) on this retrieval using the same direct models and
similar retrieval methodology as those defined and used for
SMOS.
In Section II, we present the radiometer data acquired using
CAROLS and the corresponding sea surface parameters mea-
sured in situ. Then, in Section III, we describe the methods
used to simulate brightness temperatures and to retrieve SSS.
In Section IV, we present results on the retrieved SSS from
CAROLS measurements and compare them to in-situ mea-
surements. Key results from this study are summarized and
discussed in Section V.
II. DATA
A. CAROLS Radiometric Data
The CAROLS L-band radiometer [22] was designed and
built as a copy of the EMIRAD II radiometer [23] constructed
by the Danish Technical University team. It is a fully polarimet-
ric and direct sampling correlation radiometer (sampling rate
of 139.4 MHz). The antenna system comprises two identical
horns and two waveguide orthomode transducers with a main
TABLE I
SENSITIVITY TO PARAMETERS FOR NADIR AND 30◦
ANTENNAS IN H AND V POLARIZATION
lobe of 37◦ half-power beam width. One antenna looks at the
nadir and the other points at 33◦ on the right-hand side (referred
to as the 30◦ antenna in the following) of the aircraft (French
research ATR42 airplane). Brightness temperatures (Tb) of the
surface were measured using these two antennas. The aircraft
contains an inertial unit (a SAGEM sampling at 25 Hz) to
measure aircraft movements and to deduce the incidence angle
of the antennas with the sea surface. Indeed, the Tb is highly
dependent on the incidence angle, about 1 K/◦ at 30◦ incidence
angle (see [24] and Table I).
CAROLS flew seven times over the Gulf of Biscay, off the
coast of France and Spain, between May 04 and May 26, 2009
around 20 UTC. These flights followed two other airborne
campaigns with the same instrument in September 2007 and
November 2008 both conducted in the Gulf of Biscay. Most of
these flights were performed at high altitude far from land. In
this paper, we concentrate on a flight performed at low altitude
in a coastal area with strong SSS contrast.
The aircraft flew about 600 m above the sea at an airspeed of
about 100 m/s. The main lobe of the instrument footprint covers
an elliptical area with major and minor semiaxes of 200 m for
the Nadir antenna and of 300 m and 240 m for the 30◦ antenna.
The boresight of the two antennas are 390 m apart.
The radiometer measures the four Stokes parameters alterna-
tively on the two antennas. A sequence of acquisition includes
the following steps: an internal calibration on a load and a
noise diode during 10 s followed during 120 s by 60 alterna-
tive measurements of 2 s duration between the nadir antenna
(800 ms), the noise diode (200 ms), the slant antenna (800 ms)
and the noise diode (200 ms). The raw data sampling is of 40 ms
with a theoretical noise on Tb of 0.26 K (we have checked that
this agrees with noise observed on measurements acquired on
another CAROLS flight on May 26, 2009 in uniform geophysi-
cal conditions in the open ocean far from the coast). It is known
that radiometers at L-band are very sensitive to parasitic signals
from radio-frequency interferences (RFI) [25]–[27]. Despite the
CAROLS bandwidth has been limited to 24 MHz since 2008
(instead of 26 MHz before [22]), we still observe RFI during
all flights, although they are of much lesser magnitude than
before 2008. Therefore, we used a specific method to sort out
observations possibly perturbed by RFI (see below).
The full postprocessing applied on the raw data consists of:
• Correcting for cable attenuation and reflexion [22].
• Removing measurements likely affected by RFI. A kur-
tosis threshold criterium is applied (kurtosis larger than
2.9–3.1 calculated on the integration time of 1 ms) to
detect cases of non-Gaussian signal distribution and reject
the main part of RFI [27]. Less than 2% of data over ocean
flights are rejected due to RFI.
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Fig. 1. Brightness temperature in V-polarization by the 30◦ CAROLS antenna
after postprocessing (see text).
• Removing measurements corresponding to incidence an-
gles outside the range of 0◦–2◦ and 33.4◦–35.5◦ for the
nadir and the 30◦ incidence antenna, respectively.
• Post-integrating data for each antenna and polarization
over 2 s time interval corresponding to up to 20 sam-
ples (800 ms/40 ms) per antenna. Due to data rejection
explained above, this number may vary between 0 and
20 samples and we reject data with less than 10 samples.
Therefore, the final theoretical noise of the processed data
is between 0.08 K(0.26/
√
10) and 0.06 K(0.26/
√
20).
After these processings, two periods (20:17:30 to 20:21:50
and 20:22:45 to 20:24:35) remain during which higher dis-
crepancies between the V and H polarization measured for the
Nadir antenna are observed. Indeed, the standard deviation of
the difference between measurements in V and H polarization
is of 0.25 K during these periods whereas for the rest of the
flight it is of 0.1 K. Since this occurs when the airplane was
close to the Cazaux coastal region identified as a source of RFI
on CAROLS data [25] and on SMOS data [28], we suspect it
could be due to undetected RFI.
The final product is shown in Fig. 1 for the V-Polarization of
the 30◦ antenna. This instrumental configuration corresponds
to the highest sensitivity to salinity (Table I) with Tb values
over the ocean ranging from 114 K to 122 K. Highest values of
Tb are observed at the beginning of the flight near the Gironde
outflow (45.6N, 1.4W), consistent with a smaller salinity in
this region due to the fresh water outflow. Circles and wing-
wags have been performed at different places along the track
but are not considered in the present analysis. The L-band
sensitivity to geometrical and geophysical parameters are sum-
marized in (Table I). They are deduced from the model pre-
sented below.
B. Sea Surface Conditions
The knowledge of sea surface conditions is an important
element to evaluate accuracy of the radiometric measurements
and to validate the radiative transfer models. Indeed, the
L-band signal is sensitive to SSS but also to SST and sea sur-
face roughness, which is primarily parameterized through wind
speed. In order to document the sea surface conditions during
the flights, the GOGASMOS oceanic campaign was organized.
The RV Antea operated on the Aquitaine shelf [Figs. 2(a) and
3(b)] and performed SSS measurements continuously using a
SeaBird SBE-21 thermosalinograph (TSG); the water intake
was approximately at 3.5-m depth. These data were corrected
for biases and validated by comparison with samples, sensors
calibrations and comparison with nearby data. The accuracy of
these data is estimated to be within a few 0.01 pss-78 [29]. The
RV Antea monitored the SSS under most of the plane track.
The monitoring under the plane track begins [see Fig. 2(a)]
on May 20th at 17UTC at 44.68N-2.12W. It continues north-
east to 45.0N-1.5W. The vessel was overflown by the airplane
at 20:28:30 (44.89N-1.69W); the corresponding sea surface
conditions as measured in situ are summarized in (Table II).
After this north-east section, the vessel completes a track at
45.0N until 2.5W, joins the track at 45.2N, and heads to 1.5W.
It then joins the track at 45.4N, heads westward to 2.5W, and
finishes south-westward up to 45.06N-2.64W on May 21th
at 18UTC.
Moreover, in the frame of the GOGASMOS campaign, a
mooring was installed at 45.56N-1.83W and acquired mea-
surements every 30 s at 2 m depth with an accuracy of a few
0.01 pss-78.
In addition to this dedicated campaign, we also use mea-
surements performed nearby during two other campaigns. The
RV Investigador from AZTI-Tecnalia performed CTD verti-
cal profiles on the track 45.62N [see Fig. 2(a)]. It begins
at 2.85W (May 19, 14UTC) eastward and finishes at 1.43W
(May 20, 01UTC), i.e., about one day before the flight. As
the temperature sensor had a 1 s time constant, the accuracy
of these measurements is about 0.1 pss-78 [29]. Only mea-
surements closest to the surface (about 3 m) were taken into
account.
Two water samples were taken under the plane track during
the Arcadino campaign at 44.65N-1.43W, 18UTC and 44.49N-
1.39W, 19:50UTC on May 20th.
In order to compare aircraft and in-situ data, SSS and SST
measured from the RV Antea and Investigador described pre-
viously were resampled along the plane track using a nearest
neighbor method in space [Fig. 2(a)] with the assumption of
stable conditions within one day of the flight.
To estimate the error on the reference SSS coming from
the nearest neighbor method and from the spatiotemporal vari-
ability of the SSS measurements, we extract the SSS from
a high-resolution oceanic circulation numerical model, called
IBI (Mercator 1/36◦) [30] (described below), at the time and
location of the RV Antea and Investigador measurements, and
we resample them under the plane track using the same nearest
neighbor method. These extrapolated SSS are in good agree-
ment with the SSS modeled by IBI at the time and location of
the plane track: the absolute difference is in most cases less than
0.2 pss-78.
Nevertheless, since the SSS is highly variable near the
coast and in the Gironde plume, this resampled SSS (called
132
1706 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 50, NO. 5, MAY 2012
Fig. 2. Sea surface salinity corresponding to the coastal flight of May 20th, 2009, in the Gulf of Biscay. (a) Reference SSS (color line) under the plane track
(black line). Locations of in-situ measurements used in the extrapolations of the reference are indicated: R/V Investigador CTD (black cross) and R/V Antea
TSG (gray line). Microcat mooring (black star) and two water samples from Arcadino campaign (black diamond) used as independent validation are not used
to extrapolate the reference SSS under the plane track. Crossing point between the R/V Antea and the airplane (red star); (b) SSS map from a Gauss-Markov
objective analysis [29] with plane track (black line); (d) SSS map from IBI numerical model of May 20th, 2009 at 18:30 UTC [30] with the plane track (black line)
and (f) SSS from Mars-3D numerical model of May 20th, 2009 at 19 UTC [31] with the plane track (black line). (c), (e), (g) SSS from (b), (d), (f), respectively,
minus reference SSS. See text for details.
“reference SSS” in the following, as it will be used as reference
for the aircraft remote sensing validation) is limited in the north
to west of 45.6N-1.6W. In the south, the end of the plane track
(after 44.7N-2.1W) was scarcely sampled, and the reference
SSS was limited to 44.68N-2.12W. This SSS reference is drawn
according the SSS color bar in [Fig. 2(a)].
The SST (not shown) is resampled in the same way and varies
from 15 ◦C to 17 ◦C.
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Fig. 3. (a) Field of neutral wind speed magnitude at 10 m height (18:36 UTC)
from QuikSCAT satellite. The plane track is indicated as a black line. Wind
speed measured by the RV Antea brought as neutral wind at 10 m height, is
plotted as color line from 17:00 to 21:00 in foreground; (b) Local bathymetry
with plane track (black line).
TABLE II
BIASES OF Tb MEASUREMENTS (IN K) OBSERVED AT THE
CROSSING POINT (20:28:30; 44.89N-1.69W)
In addition to this “reference SSS,” two additional sources of
SSS data, the mooring and the two water samples, were used
for analyzing CAROLS measurements.
Since the in-situ measurements used for building the refer-
ence SSS were sometimes at 20 km from the flight track and one
day apart from the flight, we compare the “reference SSS” with
three SSS fields covering the whole region: a map derived with
a classical Gauss-Markov objective analysis (OA) applied to
in-situ data as defined in [29] and outputs of two high-resolution
numerical oceanic circulation models, less than 0.5 h apart from
the flight time. These comparisons are intended to identify parts
of the flight where the SSS is highly variable.
The map derived with the OA [Fig. 2(b)] is centered on the
flight period (20 May); it uses a climatology as first guess and
all in-situ measurements available in this region from 11 to
31 May [29]. At first order, it is in good agreement with the
reference SSS [Fig. 2(c)]. However, the westward extension
from the coast of the Gironde plume is less evident in the
reference SSS and in the RV Investigador observations than
in the result of the OA, which refers to a period of 20 days.
This lesser extent of the Gironde plume is also confirmed by
the mooring SSS (not shown, equal to 33.58 pss-78 at 19UTC).
On the east part of 1.8W-45.4N (about 19:37–19:47 flight time),
we get again a lower salinity (up to 0.8 pss-78) compared to the
reference SSS due to a larger extent of the Gironde plume from
the 20 days interpolation.
The numerical model results used in the following analysis
come from on one hand by the IBI (Mercator 1/36◦) model with
climatological river run-offs [30], and on the other hand by the
Mars-3D model with daily observed river run-offs [31].
Fig. 2(d) represents the hourly average SSS field of May 20th
at 18:30 UTC from IBI with the plane track in foreground and
Fig. 2(e) the difference with respect to reference SSS. There
is a good agreement with the reference SSS for the first part
of the flight track (track 45.6N, 45.4N and 45.2N), but on the
track 45.0N and south of it, SSS from the model is lower than
the reference SSS. The high SSS pattern extends further west in
the measurements compared to the IBI model outputs.
Fig. 2(f) represents the hourly average SSS field of May 20th
at 19 UTC from Mars 3-D with the plane track in foreground
and Fig. 2(g) the difference with respect to reference SSS.
There is a good agreement at 45.6N, but at 45.4N and 45.2N
a saltier tongue coming from the north creates large east-west
gradients not seen on the measurements nor in IBI SSS (about
+1 pss-78 and −2 pss-78). The westem part of the plane track
presents a good agreement between Mars 3-D and reference
SSS, but on the track 45.0N and south of it, the modeled SSS is
about 1 pss-78 lower than the reference.
Wind speed was recorded in this area both by the QuikSCAT
satellite at 18h36 UTC and along the plane track by the RV An-
tea [Fig. 3(a)]. Wind speed derived from QuikSCAT indicates
wind speed between 5 and 7 m/s along the flight track [plotted
in background in Fig. 3(a)]. Unfortunately, when QuikSCAT
flew over the RV Antea, the ship measured a wind speed varying
from 5 m/s at 18:00 to 7.5 m/s at 19:00 so that it is difficult
to compare punctual ship measurements with QuikSCAT wind
speed integrated over 25× 25 km2 (5 m/s in the pixel crossing
the ship track at 18:36).
Due to long time interval needed by the RV Antea to sample
wind speed over the flight track, we chose to use QuikSCAT
as wind speed reference in spite of the time difference of
about 2 h between CAROLS and QuikSCAT data. When the
plane flew over the RV Antea (20:28, 44.89N, 1.69W) a strong
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TABLE III
CONTRIBUTIONS IN Tb (K) OF MODEL COMPONENTS ALONG THE
FLIGHT TRACK WHERE REFERENCE SSS HAS BEEN DERIVED
variation both in wind speed (5 to 10 m/s) [Fig. 3(a)] and in SSS
[Fig. 2(a)] was measured by the RV Antea. In the following,
unless specified, wind estimates under the flight track are those
derived from QuikSCAT.
Concerning water depth, it has to be noted that the plane
track remains over the continental shelf in the Gulf of Biscay
[Fig. 3(b)] [32], but is near the shelf border between 20:08 to
20:12 and 20:33 to 20:37.
III. METHODS
A. Brightness Temperature Simulations and Inversion Methods
In a first step, the measured Tb referenced in the antenna
frame are compared with simulated Tb obtained with a direct
model. We used the Terrestrial Radiometry Analysis Package
developed at IFREMER [33], [34], in a configuration that
takes into account the CAROLS antenna lobes geometry, the
aircraft attitude, and the physical models implemented in the
SMOS data processing of the ocean salinity. The different
contributions to emissivity are estimated as follows:
• the atmospheric emissivity and absorption from [35];
• the sea surface emissivity for a flat surface from [36];
• the roughness contribution to the sea surface emissivity
according to a two-scale model using the Durden and
Vesecky ×2 wave spectrum [37];
• the scattering of the sky radiation by the sea surface
according to [38].
Geophysical parameters needed to take into account these
contributions are as follows: Atmospheric pressure and relative
humidity are taken from the European Center for Medium range
Weather Forecast; SSS and SST are from the “reference” values
as explained in the previous section; Wind speed was derived
from QuikSCAT measurements recorded at 18:36 UTC (up to
2 h before the last CAROLS measurement over the ocean).
All these contributions are projected in the polarization ref-
erence frame of the antennas so that measurements of the two
antenna ports can be directly compared with simulations.
The contributions (as described above) to the brightness
temperature modeled for each antenna are summarized in
(Table III). Mean and standard deviation of each antenna and
polarization are computed on Tb at the flight track where refer-
ence SSS has been derived. The main contribution comes from
the flat sea model (highly related to the SSS), which dominates
in the Tb variations. At the second order, the Tb variations are
explained by the contribution due to the roughness (tscale), as
well as by the sky scattering (scatgal) for the 30◦ antenna. The
contribution of the atmosphere is mainly constant as the altitude
and the incidence angle are constant.
For the data corresponding to the time of the ship/plane
crossing, we compared Tb measurements and direct simulations
obtained using in-situ parameters measured by the ship (SSS,
SST, and wind speed). We used this comparison to remove
biases between measured and modeled Tb, without any asump-
tion on the origin of the biases originating from the model or
from the data. Results are summarized in (Table II). At nadir,
biases (measured with respect to simulated Tb) are positive and
range from 0.39 K to 0.49 K for the V and H polarizations,
respectively. For the 30◦ incidence angle antenna, biases are
negative and range from −0.36 K to −0.55 K for the H and
V polarizations, respectively. In the rest of our analysis, unless
otherwise specified, these biases were removed from the data.
Comparisons between measured and simulated Tb are dis-
cussed in Section IV. In the following section, we will present
different methods to retrieve the salinity from Tb measurements.
B. Sea Surface Salinity Retrieval
Using the models presented above, observations of Tb have
been inverted using two different methods. The first one, called
single parameter retrieval, uses only the SSS sensitivity of Tb
assuming that the wind speed is well known. The second one,
called multiparameter retrieval, is used to retrieve both wind
speed and SSS, requiring some a priori knowledge on wind
speed. In both cases SST is from the reference SST, which is
between 15 ◦C and 17 ◦C along the flight track.
1) Single Parameter Retrieval: SSS is retrieved for each
polarization on each antenna data product, using the sensitivity
of Tb to SSS, assuming that wind speed is perfectly known.
First, we calculate the difference between the measured and
simulated Tb with a prescribed value of SSS of 34 pss-78 and
other geophysics conditions taken as explained in Section II-B.
Then this difference in Tb is related to the SSS shift [with
respect to the 34 pss-78 value using a linear model as in (1)].
Errors due to the Tb versus SSS sensitivity linearization are
below 2.5% in the range of 32 to 36 pss-78.
∆Tb=Tb meas − Tb model(UQSCAT , SSTship, SSS=34)
SSS=34 +
dSSS
dTb
.∆Tb (1)
where dSSS/dTb (inverse of SSS sensitivity; see Table I) was
estimated at SST = 15.6 ◦C and SSS = 34 pss − 78 which
correspond to the median values of these parameters along the
flight track.
This method was applied on each polarization and each
antenna. Hence, four SSS are retrieved. In the following, we call
“Retrieval 1” the SSS retrieved using the V-polarization of the
30◦ antenna that corresponds to the most sensitive configuration
to SSS (see Table I) and “Retrieval 2” the SSS retrieved using
each polarization on each antenna.
2) Multiparameter Retrieval: In this method, SSS and
wind speed are retrieved simultaneously using the iterative
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TABLE IV
COMPARISON OF SSS RETRIEVED FROM RADIOMETRIC MEASUREMENTS TO REFERENCE SSS (1530 MEASUREMENTS)
Levenberg and Marquard method [39]–[42]. Using a
maximum-likehood Bayesian approach, assuming a Gaussian
distribution of the errors on Tb, SSS and wind speed are
iteratively estimated. The retrieval method starts with an
a priori value on SSS and WS that influence the Tb and with
set values on the uncertainties σPj . The method minimizes the
following cost function:
χ2 =
∑
i
(
Tmeasbi − Tmodbi (SSS,WS)
)2
σ2
Tmod
bi
+ σ2Tbi
+
(SSSretrieved − SSSprior)2
σ2SSS
+
(WSretrieved −WSprior)2
σ2WS
(2)
where Tbi correspond to (Nadir-V; Nadir-H; 30◦ − V; 30◦ −
H) measurements or models. Prior value of these parameters
was chosen as: SSSprior = 34 pss − 78, σSSS = 20 pss − 78,
WSprior = 6.5 m/s, and σWS = 2 m/s. We decided to put a
high value on the SSS uncertainty (20 pss-78) to give a little
weight to the SSS constraining term. If we choose instead a
prior value of 35 pss-78 or a prior standard deviation of 100 pss-
78, final statistics remain the same. The wind speed uncertainty
is deduced from the R/V Antea measurements. We arbitrarily
put an error on the simulated Tb of (σTmod
bi
= 0.1 K), and
we chose two types of Tb noise on the measurements, either
consistent with the radiometric accuracy (0.1 K) for “Retrievals
3 and 4,” or consistent with the order of magnitude of biases
(1 K) for “Retrieval 5.” In this last case, Tb measurements
are not corrected for biases before retrieval. In the case of
“Retrievals 5 and 4,” the two antennas and polarizations are
used whereas for “Retrieval 3” only the two polarizations of the
30◦ antenna are used. Unlike the single parameter retrieval, an
exact knowledge of the wind speed is not necessary. An a priori
estimation of its value together with the standard deviation of
its error is sufficient.
The first four columns of Table IV summarize the conditions
of inversion for the five retrieval cases.
IV. RESULTS
A. Measured and Simulated Brightness Temperatures
We limit our analysis in this section to the flight period during
which our reference SSS is available.
Fig. 4 presents results of the direct simulation with respect
to the measured brightness temperature, for each polarization
and antenna. Statistics of these comparisons are reported in
Fig. 4. Radiometric measurements versus simulated brightness temperature.
Each subplot represents one of the two antenna and polarization. (a), (b) for the
30◦ antenna, respectively the V and H polarization, whereas (c) and (d) for the
nadir antenna, respectively, the V and H polarization.
TABLE V
RADIOMETRIC MEASUREMENTS VERSUS SIMULATED BRIGHTNESS
TEMPERATURE (1530 MEASUREMENTS)
(Table V). We notice that the excursion of the 30◦ antenna mea-
surements is more important than that of the nadir antenna. This
is because the sensitivity to incidence angle variations is larger
at 30◦ than at nadir (Table I) particularly in V-polarization.
In addition to this influence, the dynamics of Tb at 30◦ and
V-polarization is larger because of the larger sensitivity to the
SSS (Table I). In H-polarization at 30◦ incidence angle, data
are noisier, probably due to a higher wind speed sensitivity,
and to a wind speed accuracy not better than 2 m/s in this
nonhomogeneous and nonstationary situation.
According to Table V, after correcting the measurements for
biases observed at the ship/plane crossing, on average over the
flight period considered here, small biases remain with an order
of magnitude smaller than those at crossing point except for
V-polarization on nadir antenna.
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Fig. 5. SSS as a function of the flight time along the plane track. (b) represents the retrieved SSS using the different algorithms whereas (d) represents the different
SSS resampled under the flight track from SSS map shown in [Fig. 2]. (a) and (c) represent the flight beginning in the Gironde plume with an expanded salinity
scale. In the top of the figures, W, S, E represent the true heading as cardinal points; C and WW point out, respectively, periods of Circle flights and Wing-wags
movements. Reference SSS is plotted as a black line in the two figures. Samples from the Arcadino campaign and the microcat mooring are represented with a
black star. In the middle of the figure, red line represents the period during which the plane was on the border of the shelf, the green line represents the locations
where the RV Antea was on the plane track and in the neighborhood for the dashed line. The black cross on the green line points out the time when the plane track
crossed the ship (20h28, 44.89 N, 1.69 W).
B. Retrieved Sea Surface Salinity Versus Reference SSS
Fig. 5(b) shows the five retrieved SSS, described in
Section III-B, as a function of time along the flight. These
values are compared to the reference SSS (see Section II-B).
All the statistics are reported in (Table IV). The five retrievals
of SSS have similar variability along the plane track. The
maximum differences between the five estimates at a same
location is less than 0.55 pss-78 for 70% of the data.
Once the SSS fields from Mars-3D, IBI and OA SSS fields
are resampled under the plane track (using a nearest temporal
neighbor method for numerical models), we observe differences
of few pss-78 with reference SSS or SSS derived from radio-
metric measurements [Fig. 5(d)].
On the first part of the flight, up to 18:58 in the Gironde
plume, all retrievals indicate a very strong gradient of salinity
starting with very fresh salinities, as low as 27 pss-78 [Fig. 5(a)
and (c)]. Unfortunately, no in-situ measurements were available
there. These low values are in agreement with the Mars-3D
SSS, but the westward extension of the low salinity plume
is in slightly better agreement with IBI model. The westward
extension of the low salinity plume is overestimated by the OA
as the latter averages the SSS over 20 days.
Between 18:58 and 19:11, the five retrievals agree with the
reference SSS and the microcat mooring SSS. Between 19:30
and 19:59, the plane flies eastward along 45.4N, southward
along 1.45W (close the shore) and westward along 45.2N. Ref-
erence SSS, IBI, OA, and radiometric measurements see a de-
crease of SSS when approaching the coast. Nevertheless, when
the plane flies southward, radiometric measurements are in
better agreement with OA which is about 0.8 pss-78 lower than
reference SSS. Indeed the RV Antea was sailing 20 km west
of the flight track off the coast. During this period, Mars 3-D
simulation behaves differently from other SSS: on the tracks
45.4N and 45.2N, Mars 3-D simulates a SSS tongue of about
34 pss-78 coming from the northwest [see Fig. 2(f) and (g) and
description] not seen on other fields and near the coast, and a
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Fig. 6. (a) SSS reference, (b) Retrieved SSS from CAROLS radiometric measurements using the retrieval method 5, (c) retrieved SSS minus reference SSS
where SSS reference is available.
Fig. 7. Wind speed as a function of the flight time along the plane track. Color dots represent the wind speed estimation using the multiparameter retrieval. Wind
speed measured by the QuikSCAT scatterometer at 18h36 for all the plane track is represented as a black line (input for single parameter retrieval). The black line
between 20:27 at 9.3 m/s and 20:30 at 4.5 m/s represents the spatial interpolation of the RV Antea wind speed measurements. Other legends in this figure are the
same as those used for Fig. 5.
large freshening with SSS fresher by up to 2 pss-78 than other
estimates.
Between 20:10 and 20:12, with the plane flying toward
south-east close to the continental shelf border, the retrieved
SSS does not fit well with the reference SSS (there was one
day lag between in-situ SSS and the flight), but instead agrees
with IBI SSS that indicates a penetration of a salty waters
coming from the west. Between 20:12 and 20:16, the plane flies
eastward along 45N up to longitude 2.0W. There, the five re-
trieved SSS mismatch. Retrievals 3 and 4 overestimate the SSS
according to the reference SSS by about 0.3 pss-78. Retrievals
5 and 2, underestimate the SSS by about, respectively, 0.2 and
0.5 pss-78, whereas Retrieval 1 agrees with the reference SSS
and the OA. SSS from oceanic models are fresher by about
1 pss-78 than reference SSS and are fresher than the lowest
retrieved SSS (Retrieval 2).
In the following period, up to 20:36, the five retrieved SSS
are in the range of the measured and simulated SSS, but
SSS retrieved with retrieval 5 agrees better with the reference
SSS that was derived from in-situ measurements close in time
and space.
For the last part of the flight (after 20:36), reference SSS is
not available, but the five retrieved SSS are in the range of the
high-resolution numerical models outputs, the OA and one of
the two water samples from Arcadino campaign [Fig. 5(d)].
Table IV shows results of the five retrievals: SSS is retrieved
with a scatter to the reference SSS of less than 0.4 pss-78, and
with a correlation better than 0.8; the 95% confidence interval
is 0.02 pss-78. There remain biases of about −0.2 pss-78
regardless the method, antenna, or polarization used.
When comparing the five retrieved SSS with the reference
SSS, the lowest biases and the best correlation of retrieved
SSS are observed for Retrievals 1 and 5 (Table V). These
two retrievals represent two opposite approaches: Retrieval 1
neglects errors on Tb and wind speed and uses only the most
sensitive configuration to SSS (V-polarization at 30◦), whereas
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TABLE VI
COMPARISON OF THE SSS RETRIEVED FROM CAROLS (RUN R5) WITH REFERENCE, OBJECTIVE
ANALYSIS, AND MODELS (IBI AND MARS 3-D)—1530 MEASUREMENTS
Retrieval 5 allows large adjustment of Tb measured in V and
H-polarization at nadir and 30◦ and adjustment of wind speed.
Fig. 6(a) [identical to Fig. 2(a)] represents the reference
SSS. Fig. 6(b) represents the best radiometric retrieved SSS
(Retrieval 5) and Fig. 6(c) the difference with respect to refer-
ence SSS. There is a very good agreement with the reference
SSS on the main part of the track, except around 45.1N-
2.1W, where no in-situ measurements have been performed.
Moreover, this area, as well as 44.7N-2.1W, are near the shelf
border [Fig. 3(b)], where the sea surface conditions are highly
variable.
One advantage of multiparametric retrievals is that they have
the capability of adjusting the wind speed to the local variability
under the plane track. The retrieved wind speeds are displayed
on Fig. 7. With Retrieval 5, the large noise imposed on Tb
prevents a large deviation of retrieved wind speed with respect
to the prior value (6.5 m/s). On the other hand, when a low
noise is imposed on Tb (retrievals 3 and 4), the retrieved wind
speed is much noisier and exhibits variations of 2 ms−1 with
respect to QuikSCAT wind speed. However, near the crossing
of the plane and ship, the ship measurements are characterized
by a large variation in wind speed. Assuming that this variation
in time reflects spatial variation along the ship cruise, we
colocated in space the wind speed recorded on the ship between
19:58 and 20:58 (around the crossing point at 20:28). This
spatial colocation corresponds on Fig. 7 to flight time between
20:27:03 and 20:30:05 (80 samples). It is remarkable that the
retrieved wind speed (Retrievals 3 and 4) during this period
is in better agreement with the ship colocated measurements
than the QuikSCAT wind speeds; average of the difference
between retrieved and colocated ship wind speed is of 0.1 m/s
with a standard deviation of the difference of 0.9 m/s for the
retrievals 3 and 4 whereas bias and standard deviation of the
difference are, respectively, 0.8 and 1.3 m/s for comparison
between colocated measurements and QuikSCAT.
During this period of highly variable wind speed, the re-
trieved SSS is closer to reference when using a multiparametric
retrieval than when using a single parameter retrieval: biases
are of −0.04 pss-78 and 0.07 pss-78 for retrievals 3 and 4,
whereas retrievals 1, 2, and 5 are, respectively, of 0.10 pss-78,
0.37 pss-78, and 0.14 pss-78.
We further tested the possible effect of the spatial variability
of the wind speed at a resolution lower than 25 km using
the high-resolution QuikSCAT wind speed from [43] (2.5 km
resolution). No improvement on the whole flight statistic is
observed, possibly because of the temporal variation of the
wind since the satellite passed at 18:36.
If instead of comparing the retrieved SSS with reference
SSS, we compare them with the objective analyzed SSS or
the oceanic models SSS, correlations are worse, and biases are
opposite (positive—Table VI for retrieval 5). Correlation and
std of the difference are better for IBI model than the OA or
Mars 3-D model (Table VI, lines 1–4). Furthermore, retrieved
SSS (Retrieval 5—R5) is better than SSS fields derived from
coastal numerical model or OA [Table VI, lines 1 and 5–7; and
Fig. 6(c) versus Fig. 2(c), (e) and (g)].
Hence, although our reference SSS was derived with mea-
surements taken sometimes at plus or minus one day and 20 km
from the flight, it is closer to radiometer SSS than regional SSS
fields; this demonstrates the importance of conducting in-situ
measurements close in space and time with the flight campaign,
particularly in coastal zone where SSS is highly variable.
V. DISCUSSION AND CONCLUSION
In this paper, we showed that we are able to retrieve values
of SSS from airborne L-band radiometric measurements con-
sistent with ground truth (standard deviation of the error of
0.3 pss-78 with SSS varying between 32.5 and 35 pss-78). This
standard deviation of the error is about a factor 2 larger than
the one expected from the radiometric measurement error (0.06
to 0.08 K is equivalent to about 0.15 pss-78, see Section II-A)
alone. A similar discrepancy is observed when comparing
SMOS and in-situ salinities [44]. The error on retrieved salin-
ities, as derived from comparisons with ARGO data, is on the
order of 0.4 pss-78, larger by a factor 2 to 4 than those expected,
whereas the rms error on SMOS Tb, after removing systematic
biases in the field of view, is consistent with expectations
[45]. This suggests that part of the L-band signal is not fully
described by present models and auxiliary parameters.
We also show that a ship survey dedicated to SSS mea-
surements under the flight track and SSS fields derived from
numerical models or OA greatly contributes to interpret the
radiometer measurements. It is remarkable that although there
is some scatter on our retrieved SSS depending on the polar-
izations and antennas used in the retrieval, this uncertainty is
smaller than the difference between the various SSS estimates
derived in this area from high-resolution models or OA of in-
situ data [Fig. 5(d)].
We discarded several RFIs in horizontal polarization in the
second part of the flight on both antennas, and we cannot
exclude that some weak RFIs remain in horizontal polarization
resulting in errors in our retrievals. The SSS retrieved between
20:12 and 20:16, during which the various retrievals give
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different systematic biases, support this hypothesis since the
retrieval using the 30◦ antenna and the V-polarization seems
unaffected.
One source of uncertainty is probably due to the way rough-
ness effects are taken into account. First, wind speed measure-
ments are not available at the same time of the flight or at
the spatial resolution of the radiometer data. Second, in such a
coastal area, wind speed is probably not enough to characterize
the roughness due to fetch effects.
Nevertheless, our study shows that inversion of CAROLS
data using SMOS direct models and retrieval methods performs
rather well in terms of retrieved SSS in such a complicated
situation. We find also that the SSS retrieved from the vertical
polarized Tb is of better quality than the one retrieved from
both polarizations; this could be explained by our imperfect
modeling of the sea surface roughness effects, since the vertical
polarization is more sensitive to SSS and less sensitive to the
roughness than the horizontal polarization. More surprising is
the fact that, with a reasonable noise on Tb, a multiparametric
retrieval applied after biases correction, does not perform better
than a single parameter inversion based on an prescribed wind
speed. It is only when biases are not corrected and a 1 K noise
is imposed on Tb that SSS is obtained with a better quality
than the one retrieved in the best configuration (30◦ incidence,
V-polarization) with a single inversion. However, multipara-
metric retrievals with reasonable Tb noise yield a better re-
trieved SSS than other retrievals over the period of RV Antea
overflight, a period of highly variable wind speed, as they allow
to improve the estimate of the wind speed itself.
In addition, this study demonstrates the value of the airborne
remote sensing for giving a quasi instantaneous view of SSS
at regional scale with better accuracy than SSS fields derived
from coastal numerical model or OA. This particularly holds in
very variable regions like the ones close to river plumes or shelf
border where the numerical models may misestimate either the
intensity or the position of the salinity gradients. We show
the complementarity of in-situ measurements (very accurate
but rarely coincident in space and time with the plane) and
high-resolution oceanic models for interpreting the radiometric
observations and sampling all the relevant phenomena in a
coastal shelf area such as the one under study. Some variability
observed close to the shelf edge by the radiometer was not
sampled by the ship probably because of a time lag of one day
between ship and plane measurements, but it was consistent
with the IBI model SSS. Close to the Gironde plume where
no in-situ measurement was available, the better agreement of
the radiometric SSS with MARS 3-D model SSS than with
IBI model SSS underlines the importance of using realistic
river run-offs for modeling coastal SSS, as Mars 3-D model
uses daily observed river run-offs whereas IBI model uses
climatological river run-offs.
Although our results show the interest of L-band radiometry
in coastal areas, the use of SMOS near the coast will require
further study. Flights of our instrument further from the coast
could be used to assess the performance of SMOS in coastal
areas where contamination by the coast would be noticeable.
Further work using CAROLS data will deal with analyses of
flights when concomitant observations of scatterometer data of
STORM and L-band radiometer data of CAROLS have been
recorded. This will allow to eventually improve the modeling
of the roughness impact in the SSS retrieval.
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Annexe C
Variance des pentes : GNSS-R
(GOLD) et STORM
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(a) (b)
(c)
Figure C.1 – Variance des pentes (mss) déduit des mesures GNSS-R (GOLD) et de
STORM sous la trace de l’avion en fonction de l’heure de vol pour trois vols de la
campagne Novembre 2010.
Annexe D
Validation des données in situ,
campagne GOGASMOS 2009
Intercomparaison des mesures in siu
Parallèlement à la campagne aéroportée CAROLS de Mai 2009, une importante
campagne océanographique de mesure in situ a été déployé dans le golfe de Gascogne
(campagne GOGASMOS). Durant cette campagne, le navire océanographique fran-
çais Antea de l’IRD mesura la salinité et température de surface de l’océan tout le
long de son trajet à l’aide d’un thermosalinographe (TSG) SeaBird SBE21 dont la
prise d’eau se situe à 3.5m. Ces mesures ont été corrigés d’un biais et validé avec
les mesures CTD du bateau. La précision de ces mesures est de l’ordre de 0.01pss.
De nombreux instruments furent déployés durant la campagne. Le glider Pytheas
échantillonna régulièrement durant toute la campagne, entre le fond et la surface,
les eaux du panache de la Gironde à une latitude de 45.56°N entre 1.8°W et 3.6°W.
À cette même latitude (survolé par tous les vols de la campagne), une ligne de
mouillage a été installée à 1.83°W de longitude avec des capteurs à 2m et 20m qui
échantillonnent toutes les 30 s avec une précision de l’ordre de 0.01pss. Par ailleurs,
plusieurs bouées dérivantes furent déployées durant la campagne, mais dont je n’ai
pas analysé les données.
En complément des mesures dédiées de la campagne Gogasmos, j’ai utilisé les
mesures effectuées lors de deux autres campagnes dans la zone. Le navire océano-
graphique espagnol, Investigator de l’AZTI-Tecnalia, a effectué une série de station
CTD sur l’ensemble du sud du plateau continental jusqu’à 46°N. En complément
des mesures CTD, des mesures de salinité sur des prélèvements de surface ont été
effectués.
L’intercomparaison des mesures CTD de l’AZTI avec les autres capteurs lorsque
les mesures sont effectuées temporellement et spatialement (CTD de l’Antea, glider
Pytheas et données de mouillage) ont amené à la conclusion que le capteur de tem-
pérature du CTD de l’AZTI avait une constante de temps d’environ 1 s et que les
mesures de salinité présentaient une dérive avec le temps (Figure D.1(a) page sui-
vante). Après correction de ces deux paramètres, il reste un biais constant d’environ
p0.30˘ 0.02q pss (Figure D.1(b)). Ce sont les valeurs à 3m des CTD de l’AZTI après
correction qui ont été utilisé. Le glider Pytheas a également nécessité une correction
de 3 s de la constante de temps du capteur de température afin d’avoir une bonne
correspondance entre les profils descendants et montants.
Seule une portion de ces mesures in situ ont été utilisée dans l’étude du vol côtier
de Mai 2009 (Chapitre 6 et Annexe B). La série de mesure des CTD de surface de
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(a) (b)
Figure D.1 – (a) différence de salinité entre les prélèvements et la salinité à 3m de la
CTD de l’AZTI, après correction de la constante de temps du capteur de température,
en fonction des stations CTD (temps). (b) Profils de température et de salinité de CTD
de l’Antea et de l’AZTI.
l’AZTI le long de la latitude 45.62°N et les mesures de TSG de l’Antea ont servi
de SSS et SST de référence. Les mesures du mouillage ainsi que les prélèvements
d’eau ont été utilisées comme mesures auxiliaires. Dans la section suivante, j’ai es-
timé l’erreur sur la salinité que l’on fait en utilisant ces mesures in situ (éloignées
temporellement, ˘1 jour et spatialement, 10 km) plutôt que des mesures sous l’avion
à l’instant de son passage. Il existe peut-être également une stratification entre la
mesure in situ à 3m et la SSS télédétecté (1 cm) en particulier proche de l’embou-
chure de la Gironde. Suffisamment loin de l’embouchure, on s’attend à un impact
négligeable de l’erreur sur la SSS.
Estimation de l’erreur d’extrapolation de la SSS de référence
La Figure D.2 page ci-contre estime l’erreur d’extrapolation entre la SSS sous
l’avion et la SSS de référence à l’aide des modèles océanographiques côtier haute
résolution Mars 3D et IBI/Mercator. Les salinités extrapolées sont en bon accord
avec les salinités sous la trace de l’avion pour les deux modèles avec une différence
de SSS généralement inférieure à 0.2pss.Les erreurs maximales avant 19h n’ont pas
de sens puisque la SSS de référence a été fixé à 34pss. Le pic d’erreur de Mars3D
vers 19h40 n’est pas représentatif de la réalité vu que le modèle surestime le gradient
de salinité dans cette zone. Par contre les pics d’erreur de l’extrapolation du modèle
IBI après 20h peuvent expliquer les désaccords entre les inversions aéroportées et la
SSS de référence, en particulier pour les données vers 20h10 à 45.1°N ; 2.7°W où le
bateau n’a pas échantillonné la surface (Figure 5 et 6 du papier).
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(a) (b)
(c) (d)
Figure D.2 – Estimation de l’erreur d’extrapolation à l’aide des modèles océanogra-
phique côtier Mars 3D ((a), (b), noté ici Previmer) et IBI/mercator ((c), (d)). (a) et
(c) en bleu, la SSS des modèles sous la trace de l’avion (valeur la plus proche tem-
porellement et spatialement). En vert, SSS de référence sous la trace de l’avion, en
rééchantillonnant les mesures in situ à l’aide de la méthode des plus proches voisins.
En rouge, SSS sous la trace de l’avion en utilisant la même méthode d’interpolation que
pour la SSS de référence, les mesures in situ étant déduite des modèles à la position
et date de la mesure. (b) et (d) représentent l’erreur absolue d’après les modèles de
l’extrapolation entre la SSS sous l’avion et la SSS de référence.
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Annexe E
SMOS dans le golfe de
Gascogne : Novembre 2010
L’objectif principal de la campagne de Novembre 2010 était de comparer les
mesures SMOS dans le Golfe de Gascogne aux mesures CAROLS. Or les salinités
inversées par SMOS dans la zone (Figure E.1(a) pour le 25 Novembre) allant de
30pss à 40pss sont très différentes des salinités in situ (Figure 5.2(b) page 83) avec
des salinités allant de 35.2 pss à 35.8 pss. Il y a une énorme différence. Le signal me-
suré par SMOS est donc mal représenté par les modèles, vraisemblablement à cause
de l’impact des RFI sur la mesure, mais aussi peut-être de la mauvaise représenta-
tion de l’impact des terres émergées sur le signal mesuré au-dessus de l’océan. Je
vais donc essayer de discriminer l’origine probable de ces mauvaises inversions de
SSS à partir des mesures SMOS dans le golfe de Gascogne.
Un des outils disponible pour vérifier la consistance de la SSS inversée est de
regarder la valeur des drapeaux de qualité. L’un de ces drapeaux produits par le ni-
veau 2, est le drapeau de RFI. Ce drapeau est levé lorsque le bruit des Tb mesurées
d’un pixel à tous les angles d’incidence est supérieur à un seuil dynamique. L’algo-
rithme suivant lève le drapeau “RFI” d’un pixel SMOS lorsque l’inégalité suivante
est satisfaite :
std pTbmeas ´ TbOTT ´ Tbmodq ą 1.2
cř
σ2rad ` σ2mod
N
(E.1)
avec Tbmeas et Tbmod les Tb mesurées ou modélisées pour chaque angle d’incidence
des différentes acquisitions SMOS au niveau du pixel ; TbOTT le biais moyen de
SMOS suivant la position dans le champ de vue ; σ2rad et σ2mod la variance attendue
de la Tb mesurée et modélisée et N le nombre de données pour le pixel.
Lorsque le drapeau est levé, ceci indique une forte dispersion des Tb mesurées
par rapport au modèle. Les drapeaux de RFI de l’orbite du 25 (Figure E.1(b)) sont
levés pour la majeure partie du golfe de Gascogne et indiquent donc convenablement
la mauvaise estimation des SSS inversées. L’analyse des images de Tb SMOS dans le
golfe de Gascogne, met en évidence l’impact d’une forte source de RFI semblant pro-
venir du sud de l’Angleterre (figure non montrée). Dans le sud du golfe de Gascogne,
le drapeau n’est pas levé tandis que les valeurs de SSS sont trop faibles (inférieures
à 33pss par rapport à une salinité attendu supérieure à 35pss). Dans la suite de
cette étude, je vais essayer de m’affranchir des RFI pour étudier le signal restant
et comprendre l’origine de ces mauvaises inversions. J’ai montré la SSS SMOS in-
versées pour une orbite descendante. Les SSS pour les orbites ascendantes montrent
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(a) (b)
Figure E.1 – (a) SSS SMOS (L2 v500) dans le golfe de Gascogne le 25 Novembre 2010.
(b) Drapeau RFI du niveau 2 dans le golfe de Gascogne pour l’orbite du 25 Novembre.
Valeur de 1 (marron) lorsqu’on suspecte des RFI et 0 (bleu) quand le drapeau n’est pas
levé.
les mêmes ordres de grandeurs d’erreur sur la restitution de la SSS dans le golfe de
Gascogne.
Nous avons utilisé la méthode de mitigation des RFI de Yan Soldo (CESBIO)
[Soldo et al., 2012]. L’algorithme de mitigation consiste en une estimation itérative
de l’intensité et de la position de la source de RFI. Suivant les recommandations de
Yan Soldo, nous nous sommes limités au RFI moyen, i.e. les RFI pour lesquels la
Tb maximale mesurée par SMOS est inférieure à 2000K (Figure E.2 page ci-contre
trait rouge). Un seuil de 500K comme utilisé par Joe Tenerelli (communication
personnelle) pour produire les SSS de niveau 2, supprimerai la plupart des mesures
(Figure E.2 trait bleu). Le domaine de sélection des orbites se situe entre (44°N à
49°N). Pour les vols du soir (22 et 25 Nov., orbites descendantes), les Tb maximales
sont les plus fortes sur la première partie du domaine, i.e. là où l’Angleterre se trouve
dans le champ de vue SMOS. Les Tb sont de l’ordre de 1000K à 2000K lorsque le
champ de vue SMOS est centré sur le golfe de Gascogne. Pour les orbites ascendantes
(vol du matin, 19 et 27 Nov.) les Tb maximales sont généralement plus faibles que
pour les orbites descendantes et sont inférieures à 2000K sur la plus grande partie
de la sélection.
Afin de comparer les Tb SMOS le long de la trace du satellite (variation des Tb
en fonction de la latitude), je me suis limité aux pixels à distance constante de la
trace pour m’affranchir des effets de rotation de polarisation. En effet, au centre du
champ de vue SMOS, i.e. le long de la trace (xi “ 0, Figure E.4 page 153), la Tb
mesurée dans les polarisations H et V dans le plan du satellite (polarisation X et Y)
correspondent aux polarisations H et V à la surface de l’océan. Quand on s’éloigne
de la trace, on a une rotation (mélange) de ces polarisations.
J’ai choisi les pixels SMOS, pour qu’ils soient parallèles à la trace et passent à
moins de 20 km de la bouée Gascogne (Figure E.3 page 152). La position des pixels
SMOS dans le champ de vue SMOS (limité à l’AFFOV) est représentée dans la
Figure E.4 page 153. Pour l’orbite du 27 Novembre, le satellite passant très à l’Est
par rapport à la bouée Gascogne, peu de mesures à peu d’angle d’incidence dans
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure E.2 – Tb maximum dans le champ de vue SMOS (cercle unité) pour les quatre
vol de la campagne de Nov. 2010 (indiqué dans en entête de la figure). En fonction
des acquisitions (snapshot, i.e. temps) (à gauche) et histogramme (à droite). Chaque
sous-figure du bas est un zoom de la sous-figure du haut. La ligne rouge représente un
seuil de 2000K et la bleue un seuil de 500K.
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(a) (b) (c)
Figure E.3 – Trace de l’avion (en bleu) et pixels SMOS étudiés parallèles à la trace
du satellite (rond rouge). Les traits rouges et verts représentent le trait de côte décalé
respectivement de (4°N ;5.7°W) et (2°S ;7°W). Pour les orbites et vols du (a) 19 Nov.,
(b) 22 Nov., (c) 25 Nov.
l’AFFOV sont disponibles (Figure E.4(d)). Je me limiterai donc à l’analyse des trois
premières orbites. Pour chacune des données présentées ci-dessous, seules les mesures
avec les trois bras SMOS en polarisation V ou H simultanée et dans le champ de vue
sans repliement de spectre (AFFOV — Alias Free Field Of View) ont été utilisées.
Ceci permet d’avoir le bruit radiométrique sur la mesure le plus faible.
La comparaison des Tb mesurées avec le modèle (Figure E.5 page 154) met
en évidence l’influence importante des RFI, caractérisés par la Tb maximale me-
surée dans le cercle unité du champ de vue SMOS, en particulier pour les orbites
descendantes (22 et 25 Nov.). La sélection des acquisitions avec une Tb maximale in-
férieure à 2000K, permet de supprimer la majeure partie des Tb les plus dispersées.
On remarque cependant que pour le 22 et 25 Novembre, il subsiste une dispersion
des points jusqu’à 40K alors que la Tb maximale est inférieure à 2000K. Cette
dispersion est bien supérieure à celle attendue d’une source de 2000K, qui est au
maximum de 5K dans la zone étudiée Pour l’orbite du 19 Novembre (ascendante),
les Tb maximales sont généralement inférieures à 2000K (i.e. 1ˆ 103.3 K). On n’ob-
serve pas, même pour les plus fortes valeurs de Tb maximale, de dispersion aussi
forte que pour les deux orbites descendantes. On remarque cependant des oscillations
“cohérentes” en fonction de l’angle d’incidence par rapport au modèle. Ces oscilla-
tions ne s’expliquent pas par l’influence des RFI d’après les études de Yan Soldo.
Les corrections de Tb provenant de la mitigation des RFI sont aux maximums de
5K pour les pixels étudiés.
Ces oscillations semblent provenir d’un signal géophysique. Pour analyser l’in-
fluence de la distance à la côte sur la signature en Tb en fonction de l’angle d’in-
cidence, j’ai représenté en couleur la latitude des Tb qui correspond donc approxi-
mativement à la distance de la côte (Figure E.6). Les orbites descendantes étant
fortement polluées par les RFI, je n’ai représenté que l’orbite du 19 Novembre. On
remarque que les oscillations sont effectivement liées à la latitude, donc potentielle-
ment à la distance à la côte.
Récemment, Jean-Luc Vergely a mis en évidence des biais permanent à proxi-
mité de la côte (jusqu’à 10° de longitude ou latitude, soit jusqu’à environ 1000 km,
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(a) (b)
(c) (d)
Figure E.4 – Position des pixels SMOS étudiés dans le champ de vue SMOS (trait noir)
sur un fond de carte représentant le biais moyen en Tb des mesures SMOS (OTT) en
polarisation X (polarisation H à xi=0). Pour les orbites du (a) 19 Nov., (b) 22 Nov.,
(c) 25 Nov. et (d) 27 Nov.
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(c) (d)
(e) (f)
Figure E.5 – Tb en fonction de l’angle d’incidence. En noir modèle + OTT. En couleur,
Tb SMOS mesurée dont l’échelle de couleur représente la Tb maximale dans le cercle
unité. (à gauche) échelle de couleur logarithmique en base 10 du maximum de Tb dans
le cercle unité. (à droite) sélection des snapshots pour lesquels la Tb maximale dans le
cercle unité est inférieure à 2000K avec une échelle de couleur linéaire. La date des
orbites est indiquée dans le titre de chaque figure.
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Figure E.6 – Tb en fonction de l’angle d’incidence. En noir modèle + OTT. En couleur,
Tb SMOS mesurées (pour lesquelles la Tb maximale dans le cercle unité est inférieure à
2000K) dont l’échelle de couleur représente la latitude de chaque Tb. La date de l’orbite
est indiquée dans le titre de chaque figure.
Figure E.7 page suivante). Ces biais permanent semblent être des répliques de la
côte décalés en longitude et latitude qu’il appelle fantôme. J’ai représenté ces fan-
tômes dans la Figure E.3. Les fantômes tracés dans cette figure, ne sont valables que
pour les orbites ascendantes, soit dans cette figure uniquement pour l’orbite du 19
Novembre. On retrouve alors dans le golfe de Gascogne les Pyrénées et le Nord de
l’Espagne (en rouge) et le BénéLux avec l’Est de la France (en vert). Les fantômes
se superposant dans le golfe de Gascogne, il est difficile de confirmer cette hypothèse
avec les tracés de la Figure E.6. Malgré tout on peut conclure que l’influence des
RFI n’expliquent pas la totalité des parasites dans le golfe de Gascogne comme on
l’estimait à premier abord.
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(a) (b)
Figure E.7 – Tb sous la trace du satellite (xi=0) à 42.5° d’angle d’incidence en pola-
risation Y (soit V sous la trace). La courbe rouge représente le décalage de la ligne de
côte et représente la position des ghosts (différent pour (a) et (b)). Crédit J.L. Vergely.
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F.1 Introduction
Lors de l’analyse des vols de la campagne de Novembre 2010, on observa une
différence entre le modèle et les mesures jusqu’à 2 K à l’approche de Ouessant pour
des données moyennées toutes les seconde alors que l’angle d’incidence pour les
trois vols (66, 68, 69) reste fixe. L’augmentation est forte en V (ą 1K) et faible
voir nulle en H (ă 0.5K). Une variation de rugosité ou de SSS impliquerait une
variation importante sur les deux polarisations. De même concernant l’influence des
terres émergées dans les lobes secondaires CAROLS, influence qui ne provoquerait
d’ailleurs pas un signal aussi fort. Le signal affectant principalement la polarisation
V, les RFI semblent être une explication plus pausibles. Les données à 40ms fournis
par le LATMOS (M. Pardé) sont filtrées suivant le critère de kurtosis (Section 2.4.1
page 41) pour supprimer les RFI. Or on remarque qu’une portion des RFI ne sont
pas supprimées dans le vol du 19 novembre (vol 66) vers 10.2 heures (Figure F.1
page suivante, en bleu) en V et en H. L’impact est plus fort en V qu’en H. Ce filtrage
des RFI est donc insuffisant bien qu’il en supprime la plus grande partie par rapport
aux données rapides brutes à 1ms (i.e. avant filtrage, Figure F.1 en rouge).
Dans un premier temps, je montrerai la variation du kurtosis en fonction de
la polarisation et de l’angle d’incidence puis présenterai le nouvel algorithme et le
traitement associé des données de Novembre 2010 sur l’exemple du vol du 19.
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(a) (b)
Figure F.1 – Tb en fonction du temps pour le vol 66 de la campagne de Novembre
2010. La fréquence d’échantillonage est de 1 ms. En rouge, les données brutes filtrées
seulement des données incohérentes pour des kurtosis compris entre 0 et 20. En bleu, les
données filtrées pour des kurtosis compris entre 2.9 et 3.1 (données moyennées à 40 ms
puis distribuées par le LATMOS). (a) pour la polarisation V. (b) pour la polarisation
H.
F.2 Variation du kurtosis avec la polarisation et l’angle
d’incidence
Sur la Figure F.2 page ci-contre, le kurtosis pour les polarisations H et V est tracé
en fonction de l’angle d’incidence durant des Wing-Wags effectué durant le vol côtier
du 20 Mai 2009. On remarque que le kurtosis dépend à la fois de la polarisation et de
l’angle d’incidence. Pour le vol du 19 Novembre 2010, lorsque l’avion vole à plat, le
kurtosis de l’antenne côté est compris à 90% entre 2.89 et 2.95 pour la polarisation
H et 2.91 et 2.97 pr la polarisation V. En filtrant à 2.9, on perd environ 15% des
données en polarisation H.
Par ailleurs, malgré des valeurs de kurtosis normales (proche de 3), la Tb peut
présenter des excès (Figure F.3 page suivante). Ce sont ces données qui ont pu passer
à travers le filtre sur le kurtosis.
F.3 Nouvel algorithme
Les observations précédentes, m’ont amené à préférer une méthode dynamique
pour filtrer les données plutôt qu’un seuil strict sur les valeurs de kurtosis. Avant de
présenter l’algorithme, je rappelle que les mesures CAROLS sont acquises pendant
800 ms puis un étalonnage est effectué durant 200 ms. Donc quand je parlerai de
moyenne sur 1 seconde, il s’agit en fait, d’une moyenne sur un block de 800 ms.
L’algorithme suivant se décompose en 4 étapes :
1. Estimation de l’écart-type (σ) sur 1 seconde de la Tb et des valeurs de kurtosis
en polarisation H et V. L’estimation de l’écart-type se fait à l’aide de l’écart
interquartile (iqr) qui est plus robuste aux outliers. Dans le cas gaussien :
σ “ 0.7413iqr.
2. Sélection des données qui satisfont à un écart inférieur à 3 sigma par rapport à
la valeur médiane sur 1 seconde pour à la fois les Tb et les valeurs de kurtosis
en polarisation H et V.
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(a)
Figure F.2 – Kurtosis des Tb en polarisation V (bleu et magenta) et H (rouge et vert)
en fonction de l’angle d’incidence durant les wing-wags du vol côtier du 20 Mai 2009.
Valeurs de kurtosis moyennées sur 40ms.
Figure F.3 – Kurtosis des Tb en fonction des Tb pour la polarisation V. En rouge pour
les données brutes, en bleu les données distribuées par le LATMOS précédemment.
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(a) (b)
Figure F.4 – (a) Nombre de données par block de 800ms signalées comme RFI en
fonction du temps (nb de block). (b) Histogramme du nombre données par block signalées
comme RFI. La ligne rouge représente le seuil à partir duquel le block est signalé comme
étend affecté par les RFI.
3. Mise en place d’un drapeau RFI si plus de 19 données sur 800 (2%) sont
supprimées pour chaque block de 1 seconde.
4. Sélection de la médiane de chacun des blocks de 1 seconde filtrés.
F.4 Évaluation de l’algorithme
La Figure F.4 indique le nombre de données supprimées par block de 1 seconde.
Au maximum, sur ce jeu de données, on supprime 70 données sur 800 données. On
lève un drapeau RFI lorsqu’on supprime plus de 19 données, valeur qui a été choisit
au regard de l’histogramme. En absence de RFI, i.e. pour la majorité des blocks, on
supprime moins de 2% des données.
L’évaluation du nouvel algorithme par rapport au précédent met en évidence
(Figure F.5 page suivante) une correction d’environ à partir de 10 :10 0.5K à 1K de
l’algorithme précédent (kurtosis entre 2.9 et 3.1 et moyenne sur 40ms) par rapport
à l’algorithme actuel. Une évaluation de l’impact maximum de ces RFI sur le signal
est représenté dans la Figure F.6(a) page ci-contre. Si on considère que l’algorithme
décrit dans ce chapitre est optimal, l’impact des RFI sur le signal moyenné sur
1 s (sans aucun filtrage de RFI) est au maximum de l’ordre de 2K. Si au lieu de
moyenner les données brutes par block de 1 s, on utilisait directement la médiane
sur ces données (Figure F.6(b)), l’impact des RFI est grandement diminué et n’est
plus que d’environ 0.2K.
F.5 Conclusions
On a montré que l’algorithme développé permettait de corriger jusqu’à 0.5 K par
rapport à un filtrage classique basé sur le kurtosis suivi d’un moyennage. De plus,
notre méthode dynamique permet d’évaluer la médiane sur un plus grand nombre
de données (98%) que celle basée sur un seuil du kurtosis entre 2.9 et 3.1 (85% des
données en polarisation V). Après le filtrage des données, le choix de la médiane
ou d’une moyenne n’est pas significatif. La différence entre les deux méthodes sur
1 seconde est du niveau du bruit, i.e. ă 0.05K pour plus de la moitié des données.
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Figure F.5 – Tb en polarisation V en fonction du temps pour le traitement de RFI
précédent (en bleu) et pour celui avec le nouvel algorithme (en rouge).
(a) (b)
Figure F.6 – (a) Différence de la moyenne des données brutes à 1 s (avant filtrage) avec
la valeur médiane à 1 s après filtrage. (b) Différence de la valeur médiane des données
brutes à 1 s (avant filtrage) avec la valeur médiane à 1 s après filtrage. En vert, pour
tous les blocks. En rouge, pour les blocks signalés comme RFI par le nouvel algorithme.
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Annexe G
Signal Galactique
La Figure G.1 et la Figure G.2 page suivante sont en support à la discussion
sur les incertitudes de l’estimation de la diffusion du signal céleste sur l’océan (Sec-
tion 2.3.4 page 35). Les Figures G.3 et G.4 présentent l’origine du signal céleste
réfléchi spéculairement par la surface de l’océan correspondant aux vols étudiés dans
le Chapitre 7.
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Figure G.1 – Signal galactique (T1) après réflexion (trait tiret) ou diffusion (trait plein)
à la surface de l’océan après intégration sur le lobe d’antenne. Les couleurs représentent
les directions de visée du radiomètre. Les coefficients de diffusion ont été calculés pour
des vents de 7m/s. Les différentes courbes de couleurs représentent l’angle d’azimut de
l’antenne côté du radiomètre. Cet angle vaut 0° quand l’antenne pointe vers l’Ouest et
l’avion se dirige vers le Sud et 90° quand l’antenne pointe vers le Sud et l’avion se dirige
vers l’Est. Les données ont été tracées pour le 19 Novembre 2010.
Figure G.2 – Signal galactique (T1) après réflexion spéculaire (trait plein noir) ou
diffusion avec un vent de 3m/s (trait tiret noir) à la surface de l’océan d’après le modèle
de [Tenerelli et al., 2008]. Les couleurs représentent le signal déduit des mesures SMOS
à différentes gammes de vitesses de vent. Crédit J. Tenerelli.
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Figure G.3 – Projection de l’antenne sur la sphère céleste pour quatre directions de
vol (matin). Pour le 19 Novembre 2010 à 07h00TU.
166 ANNEXE G. SIGNAL GALACTIQUE
right ascension [deg]
de
cli
na
tio
n 
[de
g]
19−20h00 EAA: 347
 
 
0 60 120 180 240 300 360
−90
−60
−30
0
30
60
90
4
6
8
10
12
14
16
18
20
(a)
right ascension [deg]
de
cli
na
tio
n 
[de
g]
19−20h00 EAA:  92
 
 
0 60 120 180 240 300 360
−90
−60
−30
0
30
60
90
4
6
8
10
12
14
16
18
20
(b)
right ascension [deg]
de
cli
na
tio
n 
[de
g]
19−20h00 EAA:  98
 
 
0 60 120 180 240 300 360
−90
−60
−30
0
30
60
90
4
6
8
10
12
14
16
18
20
(c)
right ascension [deg]
de
cli
na
tio
n 
[de
g]
19−20h00 EAA: 277
 
 
0 60 120 180 240 300 360
−90
−60
−30
0
30
60
90
4
6
8
10
12
14
16
18
20
(d)
right ascension [deg]
de
cli
na
tio
n 
[de
g]
19−20h00 EAA: 189
 
 
0 60 120 180 240 300 360
−90
−60
−30
0
30
60
90
4
6
8
10
12
14
16
18
20
(e)
Figure G.4 – Projection de l’antenne sur la sphère céleste pour cinq directions de vol
(soir). Pour le 19 Novembre 2010 à 20h00TU.
Annexe H
Carte de résidu de Tb en
polarisation H
Suite aux études montrées dans le Chapitre 7, j’ai cherché à comparer les struc-
tures spatiales des résidus de TA (Figure H.1 page suivante) par rapport aux struc-
tures spatiales des anomalies de mss (Figure 5.7 page 89).
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Figure H.1 – Carte de ∆Tbrug avec le modèle TS-DV12 en polarisation H le long de
la trajectoire de l’avion des quatre vols de la campagne de Novembre 2010.
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