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Abstract 
 
JOHN HOUSER: A systems level analysis of transcriptional regulation in the yeast 
mating response 
(under direction of Timothy Elston) 
 
All cells must detect and respond to changes in their environment, often through 
changes in gene expression. The yeast pheromone pathway has been extensively 
characterized and is an ideal system for studying transcriptional regulation.  Here we 
combine computational and experimental approaches to study transcriptional regulation 
mediated by Ste12, the key transcription factor in the pheromone response. Our 
mathematical model is able to explain multiple counter-intuitive experimental results and 
led to several novel findings. For example, we found that the transcriptional repressors 
Dig1 and Dig2 positively affect transcription by stabilizing Ste12 and that this allows the 
transcriptional response to act on a different time scale than upstream pathway activity. 
We further test transcriptional regulation by exposing cells to pheromone concentrations 
that vary periodically in time and sweeping the frequency of the signal. Such a strategy is 
often used in engineering to characterize electric circuits.  Using this tool we found that 
transcription persisted for ~40min after the pheromone was off. To investigate the 
sources of memory, I developed an Euler solver that made use of the parallel nature of 
graphics processer units (GPU) to speed up model simulations by 3-4 orders of 
magnitude. This speedup made it possible to systematically search the parameter space of 
competing models of memory, fully characterizing their behavior. Using this tool we 
 iii 
learned that the observed memory was due to both positive feedback and a slow 
deactivation step. We also validate our model by making specific predictions and testing 
them experimentally.   
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CFP  Cyan Fluorescent Protein 
FRE  Filamentous Response Element 
GFP  Green Fluorescent Protein 
GPU  Graphics Processing Unit 
MAPK  Mitogen Activated Protein Kinase 
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ODE  Ordinary Differential Equation 
PDE  Partial Differential Equation 
PRE  Pheromone Response Element 
RGS  Regulator of G-protein Signaling 
TCS  Tec1 Consensus Site  
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In order to function properly cells need to respond to signals from their 
environment. To accomplish this, specialized receptors on the cell membrane detect 
external chemical signals and transmit that signal internally. Internal propagation of the 
signal occurs via chains of chemical reactions that in turn trigger events required for an 
appropriate response. Signaling molecules, such as hormones, are responsible for 
controlling nearly every function of our bodies. Improper regulation of cell signaling has 
been linked to Alzheimers (Bossy-Wetzel et al, 2004;Girault & Greengard P., 
2004;Wood-Kaczmar et al, 2006;Yasuda & Mochizuki, 2010), cancer (Boutros et al, 
2008;Chimge & Frenkel, 2012;Gusenbauer et al, 2012;Slattery et al, 2012;Tao et al, 
2012;Wang et al, 2012;Woollard et al, 2012), and cell death (Boutros et al, 2008;Martin 
& Pognonec, 2010).  Due to the importance of cell signaling in normal cell behavior, 
signaling networks have been studied across different types of cells ranging from bacteria 
to mammalian cells. 
 
  As research into cell signaling has progressed it has become clear that there are 
common themes or regulatory motifs in the underlying signaling circuitry. For example 
feed forward loops show up in biochemical networks of diverse cell types from bacteria 
to higher organisms such as C Elegans and humans (Brandman et al, 2005;Milo et al, 
2002;Wagner, 2005). Recently much work has been devoted to understanding these basic 
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motifs as well as the general design principles of the genetic regulatory networks used by 
cells to respond to changes in their extracellular environment. Many of these 
investigations have combined mathematical modeling with experimental investigations to 
establish how simple network motifs, such as feed forward or feedback loops, tightly 
regulate temporal patterns of gene expression. My work is directed toward understanding 
the design principles of the cell signaling circuitry. Specially, I focus on transcriptional 
regulation in the mating response of Saccharomyces cerevisiae (bakers yeast). This 
system has served as a prototypical signaling network, and many of the discoveries made 
from studying this pathway have borne direct relevance to signaling in human cells.   
 
</*%*1/;#%?@A7&3/B&+,#%!<#;=13*2+:!
Central to the yeast mating response pathway is a Mitogen Activated Protein 
Kinase (MAPK) cascade. MAPK cascades consist of an important, conserved, and well-
studied class of proteins in cell signaling.  In the presence of an external signal a 
sequence of phosphorylation reactions are initiated that results in the activation (by way 
of phosphorylation) of the MAPKs. In turn the active MAPKs  phosphorylate and 
activate downstream substrates that are specific to a particular MAPK. Often the 
downstream substrates are transcription factors that are responsible for differentially 
regulating specific proteins needed for an appropriate response to a cells environment. 
MAPK signaling has been shown to be integral in many different types of responses, 
such as proliferation (Geest & Coffer, 2009a;Geest & Coffer, 2009b;Raffetto et al, 
2006;Shapiro, 2002;Zhang & Liu, 2002), differentiation (Chen et al, 2012;Oeztuerk-
Winder & Ventura, 2012a), and development  (Bradham & McClay, 2006;Krens et al, 
2006;Newbern et al, 2011;Oeztuerk-Winder & Ventura, 2012b). One reason signaling in 
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yeast has relevance to signaling in human cells is that the MAPKs specific to the yeast 
mating response, Fus3 and Kss1, are homologous (similar in sequence, structure, and 
function) to the mammalian MAPKs Erk1 and Erk2.  
 
Yeast have several important features that make them a good model organism for 
studying cell biology. For one thing, budding yeast efficiently undergo homologous 
recombination. That is, they will readily take up fragments of DNA and insert them into 
their own genome. This can be exploited to replace specific genes with nutritional 
markers, making it possible to select yeast that have replaced a desired gene with the 
maker. Deleting a gene helps establish what affect the corresponding protein may have in 
signaling (e.g. positive or negative regulation). Additionally, the yeast MAPK pathway 
has been well studied and serves as a prototype for MAPK signaling in humans. There 
are also many well-developed quantitative assays for studying signaling in this pathway, 
making it relatively easy to build and test mathematical models of the system. Other 
characteristics of yeast that make them amenable to experimental investigations include 
the fact that yeast are cheap to maintain, they grow relatively quickly, and they can be 
frozen for long periods of time for storage.  
C&+&3#%!'5&35/&D!*(!E6&3*B*+&!E#,6D#F!
Yeast can stably propagate as haploids existing as one of two mating types 
depending on the allele at the mating type locus (MATa or MAT!). Both MATa and 
MAT! cells secrete a mating type-specific pheromone (a- and !-factor, respectively) that 
signals their presence to cells of opposite mating type. Much is known about the pathway 
that receives the extracellular signal and initiates a mating response. Genome-wide 
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analysis has established the genes that are regulated during this process  (Roberts et al, 
2000b). Typically, these genes contain pheromone responsive elements (PREs), which 
are the binding sites of Ste12, in their promoter regions. Thus, Ste12 is the primary 
transcription activator responsible for initiating the genetic program required for mating.  
Prior to stimulation with pheromone, Ste12 is held inactive by the negative regulators 
Dig1 and Dig2  (Cook et al, 1996;Tedford et al, 1997). Stimulation of MATa-cells with !-
factor (or MAT! cells with a-factor) leads to dissociation of Dig1 and Dig2, allowing 
Ste12 to initiate transcription from promoters containing PREs. Expression from 
promoters containing PREs is typically transient, with mRNA levels peaking at around 
30 min following stimulation with pheromone before returning to near basal levels. This 
transient response is significantly shorter than upstream MAP kinase activity, which does 
not peak until around 60 min (Hao et al, 2008b). This difference in time scales suggests a 
regulatory mechanism at or below the level of the MAP kinase that dampens Ste12 
activity.  Indeed, it has been demonstrated that Ste12 is degraded in pheromone 
dependent manner (Esch  et al, 2006). However, Ste12 is also under the regulation of four 
PREs, generating a positive feedback loop in the system (Zeitlinger  et al, 2003). 
Additionally, Ste12 binds to another transcription factor, Tec1. In nutrient limiting 
conditions the Ste12-Tec1 heterodimer is one of the key transcriptional regulators of the 
genetic program needed for the filamentous response  (Madhani & Fink, 1997). This 
interaction with Tec1 further complicates the picture of transcriptional regulation by 
Ste12.  
>#,6&B#,/;#%!>*:&%/+1!#+:!C3#76/+1!*(!</*;6&B/;#%!E#,6D#F-!
  Chemically reacting systems that are well mixed can be described by systems of 
coupled ordinary differential equations (ODE). In some contexts cells cannot be 
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considered to be well-mixed systems and diffusion must be taken into account, for 
example in cell polarity or asymmetric growth, thus requiring partial differential 
equations (PDE) to describe them. In this work we focus specifically on well-mixed 
systems and how they temporally regulate a response. Currently there is no accepted 
standard for diagraming reactions for a given model. Usually graphical representations of 
signaling pathways are context specific where an arrow pointing from one molecular 
species to another suggests flow of information. For example, an arrow drawn from 
molecular species A to B could imply A activates B or also could imply A is consumed in 
a reaction that produces B. There have been several proposed standards for drawing 
graphs that have a 1:1 mapping onto the underlying equations (Kitano et al, 2005;Kohn et 
al, 2006;Le Novere et al, 2009), however none have yet to receive widespread 
acceptance. This could be due to the fact that for reasonably complex systems these 
graphs are so complex that they fail in efficiently communicating the basic flow of 
information. In appendix 1, I outline the convention used in this thesis, when graphing 
reactions, and how these diagrams map to the system of ODEs that describes them. 
GF-,&B-!@+1/+&&3/+1!"**%-!/+!)&%%!G/1+#%/+1!
The vast majority of cell signaling studies involve treating cells with a constant 
step input and measuring their response. An alternate line of investigation would be to 
measure the response to an oscillating input. In fact, there is long history of using the 
response to oscillating inputs with varying frequencies to characterize the properties of 
electronic circuits. For linear systems, using this technique allows one to measure the 
transfer function of the underlying system. The transfer function completely describes the 
system and can be used to predict the output given any arbitrary output. For complex 
nonlinear systems, such as ours, there is not a general prescription for finding the transfer 
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function.  In general, for such systems, the response can be very different depending on 
the type of input. At the very least, we are likely to learn something about how the 
pathway is shutoff.    
 
Recently, there has been interest in using frequency response to probe cell 
signaling networks. (Hersen et al, 2008;Iglesias & Ingalls, 0003;Mettetal et al, 2008;Zi et 
al, 2010) The few experimental studies have focused on the osmotic stress pathway in 
yeast, where in response to stress, the MAPK Hog1 localizes to the nucleus. Nuclear 
localization upon osmotic stress of Hog1 can be readily visualized by tagging the MAPK 
with a fluorescent reporter, GFP.  These researchers applied micro-fluidics devices to 
switch the concentration of salt on and off. They then used fluorescent microscopy to 
measure the amount of Hog1-gfp localized to the nucleus and thus pathway activity. By 
using this technique Mettetal et al. successfully identified two negative feedbacks, one 
fast and one slow (Mettetal et al, 2008). They went on to show that fast negative feedback 
ensures a rapid response to salt stress while the slower feedback helped the cells respond 
better to subsequent pulses.  
 
To measure the frequency response in the mating pathway of yeast we needed two 
experimental tools, microfluidics to turn the pheromone pathway on and off and a short-
lived reporter of gene expression. Our collaborator Jeff Hasty at USCD has much 
experience with microfluidics. From the Hasty lab we acquired a microfluidics device 
that allowed us to image yeast in a well-controlled environment while switching 
pheromone on and off. Unfortunately nuclear localization of the mating pathway MAPK 
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cannot be visualized in the same way as the MAPK in the osmotic stress pathway. 
Additionally, we would like to measure the frequency response of the transcriptional 
machinery, downstream of the MAPK. Fluorescent reporters of gene expression do exist 
and have had wide spread use in the pheromone pathway, however these reporters are 
relatively stable (with a " life of ~70-80min) making it useless for measuring time 
varying signals on a relatively short time scale, losing much useful information about the 
system. To get around this problem, we used a destabilized GFP reporter that has a " life 
of ~7 min. (Houser et al, 2012)  The design of this reporter exploits the ubiquitin fusion 
strategy and the N-end rule pathway for programmable protein degradation (Varshavsky 
1996). This pathway targets proteins to the proteasome for their destruction with 
efficiencies that are determined by the identity of a bipartite “N-degron” signal. 
 
!!!
 
 
 
 
 
 
 
 !
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The existence of multiple positive and negative control mechanisms makes 
understanding transcriptional regulation by the pheromone signaling pathway non-
intuitive. For example, Chou et al. (Chou et al, 2008)  recently demonstrated that deletion 
of the gene encoding the repressor Dig2 led to a decrease rather than an increase in 
pheromone-induced transcription. Therefore, we sought to combine mathematical 
modeling with experimental investigations to understand how this system regulates 
transcription to ensure the correct genetic program is followed.  
 
Our investigations led to the discovery of two novel functions for the negative 
regulators Dig1 and Dig2. In addition to inhibiting Ste12, Dig1 and Dig2 protect the 
transcriptional activator from degradation. This protective binding ensures a large pool of 
inactive Ste12 is present prior to pheromone stimulation and allows the system to respond 
rapidly once a signal is received. Additionally, we show protective binding naturally 
generates a transient response to a sustained pheromone exposure with the amount of 
active Ste12 eventually returning exactly to its pre-stimulus level (perfect adaptation). 
We use a reduced version of the model to demonstrate how this adaptive behavior is 
achieved without the need for additional forms of negative regulation.  
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Recently Chou et al. (2008) reported that deletion of DIG2 leads to a decrease in 
pheromone-induced transcription from the prototypical mating gene, FUS1. This result is 
surprising because deletion of a repressor is expected to increase, not decrease, 
transcriptional output.  To confirm this finding, we compared pheromone stimulated 
FUS1 reporter gene activity in a dig2! strain to that in the wild-type (WT) strain using a 
standard #-galactosidase assay (Figure II.1A). Consistent with the previous report, dig2! 
cells showed diminished pheromone-induced expression from the FUS1 reporter gene. 
We then assessed whether Dig2 has a positive effect on mating differentiation based on 
the morphological change in vegetative cells that occurs as pheromone induces the 
formation of mating projections (Figure II.1B).  Cultures of the WT strain treated with 
pheromone had more cells that formed mating projections than did cultures of the dig2! 
 
Figure II.1 Dig2 plays a positive role in transcriptional and morphological responses to pheromone.   
 (A) Transcriptional response of a FUS1 promoter reporter gene as measured by "-galactosidase activity following 
treatment with 10 µM !-factor (WT - black and dig2! - blue). Error bars represent standard error of the mean (B) 
Differential interference contrast (DIC) images of an unbudded vegetative cell (left panel) and a cell exhibiting a 
pheromone-induced mating projection (right panel). (C) Percentage of WT and dig2!(cells forming mating projection 
following treatment with 10 µM !-factor. Error bars represent standard error of the mean. 
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mutant strain (Figure II.1C). These results further demonstrate that transcriptional 
regulation by Dig2 has an effect on the physiological changes required for mating.   
4!B*:&%!(*3!,3#+-;3/7,/*+#%!3&12%#,/*+!$F!G,&NL!
We first considered two simple mechanisms that could explain the transcriptional 
effects seen in the dig2! mutant.  Tec1 and Dig2 compete for the same binding site on 
Ste12  (Chou et al, 2006). Therefore, a potential mechanism for Dig2’s positive role in 
transcriptional induction is that Dig2 prevents the formation of Ste12-Tec1 heterodimers, 
providing a larger pool of Ste12 multimers for activation of the mating transcriptional 
program.  However, Chou et al. (2008) found that Dig2’s positive effect on transcription 
is independent of Tec1, eliminating this possibility.  A second way that Dig2 could play a 
positive role in transcription would be for Dig2 to protect Ste12 from degradation.  Such 
protection would increase the steady state amount of Ste12 that is available and allow for 
a related increase in transcription upon pheromone stimulation.  To test this mechanism 
we built a simple model to simulate FUS1 mRNA induction involving only Ste12 and 
Dig2 (Figure II.2, red components). In this model Ste12 is not degraded when in a 
complex with Dig2.  Pheromone stimulation causes phosphorylation of Dig2 and its 
subsequent dissociation from the Ste12.  The free Ste12 then activates transcription of 
genes, including FUS1.  This simple model predicts FUS1 mRNA induction is greater in 
WT than dig2! strains.  This qualitative agreement between the simple model and 
empirical determinations (above) supports the idea that Dig2 dependent protection of 
Ste12 is an important element of the transcriptional regulation mediated by Ste12. 
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 Encouraged by the success of this preliminary model, we extended it by 
incorporating additional features based on what is currently known about the function and 
regulation of Ste12 (Figure II.2).  Ste12 activates transcription as either a homomultimer 
or as a heteromultimer with other transcriptional regulators such as Tec1. Ste12 
homomultimers activate transcription of mating genes, which have multiple pheromone 
responsive elements (PREs) in their promoters  (Dolan et al, 1989;Olson et al, 2000). 
Ste12-Tec1 heterodimers activate transcription of filamentation genes, which have Tec1 
consensus sequences (TCS) or composite PRE-TCS elements in their promoters  (Baur et 
al, 1997;Madhani & Fink, 1997)For simplicity, our model specifies transcriptional 
activation of mating genes by Ste12 homodimers binding to two PREs and activation of 
filamentation genes by Ste12-Tec1 heterodimers binding to PRE-TCS composite 
elements.  FUS1 mRNA is specified in the model as the transcriptional output of a typical 
mating gene  (McCaffrey et al, 1987;Trueheart et al, 1987).The promoter region for 
STE12 contains four PREs and that for TEC1 contains a PRE-TCS composite sequence 
(Zeitlinger et al, 2003) .Thus the model includes positive feedback loops for Ste12 and 
Tec1 (Figure II.2, green arrows). 
 
 In the absence of pheromone, Ste12 homodimers are held in a repressed state by 
the negative regulators Dig1 and Dig2 while Ste12-Tec1 heterodimers are repressed by 
only Dig1  (Chou et al, 2006;Olson et al, 2000). Ste12 can bind to DNA if it is in a 
complex with Dig1 (inactive form)   (Zeitlinger et al, 2003)  but Ste12 cannot bind to its 
promoter when it is in a complex with Dig2  (Olson et al, 2000).Thus, Ste12 in a complex 
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with Dig1, but not Dig2, can compete with free and active Ste12 for binding sites on 
promoters.   
 
 Following stimulation with pheromone, the MAP kinases Fus3 and Kss1 
phosphorylate Dig1 and Dig2 (Figure II.2, blue arrows), causing the proteins to dissociate 
from Ste12, activating both Ste12 homodimers and Ste12-Tec1 heterodimers  (Tedford et 
al, 1997). Active Fus3 also phosphorylates Tec1 and Ste12 (Figure II.2, blue arrows) 
promoting their degradation  (Bao et al, 2004;Bruckner et al, 2004;Chou et al, 2004;Esch 
et al, 2006b). Pheromone-induced degradation of Tec1 contributes to the specificity of 
mating gene activation and that of Ste12 contributes to transient activation of mating 
genes and attenuation of the mating response. 
 
 A key premise of the model we developed is that the degradation rate for Ste12 
depends on its oligomeric state. We assume Ste12 is most rapidly degraded when it is not 
part of a complex and include the possibility that its degradation rate varies with different 
binding partners (Figure II.2, dashed arrows indicate the possibility of Ste12 degrading 
while it is in a complex with one or another of its binding partners.)  Another important 
feature of the model is that the kinetics of Ste12 degradation is saturable. That is, the rate 
at which Ste12 is degraded asymptotically approaches a maximum value as the 
abundance of Ste12 is increased. The rationale for including saturation effects is given 
below. These postulated features regarding Ste12 binding partners and degradation were 
incorporated along with known regulatory mechanisms (above) to develop a 
mathematical model of transcriptional regulation in the yeast pheromone response 
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pathway based on ordinary differential equations. (See Appendix 2 for model equations, 
parameter definitions and values.) 
 
@5#%2#,/*+!*(!,6&!B*:&%!
We used a Ste12-GFP fusion protein to experimentally measure abundance and 
degradation rates in different mutant strains to benchmark the model.  We have 
previously documented the suitability of using a tagged version of Ste12 (Ste12-GST) for 
studies on Ste12 protein dynamics (Esch et al, 2006b). To ensure the addition of GFP to 
Ste12 did not alter its degradation kinetics, we confirmed using western blot methods that 
the Ste12-GFP fusion degradation rate is similar to that measured for Ste12-GST 
(Appendex 2 Figure A2.3). To generate the necessary data sets, we constructed strains 
 
 
Figure II.2 A model for transcriptional regulation by the pheromone response pathway 
The elements of the pathway considered in the simple model are indicated in red.  Components of the pathway 
leading to filamentation gene transcription are indicated in orange.  Black arrows indicate equilibrium transitions 
between the depicted complexes.  Blue arrows indicate transitions that are accelerated by ppFus3 dependent 
phosphorylation.  Green arrows indicate positive feedback loops resulting in transcription of more Ste12 or Tec1. 
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expressing Ste12-GFP from the endogenous STE12 locus in wild type (WT) and single, 
double, and triple dig1!, dig2!, and tec1! mutant strains.  The Ste12-GFP fusion 
allowed for convenient estimation of the relative Ste12 abundance in each of these strains 
based on measurements of fluorescence intensity (Figure II.3A).  We measured the 
fluorescence of Ste12-GFP in early log-phase cells to determine the average steady state 
amount in each of the specified strains (Figure II.3B, open circles). To measure Ste12-
GFP degradation rates, cultures were treated with the protein synthesis inhibitor, 
cycloheximide. Fluorescence measurements were made before (t=0) and at 20 min 
intervals for the next 180 min after addition of the inhibitor. The fluorescence time series 
from individual cells were averaged and fit to a decreasing exponential function to 
determine the “effective” degradation rate per min for each of the specified strains 
(Figure II.3C, open circles). The measured values are termed “effective” rates because in 
general Ste12-GFP degradation does not follow first order kinetics.  First, the rate of 
Ste12 depletion is a function of multiple rate constants that depend on Ste12’s binding 
partners.  Second, we observed that Ste12-GFP degradation is subject to saturation (see 
Figure II.4). To mimic the experiments involving treatment with cycloheximide, for each 
strain considered the model is run to steady state.  The rate constants for protein synthesis 
are then set equal to zero, and the model is run to generate time series for the total Ste12 
abundance. These time series are then used to compute the degradation rates reported in 
Figure 3B. Also included in the training data set was a time series for measurements of 
pheromone induced FUS1 mRNA abundance (Figure II.5B, black data points). The 
inclusion of these data allowed us to estimate model parameters characterizing mRNA 
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turnover and Fus3-mediated changes in the stability of Ste12 and Tec1 (see below for 
details).  
 
 Consistent with a mechanism in which Dig2 protects Ste12 from degradation, the 
dig2! strain showed a faster effective degradation rate and a decrease in Ste12 abundance 
as compared to the WT strain (Figure II.3 B & C).  However, many of the other mutant 
strains produced results that were non-intuitive and initially seemed inconsistent with the 
model.  For example, the effective Ste12 degradation rate in the dig1! dig2! double 
mutant is similar to that of the WT reference rather than being the same or greater than 
that for the dig2! single mutant.  Yet, the full model gave a good fit to the experimental 
data for this and the other mutant strains (Figure II.3 A & B, compare bars and circles, 
respectively). As discussed below, the ability of our model to capture these complex 
experimental results depends upon the nonlinear interplay between protective protein-
protein interactions, positive feedback, and saturating degradation kinetics.  
 
 In the case of the dig1! mutant, the effective degradation rate and steady state 
abundance of Ste12 are unchanged compared with WT.  The model accounts for the 
equivalence between mutant and WT because the loss of protection from the Ste12-Dig1 
complex is compensated by an increase in the relative abundance of the Ste12-Tec1 
complex (Table II.1).  This shift favoring Ste12-Tec1 heterodimer formation in the dig1! 
mutant occurs because the Tec1 positive feedback loop is active while the Ste12 positive 
feedback loop remains repressed.   For the tec1! mutant, the degradation rate and steady 
state abundance are also the same as for the WT reference.  In this case, it is the low 
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abundance of the Ste12-Tec1 heterodimer in the WT reference (Table II.1) that makes the 
absence of Tec1 in the deletion mutant a relatively neutral perturbation.  The dig2! single 
and dig2! tec1! double mutants have a degradation rate that is increased for Ste12 and a 
steady state abundance that is reduced compared with the WT reference.  The model 
captures the change in degradation rate in the mutants because the major protective 
binding partner(s) is (are) missing.  The positive feedback of Ste12 production is still 
kept low in both mutants due to repression by Dig1. Without compensation from positive 
feedback, the increased degradation rate causes a net decrease in Ste12 steady state 
abundance.  The dig1! tec1! double mutant also has a higher effective degradation rate 
and lower Ste12 steady state abundance than the WT reference. In this case, the trends are 
due to the combined loss of the stabilizing effects of Dig1 and Tec1and repression of the 
Ste12 positive feedback loop by Dig2.  The dig1! dig2! double mutant shows an 
effective degradation rate that is comparable to WT rather than the dig2! single mutant 
and a steady state abundance that is increased compared with the WT reference.  The 
model captured this behavior based on the increased pool of Ste12-Tec1 heterodimers 
(Table II.1), which are protected from degradation, and the effect that saturation has on 
degradation kinetics.  The dig1!dig2! tec1! triple mutant has a higher effective 
degradation rate and higher Ste12 abundance than the WT reference.   Both trends are 
expected because of the loss of binding partners and the contribution from the Ste12 
positive feedback loop, respectively.  However, the complete loss of binding partners 
should have made the Ste12 degradation rate largest in the triple mutant compared with 
any of the double mutant strains. Yet, the measured effective degradation rate is less than 
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that for the dig2! tec1! strain.  The model accounts for this apparently slower 
degradation rate by the saturation of degradation kinetics. 
  
 
Figure II.3 Comparison of Ste12 abundance and degradation rates in WT and mutant strains. 
 (A) Micrographs showing the fluorescence intensity of Ste12-GFP following addition of a protein synthesis 
inhibitor (20 µM cyclohexamide) to WT cells.   (B) Quantification of Ste12-GFP steady state fluorescence 
(circles) and the corresponding model fit (bars) in WT and indicated mutant cells. Black error bars indicate 
standard error and thick red bars show standard deviation from the mean. (C) Ste12-GFP degradation rates 
(circles) and the corresponding model fit (bars) in WT and indicated mutant cells.  Rates were determined from 
changes in fluorescence intensity of Ste12-GFP after inhibition of protein synthesis as in (A). Black error bars 
indicate standard error. In both (A) and (C) average values for each strain were determine from measurements on 
>100 cells.  An asterisk above the error bars indicates that values are statistically different from the WT reference 
(p<0.05).  
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The assumption of a single exponential decay for Ste12 depletion is not strictly 
true in our model because the effective degradation rate of Ste12 depends on its various 
binding partners.  Yet, simply allowing for combinatorial degradation rates was 
inadequate for simulating the apparent stability of Ste12 in several of the mutants.  We 
reasoned that protein degradation in this system is an enzymatically driven process. 
Therefore, saturation effects are possible and the degradation rate could be concentration 
dependent.  
 
 The simplest way to include saturating effects in the degradation rate is to assume 
Michaelis-Menton kinetics (Appendix 2).  Under this assumption, the degradation rate 
has the form Vmax X/(Km + X), where X is the total amount of substrate available for 
degradation. The maximum degradation rate Vmax is approached as X increases and the 
Michaelis constant Km determines the substrate concentration at which the degradation 
rate is half its maximum value.  It is possible that protein degradation follows more 
complicated kinetics. However our experimental data and modeling studies do not 
indicate a need for higher order kinetics.  If protein synthesis is blocked, this model 
predicts an initial linear degradation regime that becomes exponential when the 
abundance of Ste12 is small compared with Km. If the fluorescence time series is plotted 
on a semi-log scale and the effective degradation rate constant estimated using a linear fit 
to the data, the estimated value will be approximately Vmax/(Km + <X>), where <X> is 
the time average concentration of Ste12 over the degradation time course.  That is, the 
effective degradation rate constant decreases with increased Ste12 abundance (Figure 
II.4A).  Increasing the initial protein concentration increases the time it takes for 
 19 
degradation to show true exponential decay characterized by an effective rate constant of 
Vmax/Km  (Figure II.4A).  Because of cell-to-cell variability in Ste12 steady state 
abundance, the time to transition from the linear (in this case, flat on semi-log scale) to 
exponential (linear on semi-log scale) phase of degradation differs among individual cells 
present in the population of a single strain.  This trend is shown for time series 
measurements of Ste12-GFP in individual dig2! cells after addition of a protein synthesis 
inhibitor (Figure II.4B).   The two regimes characteristic of saturating effects are also 
clearly apparent in population average degradation curves for Ste12-GFP in the WT, 
dig2!, and dig1! dig2 ! strains (Figure II.4C). These results validate incorporating 
saturating degradation kinetics into the model of transcriptional regulation in the 
pheromone response pathway. They demonstrate that estimating degradation kinetics 
from experimental data must be done with care.  
 
 
 
Figure II.4 Saturating degradation kinetics. 
 (A) Model predictions for degradation of Ste12 starting at different initial steady state amounts.  (B) Single cell 
traces of Ste12-GFP abundance in the dig2! strain before (t=0) and after inhibition of protein synthesis 
(cycloheximide, 20 µM).  Traces show the dependence of Ste12-GFP degradation on the initial amount of Ste12 
within a population. (C) Population average degradation curves for Ste12- GFP expressed in WT (black 
squares), dig2! (blue circles), and dig1! dig2! (cyan triangles) strains.  
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Our model contains two positive feedback loops formed through the auto-regulation 
of Ste12 and Tec1.  The effects of the Ste12 positive feedback loop can be seen in the 
results for the Ste12 abundance for dig1! dig2 ! tec1! triple deletion mutant (Figure 
II.5B). A key prediction of the model is that the Tec1 positive feedback loop is active in 
the dig1! mutant generating high basal levels of Tec1 (Figure II.5A). To test this 
prediction we constructed a Tec1-GFP fusion in both a WT and dig1! background. We 
measured, approximately, a 6 fold increase in Tec1 expression in the dig1# mutant 
compared with the WT strain confirming the model’s prediction (Fig. II.5).   
 
To further test the model we investigated its ability to predict temporal profiles for 
pheromone induction of FUS1 mRNA in several of the mutant strains (dig1!, dig2!, 
dig1! dig2!).  As input to the model, we used a temporal profile for active Fus3 
(ppFus3) consistent with experimental measurements made at 10 µM concentration of 
pheromone (see Appendix 2 for details) (Hao et al, 2008). Recall that the temporal profile 
for FUS1 mRNA in the WT strain was included in the training data set. The model 
accurately captured key features of this time series, including the transient response with 
incomplete recovery to basal levels (Figure II.5A, black curve).  A strong prediction of 
our model is that the amplitude of FUS1 mRNA induction will be less in the dig2 ! 
mutant compared with the WT reference (Figure II.5C, blue and black curves).  Although, 
Ste12 steady state abundance in the dig1! mutant is comparable to that of the WT strain 
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(Figure 3A, t=0), the model predicts FUS1 mRNA induction has a greater amplitude and 
more sustained profile in the mutant compared to the WT reference (Figure II.5C, green 
and black curves). This profile results in part because the mutant eliminates competition 
between active Ste12 homodimers and the Ste12-Dig1 complex for PRE binding sites.  
Additionally, Tec1 positive feedback is active in the dig1! mutant. The stabilizing effect 
of Tec1 on Ste12 maintains Ste12 abundance, allowing transcription from mating genes 
following pheromone-induced degradation of Tec1. Finally, the model predicts that the 
dig1! dig2! mutant will have a significantly increased and more sustained transcriptional 
response than WT (Figure II.5C, cyan and black curves).  In this mutant, the lack of 
repression allows both positive feedback loops to operate in the absence of pheromone.  
Consequently, prior to pheromone induction, most of the Ste12 pool is bound to Tec1 and 
protected from degradation.  Nevertheless, there are enough Ste12 homodimers to 
increase basal amounts of FUS1 mRNA (Figure II.5C). Following pheromone 
stimulation, Tec1 is degraded generating an increased pool of Ste12 homodimers that 
promotes transcription of FUS1 mRNA. 
 
 To evaluate these model predictions, we used quantitative PCR to measure FUS1 
mRNA in the mutant strains before and at specified times following treatment with 
pheromone (Figure II.5D). The experimental data for each of the strains generate profiles 
that are in good agreement with those predicted by the model.  Specifically, the data 
illustrate the same relative amplitudes and attenuation features of the predicted profiles 
for the mutant strains compared with the WT reference.  The data also illustrate the high 
basal expression characteristic of the dig1! dig2! mutant that was captured by the model.  
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Another noteworthy feature is that the transient transcriptional profiles peak 15-30 min. 
after exposure to pheromone in contrast to MAPK kinase activity, which typically peaks 
at ~ 60 min. This offset is indicative that upstream signaling events cannot account for 
the transient transcriptional response.  The model captures this transient profile without 
containing any negative feedback loops. One possible explanation for this behavior is the 
incoherent feed forward loop formed by Fus3-mediated degradation of Ste12. However, 
eliminating this effect from the model did not abrogate the transient response. We 
demonstrate below how protein-protein interactions that stabilize the binding partners 
naturally lead to robust perfect adaptation. In Appendix 2 we present parameter studies to 
demonstrate the robustness other key modeling results to the choice of parameter values.  
 
Figure II.5 Model Predictions 
(A) Micrographs comparing fluorescence in TEC1 (background fluorescence only).  TEC1GFP DIG1, and 
TEC1GFP dig1! cells demonstrating that Tec1-GFP is strongly induced in the dig1! mutant compared to 
WT. (B) Model predictions, bars, and quantification of Tec1-GFP in WT and dig1! cells, open circles. FUS1 
mRNA profiles following pheromone stimulation. (C) Model predictions for FUS1 mRNA temporal 
profiles.  (D) Experimental measurements of mRNA in WT, dig1QH(7-(1QH(7-(@!  7-(1Q(IJKKL)(   (
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As noted above, the model naturally produces a transient transcriptional response 
on a time scale that is faster than the attenuation of MAPK activity without an explicit 
negative feedback loop. Analysis of the full model revealed that adaptation of Ste12 
transcriptional output arises because the model is capable of robust perfect adaptation (II. 
6A). Robust perfect adaptation refers to the situation in which a sustained stimulus 
generates a transient response that eventually returns exactly to pre-stimulus levels 
independent of the kinetic parameters. We developed the simple model (Figure II.2, red 
components) to illustrate how transcriptional regulation by Dig2 naturally leads to perfect 
adaptation (Figure II.6A). The model equations for this system are: 
 
 
   
where S2 represents Ste12 homodimers, D represents Dig2 and C is the complex with 
Dig2 bound to the Ste12 homodimer. The parameters “a” and “" “ are the synthesis and 
degradation rate of Ste12, respectively, k1 and k2 are the binding and dissociation rates, 
respectively, in the absence of signal and “s” is the increase in the dissociation rate 
following pheromone stimulation. This model assumes that the total Dig2 concentration, 
Dig2total = D + C remains constant.  It is straightforward to show that the steady state of S2 
is always independent of the stimulus, s, (specifically the steady state is S2 = a/") 
regardless of the parameters values, demonstrating the system shows robust perfect 
adaptation.  An advantage of this mechanism of adaptation is that it allows transcriptional 
 
dS2
dt = a !"S2 ! k1S2D+ (k2 + s)C
dC
dt = k1S2D ! (k2 + s)C
 24 
induction to act on a shorter time scale than upstream MAP kinase activity. In the full 
model (Figure II.2) active Ste12 homodimers do not return to prestimulus levels (see 
Figure II.6B). The reason for this is that allowing degradation in the protective complexes 
(“C” in the simple model above) breaks the perfect adaptation. The more Ste12 
degradation that is allowed to occur while in the complex, the more Ste12 post adaptation 
levels will be above the pre-stimulus amount (Figure II.6A).  
  
 
The pheromone pathway contains an additional mechanism for damping 
transcriptional induction in which Ste12 is degraded in a pheromone dependent manner 
(Esch et al, 2006). This mechanism requires phosphorylation of Ste12 by Fus3. To 
investigate the relative roles of this mechanism and protective complexing in damping the 
 
Figure II.6 A mechanism for perfect adaptation.   
 (A) Results for the simple model shown in red in Figure 2. The degree of adaptation is determined by the 
stability of Ste12 when bound to Dig2 (no degradation – black curve, bound Ste12 degrades at 30% the rate 
of the monomer – dashed line, 100% of Ste12 monomer – gray dot-dashed curve).  (B) Results for the full 
model in which Ste12 degrades slowly when in protein-protein complexes.     
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transcriptional response, we used the model to simulate a hypothetical mutant in which 
Fus3 phophorylation of Ste12 is disrupted (Figure II.7 - brown solid curve). Our model 
predicts that Fus3-mediated degradation of Ste12 primarily serves to dampen the overall 
transcriptional response (Figure II.7 - compare brown solid curve with black solid curve). 
In both the WT and mutant strain the formation of protective Ste12 complexes is 
sufficient to produce a transient response. Because phosphorylation of Tec1 by Fus3 
increases degradation of this transcription factor, disrupting phosphorylation of Ste12 
only has a small effect on expression from promoters containing a TCS-PRE composite 
element (Figure II.7 – dashed curves). 
 
 
 
Figure II.7   Predicted mRNA profiles. 
Model results for FUS1 mRNA time series for a hypothetical mutant in which pheromone-dependent 
degradation of Ste12 through Fus3 phosphorylation is blocked (solid maroon curve). The WT response is 
replotted from Figure 5 for comparison (black curve). Also shown are predicted profiles of expression from 
a promoter containing a TCS-PRE composite element (WT – black dashed curve, mutant – dashed maroon 
curve).  
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After the successes of our model of transcriptional regulation I was interested in 
ways to further test this model.  Up to this point I have only looked at transcriptional 
regulation of the pheromone pathway as it is turned on. Another interesting and related 
question is how is signaling turned off?   Another way to put this is that we are interested 
in how the pathway responds to an oscillating input. In order to measure the frequency 
response of the pheromone pathway we needed two novel experimental tools. A shorted-
lived fluorescent reporter of mating gene expression and a microfluidics chamber to 
switch the pheromone off and on while allowing us images the fluorescent report using 
microscopy.   
 
The microfluidics device we obtained from our collaborator Jeff Hasty at USCD.  In 
essence the device consists of a narrow chamber where cells are loaded to be imaged and 
two input ports where in one is loaded pheromone and the other media without 
pheromone by way of syringes. Whichever syringe is higher the fluid from that channel 
will have a higher pressure and will flow into the chamber housing the cells. By changing 
the height of these two syringes we can then turn the pheromone on and off in a 
controlled way (Figure III.1A,B). The syringe with pheromone also contained a 
fluorescent dye, with a similar diffusion coefficient as pheromone. In Figure III.1C I 
quantified fluorescence in the chamber as the syringes were being moved up and down. 
Typically it takes 2-5min for the dye to equilibrate inside the chamber after switching the 
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height of the syringe. This is far faster than the timescale of transcriptional response in 
the mating pathway. Additionally, I automated the switching of pheromone by building a 
robot to control the height of the syringes. 
 
 
G6*3,!./5&:!0%2*3&-;&+,!H&7*3,&3!!
 Genetically encoded fluorescent reporter proteins have made it possible to 
investigate mechanisms controlling temporal and spatial responses to various 
environmental stimuli in individual living cells.  To make these reporters more suitable 
for monitoring transient events, destabilized versions of fluorescent proteins have been 
generated using strategies based on fusions to destabilization domains or peptides that 
direct protein destruction by C-tail-specific proteases  (Andersen et al, 1998;Hackett & 
Madden, 2006;Mateus & Avery, 2000). We previously exploited the ubiquitin fusion 
strategy for programmable N-end rule degradation developed by Varshavsky and 
 
Figure III.1 Schematic of the microfluidics device. 
Cells are loaded into a narrow chamber for imaging by fluorescent microscopy. Pheromone, alpha factor, is 
loaded in one of the upper ports by way of a syringe and the other upper port is loaded with media lacking alpha 
factor. The syringe with alpha factor also contains a fluorescent dye with a similar diffusion coefficient as alpha 
factor. When the syringe with alpha factor is higher (B) the pressure in that line is higher and alpha factor flows 
into the cells. When the syringe with alpha factor is lower (A) the alpha factor is off. The dye typically takes 2-
5min to equilibrate within the chamber after the height of the syringes has been changed. The red lines in C 
show quantification of the dye in the chamber as the height of the syringe. The grey background indicates when 
the syringe with alpha factor is higher while the white indicates when the syringe with out alpha factor is higher.  
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colleagues  (Bachmair et al, 1986b;Bachmair & Varshavsky, 1989b;Gonda et al, 
1989;Suzuki & Varshavsky, 1999)to generate a family of cyan fluorescent protein (CFP) 
reporters with half-lives ranging from 75 to < 10 min  (Hackett et al, 2006) These “N-
degron” CFP variants were engineered into convenient plasmid constructs with features 
to enable their expression from upstream activating sequences (UAS) of choice and to 
facilitate their targeted integration to the URA3-TIM9 intergenic region of Chromosome 
V  (Hackett et al, 2006).Using the pheromone inducible FUS1 UAS to drive expression, 
we provided proof that the short-lived N-degron CFP reporter can track a transient 
pheromone induced transcriptional response  (Hackett et al, 2006).Subsequently, we 
developed a mathematical model that takes into account the half-life and maturation time 
of the reporters so that actual transcript profiles can be inferred the from the fluorescence 
data .Although the short-lived N-degron CFP reporter performed reasonably well, it is 
nevertheless limited in its utility because of its poor fluorescence intensity and the 
undesirable characteristic of a long delay between the emergence of the reporter protein 
and its detectable fluorescence. 
 With the intention of improving the performance of short-lived reporters, we 
applied the same N-degron strategy using a green fluorescent protein (GFP) variant, 
GFP* (GFP-F64L,S65T,V163A)  (Harkins et al, 2001).The S65T substitution alone results in 
a GFP derivative with six-fold greater brightness and four-fold faster maturation kinetics 
than the wild-type GFP from Aequorea victoria  (Heim et al, 1995).The additional 
mutations in GFP* were incorporated to further improve brightness and confer 
thermostability  (Harkins et al, 2001;Straight et al, 1998).   N-degron GFP* expression 
driven from the carbon source-regulated GAL1 promoter was used to assess intrinsic 
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characteristics of the reporter including half-live and time to detect protein and 
fluorescence.  The N-degron GFP* proteins were also expressed under control of the 
pheromone-induced FUS1 promoter to assess their suitability as reporters of transient 
transcription. 
H&-2%,-!
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We exploited the previously described ubiuqitin-N-degron tagging strategy to express 
green fluorescent protein (GFP) reporters that have different half-lives  (Hackett et al, 
2006).   The GFP* protein (GFP-F64L,S65T,V163A)  we chose for these reporters is a 
rapidly maturing and bright amino acid substitution variant of  GFP from  Aequorea 
victoria  (Harkins et al, 2001) .The S65T substitution confers six-fold greater brightness 
and four-fold faster maturation kinetics compared with the wild-type GFP   (Heim et al, 
1995).The two additional substitutions found in GFP* improve brightness compared with 
the wild-type or S65T variant at temperatures above 28o C  (Harkins et al, 2001;Straight et 
al, 1998).The oxidative step in fluorescence maturation is known to be rate limiting  
(Miyawaki et al, 2003).We infer de novo fluorescence development for GFP* is rapid 
(14-16 min) based on the times reported for GFP-S65T (16 min), EGFP-F64L,S65T (14 
min) and GFPuv3-F64L, S65T, F99S, M153T, V163A (15 min)  (Iizuka et al, 2011). 
The N-degron is a bipartite sequence that becomes exposed at the N-terminus because 
the ubiquitin moiety is cleaved off the nacent fusion protein by the deubiquitinating 
enzymes during translation.   This exposed tag targets proteins to the proteasome for 
destruction with efficiencies that are determined by the identity of the bipartite signal 
(Bachmair et al, 1986b;Bachmair & Varshavsky, 1989b;Gonda et al, 1989;Suzuki & 
Varshavsky, 1999).  The N-terminal amino acid is the primary determinant of this tag.   
 30 
In the two reporters described here, M#kGFP* and Y#kGFP*, the N-terminal Met (M) is 
stabilizing whereas Tyr (Y) is destabilizing  (Varshavsky, 1996) The second determinant 
of the N-degron is the presence of one or more lysine residues that are stericly positioned 
for conjugation to ubiquitin.  The number, positioning and context of the lysine residues 
directly influence the efficiency of ubiquitination by the N-end rule pathway ubiquitin 
ligase, Ubr1, and consequently degradation by the proteasome (Bachmair & Varshavsky, 
1989b;Suzuki & Varshavsky, 1999).The #k sequence fused to GFP* in these reporters is 
a flexible linker of 23 amino acids with a lysine motif that satisfies this requirement 
(Bachmair & Varshavsky, 1989b;Hackett & Madden, 2006;Suzuki & Varshavsky, 1999).  
 To construct UBI-M!kGFP* and UBI-Y!kGFP* reporters expressed from either 
the GAL1 or FUS1 upstream activating sequence (UAS), we inserted different  UAS-UBI-
[X] cassettes into the KpnI-BamHI  cloning site in the [!k]-GFP* targeting cassette (Fig. 
III.2)  (Hackett & Madden, 2006).The UAS cassettes carry the UBI4 coding sequence 
followed by an engineered codon (X= ATG, Met ; or X =TAT, Tyr) which specifies the 
primary determinant of N-degron for end rule pathway recognition.  The [!k] sequence 
needed to complete the N-degron tag is fused to GFP* in the targeting cassette.   This 
cassette includes the Schizosaccharomyces pombe His5 gene (SpHis5) as a selectable 
marker and flanking sequences that target the reporters for integration at Chromosome V 
of S. cerevisiae (Fig. III.2).  Notably, any UAS of interest can be cloned into the unique 
BamHI and KpnI or XhoI sites of the UAS cassettes described previously  (Hackett & 
Madden, 2006).This feature makes these tools easily adaptable as transcriptional 
reporters. 
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To estimate the time differential between mRNA synthesis and detection of protein and 
fluorescence for the reporters, we monitored their galactose induction profiles in strains 
expressing the PGAL1-UBI-M !kGFP* (C699-181) or PGAL1-UBI-Y!kGFP* (C699-
183) allele (Fig. III.3).  Cultures were grown to early log phase in medium with a non-
inducing carbon source.  Galactose then was added to induce transcription of the reporter 
gene.  Samples of the liquid cultures were removed for either RNA or protein extract 
preparation before (t=0) and at indicated times after addition of galactose.  RNA samples 
were treated as described in Materials and Methods for quantification of time dependent 
galactose induction of UBI-M!kGFP* or UBI-Y!kGFP* mRNA relative to the non-
 
Figure III.2.  Strategy for N-degron GFP* reporter gene construction and integration into the S. cerevisiae 
genome. 
 Plasmids with different UAS-UBI-X-!kGFP* reporters are constructed by combining UAS and GFP targeting 
cassettes.  The X-!k element of the reporter gene represents different bipartite N-degron signal sequences (see 
text).  Digestion of the reporter gene plasmid with SacI and SalI restriction endonucleases releases the reporter 
gene from the plasmid backbone and generates free ends that target the allele to the URA3-TIM9 intergenic 
region of chromosome V. Unique restriction enzyme sites in the different cassettes are shown (B, BamHI; G, 
BglII; E, EcoRV; K, KpnI; Sa, SalI; Sc, SacI; Sm, SmaI; X, XhoI.) 
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induced ACT1 mRNA by qPCR.   Protein extracts were fractionated by SDS-PAGE and 
transferred to PVDF membranes for quantification of  M#kGFP* or Y#kGFP*  proteins 
relative to a tubulin loading control using western blot methods as described in Materials 
and Methods.   To compare fluorescence induction profiles for M#kGFP* and Y#kGFP*, 
cells were taken from the uniniduced (t=0) and induced cultures at indicated times and 
spread on microscope slides holding a thin layer of agarose medium.  Images of different 
fields were captured for quantification of fluorescence, as detailed in Materials and 
Methods.   
The plots comparing mRNA, fluorescence, and protein induction profiles for 
M#kGFP* and Y#kGFP* point out several important features of this system (Fig. III.3A 
& III.3B).  The inherent difference in the short-lived and stable reporters influences 
whether basal signal may be amplified or underestimated, respectively.  In this example, 
the short-lived Y#kGFP* reporter protein and fluorescence is undetectable under non-
inducing conditions, whereas the stable M#kGFP* reporter accumulates sufficiently to 
have a measurable basal signal (compare t=0, Fig. III.3A & III.3B).  It is also evident 
that GFP* makes the fluorescence detection method more sensitive than the ECL-Plus 
western blot detection system used here to monitor protein accumulation.  This difference 
in sensitivity is evident for M#kGFP* at early times when protein abundance is still low 
(Fig. III.3A).   It is also evident for Y#kGFP* throughout the profile because absolute 
protein amounts remain low (Fig. III.3B).  As a consequence, the protein profile for the 
short-lived reporter is shifted to the right compared with that for the stable reporter.   By 
contrast, the induction profiles based on relative fluorescence are the same within 
experimental error for the two reporters.  Thus the destabilized and stable reporters 
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function equally well for monitoring induction profiles.   Fluorescence induction for the 
reporters is shifted toward later times compared with mRNA induction profiles.  The 
extent offset is influenced by the threshold for fluorescence detection and the effective 
maturation time that includes the time for translation of the mRNA, protein folding, and 
oxidative steps that develop the fluorophore.  
 
 
Figure III.3.  Galactose induction kinetics for detection of reporter gene mRNA, protein, and fluorescence.   
 (A  & B ) Plots comparing galactose induction profiles for GFP* mRNA 
 ( open circles dashed line), protein (filled triangle solid line), and fluorescence (filled square dashed line) in 
strains with the PGAL1-UBI-M!kGFP* (C699-181) or PGAL1-UBI-Y!kGFP* (C699-183) reporters, as 
specified. The data points for mRNA and protein are the average values from four and three independent 
induction time courses, respectively.  The data points for fluorescence are the average of the mean fluorescence 
from four independent induction time courses.  (The mean fluorescence value at each time in given time course 
is determined from quantification of at least 25 cells.)  Error bars show 95% confidence limits calculated from 
the independent time course determinations. 
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To determine the half-lives for the reporter mRNA and protein, cultures of strains 
expressing either the PGAL1-UBI-M!kGFP* (C699-181) or PGAL1-UBI-Y!kGFP* 
(C699-183) allele were grown in galactose medium to induce their steady state 
expression.  Cultures were then switched to glucose medium, which immediately inhibits 
further transcription  (Johnston et al, 1994).Samples of the cultures were removed before 
(t=0) and at indicated times after addition of glucose to prepare mRNA and protein 
extracts and to mount cells for fluorescence microscopy.  In contrast to half-life 
determinations made in the presence of general translation inhibitors, such as 
cycloheximide, the strategy used here measures rates of degradation under normal growth 
conditions. Quantification of amounts of reporter mRNA, protein, and fluorescence was 
done as described for the galactose induction profiles (above).   Plots comparing the 
exponential decay of these species for M!kGFP* and Y!kGFP* are shown in Figs. 
III.4A & III.4B, respectively.  The half-lives extrapolated from these data are 
summarized in Table III.1.   The half-life of the UBI-X-!kGFP* mRNA (~ 7 min) was 
the same for both alleles, but is somewhat longer than for the reference GAL1 mRNA (~4 
min).  The half-life of the stable M!kGFP* protein is approximately 10-times longer than 
for the destabilized Y!kGFP* protein whether calculated from data collected by western-
blot or fluorescence methods.   Because the Y!kGFP* species is undetectable 10 min 
after inhibition of transcription, the time available for making measurements is 
constrained to the period  where mRNA has not yet been depleted from the cells.   In this 
situation the measured half-life reflects the dynamics between the translation and 
degradation. 
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Figure III.4.  Degradation kinetics of reporter gene mRNA, protein, and fluorescence.   
 (A & B) Plots show the exponential decay of GFP* mRNA (open circle dashed line) and protein quantified 
by Western blot (filled triangle solid line) or fluorescence (filled squares dashed line) in strains with the 
GAL1-UBI-M!kGFP* (C699-181) or GAL1-UBI-Y!kGFP* (C699-183) reporters, as specified.   Amounts 
of each species are relative to steady state amounts before inhibition of transcription (t=0) by the addition of 
glucose to the cultures.   Data points shown in each plot are the average of N independent experiments as 
specified in Table III.1. Error bars show 95% confidence limits.   
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Strain Allele Species Detection 
Method 
Half-life + StDev 
(min) 
C699-181 GAL1,10-UBI! mRNA qPCR 7 
  Protein Western 71 + 6 
  Protein Fluorescence 84 + 7 
C699-183 GAL1,10-UBIY!kGFP mRNA qPCR 7 + 1 
  Protein Western 8 + 2 
  Protein Fluorescence 7 + 3 
C699-183  
C699-184 
GAL1 mRNA qPCR 4 + 0.4 
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Yeast respond to mating pheromone by inducing a transient transcription program  
(Roberts et al, 2000a). FUS1 encodes a membrane protein that is localized to the tips of 
mating projections and is required for cell fusion between mating partners.  Its expression 
is strongly induced by pheromone and serves as a standard indicator for signal dependent 
transcription in yeast.  Therefore, the FUS1 UAS was exploited to examine fluorescent 
proteins as reporters of transient transcription.  Mating pheromone !-factor was added to 
cultures of strains expressing either the PFUS1-UBI- M!kGFP * (C699-198) or PFUS1-
UBI-Y!kGFP* (C699-199) allele.  Samples of the cultures were removed before (t=0) 
and at indicated times after pheromone addition to prepare mRNA for quantification by 
qPCR and to mount cells for microscopy for fluorescence determination as before. 
As expected, FUS1 mRNA is rapidly and transiently induced with a peak occurring 
between 0-30 min (Fig. III.5A).  Because of our limited early sampling times, we use the 
15 min time point as the apparent time at which maximal mRNA expression occurs.   
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FUS1 mRNA abundance then declines and stabilizes at ~50-60% of the maximal amount.   
The GFP*  mRNA profiles expressed from the 45 bp FUS1 UAS for both UBI-M!kGFP*  
and  UBI-Y!kGFP* are indistinguishable from each other and the endogenous FUS1 
(Fig. III.5A).  The pheromone induction kinetics of GFP* fluorescence is similar for 
stable (M#kGFP*) and destabilized (Y#kGFP*) reporters, yet only the destabilized 
GFP* reveals attenuation that is characteristic of pheromone induced mRNAs (Fig. 
III.5B).   The mRNA and fluorescence profiles for the Y#kGFP* are similar in that both 
reveal attenuation of expression that declines to 50-60% of the maximum.  However, 
because of the delay in fluorescence detection compared with mRNA, other details are 
different.   Notably, the mRNA profile has a sharp peak at 15 min and the fluorescence 
profile has a delayed and broad peak spanning 45-90 min. 
 Here we show that despite the delay in detection for fluorescence compared with 
mRNA, the induction profile of the destabilized GFP* is indicative of the corresponding 
mRNA profile. Previously some of us reported on a way to back predict the mRNA from 
a shorted-lived cyan fluorescent protein reporter  (Wang et al, 2008).Here we apply that 
same strategy to the destabilized Y#kGFP* reporter under control of the FUS1 UAS.  
Figure III.5C shows the predicted mRNA profile (solid black line) compared to the 
measured FUS1 UAS dependent GFP* mRNA profile (circles). The uncertainty in the 
PFUS1-UBI-Y!kGFP* pheromone induction profile corresponds to a range of values that 
the fluorescence could take. We used the maximum and minimum range, set by the 
uncertainty in fluorescence measurements, to estimate the maximum and minimum range 
of mRNA levels that could explain our data (Fig. III.5C, grey lines). The mRNA profile 
was modeled as a sum of exponentials so that the resulting dynamical equation for the 
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GFP* could be solved analytically and the resulting solution could be fit to the data using 
a nonlinear least squares method (see methods section for details). Figure III.5C 
demonstrates the success of back-predicting the mRNA profile from the fluorescence.  
 
Figure III.5. Comparison of pheromone induction profiles for FUS1 and reporter gene 
expression.   
 (A) Plot comparing pheromone induction profiles for FUS1 (open square solid line) and GFP*   (filled 
circle dashed line) mRNA in PFUS1-UBI-M$kGFP* (C699-198) and PFUS1-UBI-Y$kGFP* (C699-
199) strains. Data points are the average from six independent induction time courses (three with strain 
C699-198 and three with strain C699-199).  Error bars show 95% confidence limits.  (B) Plot 
comparing the pheromone induction profile for GFP* fluorescence in the PFUS1-UBI-M$kGFP* 
(C699-198)    (open triangle solid line) and PFUS1-UBI-Y$kGFP* (C699-199)       (filled triangle 
dashed line) reporter strains. More than 25 or 50 individual cells were scored for each time point in a 
single time course with strain C699-198 or C699-199, respectively. Each data point is the average from 
four independent time courses.  Error bars show 95% confidence limits.  (C) Model prediction of the 
pheromone induced FUS1 mRNA profile using Y$kGFP* fluorescence measurements as input.  Plot 
compares the model mean (black solid line) and range (min, max grey solid line) to the empirically 
determined reporter GFP* mRNA profile (filled in squares and dotted line) from (A).   
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Theoretical and computational analyses of mathematical models designed to 
investigate biological responses to various environmental stimuli are providing deeper 
and often non-intuitive understanding of the underlying regulatory systems. These studies 
often rely on measurements of changes in gene expression in individual living cells as 
they respond to stimuli in real time.  Fluorescent proteins are obvious tools for generating 
the data used to evaluate and validate model predictions.  To be faithful as reporters of 
temporal transcription programs, it is important that the fluorescent protein has fast 
maturation and turnover kinetics.   These two qualities make the window in which they 
are detected more closely match that of transcript profiles. 
 We previously provided proof of principle that flexibility in fluorescent protein 
reporter stabilities could be realized by exploiting the N-end rule pathway for 
programmable protein degradation  (Hackett et al, 2006).This pathway targets proteins to 
the proteasome for their destruction with efficiencies that are determined by the identity 
of a bipartite “N-degron” signal (Bachmair et al, 1986a;Bachmair & Varshavsky, 
1989a;Gonda et al, 1989;Varshavsky, 1996).  This first generation of N-degron reporters 
was based on cyan fluorescent protein (CFP).  CFP has a slow functional maturation time 
(~ 2 hr), which encompasses the time it takes for translation, protein folding, and 
fluorophore development.  This slow maturation and the low fluorescence intensity of 
CFP severely limited the utility of this first generation of N-degron fluorescent reporters.   
 The M#kGFP* (stable) and Y#kGFP* (destabilized) reporters described here are 
derivatives of a fast maturing and thermostable version of GFP (F64L, S65T, V163A).  
GFP* has a far better fluorescence intensity than CFP at the optimal growth temperature 
(30oC) for S. cerevisiae.  This attribute improves detection sensitivity, which is especially 
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advantageous for the destabilized reporter.   It is noteworthy that fluorescence of the 
GFP* reporters proved to be more sensitive for detection of the reporter gene product 
than did the commonly used ECL-Plus western blot system.  The brightness and faster 
maturation of GFP* compared with CFP also allows the destabilized Y#kGFP* reporter 
to track induction kinetics equally well as the more abundant stable M#kGFP* reporter.   
In addition, the destabilized reporter revealed the transient profile characteristic of 
pheromone induced transcription that was otherwise masked by the accumulation of the 
longer-lived protein.   These characteristics of Y#kGFP* fluorescence make this reporter 
especially well-suited for tracking the temporal dynamics of transcription.   In support of 
this claim, we applied a mathematical approach that successfully back-predicted the 
pheromone induced mRNA profile from the fluorescence data of the Y#kGFP* reporter.  
The approach we used is similar to that of Wang et al.  (Wang et al, 2008)except that the 
rapid maturation of GFP* required only information about the half-life of the reporter and 
allowed us to use a quasi-equilibrium approach to reduce the number of equations and 
parameters needed for fitting.  Because the  N-end rule pathway is evolutionarily 
conserved, the utility of this strategy for generating families of short-lived fluorescent 
reporter proteins and application of the mathematical approach to predict mRNA profiles 
should be generally applicable  (Gonda et al, 1989). 
 There has also been great interest in determining the origins and consequences of 
variability in gene expression observed from isogenic cell populations.  This variability 
arises from two general sources:  “intrinsic noise”, which is due to the inherent random 
nature of the biochemical processes necessary for expression of a particular gene, and 
“extrinsic noise”, which affects all genes  (Elowitz et al, 2002).Many of these 
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investigations relied on stable fluorescent proteins as reporters of transcriptional activity 
(Blake et al, 2003;Elowitz et al, 2002;McCullagh et al, 2010;Raser & O'Shea, 2004). 
Therefore, the fluorescent reporters are expressed at levels greater than many endogenous 
proteins, which have mRNA and protein half-lives of 15 min or shorter. When either the 
maturation or the turnover rate of the reporter is slow compared with the endogenous 
proteins, the reporter acts as a low pass filter and obscures intrinsic fluctuations that 
contribute to variability in gene expression.      
The programmable features of the N-degron tagging approach expand the range 
of half-lives that is possible with fluorescent reporter proteins.  This flexibility, in 
principle, allows investigators to match the decay rates of the reporters to the proteins in 
the system that they are designed to track and thereby provide a more accurate picture of 
the dynamic properties of the system under investigation.  
!
!
!
!
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By using two novel experimental tools, microfluidics and a destabilized reporter 
of gene expression, we measured the frequency response of the mating pathway. Treating 
cells with periodic levels of pheromone resulted in a delay in deactivation of transcription 
of ~40min (see Figure IV.1). Transcription persisted after pheromone was off for 
multiple pulses, although the delay in shutoff decreased for the second and third pulse. To 
better pinpoint the location of the memory source we measured ppMAPK levels in 
response to a pulse of pheromone by way of western blot (Fig. IV.1).  In contrast to the 
transcriptional response, we saw no delay in deactivation of ppMAPK. Thus, the 
underlying mechanism of transcriptional memory must be downstream of the MAPKs.  
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To characterize the memory, we measured the transcriptional response to six frequencies 
with periods varying between 90-320min with a maximum pheromone concentration of 
50nM for several periods (2-4) in a row. Pulses %45min, with a maximum input of 50nM, 
had a response similar to the response at a constant 25nM (the time average) (Appendix 3 
Figure A3.3) At pulses greater than 160 min the cells quickly grew to fill the chamber. 
The memory for the first pulse was nearly constant at around 40min over all frequencies 
although it was slightly longer (~50min) for a period of 150min. Additionally for all 
frequencies there is a long-term adaptation that is on the order of 400-500 min.  This 
likely indicates a negative regulation that is slow to accumulate.  
 
 
Figure IV.1 Transcriptional memory 
A) Transcriptional (pFUS1-GFP) response to a pulsed input of 90min and maximum pheromone 
concentration of 50nM (open circles). Memory is present at this level as evident by the fact that the 
transcriptional output peeks at ~40min after pheromone is turned off. ppMAPK response to a pulse of 
90min showing there is no memory at this level of the pathway (black squares). The grey background 
indicates the presence of pheromone while the white indicates the pheromone is off.   
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Because the memory is localized downstream of the MAPK the model of 
transcriptional regulation presented in the second chapter is well suited to study the 
mechanism of memory. Figure IV.2 shows how predictions from this model, red lines, 
compare with the observed frequency response for a period of 180 min. Plotted are 50 
parameter sets that gave good fits, found by running MCMC simulations on our model 
(see Appendix 2). This is meant to account for the range of parameter sets that can 
explain our data given the uncertainty in our measurements. For all realizations, the 
model fails to predict the memory of the response.  Additionally, the data show a long-
term adaptation, whereas the adaptation of this model happens on a much faster time 
scale. The fact that the model doesn’t fit is perhaps not too surprising. Generally the 
response of a complex nonlinear system, such as ours, can be fundamentally different 
depending on the type of input. We also made several simplifying assumptions that may 
not be appropriate in the context of describing the response to an oscillating input. For 
instance, we assumed that binding between Ste12 and the promoter is in quasi-
equilibrium. That is, the on and off rate of Ste12 binding to the promoter was assumed to 
be fast as compared to protein synthesis and degradation. The problem with this 
assumption is that if Ste12 dissociation from the promoter was slow it could potentially 
delay shutoff, contributing to memory.  Positive feedback could also be a source of 
memory and though it was included in our previous model, it was not strong enough to 
produce the observed memory. This could be because we also underestimated the 
strength of the negative feed forward loop, or some other source of negative regulation, 
that could be balancing the positive feedback.  
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One way forward would be to refit the model using all of our collected data, 
including the frequency response data, relaxing the assumptions previously made. 
However, the complexity of the model, and the number of free parameters, would make it 
difficult to pinpoint the source of memory, interpret the results, and fully understand the 
underlying mechanisms. A better approach is to first use a simple model to characterize 
any possible memory sources. After we have characterized this model, we can then 
incorporate it into our more detailed/predictive model.  
 
 
Figure IV.2 MSB model predictions of response to oscillating input 
Predictions of MSB model (red line) of the frequency response at a period of 180min compared to 
measurements (open circles) 
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From the model presented in Chapter 2 we identified two possible mechanisms that could 
account for the memory we observed. One possibility is that the rate of Ste12 coming off 
the promoter of FUS1 is slow. The second possible source of memory is positive 
feedback of Ste12. If this positive feedback is strong enough it could continue to drive 
transcription in the absence of pheromone. It is also possible that both, or none, of these 
mechanisms contribute to the overall observed memory.  
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Here I briefly outline the details that went into the simplified model of 
transcriptional memory (Figure IV.3D). Ste12 is held inactive by forming a complex 
with Dig2. Addition of pheromone results in phosphorylation of Fus3 and Kss1, which in 
turn promote the dissociation of the Ste12-Dig complex. Ste12 when free from the 
inhibitory complex can then bind to DNA promoter regions of pheromone response genes 
(PREs), which in turn initiates transcription. This portion of the model is what I referred 
to as the core model in the second chapter. Ste12 bound to PREs also promote the 
transcription of Ste12 forming a positive feedback. Additionally, ppFus3 , but not 
ppKss1, promotes the degradation of Ste12 by way of a as yet unidentified intermediate; 
labeled x.  (Esch et al, 2006a)This is included to account for the long-term trend of 
adaptation seen in the frequency response data. There are other potential sources of 
negative regulation by active Fus3 as well that could have a similar effect, such as 
feedback phosphorylation of an upstream component, such as the RGS protein Sst2 or the 
scaffold Ste5. Out of the 17 parameters in our model, we had good estimates for 5 of 
them. The other 12 where left free. (For a complete list and rationale see Appendix 3)   
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Figure IV.3 Diagram of the model of transcriptional memory 
with A)  no positive feedback and fast  Ste12-DNA binding kinetics B) with no positive feedback and unconstrained 
Ste12-DNA binding kinetics C) fast Ste12-DNA binding kinetics and allowing positive feedback D) Unconstrained 
Ste12-DNA binding kinetics and allowing positive feedback.  
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After deciding what details to include in the model we then needed to characterize 
the relative contribution of slow deactivation of Ste12 and positive feedback to the 
memory. The physicist approach would be to systematically vary the free parameters in 
the model and thus show how those parameters influence model behavior. The challenge 
with this approach is that the number of calculations grows exponentially with the 
number of free parameters.  To put this in perspective, the memory model, though 
relatively small, has 12 free parameters. Using 5 values for each parameter would require 
solving our system of odes over 244 million times. Even making use of the UNC 
computing cluster, using traditional solvers I was able to run 103-104 simulations over the 
course of a day. Even assuming that I could optimize performance by a factor of 10x then 
it would take longer then my graduate career to run one parameter sweep.  
 
K&#%/+1!D/,6!%#31&!7#3#B&,&3!-&,-O!!
A typical approach used to handle a large free parameter space is to simply make 
educated guesses about the ranges of reaction rates (hopefully based off experimental 
measurements) and tune the parameters by hand until the model agrees with experiments. 
An improvement over this method are parameter estimation methods. A particular 
example of such methods are Markov Chain Monte Carlo (MCMC) techniques that 
perform a random walk through the parameter space biased toward local minima of an 
energy function that measures how well the model fits the data. As long as the energy 
function fulfills detailed balance then the MCMC method is guaranteed to eventually find 
the global energy minimum. However, you are not guaranteed that it will find the global 
minimum in a reasonable amount of time. One reason for this is that the energy landscape 
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is often filled with many local minimums and the probability for being stuck in one of 
them is high. Many approaches, such as temperature annealing or stochastic tunneling, 
have been used in attempt to circumvent this problem  (Das & Chakrabarit, 2005;Wenzel 
& Hamacher, 1998). However practically speaking these methods could still be slow to 
converge, especially if the starting place in parameter space is far from the region of 
interest.  
 
Graphics processing units (GPU) have become increasingly used, with dramatic 
results, to speed up calculations in fields from finance to engineering. Recently GPU 
have been applied to the biological sciences to speed up bioinformatics algorithms 
(Bustamam et al, 2012;Yung et al, 2011) and there have been a few examples of GPUs 
being applied to the modeling of signaling networks (Liepe et al, 2010;Vigelius et al, 
2011;Zhou et al, 2011). GPUs where originally developed to handle computationally 
intense problems in video games. A GPU speeds up simulation by tasking computation to 
many separate processors that run independently from each other. I sought to harness this 
parallel computing power to simulate many independent parameter sets for models of 
biochemical networks and thus more thoroughly interrogate and characterize model 
behavior. Making use of GPUs allowed me to run hundreds of millions of parameter sets 
overnight. This put a systematic search of free parameter space within reach 
 
One of the advantages of a systematic parameter search is that it is easier to rule 
out poorly performing models. If after sweeping all free parameters our model does not 
fit the data, it is likely due to something lacking in the model and not in the choice of 
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parameters. Making use of the computational power of GPUs allowed me to 
systematically investigate the relative contribution of both potential memory sources. To 
do this I built the simplified model without positive feedback and fast Ste12-DNA 
binding kinetics (Figure IV.3A), with only one of these memory sources (Figure IV.3B 
& C), and including both positive feedback and slow Ste12-DNA binding 
kinetics(Figure IV.3D). For each of these four models I then swept the free parameters 
choosing 5 values spanning 2 orders of magnitude, evenly spaced on a log scale, for each 
free parameter.  To get the best model fits, I compare the simulations to the measured 
transcriptional response of all 6 frequencies we measured with a maximum of 50nM 
pheromone. After finding the best fits for each model, I predict the response to the same 
six frequencies with a maximum of 10nM and compare it to measurements. In this way 
we can interrogate the relative contributions of the two memory sources to the observed 
response.  
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First I swept the parameters of the model with no positive feedback and fast 
Ste12-DNA binding kinetics. Figure IV.4A&C shows the best fits (red lines) compared 
to the data (open circles).  Overall this model does a poor job describing the data. 
Interestingly this model exhibits memory in the transcriptional response. This is due to 
slow deactivation of Ste12 that is not bound to the promoter. In this model there are two 
mechanisms for diminishing the pool of active Ste12: degradation of free Ste12 and re-
association with the repressor Dig2. A consequence of the slow re-association of Dig2 
with Ste12 is that the basal free Ste12 is high. This leads to high basal expression, and 
fold induction, from the Fus1 promoter. The long-term trend tracks somewhat with the 
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data, however the amplitude response is relatively low. Another failure of this model is 
that it overestimates the memory, particularly for longer pulses. Additionally, the data 
show that the memory decreases with pulse number, whereas in the model the memory is 
relatively constant over multiple pulses. 
  
 Not only did this model fail to fit the data for the pulses with a maximum of 
50nM pheromone, it also failed to predict the data for pulses with a maximum of 10nM 
pheromone pulses (Figure IV.4B&D).  As can be seen in Figure IV.4B&D the 
predictions suffer from some of the same problems the model has with capturing the high 
pheromone concentration case. It overestimates the memory, the memory is constant 
regardless of the pulse number, the basal activation is high, and the fold induction is low. 
One place the predictions agree with experiment is in the maximum induction relative to 
the 50nM frequency response. In the case of a linear system decreasing the input by 5x 
would lead to a proportional decrease in maximum output. However, our data show that 
decreasing the input by 5x results in a decreased response of ~10%. Overall, however, the 
performance of this model is poor. 
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We next fit the data with the model containing positive feedback as a source of 
memory and with Ste12-DNA kinetics constrained to be fast. Figure IV.5A&C shows 
the best fits (red lines) compared to the data (open circles). These fits were in general 
poor and did not match the memory after the first pulse. Particularly striking is how 
poorly this model captures the long-term trend in the data. Memory in this case is 
dominated by the positive feedback of Ste12 and the model does not track with the long-
term trend in the data. Slow deactivation of Ste12 by Dig2, in addition to positive 
 
Figure IV.4  Best fits (red lines) for memory model without positive feedback and with fast Ste12-DNA 
binding kinetics 
compared to the measured response at 50nM (open circles) including the mean M  standard deviation of the data 
(dashed lines) for a period of  (A) 120 min and (C) 180 min.  Predictions (red lines) for memory model without 
positive feedback and with fast Ste12-DNA binding kinetics compared to the measured response at 10nM (open 
circles) including the mean M  standard deviation of the data (dashed lines) for a period of  (A) 120 min and (C) 
180 min.  The grey background indicates the presence of pheromone while the white indicates the pheromone is 
off.   
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feedback, doesn’t result in a better fit. This is due to the fact that a relatively stable Ste12 
and strong positive feedback would result in basal activation near saturation as well as 
low fold induction.  
 
 Predictions for the frequency response at 10nM, using the best fits from 50nM, 
are generally poor (Figure IV.5B&D). The majority of the fits for this model predict no 
induction in the 10nM input response.  
 
 
Figure IV.5 Best fits (red lines) for memory model with positive feedback and with fast Ste12-DNA 
binding kinetics  
compared to the measured response at 50nM (open circles) including the mean M  standard deviation of the 
data (dashed lines) for a period of  (A) 120 min and (C) 180 min.  Predictions (red lines) for memory model 
with positive feedback and with fast Ste12-DNA binding kinetics compared to the measured response at 
10nM (open circles) including the mean M  standard deviation of the data (dashed lines) for a period of  (A) 
120 min and (C) 180 min.  The grey background indicates the presence of pheromone while the white 
indicates the pheromone is off.   
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Next we swept parameters for the model without positive feedback and slow 
dissociation of Ste12 and DNA. Figure IV.6A&C shows the best fits (red lines) 
compared to the data (open circles).  This fit preforms better than the previous two, 
however it still fails in a few crucial ways. One shortcoming of this model is that the 
memory is relatively constant over several pulses, whereas the data shows a general 
decrease in memory as the number of pulses increases. This is due to the fact that 
memory here is driven by the off rate of Ste12 from the DNA binding site which remains 
relatively fixed regardless of pheromone dose or duration. In some ways this fit is similar 
to the fits of the model with fast Ste12-DNA binding kinetics and no positive feedback. 
Both are able to track the long-term trend of the data, at least somewhat. Both 
overestimate the memory and have a reduced amplitude response. The model with slow 
Ste12-DNA kinetics, however, has a much higher fold induction and lower basal 
activation than the model with fast Ste12-DNA kinetics. A slow deactivation step is 
enough to produce memory, though not the type that we see in our data. Slow 
deactivation of Ste12 by degradation or rebinding to Dig2 is undesirable because it also 
increases basal activation and reduces the fold induction. Slow deactivation at the level of 
the promoter is sufficient for memory and also can keep the basal activation low and fold 
induction high.  
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The model predictions without positive feedback, for the 10nM case, overestimate 
the memory after the first pulse (Figure IV.6B&D). Additionally, these fits predict the 
correct maximum response for shorter periods and for the first pulse of longer periods. 
However, after the first pulse of longer periods the predicted response for 10nM is low 
compared to the data.  
 
 
 
Figure IV.6 Best fits (red lines) for memory model without positive feedback and slowSte12-DNA binding 
kinetics 
 compared to the measured response at 50nM (open circles) including the mean M  standard deviation of the data 
(dashed lines) for a period of  (A) 120 min and (C) 180 min.  Predictions (red lines) for memory model without 
positive feedback and unconstrained Ste12-DNA binding kinetics compared to the measured response at 10nM 
(open circles) including the mean M  standard deviation of the data (dashed lines) for a period of  (A) 120 min 
and (C) 180 min.  The grey background indicates the presence of pheromone while the white indicates the 
pheromone is off.   
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Finally we used our parameter sweep to investigate the ability of the model with 
both sources of memory to fit our frequency response data. Figure IV.7A&C shows the 
best fits (lines) compared to the data (open circles). In general, this model fits the data 
well, capturing both the long-term trend of the data as well as matching the amplitude 
response and memory.  
 
We then used the best fits to predict the pulse response using a pheromone 
concentration of 10nM. Figure IV.7B&D clearly shows that overall the predicted values 
(red lines) correspond well to the experimental measurements (circles). Interestingly, the 
model predicts that most of the parameter sets with good fits have a maximum response 
at 10nM that is around 80-85% of the maximum response to the 50nM input. 
Additionally we see good agreement with the memory and long-term trends in the 
response.  
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As can be seen in the frequency response data there is a long time scale 
adaptation. As our model reflects, we hypothesize this adaptation is mediated by ppFus3 
actively degrading Ste12. To test this hypothesis we deleted Fus3. When Fus3 is deleted 
Kss1 levels increase to compensate. (Hao et al, 2012) Thus deleting Fus3 has a similar 
effect, in our model, as deleting the negative feedforward loop. Our full memory model 
 
Figure IV.7  Best fits (red lines) for memory model with positive feedback and slow Ste12-DNA binding 
kinetics 
compared to the measured response at 50nM (open circles) including the mean M  standard deviation of the data 
(dashed lines) for a period of  (A) 120 min and (C) 180 min.  Predictions (red lines) for memory model with 
positive feedback and unconstrained Ste12-DNA binding kinetics compared to the measured response at 10nM 
(open circles) including the mean M  standard deviation of the data (dashed lines) for a period of  (A) 120 min 
and (C) 180 min.  The grey background indicates the presence of pheromone while the white indicates the 
pheromone is off.   
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predicts that deleting the negative feedforward loop will remove the long time scale 
adaptation and result in a flatter overall response (Figure IV.8 black lines) compared to 
the full model (Figure IV.8 red lines). Measurements of transcriptional activation to 
 
Figure IV.8  Predicted response to breaking negative feedforward loop 
Predictions from best fits of full memory model(red lines) for breaking the negative feedforward loop by 
way of deleting Fus3 (black lines). Experimental measurements of pFUS1-GFP in fus3N cells (open 
squares) for a period of 180min and pheromone concentration of (A) 10nM and (B) 50nM.   
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oscillating input in fus3Q'cells (Figure IV.8 black squares) generally agree with 
predictions that the overall response is relatively flat. This proves that Fus3 mediates the 
long-term negative regulation. However Fus3 acts to negatively regulate many portions 
of the pathway (Garrison et al, 1999;Hao et al, 2012;Kranz et al, 1994;Parnell et al, 2005) 
not just through up-regulating Ste12 degradation. Our future experimental plans involve 
further pinpointing the exact molecular mechanism by which Fus3 negatively regulates 
mating genes. 
 
<3&#=/+1!"6&!E*-/,/5&!0&&:$#;=!.**7 
We used the best fits from the full memory model to predict the frequency 
response after breaking positive feedback. Figure IV.9 shows the predicted response 
(black curves), after breaking positive feedback, using a maximum pheromone 
concentration of 50nM. Overall, positive feedback increases the amplitude response. 
Additionally the majority of predictions suggest that breaking positive feedback 
decreases the memory for longer periods. Both the full model and the data show a 
relatively constant memory of about 40min as a function of period length. In contrast, a 
subset of the fits predict that breaking positive feedback reduces the memory to 20min, 
for a period of 90 min, and  -20min (negative memory) for a period of 240min. A few 
predictions, however, show little change in the memory but still show a reduced overall 
response as well as a reduced amplitude response. As we saw earlier, positive feedback is 
not needed for transcriptional memory, slow deactivation is enough. However, here we 
see that positive feedback can keep the amplitude response high and in some cases keep 
the memory high for longer pulses.    
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Figure IV.9 Predictions for breaking the positive feedback loop 
 Predictions from best fits of full memory model(red lines) for breaking the positive feedback of Ste12(black lines) 
for a period of (A) 120 min (B) 180 min and (C) 240min   
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Genetic regulatory networks often contain multiple control mechanisms that 
tightly coordinate gene expression. In the yeast pheromone response, the transcriptional 
activator Ste12 is subject to both positive feedback through promotion of its own 
synthesis and negative regulation by transcriptional repressors and pheromone-induced 
degradation. Here we have demonstrated an additional regulatory mechanism in which 
Ste12's stability is increased through protein-protein interactions with other 
transcriptional regulators.  Additionally we have presented data demonstrating that 
Ste12's degradation follows saturation kinetics. We developed a mathematical model to 
understand how these nonlinear effects interact to generate an appropriate mating 
response.  The mathematical model was able to reproduce the often counterintuitive 
experimental data for the abundance and stability of Ste12 obtained by selectively 
deleting components of the regulatory system. As evidence for the validity of the model, 
it accurately predicted the qualitative behavior of the temporal profile of pheromone-
induced transcription of the mating-specific gene FUS1 in several of the different genetic 
backgrounds.  
 
             Our modeling revealed a novel regulatory motif for perfect adaptation, a 
property of certain signaling pathways in which a subset of the signaling components 
eventually return precisely to their basal activity levels in the presence of persistent input 
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signal. Adaptive responses typically involve negative feedback or feed forward regulation  
(Tedford et al, 1997;Yi et al, 2000).In our model, the mechanism for perfect adaptation 
involves stabilization through protein-protein interactions. In the context of the yeast 
mating response, the increased stability of Ste12 when associated with the transcriptional 
repressors Dig1 and Dig2 also ensures that prior to pheromone stimulation a large, but 
repressed, pool of Ste12 exists. This pool can then be rapidly activated once an 
appropriate signal is received. The perfect adaptation of this regulatory motif allows cells 
to mount a transcriptional response that is on a shorter time scale than the kinetics of 
upstream MAP kinase activity. During the pheromone response, the MAP kinase Fus3 
has multiple functions. It is not only responsible for regulating gene expression, but also 
is required for cell cycle arrest and gradient sensing. These processes happen on different 
time scales necessitating multiple control mechanisms. An additional advantage of using 
 the protective interaction motif as a mechanism for adaptation is that the level of 
adaptation can be tuned through the degradation rate of the protected complex. If Ste12 is 
completely stable when part of a protein-protein complex, the system is perfectly 
adapting. In general, however, the level of adaptation is determined by the relative 
stability of the Ste12 complex (Figure 6A). Tightly regulating Ste12 abundance is 
important because overexpression of Ste12 has been shown to have deleterious effects  
(Dolan et al, 1989) . 
 
 We have shown how stabilizing protein-protein interactions can modulate 
transcriptional, as well as biological outcomes in the yeast mating response.  Because 
stabilizing protein-protein interactions have been observed in other diverse contexts, we 
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expect that the principles discussed in this paper could be important in a wide variety of 
circumstances. For instance, the transcriptional repressor Mat!2 is stabilized through 
interactions with the co-repressors Tup1 and Ssn6  (Laney et al, 2006).  The protected 
fraction is engaged in repressing a-specific genes and is small compared with the 
unprotected fraction that is rapidly degraded.  Laney et al. proposed that this situation 
accommodates the opposing requirements that the Mat!2 imposes the !-cell type identity 
by repressing a-specific genes and yet is still sufficiently short lived for cells to rapidly 
change cell-type identity upon mating-type switching.  Increased stability through 
protein-protein interactions plays a role in signal transduction beyond transcriptional 
regulation.  For example, one study  (Boulter et al, 2010) demonstrated that Rho GDI1 
which binds to multiple Rho GTPases also slows their degradation producing an 
increased pool of these proteins. The existence of protective complexes in these two other 
systems highlights the potential generality of this regulatory motif in signal transduction.  
 
We further tested our model by measuring the frequency response of the mating pathway.   
In doing so we found that the transcription response was able to temporarily hold 
memory of the pheromone input. Our model predicted that positive feedback of Ste12 
was crucial to keeping the transcriptional memory high, particularly for longer 
pheromone pulses. On the other-hand slow deactivation of the promoter for FUS1 acted 
to integrate out transient signals lasting <45min, accounting for the long-term trend seen 
in the data. This is in sharp contrast to the MAPKs both in the pheromone pathway and 
the Hog1 pathway. These MAPKs responded quickly and robustly to changes in 
pheromone. Indeed previous work has found that Hog1 can respond to signals with a 
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duration of 5min or longer. One reason for the difference in time scales could be due to 
the fact that transcription is a bigger investment for a cell. It could be that a slow 
transcriptional response can ensure that a cells investment in transcription is only shut 
down after a signal has been lost for good. On the other hand the less costly activation by 
phosphorylation of components upstream could be tuned to be fast so as to quickly 
respond to a changing environment.   
 
 Cells are able to remember, for a short time, the presence of several 
stressors including nutrient limitation, osmotic stress, and DNA damage.  (Guan et al, 
2012;Hecker et al, 2007;Kensler et al, 2007;Lewis et al, 1995;Matsumoto et al, 
2007;Schenk et al, 2000)Several of the underlying mechanisms of memory, in this case, 
are due to long lived transcripts that are passed on to offspring of cells that experienced 
the initial stress.  In other cases feedback can speedup response to a stress after some 
initial pre-stress. (Mettetal et al, 2008;Zacharioudakis et al, 2007)  We have presented an 
example of transcriptional memory in response to a hormone, suggesting that memory 
could be a more general property of cell signaling not just stress. Additionally we showed 
how positive feedback can produce a robust memory and amplitude response. Indeed, the 
memory was fairly constant for the first pulse over the range of periods we measured. On 
the other hand slow deactivation averages out frequencies with periods shorter than 
~90min. The slow deactivation acts as a low pass filtering out relatively fast fluctuations. 
Where fast is in comparison to the 90min before mating projections begin to form, in the 
presence of a constant pheromone (the time scale of diploid formation). For longer 
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periods deactivation is delayed so that if a persistent signal is briefly lost, transcription 
can continue, and continue where it left off if the signal returns fast enough.    
 
Crucial to our success in modeling frequency response of the pheromone pathway 
was our ability to search a large parameter space. The immediate benefit was that we 
were able to easily find many parameter sets that gave good fits to our model. This gave 
us a fuller picture of possible parameter sets that could explain our data, given our model, 
and in turn allowed us to have a fuller picture of how breaking the positive feedback 
could alter transcriptional response, thus significantly increasing our predictive power. 
Just as important was that a systematic search allowed us to rule out alternate models of 
transcriptional memory. Because of this we were able to show that the model that 
explained our data best was one with both positive feedback and a slow Ste12-DNA off 
rate.  
02,23&!K/3&;,/*+-!!
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Now that we identified and characterized the sources of transcriptional memory, 
the next step is to expand upon these principles by adding the details of the model from 
chapter II. Additionally, I would like to now revisit, making use of the GPUs, the 
parameter fitting of this model including the frequency data. Although we see a dramatic 
speedup in integrating our ODEs using GPUs, we are still limited in the number of free 
parameters that, practically, can be scanned. We expect that with optimization we could 
systematically scan ~15 parameters in a reasonable amount of time. Thus even with the 
use of GPUs, systematic parameter searches of large cell signaling networks, involving 
many free parameters, still remain out of reach. To help circumvent these problems I 
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propose combining GPUs and Markov Chain Monte Carlo (MCMC) parameter searches.  
In theory I could run tens, or even hundreds, of thousands of MCMC searches with tens, 
or hundreds, of thousands of starting values. The MCMC simulations ensure that you 
don’t waste a lot of time in areas of parameter space that give bad fits. Using many 
starting values circumvents the problem that these simulations can spend a long time 
stuck in local minima. By using this technique I should be able to efficiently characterize 
the given model and be that much more predictive.  
 
>&#-23/+1!03&Q2&+;F!H&-7*+-&!*(!E*%#3/,F!>#3=&3-!/+!J&#-,!
We have extended previous work on measuring the frequency response of cells to probe 
the underlying regulatory architecture. While previous work primarily focused on nuclear 
localization of the MAPK Hog1, it is not always possible to measure nuclear localization 
of a MAPK. Probing the transcriptional regulation downstream of the MAPK required 
engineering a special short-lived fluorescent reporter. Because extending the available 
readable outputs improved our ability to probe the pathway, measuring the frequency 
response of other outputs may teach us new things about the mating response. Another 
potential readout is the polarity sensing mechanism in yeast. In response to pheromone 
Bem1 localizes to the cell membrane. If there is a gradient of pheromone then Bem1 will 
localize in the direction of the gradient. Measuring the frequency response of the polarity 
response could give new insight into how polarity is regulated.   
 
K/((&3&+;&-!/+!8+:/5/:2#%!)&%%!H&-7*+-&!,*!#+!'-;/%%#,/+1!8+72,!
Another interesting questioning is how does the response to an oscillating input 
vary from cell to cell? Additionally, in our experiment yeast are arrested in G1 when 
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exposed to pheromone. When pheromone is removed, after some time, cells begin to 
divide again until pheromone is reapplied. Thus the question is how do cells pass on 
information about their environment? Do they pass on any information about their past 
environment (memory) to their progeny? How does the response of an individual cell 
compare to the average? Answering these questions will require a building up of better 
software tools to track individual cells through time efficiently, as well as dealing with 
technical considerations such as how to distinguish at what point a cell is born.  
)*+;%2-/*+!
By combining mathematical and experimental tools we learned many details 
about regulation of signaling in the yeast mating response as well as some underlying, 
general, concepts behind this regulation. Furthermore, the tools I have developed, both to 
run simulations on GPUs and to measure the frequency response in yeast, will go a long 
way in helping identify the general motif’s and stratagems that cells use to respond 
reliably to external stimuli.  
 
!
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Yeast strains used in this study are isogenic with BY4741 or BY4742 and are 
listed in Appendix 2 Table A2.3 (Brachmann et al, 1998).  Media preparation and 
standard yeast genetic methods for transformation, gene replacement, crosses, and tetrad 
dissection were as described in Amberg, Burke, and Strathern (Amberg et al, 2005).  
Details of the strain constructions are provided in Appendix 2. 
 
H&7*3,&3!1&+&!#--#F!
Expression of the FUS1-lacZ reporter gene was assessed by measuring the 
amount of #-galactosidase activity in yeast whole-cell extracts as described previously 
(Hoffman et al, 2002). We measured, with two independent replicates, induction of 
FUS1-lacZ by 10µM alpha factor in WT and dig2! mutants.  
 
>#,/+1!3&-7*+-&!#--#F!
Mating response was assessed based on the accumulation of cells in pheromone treated 
cultures with mating projections (shmoo morphology).  5 ml cultures of specified strains 
were grown in synthetic medium (-SC complete) to ~ 0.5 x 107 cells/ml.  400 µl of each 
culture was removed to an eppendoph tube at t=0, cells were sonicated mildly to disperse 
clumps, and cells were counted and scored for budding index using a hemacytometer.  
Pheromone was added to a final concentration of 10 µM.  400 µl samples were taken 
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from each sample at 60 min intervals and sonnicated .  Cells were counted and scored for 
vegetative and pheromone induced morphological changes using a hemacytometer.   
Imaging of representative samples from these cultures was performed with a Nikon TE 
2000 inverted microscope using a Hammatsu OrcaII Monochrome camera. Acquisition 
was performed with Metamorph software (Molecular Devices; 
http://www.photomet.com).  Image processing and cell scoring were aided by use of 
ImageJ software (http://rsbweb.nih.gov/ij/).  
 
0%2*3&-;&+;&!B&#-23&B&+,-!#+:!Q2#+,/(/;#,/*+!
 Nuclear fluorescence from Ste12-GFP strains was quantified using an 
epifluorescent microscope (Nikon TE 2000 inverted microscope) using a Hammatsu 
OrcaII Monochrome camera. 5ml cultures where grown in synthetic complete medium 
with dextrose (SCD) to ~ 0.5 x 107 cells/ml (early-log phase). A small portion of the cells 
were placed on a pad made of 4% agarose in synthetic complete dextrose (SCD) medium, 
formed on a glass slide.  Cells on this medium where held at 30oC for the duration of the 
experiment.  All experiments measuring degradation where done with 20 µg/mL 
cyclohexamide (where applicable). To measure fluorescence, 1 sec exposures where 
taken at several different equally spaced planes that spanned the cell from top to bottom. 
The resulting image stack was then projected on to the same plane by adding the 
individual planes together. The background fluorescence was subtracted using a standard 
background subtraction algorithm in ImageJ. (http://rsbweb.nih.gov/ij/).  Ste12-GFP was 
clearly visible inside the nucleus.  To quantify the total fluorescence, we drew a circle 
around the nucleus of Ste12-GFP expressing cells and integrated the intensity. 
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Quantification of nuclear fluorescence was aided by an edge detection algorithm written 
in MATLAB ( Mathworks) based on an implementation of the Hough transform used by 
Nachman et. al. (Nachman et al, 2007). Average auto-fluorescence, per pixel, was 
estimated by measuring fluorescence of cells that were not expressing GFP. The auto 
fluorescence per pixel was then multiplied by the number of pixels measured for a 
particular cell and subtracted from the measurement for that cell's intensity. For time 
course measurements we took images of the fluorescing cells every 20 min, keeping the 
temperature constant at 30oC.  For figures 3A and 5A the ImageJ “16 colors” LUT was 
used for ease of visualization. For figure 4B individual cells where tracked in time, using 
a custom Matlab script, by finding the minimum geometric distance between cells in one 
frame to the next. A moving average filter using 3 time points was then applied to each 
cell individually to help smooth measurement error. To ensure that we were not bleaching 
our GFP signal, we took pictures of cells that had not previously been exposed to light at 
the end of the experiment and on the same agarose pad.  After quantification we 
compared the average Ste12-GFP from cells exposed only once and cells exposed over 
the whole time course. We found no significant difference between the two populations 
indicating that bleaching isn’t significant for our experiments.  
 
HI4!73&7#3#,/*+!#+:!Q2#+,/(/;#,/*+!*(!$/3+!BHI4!
Yeast cultures for RNA preparation were grown at 30oC in YPD to 1 x 107 
cells/ml.  10 ml samples were removed from the culture immediately before and at 
indicated times after addition of mating pheromone (10 µM !-factor).  Cells were 
collected from these samples by vacuum filtration on to filters (0.45 µm HAWG, 
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Millipore).  The filters were placed in 1.5 ml eppendorf tubes, cooled in a dry ice/ethanol 
bath and stored at -80oC until all samples were collected for RNA extraction.   
 
 Total RNA was extracted from each sample using a modified version of the hot 
acidic phenol-chloroform method developed by Collart and Oliviero (Collart & Oliviero, 
2000). After adding 400 µL of TES buffer [10 mM Tris-Cl (pH 7.5), 10 mM EDTA, 
0.4% SDS, 4% RNAsecure (Ambion, Inc)] to each tube, the samples were briefly 
vortexed and centrifuged to separate the suspended cells from the filters, which were then 
discarded.  400 µL of phenol pH 4.5 (MP) was added to each cell suspension. Samples 
were vortexed vigorously, incubated at 65oC for 1 hour with intermittent vortexing, and 
then placed on ice for 5 min. Each mixture was applied to a phase lock gel tube (5 Prime) 
to separate the aqueous and organic phases by centrifugation. The aqueous phase was 
removed to a clean phase lock tube and extracted with an equal volume of chloroform. 
The aqueous phase was transferred to a clean eppendorf tube and ethanol precipitated.  
The precipitated RNA samples were suspended in 100 µl RNase-free water.  The quality 
and concentration of the RNA for subsequent real-time quantitative PCR (qPCR) analysis 
was assessed based on 260nm/280nm and 260nm /230nm absorbance ratios. 
 
 First-strand cDNA synthesis for qPCR analysis was generated from total RNA 
using the SuperScript® III First-Strand Synthesis System (Invitrogen).  qPCR reactions 
using 1/20 of total cDNA as template were completed using primers specific to FUS1 
mRNA and the ACT1 reference mRNA (Appendex 2 Table 3).  qPCR reactions were 
carried out in triplicate for each cDNA sample using SYBR GreenER qPCR supermix 
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(Invitrogen) and the Applied Biosystems 7900HT Fast Real-Time PCR system.  Reported 
values for amounts of FUS1 mRNA are the average of determinations made on samples 
from three replicate cultures. 
 
>*:&%/+1!!
We sought to model degradation of Ste12 with and without pheromone induction 
as well as transcription of a mating specific gene (FUS1) which is solely dependent on 
Ste12. To do this we used as input ppFus3, and built an ODE model to compute 
concentrations, using mass action kinetics, for Ste12, Tec1, Ste12-Dig1,Ste12-
Dig2,Ste12-Dig1-Dig2, Ste12-Tec1, Ste12-Tec1-Dig1, mating specific gene mRNA, and 
filamentation specific gene mRNA.  See Appendix 2 for the full set of equations and 
parameters used. Additionally, this model is deposited in the Biomodels database 
(accession number MODEL1204040000). ODE’s where solved using an implementation 
of the Runge-Kutta algorithm in Matlab. Because most of the parameters are unknown, 
initial parameters where chosen using what we deemed to be reasonable estimates. To fit 
the model to the benchmark data we iteratively did random parameter searches, chose the 
best fitting parameter set, tuned by hand to get a better fit, and then again searched 
randomly near that region. To help reduce the dimensionality of our model we used a 
quasi-equilibrium approximation for promoter activation. This is reasonable as the 
binding of transcription factors to their promoters on DNA is often relatively fast.   
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Bacterial transformations, bacterial DNA preparation, and DNA restriction 
enzyme digestions were performed by standard methods (Sambrook, et al., 1989).  
Plasmids used in these studies are listed in Table MM1.  Those not previously reported 
are described below. 
 The plasmid pNC1011 has 3 tandem copies of GFP* (F64L, S65T, V163A) that 
replace the single copy of GFP(S65T) in pFA6a GFP(S65T)-His3MX6 (Harkins, et al., 
2001; Longtine, et al., 1998).  In addition to the specified amino acid substitutions, the 
GFP* variant has a silent substitution of the His77 codon (CAT to CAC) that destroys an 
NdeI restriction enzyme recognition site.  pNC1011 was constructed by the following 
series of manipulations.  The GFP* coding region flanked by different restriction enzyme 
sites was amplified using the plasmid YEpGFP*-BUD8 (Harkins, et al., 2001) as 
template and oligonucleotide primer pairs 737(PacI)/738(BglII), 739(BamHI)/738(BglII), 
and 739(BamHI)/740(TAG-AscI) (Table MM2).  The three PCR products were cloned 
into pCRTopoII (Life Technologies, Grand Island, NY) to generate pNC1000, pNC1003 
and pNC1006, respectively.  The BamHI-BglII GFP* fragment from pNC1006 was 
ligated to BglII digested pNC1000 to generate pNC1009, which carries two tandem in 
frame copies of GFP* joined by a BglII/BamHI fusion junction.  A 778 bp BamHI 
fragment of pNC1003 encompasses a copy of GFP* that includes a TAG stop codon.  
This fragment was ligated to BglII digested pNC1009 to add the terminal in frame copy 
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of GFP* in the plasmid pNC1010.  A 2162 bp PacI-AscI fragment that has the three 
tandem copies of GFP* from pNC1010 was ligated to the 4046 bp PacI-AscI pFA6a 
backbone of pFA6a GFP(S65T) His3MX6 to generate pNC1011 (Longtine, et al., 1998).   
 The plasmids pNC1124 and pNC1125 have the UBIY!kGFP* and UBIM!kGFP* 
alleles, respectively, under control of the GAL1 promoter. The two plasmids were 
constructed by ligating the 1176 bp NcoI fragment from pNC1011 to the 6425 bp NcoI 
fragment of pNC951 and pNC952, respectively.  This manipulation serves to replace the 
segment of the fluorescent protein with CFP specific amino acids with those for GFP*.   
The resulting plasmids have the His5 gene from Schizosaccharomyces pombe (SpHis5) as 
a selectable marker for Saccharomyces cerevisiae his3 mutant strains and flanking 
sequences that allow targeted integration of the GAL1 driven reporters to the URA3-TIM9 
intergenic region of Chromosome V.  
 The plasmids pNC1136 and pNC1137 are the same as pNC1124 and pNC1125 
except they have the FUS1 promoter driving the UBIY!kGFP* and UBIM!kGFP* 
reporter genes, respectively.    The GAL1 -UBIY or GAL1-UBIM cassette region of 
pNC1136 and pNC1137 was replaced with the 676 bp XhoI-BamHI FUS1-UBIY or 
FUS1-UBIM cassette from pNC824 or pNC820, respectively, by ligating the isolated 
fragments to the 6297 bp XhoI-BamHI  fragment of pNC1124.   
J&#-,!1&+&,/;!73*;&:23&-V!-,3#/+-!#+:!;2%,23&!;*+:/,/*+-O!
Unless otherwise specified, yeast growth media and genetic manipulations were as 
described in Amberg, Burke, and Strathern (Amberg, et al., 2005).  Yeast transformations 
and targeted integrations were done using standard procedures (Gietz, et al., 1995; 
Rothstein, 1983).  All integrations were confirmed by PCR analysis of genomic DNA. 
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 Strains used in these analyses are C699-181 (GAL1-UBIM!kGFP*), C699-183 
(GAL1-UBIM!kGFP*), C699-198 (FUS1-UBIM!kGFP*), and C699-199 (FUS1-
UBIM!kGFP*).  These four strains were derived by integrating the SacI-SalI reporter 
cassette from pNC1125, pNC1124, pNC1137 and pNC1136, respectively, at the URA3-
TIM9 intergenic region of Chromosome V of strain C699-94 (MATa ade2-1 bar1!::hisG 
can1-100 his3-11,15 LEU2 trp1-1 ura3-1) (Hackett, et al., 2006).   For all experiments, 
these strains were grown in liquid cultures at 30oC using synthetic complete medium 
supplemented with 40 mg/ L adenine sulfate.   The specific strains and manipulation of 
carbon sources for analysis of reporter degradation rates or induction profiles are 
described below.  
 To characterize the intrinsic properties of M#kGFP* and Y#kGFP*, we exploited 
strains C699-181 and C699-183 in which the reporter alleles are regulated by the 
galactose inducible and glucose repressible GAL1 UAS.  To characterize galactose 
induction profiles, the strains were inoculated to a density of 1x106 cells/ml in synthetic 
complete medium containing 3% (v/v) glycerol, 1% (v/v) ethanol, and 0.2% (w/v) 
glucose.  After an overnight incubation, cultures deplete the glucose in the medium, adapt 
to utilization of glycerol/ethanol and reach early log phase density (~2 x 107 cell/ml and 
at least 60% budded).  A sample was removed from the culture for determination of 
uninduced reporter gene expression.  After addition of galactose (2% w/v, final 
concentration) to the remaining culture, samples were removed at indicated times for 
analysis of the mRNA, protein, and fluorescence induction profiles.  For half-life 
determinations, the strains were grown in synthetic complete medium with 2% galactose 
(w/v) as the sole carbon source to a density of 1-2 x 107 cells/ml.  Samples were removed 
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for determination of the steady-state amounts of mRNA, protein, or fluorescence (t=0).   
After inhibition of further transcription from the GAL1 UAS by the addition of glucose 
(2% w/v, final concentration) to the remaining cultures, degradation kinetics of mRNA 
and protein were determined from analysis of samples removed at specified time 
intervals.   
 To monitor pheromone induction profiles we used strains C699-198 and C699-
199 that express M#kGFP* and Y#kGFP*, respectively, from the pheromone inducible 
FUS1 UAS.  The strains were grown in synthetic complete medium with 2% glucose as 
the carbon source to a density of 5 – 7 x 106 cells/ ml.  Samples were removed for 
determination of basal reporter gene mRNA and fluorescence.  After addition of mating 
pheromone !-factor (1 µM final concentration) to the remaining culture, samples were 
removed at indicated times for the analysis of mRNA and fluorescence profiles. 
HI4!73&7#3#,/*+!#+:!Q2#+,/(/;#,/*+!
10 ml samples were removed from cultures immediately before and at indicated 
times after inhibition (addition of glucose) or induction (addition of galactose) of GAL1 
UAS transcription by changing carbon source or induction of FUS1 UAS transcription by 
addition of mating pheromone.  Cells were collected from these samples by vacuum 
filtration on to filters (0.45 µm HAWG, Millipore).  The filters were placed in 1.5 ml 
eppendorf tubes, cooled in a dry ice/ethanol bath and stored at -80oC until all samples 
were collected for RNA extraction.   
 Total RNA was extracted from each sample using a modified version of the hot 
acidic phenol-chloroform method developed by Collart and Oliviero (Collart and 
Oliviero, 2001).  After adding 400 µL of TES buffer [10 mM Tris-Cl (pH 7.5), 10 mM 
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EDTA, 0.4% SDS, 4% RNAsecure (Ambion, Inc)] to each tube, the samples were briefly 
vortexed and centrifuged to separate the suspended cells from the filters, which were then 
discarded.  400 µL of phenol pH 4.5 (MP) was added to each cell suspension.  Samples 
were vortexed vigorously, incubated at 65oC for 1 hour with intermittent vortexing, and 
then placed on ice for 5 min. Each mixture was applied to a phase lock gel tube (5 Prime) 
to separate the aqueous and organic phases by centrifugation. The aqueous phase was 
removed to a clean phase lock tube and extracted with an equal volume of chloroform. 
The aqueous phase was transferred to a clean eppendorf tube and ethanol precipitated.  
The precipitated RNA samples were suspended in 100 µl RNase-free water.  The quality 
and concentration of the RNA for subsequent real-time quantitative PCR (qPCR) analysis 
was assessed based on 260nm/280nm and 260nm /230nm absorbance ratios.  
 First-strand cDNA synthesis for qPCR analysis was generated from total RNA 
using the SuperScript® III First-Strand Synthesis System (Invitrogen).  qPCR reactions 
using 1/20 of total cDNA as template were completed using primers specific to FUS1 
mRNA , GAL1 mRNA or GFP* mRNA and the ACT1 reference mRNA (Table MM2).   
Changes in gene expression relative to ACT1 were assessed using the 2-##CT method of 
analysis (Livak and Schmittgen, 2001).  To validate application of this method, we 
determined that #CT for the different primer pairs was essentially constant using serial 
dilutions of the cDNA template (from 3 - 0.1 the amount in standard reactions). qPCR 
reactions were carried out in triplicate for each cDNA sample using SYBR GreenER 
qPCR supermix (Invitrogen) and the Applied Biosystems 7900HT Fast Real-Time PCR 
system.  Reported values for amounts of the different mRNA species are the average of 
determinations made on samples from three or more independent cultures. 
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10 ml samples were removed from cultures as described for mRNA preparation.  
Whole-cell protein extracts were prepared using the method of Mattison et al. (Mattison, 
et al., 1999).  Protein concentrations were determined by the BCA assay using the BCA 
assay kit from Pierce.  Equal amounts of protein (40 µg for the M#kGFP* reporter strains 
and 60 µg for the Y#kGFP* reporter strains) were loaded for each sample and 
fractionated on 12% SDS-PAGE gels.   The fractionated proteins were transferred to 
PVDF membranes. Each membrane was divided into two portions at the 43 kDa 
molecular size marker.  GFP* was detected on the lower molecular size portion of the 
membrane by using anti-GFP monoclonal antibody (1:1000, Living Colors) with goat 
anti-mouse-IgG-HRP conjugated secondary antibody (1:10,000; Jackson Immuno 
Research).  As an internal loading reference, yeast !-tubulin was detected on the higher 
molecular size portion of the membrane by using rat anti-tubulin primary antibody 
(1:200; Accurate Chemicals) with rabbit anti-rat IgG-HRP-conjugated secondary 
antibody (1:10,000; Jackson Immuno Research).  Immunoreactive species were detected 
by ECL plus and were exposed to X-ray film. Signal intensities for GFP* and tubulin 
were quantified from scanned blots using NIH Image J software. 
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Agarose slabs were made by heating up 4% agarose in synthetic complete medium 
and allowing it to cool on glass slides.   ~10 µL of the culture were placed onto the 
cooled agarose and allowed to settle for several minutes without completely drying out.  
To measure fluorescence, 100 msec exposures where taken of four different z-axis 
positions centered on the cell.For capturing fluorescent images we used an epifluorescent 
microscope (Nikon TE 2000 inverted microscope) using a Hammatsu OrcaII 
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Monochrome camera. The resulting image stack was projected onto a single plane by 
adding up the contribution from the individual planes. We then subtracted the 
background from the projection using the standard algorithm background subtraction in 
ImageJ (http://rsbweb.nih.gov/ij/).  We measured the total fluorescence and area of the 
cell by manually bounding the cell and adding up all pixels inside those bounds.   The 
mean fluorescence value for each sample was then calculated by averaging the amount of 
fluorescence in at least 25 individual cells for each individual repeat. 
We assessed the extent of photobleaching by imaging fluorescence of GAL1-
UBIM!kGFP* (C699-181) and GAL1-UBIY!kGFP* (C699-183) cells that were grown 
in synthetic complete medium with 2% galactose (w/v) as the sole carbon source to allow 
maximal steady state reporter gene expression. Images of cells on agarose slabs where 
taken one after another as quickly as possible for a total of fifty images and fluorescence 
intensities determined as before. These measurements gave us an upper bound of 
photobleaching for both M#kGFP* and Y#kGFP* of < 0.2% per image for our 
microscope settings. This rate puts the upper bound for total photobleaching throughout 
our experiment to be <2.6%. However the total photobleaching in our experiments with 
Y#kGFP*  is likely less than this as the shorted-lived reporter has a high turnover rate 
(~1/7 min) and we only take pictures every 15 min.  Autofluorescence was accounted for 
by quantifying the fluorescence of cells not expressing GFP* (parental strain C699-94) 
and subtracting that average value from the GFP* expressing cells (strain C699-181, 
C699-183, C699-198, or C699-199). 
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Here we describe our method of back-predicting the FUS1 mRNA profile from 
the fluorescence data of the GFP* reporter.  Our approach is similar to that of Wang et al. 
(Wang, et al., 2008) except we assume that oxidation of GFP* is rate limiting as has been 
empirically determined by measurements on several GFP variants (Miyawaki, et al., 
2003).    This assumption allows us to use a quasi-equilibrium approach to reduce the 
number of equations and parameters needed for fitting.   We justify the simplification 
based on comparison of galactose induction profiles for fluorescence and protein (see 
results).  
 The temporal profile of the GFP reporter is related to mRNA profile by: 
   (1) 
where k is the combined rate of translation and maturation and Kdeg is the GFP* protein 
degradation rate.  In all fitting, we held Kdeg fixed at the measured value corresponding 
to a half-life of 7 min. Any arbitrary system of ordinary differential equations with linear 
reaction rates can be solved by a weighted sum of exponentials, whose arguments are the 
eigenvalues. Of course it is possible that the system contains highly nonlinear reaction 
rates, however, this method is a good first approximation.  Thus the equation for the 
mRNA is of the form  
      (2) 
Where the &n and  bn parameters are similar to the eigenvalues and the eigenvalue weights 
of the mRNA induction, respectively.  The parameter b0 is set by the initial condition. 
With this functional form for the mRNA profile, equation 1 has a straightforward, 
analytical, solution. We then estimated the free parameters by performing a nonlinear 
d[GFP]
dt = k *mRNA(t)! kdeg[GFP]
mRNA(t) = b0 + bn exp(!"n
n=1
# t)
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least squares fit to this analytical solution of the GFP* profile to our data on the 
Y#kGFP* (short-lived reporter) pheromone induction profile driven by the FUS1 
promoter. We found that the free parameters were constrained best when we used, at 
most, 2 exponentials to describe the mRNA profile.  Our estimate of the parameters were 
b0 = - 808, b1 = 818, b2 = -8.8, "1 = 2.9E-5 min-1, "2  = 0.1 min-1 (note the parameters bn 
are unit-less).  We also estimated the uncertainty in back-predicting the mRNA profile 
that is due to the variability of the observed GFP* reporter profile. To define the range 
we added and subtracted the standard error of the GFP* reporter profile to the mean of 
the same profile.  We then fit our model to the result, and estimated the profile and 
parameters of the +/-1 standard error (max/min) mRNA induction time course.  For the 
max profile the estimated parameters where b0 = -579, b1 = 589, b2 = -6, "1 = 3.9E-5 min-
1, "2 = 0.1 min-1. For the min profile the estimated parameters where b0 = -930, b1 = 938, 
b2 = -10, "1 =2.4E-5 min-1, 
 "2 =1.6 min-1.  For all fitting we used the Matlab (MathWorks) built in function 
“lsqnonlin”. 
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Plasmid Description Source 
YEpGFP*-BUD8 GFP*-BUD8 in YEplac181 (Harkins, et al., 
2001) 
pFA6a GFP(S65T) 
His3MX6 
GFP(S65T)-His3MX6 in pFA6a  (Longtine, et al., 
1998) 
pNC824 FUS1-UBIY in pUC118 (Hackett, et al., 
2006) 
pNC820 FUS1-UBIM in pUC118 (Hackett, et al., 
2006) 
apNC951 URA3-GAL1-UBIYdkCFP-SpHis5-TIM9 in pUC118 (Hackett, et al., 
2006) 
apNC952 URA3-GAL1-UBIMdkCFP-SpHis5-TIM9 in pUC118 (Hackett, et al., 
2006) 
bpNC1011 3 tandem copies of GFP* in pFA6a His3MX6 See text 
 
pNC1124  URA3-GAL1-UBIY!kGFP*-SpHis5-TIM9 in pUC118 See text 
 
pNC1125  URA3-GAL1-UBIM!kGFP*-SpHis5-TIM9 in pUC118 See text 
 
pNC1136 FUS1-UBIY!kGFP*-SpHis5-TIM9 in pUC118 See text 
 
pNC1137 FUS1-UBIM!kGFP*-SpHis5-TIM9 in pUC118 See text 
 
 
aThe selectable marker in the CFP cassette plasmids described in Hackett et al. was 
incorrectly specified as His3MX6.  The sequence is that of S. pombe His5 (SpHis5).  
bGFP* sequence encodes GFP with amino acid substitutions F64L, S65T, and V163A .  
GFP*also has a silent substitution  (CAT to CAC) at the H77 codon that destroys the an 
NdeI restriction site.   
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Oligo Sequence (5’ to 3’) Purpose 
 
737 TTA ATT AAC ATG AGT AAA GGA GAA GAA C 
PacI 
Forward primer for PCR 
amplification of GFP*  
738 GCC GCA AGA TCT TTT GTA TAG TTC 
        BglII 
Reverse primer for PCR 
amplification of GFP*  
739 GGA TCC ATG AGT AAA GGA GAA GAA C 
BamHI 
Forward primer for PCR 
amplification of GFP* 
740 GGC GCG CCC TAT TTG TAT AGT TCA TCC ATG 
CC 
AscI       
Reverse primer for PCR 
amplification of GFP* 
899 GCC GTT GGA CGG TTC TTA TG 
 
Forward qPCR primer 
for GAL1 mRNA  
900 GAC CAG TCC GAC ACA GAA GGA T 
 
Reverse qPCR primer 
for GAL1 mRNA  
952 TCA GTG GAG AGG GTG AAG GT 
 
Forward qPCR primer 
for GFP mRNA  
953 GTT GGC CAT GGA ACA GGT AG 
 
Reverse qPCR primer 
for GFP mRNA  
1002 GCG TCC AAT TAG GGA AGA CA 
 
Forward qPCR primer 
for FUS1 mRNA  
1003 AAC TTT TTC ACC CAG CGA GA 
 
Reverse qPCR primer 
for FUS1 mRNA  
1004 GAG GTT GCT GCT TTG GTT ATT GA 
 
Forward qPCR primer 
for ACT1 mRNA  
1005 ACC GGC TTT ACA CAT ACC AGA AC 
 
Reverse qPCR primer 
for ACT1 mRNA  
 
 
!
 
 
 
 
 
 
 !
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The microfluidics device, robotics for automation, we used to switch pheromone 
on and off was apart of the Dial-a-Wave system developed by the Jeff Hasty lab at 
USCD. Details of this project can be found at http://dialawave.wikispaces.com/ . A good 
general review of microfluidics use in biology can be found in (Ferry et al, 2011). 
Construction of the microfluidics device has been described in detail elsewhere (Hao et 
al, 2008a). The microscope used for imaging and settings were described in detail in the 
materials and methods for chapter II.  
 
Yeast Strain Construction: 
All strains used in this study are found in Table MM3. All methods used in strain 
construction, such as transformation and gene replacement, are consistent with and more 
thoroughly described by Amberg, Burke, and Strathern (2005).  
 
One-step gene replacement: 
A fluorescent reporter with a faster maturation time and shorter half-life 
provides an improved transcriptional output signal that can be used to more readily 
interrogate the regulatory motifs of a pathway responding to pulsatile stimulus. Such a 
transcriptional reporter has been designed (Houser et al., 2012) and is used to monitor the 
output of both pheromone-responsive genes and filamentous responsive genes through 
activation of the yeast pheromone response pathway. One-step gene replacement  
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(Rothstein, 1983)was used to make a bar1' in a BY4741 background using an EcoRI-
SalI digest of p1329. This strain (BY4741-66) was transformed with EcoRI-SalI digests 
for pNC1136 and pNC1144 to insert the UAS and short-lived reporter cassette at the 
ura3'0 locus in strains BY4741-68 (PFUS1) and BY4741-69(PTY1), respectively. Similarly, 
one-step gene disruption was used to make a fus3'::LEU2 with a HindIII digest of 
pEE98 in the PFUS1 reporter strain to experimentally test the effects of the hypothesized 
negative feedforward activated by ppFUS3.  
 
Delitto Perfetto: 
Constitutive STE12 and long-lived STE12 strains were constructed using a 
“delitto perfetto” strategy described by Storcici and Resnick (2006) to test putative 
positive feedback and negative feed-forward motifs, respectively, in the reporter PFUS1-
GFP strain. Two approaches were used to create a constitutive STE12 strain to break the 
positive feed-back of STE12 driving its own expression: by either replacing the 
consensus STE12 binding sequences in the upstream activator sequence (UAS) or by 
replacing the entire UAS and 5’ noncoding region with that of STE5, which is expressed 
constitutively. pCORE-UK  (Storici & Resnick, 2006)served as a template for sequential 
rounds of PCR beginning with primers 1090 and 1091 and followed by primers 1092 and 
1093, which created homology to target the cassette to the STE12 5’ noncoding 
sequence. The reporter strain was transformed with the final PCR product, and 
replacement with the CORE cassette in strain BY4741-100 was confirmed with primers 
1094 and 881. The consensus STE12 binding site, known as pheromone response 
elements or PREs, in the 5’ noncoding region of STE12 were replaced with a SalI-AccI-
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XbaI linker in pNC417 also containing SAM35 5’ noncoding, the SAM35 open reading 
frame, and SAM35 3’ noncoding sequence. Homology used to target the replacement of 
CORE-UK was built using sequential rounds of PCR using forward primers 1100, 1101, 
1102, and 1103 with reverse primer 1096. The amplicon was TOPO cloned and 
sequenced with M13F and M13R to check for PCR errors. The subcloned sequence was 
amplified with the final primer set, 1103 and 1096, and transformed into BY4741-100. 
Transformants were checked for ura- and G418 sensitive phenotypes to confirm that the 
CORE was replaced and sequenced using primer 1116. An isolate that satisified these 
conditions was put away as BY4741-102.  
 Sequential rounds of PCR using forward primers 1121, 1127, 1128 and reverse 
primers 1124, 1125, 1126 amplified 815 nucleotides of STE5 5’ noncoding sequence 
from genomic DNA with flanking homology to replace the STE12 5’ noncoding region 
containing CORE-UK cassette. Replacement of CORE was selected for using the 5-FOA 
counter-selection along with identification of G418 sensitivity. The PSTE5-STE12 strain 
isolates were sequenced with primer 1116 to confirm sequence fidelity. 
 A long-lived STE12 that lacks the C-terminal (417-688) protein sequence can be 
used to test the negative forward feedback because it is not readily targeted for 
degradation compared to the full-length protein. Using pCORE-UK as a template, 
primers sets 1137-1106 and 1138-1107 were used to amplify and create flanking 
homology to target the cassette to the terminal end of the STE12 allele. The resulting 
insertion produced the STE12-CORE-UK genotype and strain BY4741-104. A triple 
Myc-tag and Kan selection were amplified from pYM4 with primers pairs 1108-1110 and 
1109-1111 to replace the C-terminal coding sequence after the BamHI site in the STE12 
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open reading frame. Likewise, primers pairs 1119-1110 and 1120-1111 were used to 
create a full-length STE12 with a Myc-tag so that both strains could be assessed by 
western blot. Both strains were confirmed by PCR with 903-881 and sequenced with both 
903 and 1015.  
"#$%&!>>W!F&#-,!-,3#/+-!!
Strain Genotype 
BY4741-0 MATa his3' leu2'0 LYS2 met15'0 ura3'0 
BY4741-64 URA3 
BY4741-65 ura3'58  
BY4741-66 (67) ura3'58 bar1'::HisG 
BY4741-68 ura3'58 bar1'::HisG PFUS1-GFP 
BY4741-93 (94) ura3'58 bar1'::HisG PFUS1-GFP fus3'::LEU2 
BY4741-100 (99) ura3'58 bar1'::HisG PFUS1-GFP PSTE12::CORE-UK 
BY4741-102 ura3'58 bar1'::HisG PFUS1-GFP PPRE'-STE12 
BY4741-103 ura3'58 bar1'::HisG PFUS1-GFP PSTE5-STE12 
BY4741-104 ura3'58 bar1'::HisG PFUS1-GFP STE12::CORE-
UK(688) 
BY4741-105 ura3'58 bar1'::HisG PFUS1-GFP STE12::3xMyc-
Kan(417-688) 
BY4741-106 ura3'58 bar1'::HisG PFUS1-GFP STE12::3xMyc-
Kan(688) 
!
!
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Below is a table outlining the conventions I use in the course of my work while 
drawing diagrams of biochemical networks. Unless otherwise stated, I assume mass 
action kinetics for the reaction rates.  
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Model Equations 
The concentrations of the chemical species in the model shown schematically in 
Figure II.2 can be described by the following ordinary differential equations: 
 
3
[ 1 ] [ 1 ]= !mRNA mRNA mRNA
d FUS P d FUS
dt
 
12 1 1 12 9 1 2 3 5
[ 12] [ 12] 2*= + ! ! ! ! !s fb s
d Ste k k P d F Ste F F F F
dt
 
 
d[Tec1]
dt
= ktec1 + k fb2P2 ! (dtec1 + !J1 pFus3)[Tec1]! (F5 + !J2 pFus3[TS])  
 
d[SD1]
dt
= F3 ! F4 ! dsd1F9[SD1]+ !J2 pFus3[TSD1]  
1 7 2 9
[ 2] [ 2]= ! ! sd
d SD F F d F SD
dt
 
4 7
[ 1 2] = +d SD D F F
dt
 
2
2 2 9 2
[ ] [ ]= ! s
d S F d F S
dt
 
 
d[TS]
dt
= F5 ! (F6 + !J2 pFus3[TSD1])! dtsF9[TS]  
 
d[TSD1]
dt
= F6 ! dtsd1F9[TSD1]  
 
d[Ste12*]
dt
= 2(ds2F9 )[S2]+ dsd 2F9[SD2]+ dtsd1F9[TSD1]+ ds12F9[Ste12]+ dtsF9[TS]! F8[Ste12
*]  
 
d[Tec1*]
dt
= (dtec1 + !J1 pFus3)[Tec1]+ (dtsF9 + !J2 pFus3)[TS]+ (dtsd1F9 + !J2 pFus3)[TSD1]! F8[Tec1
*]
 
 
Descriptions of the above species are given in Table S1. A description of all the model 
parameters and the values used in the simulations are given in Table S2. The fluxes Fi are 
defined as follows:   
 
 F1 = kc[Ste12](TDig2! uDig2)! (
!ka ( pFus3)+ krsd 2 )[SD2]  
 
describes the formation and dissociation of  the Ste12-Dig2 complexes, 
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 F2 = kc[Ste12][Ste12]! ds[S2]  
 
describes the formation and dissociation of Ste12 homodimers, 
 
 F3 = kc[Ste12](TDig1! uDig1)! (
!ka ( pFus3)+ krsd1)[SD1]  
 
describes the formation and dissociation of Ste12-Dig1 complexes,  
 
 F4 = kc[SD1](TDig2! uDig2)! (
!ka ( pFus3)+ krsd1d 2 )[SD1D2]  
 
describes the formation and dissociation of Ste12-Dig1-Dig2 complexes, 
 
 F5 = kc[Ste12][Tec1]! (
!J2( pFus3)+ krts )[TS]  
 
describes the formation and dissociation of Tec1-Ste12 complexes, 
 
 F6 = kc[TS](TDig1! uDig1)! (
!ka ( pFus3)+ krtsd1 + !J2( pFus3))[TSD1]  
 
describes the formation and dissociation of Tec1-Ste12-Dig1 complexes, 
 
 F7 = kc[SD2](TDig1! uDig1)! (
!ka ( pFus3)+ krsd1d 2 )[SD1D2]  
 
describes the formation and dissociation of Ste12-Dig1-Dig2 complexes, 
 
8 * *[ 12 ] [ 1 ]
=
+ +
sat
sat
KmF
Ste Tec KD  
 
is the degradation rate for Ste12* and Tec1*, which takes into account saturation effects,   
1
9 3
2
3( )
3( )
p
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p
k pFus t
F k
pFus t k
= +
+  
is the rate at which Ste12 is targeted for degradation, which depends on active Fus3, and
 
 
3
43( ) (1 )f
tk
ppFus t e k
!= ! +
 is the activation profile of Fus3.  The quantities 
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! + +
! +
uD SD SD D TSD
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are the amounts of Dig1 and Dig2, respectively, in complexes with Ste12. The quantities 
 
2
1
2
[ ]
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SP
S S SD KD
=
+ + +
 
2
[ ]
[ ] [ 1] 2
TSP
TS TSD KD
=
+ +
 
2
3
2
[ ]
[ ] [ ] [ 1] 3
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=
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are the probabilities that the promoters of STE12, TEC1, and FUS1, respectively, are 
occupied by active transcription factors. These probabilities are calculated assuming a 
quasi-steady state approximation for protein/DNA interactions. That is, this 
approximation assumes that binding and dissociation of homo- and heterodimers from the 
promoter regions of the DNA occurs on a more rapid timescale than changes in the 
abundances of Ste12 and Tec1. The probabilities take into account competition between 
active and repressed Ste12 for the DNA binding sites. These probabilities also assume 
that the dissociation constant, KD, for Ste12 off of a given DNA binding site is 
approximately the same for all variations of the Ste12 complexes. 
%
Model Robustness  
A common concern of all models of cellular behavior is how sensitive the 
model’s behavior is to the estimated or chosen parameter values. Generally, as is the case 
here, measuring all model parameters is not feasible (although upper and lower bounds 
can usually be found). Thus, the number of free parameters is typically large and models 
are typically over parameterized. To test how sensitive our predictions are on parameter 
choices, we randomly selected parameter values from a range of 0.1-10 times the values 
reported in Table A2.2. Each randomly generated parameter set was used to solve our 
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model once. This was done for over five thousand randomly generated parameter sets. 
For each parameter set we then calculated the ratio between the mutant and WT strain for 
initial Ste12 abundance and maximum transcriptional output from the FUS1 promoter 
and plotted these ratios as histograms (Figs. A2.1 and A2.2).  Simulations in the absence 
of Dig2 (dig2!) always lead to a decrease in Ste12 abundance and maximum FUS1 
mRNA induction relative to WT. Simulations in the absence of Dig1 (dig1!), or both 
Dig1 and Dig2 (dig1! dig2!) most often resulted in Ste12 abundance and maximum 
FUS1 mRNA induction that were the same or greater than for the WT reference.  The 
absence of Tec1 (tec1!) generally causes little change in Ste12 abundance or FUS1 
mRNA induction because the amount of Ste12 bound to Tec1 is relatively low compared 
to the total.  For the majority of simulations the absence of Tec1 and either Dig1 or Dig2 
(tec1! dig1! or tec1! dig2!) there is less Ste12 than the WT .  Simulations in the 
absence of Ste12 binding partners ( tec1! dig1! dig2!) are as likely to predict more 
Ste12, or maximum FUS1 activation, compared to WT as less.  
 
As a second test of parameter sensitivity, we used a Monte-Carlo method based on the 
Metropolis algorithm to investigate which model parameters are well constrained by the 
data. This algorithm generates multiple parameter sets that fit the data roughly equally 
well. These sets can then be used to generate histograms for the individual parameters. 
The variance in these distributions provides a measure for how well each parameter is 
constrained by the data. The most constrained parameters were the Ste12 synthesis rate 
and the parameters associated with the rate at which the Ste2* state degrades (state of 
Ste12 that is intermediate to fully degraded).  The sensitivity of the results to the rates 
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associated with saturated degradation is not that surprising, given that these components 
are, as stated earlier, critical for reproducing the experimental results  
 
We also tested the robustness of our results to a more switch like saturating 
degradation term. Specifically, for term F8, we used Hill coefficients of 2 and 3.  This 
more switch-like dependence gave a similar fit to the degradation rates and initial values 
of Ste12. Additionally, Monte-carlo simulations allowing the Hill coefficient to vary 
resulted in a constrained hill coefficient of 1.1±0.16. This further justifies the use of a 
Hill coefficient of 1. Additionally, Monte-carlo simulations using a Hill function of 2 or 3 
in general constrained the parameters, more than simulations with a Hill coefficient of 1. 
Finally, the Ste12 synthesis rate and parameters involved in saturable degradation 
kinetics were still relatively more constrained than other parameters when higher Hill 
coefficients were used. Table A2.3 lists the coefficient of variation of all parameters 
obtained by running Monte-Carlo simulations with a Hill coefficient of 1. 
 
Ste12-GFP as a good proxy of Ste12 
Here we demonstrate that Ste12-GFP is suitable for measuring Ste12 dynamics. 
Previously we demonstrated that degradation kinetics of a tagged version of Ste12, 
Ste12-GST, is comparable to that of Ste12 (Esch et al, 2006). Thus we compare Ste12-
GFP to Ste12-GST dynamics and thus to Ste12 dynamics. Using western blot analysis, 
we found the degradation rate of Ste12-GST and Ste12-GFP to be comparable (Figure 
A2.3). Specifically, our measured half-lives for Ste12-GST and Ste12-GFP are not 
statistically different, with a mean±standard-error of 70±9 min and 54±7 min 
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respectively. Additionally, the measured degradation rate of Ste12-GFP using 
fluorescence microscopy was 58±4 min. An important difference between this 
measurement and the one in the main body of the text is that here we have quantified the 
fluorescence of the whole cell whereas in the main text we quantified the nuclear 
fluorescence. The whole cell measurement is relevant when comparing with Western blot 
analysis, whereas the nuclear measurement is relevant for the model.  
!
Cultures where grown overnight and then back diluted and allowed to undergo at 
least two divisions until they reached early-log growth phase. At the beginning of the 
experiment cells where treated with 20 µg/ml cyclohexamide then cells where harvested 
every twenty minutes for 100 min for western blot analysis and for fluorescence from the 
same cultures for direct comparison. Western blot analysis was performed on cultures 
started from 5 independent colonies for both Ste12-GST and Ste12-GFP. Fluorescence 
images where taken on cells from 3 of these independent cell colonies.  Conditions and 
technique for fluorescence microscopy measurements are described in detail in the main 
text. Quantification of Ste12-GFP fluorescence was performed on the whole cell (not 
limited to the nucleus as in the main text). Auto-fluorescence of the cells per pixel was 
estimated using cells from the same background not expressing GFP and subtracting that 
value from the average Ste12-GFP measured over all pixels in a given cell cells collected 
for western blot analysis were equilibrated to the same A600nm. Cell pellets was 
resuspended in SDS-PAGE sample buffer (62.5 mM Tris-HCl [pH 6.8], 10% glycerol, 
2% SDS, 1% 2-mercaptoethanol, 0.0005% bromophenol blue), boiled for 10 min and 
lysed by vortexing with glass beads. Cell debris was removed by centrifugation and 
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lysates were separated by electrophoresis in 7.5% SDS-PAGE gels. Ste12-GFP was 
detected by using a 1:10,000 dilution of an anti-GFP mouse monoclonal antibody 
(632375, Clontech) while Ste12-GST was detected by using a 1:500 dilution of an anti-
GST mouse monoclonal antibody (SC-138, Santa Cruz Biotechnology).   
 
Yeast Strains.  
Table A2.3 lists the strains used in these studies. Strain BY4741-06 was 
constructed by transformation of BY4741 with the STE12-GFP::KanMX6 allele from 
BamHI-EcoRI digested pNC777(Esch RK, 2006) . Strain BY4741-05 is from the yeast 
GFP tagged protein collection (Invitroge, Carlsbad, CA). BY4742-22 is a MAT! TEC1-
GFP::His3MX6 segregant from a cross between strains BY4742 and BY4741-05. 
BY4742-29 is a dig2!0::KanMX4 mutant from the yeast knock out collection (Invitrogen, 
Carlsbad, CA).   BY4742-11 is a MATa STE12-GFP::KanMX6 segregant from the cross 
between strains BY4741-06 and BY4742.  BY4741-38 and BY4741-34 are MATa 
STE12-GFP::KanMX6 segregants from crosses of strain BY4742-11 with BY4741 and 
BY4741-29, respectively.  BY4741-41 and BY4741-44 were constructed by 
transformation of strains BY4741-38 and BY4741-34, respectively, with the 
dig1!0:::His3MX6 allele from HindIII digested pNC1050 (see below.)  BY4741-60, 
BY4741-61, BY4741-62, and BY4741-63 were constructed by transformation of strains 
BY4741-38, BY4741-41, BY4741-34, and BY4741-44, respectively, with the 
tec1!::URA3 allele from XmnI digested pCI-13(Laloux, 1990). BY4741-81 is a 
dig1!::KanMX4 mutant from the yeast knock out collection (Invitrogen, Carlsbad, CA). 
BY4741-85 is a dig1!::KanMX4 segregant from a cross between strains BY4741-81 and 
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BY4742.  Strains BY4741-86 (TEC1-GFP::His3MX6) and BY4741-87 (dig1!::KanMX4 
TEC1-GFP::His3MX6) are segregants from a cross between strains BY4741-85 and 
BY4742-22.  Strain BY4741-90 (STE12-GST::KanMX4) was construction by 
transformation with EcoRV and BamHI digested pNC739 (Esch et al., 2006).  All gene 
replacements were confirmed by using yeast colony PCR with oligonucleotide primers as 
specified in Table A2.5 (Akada, 2000). 
 
           The plasmid pNC1050 with dig1!0:::His3MX6 allele was constructed in the 
following steps.  A 786 bp fragment from the 5’ noncoding region and a 371 bp fragment 
from the 3’ noncoding region of DIG1 were amplified using C699 yeast genomic DNA as 
template and primer pairs 760/761 and 762/763, respectively  (Table A2.5).  The 5’ 
noncoding PCR product was digested with HindIII and BamHI and ligated to HindIII-
BamHI digested  pFA6a-His3MX6 to generate the plasmid pNC1049 (Longtine, 1998).   
The 3’ noncoding PCR product was digested with PmeI and EcoRI and ligated to PmeI-
EcoRI digested pNC1049 to generate pNC1050. 
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Figure A2.1. Histograms of Ste12 at steady state in specified mutants compared with WT for 
randomly generated parameter sets.   
The histograms show the fraction (y-axis) of ~ 5000 simulation using random parameters inside a 
proscribed range that give indicated fold-difference in Ste12 abundance relative to WT (x-axis).  
The red line indicates the experimentally determined value for Ste12-GFP abundance in the 
specified mutant relative to WT.   
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Figure A2.2. Histograms of maximum FUS1 mRNA for specified mutants compared to the 
maximum for WT for randomly generated parameter sets.  
The histograms show the fraction (y-axis) of ~ 5000 simulation using random parameters inside a 
proscribed range that give indicated fold-difference in FUS1 mRNA relative to that for WT (x-axis) 
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Figure A2.3. Western blot analysis of Ste12-GFP compared to Ste12-GST. 
 A) A representative blot showing degradation kinetics of Ste12-GST and Ste12-GFP. B) Quantification 
of 5 independent experiments comparing Ste12-GFP fluorescence and western blots of Ste12-GFP and 
Ste12-GST degradation after addition of 20 µg/ml cyclohexamide demonstrating the equivalence of all 
three methods in measuring the degradation rate of Ste12. Error bars represent standard error of the 
mean. 
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!"#$%&'()()&&+,-%$&."/"0%1%/2&&
Parameter Description Value Units Parameter Description Value Units 
!"#$%&' ()*'!*+,-!-./01',-.*'02'3456'#$%& 789:;<:= #/1><6 ?"@= 
A/B)-*C/D'B01D.-1.'20,'
@)0D@)0,EC-./01'02'5.*6='FE'
3GDH 
I8J:;<:H 
Dimensionless 
!"D ()*',-.*'02'5.*6=')0#0!/#*,'
!/DD0B/-./01 
H8K7;L:: #/1><6 ?"@H ()*'F-D-C'5.*6='!*+,-!-./01'
,-.* 
J8::;<:6 Dimensionless 
!"D6= $-.*'-.'M)/B)'5.*6='#010#*,D'-,*'
.-,+*.*!'20,'!*+,-!-./01 
=8=:;<:6 #/1><6 ?"D6= N01D./.G./O*'5.*6='DE1.)*D/D'
,-.* 
68=:;L:: 1A'#/1><6 
!"D= $-.*'-.'M)/B)'5.*6='/1')0#0!/#*,D'/D'
.-,+*.*!'20,'!*+,-!-./01 
J';<:= #/1><6 ?".*B6 N01D./.G./O*'(*B6'DE1.)*D/D'
,-.*8 
H';<:= 1A'#/1><6 
!"D!6 $-.*'-.'M)/B)'5.*6='F0G1!'.0'P/+6'/D'
.-,+*.*!'20,'!*+,*!-./01 
K8KJ;<:= #/1><6 QP"D-. A/B)-*C/D'B01D.-1.'20,'.)*'
5.*6='!*+,-!-./01',-.* 
K87:;L:= 1A 
!"D!= $-.*'-.'M)/B)'5.*6='M)*1'F0G1!'.0'
P/+='/D'.-,+*.*!'20,'!*+,-!-./01 
=8::;<:= #/1><6 QP6 A/B)-*C/D'B01D.-1.'20,'5.*6='
@0D/./O*'2**!F-B? 
786:;L:: 1A 
!".*B6 $-.*'-.'M)/B)'(*B6'/D'.-,+*.*!'20,'
!*+,-!-./01 
H8J:;<:= #/1><6 QP= A/B)-*C/D'B01D.-1.'20,'(*B6'
@0D/./O*'2**!F-B? 
J';L:= 1A 
!".D $-.*'-.'M)/B)'5.*6='/1'B0#@C*R'M/.)'
(*B6'/D'.-,+*.*!'20,'!*+,-!-./01' 
78S:;<:K #/1><6 QPH A/B)-*C/D'B01D.-1.'20,'3GD6'
DE1.)*D/D 
H8=:;L:= 1A 
!".D!6 $-.*'-.'M)/B)'5.*6='/1'B0#@C*R'M/.)'
(*B6<P/+6'/D'.-,+*.*!'20,'!*+,-!-./01 
689:;<:H #/1><6 QA"D-. ()*'#-R/#G#'5.*6='
!*+,-!-./01',-.* 
H8H:;L:: 1A 
T6 3GDH<!*@*1!*1.',-.*'-.'M)/B)'(*B6'/D'
.-,+*.*!'20,'!*+,-!-./01'
68S:;<:6 #/1><6 ?,"D!6 
U-D-C'!/DD0B/-./01',-.*'
B01D.-1.'20,'5.*6=<P/+6<V'
5.*6=LP/+6 
68::;<:K #/1><6 
T= 3GDH<!*@*1!*1.',-.*'-.'M)/B)'(*B6'/1'B0#@C*R'M/.)'5.*6='/D'.-,+*.*!'20,'
!*+,-!./01'
I8S';<:= 
#/1><6 
?,"D!6!= 
U-D-C'!/DD0B/-./01',-.*'
B01D.-1.'20,'5.*6=<P/+6<
P/+=<V'5.*6=<P/+=LP/+6'W0,'
5.*6=<P/+6LP/+=X 
H8S:;<:7 #/1><6 
?"- ()*',-.*'B01D.-1.'20,'@)0D@)0,EC-./01'02'P/+6'0,'P/+='FE'3GDH 
98H:;L:6 #/1><6 ?,"D!= U-D-C'!/DD0B/-./01',-.*'B01D.-1.'20,'5.*6=<P/+=<V'
5.*6=LP/+= 
689H;<:J #/1><6 
?"B' ()*',-.*'B01D.-1.'20,'5.*6='B0#@C*R'
20,#-./01'
J8::;<:6' #/1><6' ?,".D!6' U-D-C'!/DD0B/-./01',-.*'B01D.-1.'20,'5.*6=<(*B6<
P/+6'<V'5.*6='L''(*B6'L'P/+6'
68HK;<:K' #/1><6'
?"2F6' A-R/#G#'/1!GB*!'5.*6='DE1.)*D/D'',-.*'' 68:J;L::' 1A'#/1><6' (P/+6' ()*'.0.-C'-#0G1.'02'P/+6' =8J:;L:=' 1A'
?"@6' A-R/#G#',-.*'20,'5.*6='
@)0D@)0,EC-./01'FE'3GDH''
=8J:;<:6' Dimensionless' (P/+=' ()*'.0.-C'-#0G1.'02'P/+=' 68::;L:=' 1A'
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!"#$%&'()3)&&+,41%56"/$,&/%27$12&
Parameter  CV Parameter  CV 
d_sd1 :8J=' kr_ts :8JI'
d_sd2 :87J' kr_tsd1 :89H'
k_p1 :8HK' KD1 :8KK'
kr_sd2 :8KS' KD2 :8=K'
kr_sd1 :8HH' KM_sat :8=:'
kr_sd1d2 :877' k_p3 :8HI'
k_s12 :86J' TDig1 :8JK'
k_fb1 :8J7' TDig2 :8=7'
d_s2 :8K7' KD3 :8H6'
k_p2 :8J=' d_s12 :8J6'
KD_sat :8H7' d_mRNA  :8K9'
k_a :8I=' J1 6867'
d_ts :8K:' J2 :8KS'
d_tsd1 :8IH' k_c :8I9'
k_tec1 :8KK' d_tec1 :8JK'
k_fb2 :8=7' d_s :8JH'
10
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Table A2.4.  Yeast Strains.  
Strain Relevant Genotype Source/Reference 
BY4741 MATa STE12 DIG2 DIG1 TEC1 Brachmann et al., 1998 
BY4742 MAT! STE12 DIG2 DIG1 TEC1 Brachmann et al., 1998 
BY4741-05 MATa STE12 DIG2 DIG1 TEC1-GFP:: 
HIS3MX6 
Invitrogen (Carlsbad, CA) 
BY4741-06 MATa STE12-GFP::KanMX4 DIG DIG1 TEC1 This study 
BY4742-11 MAT! STE12-GFP::KanMX4 DIG2 DIG1 TEC1 This study  
BY4742-22 MAT! STE12 DIG2 DIG1 TEC1-
GFP::His3MX6 
This study 
BY4741-29 MATa STE12 dig2!::KanMX4 DIG1 TEC1 Invitrogen (Carlsbad, CA) 
BY4741-34 MATa STE12-GFP::KanMX4 dig2!::KanMX4 DIG1 TEC1 This study 
BY4741-38 MATa STE12-GFP::KanMX4 DIG2 DIG1 TEC This study 
BY4741-41 MATa STE12-GFP::KanMX4 DIG2 dig1!::His3MX6 TEC1 This study 
BY4741-44 MATa STE12-GFP::KanMX4 dig2!::KanMX4 dig1!::His3MX TEC1 This study 
BY4741-60 MATa STE12-GFP::KanMX DIG2 DIG1 tec1!::URA3 This study 
BY4741-61 MATa STE12-GFP::KanMX4 DIG2 dig1!::His3MX6 tec1!::URA3 This study 
10
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BY4741-62 MATa STE12-GFP::KanMX4 dig2!::KanMX4 DIG1 tec1!::URA3 This study 
BY4741-63 MATa STE12-GFP::KanMX4 dig2!::KanMX4 dig1!::His3MX6 tec1!::URA3 This study  
BY4741-81 MATa STE12 DIG2 dig1!::KanMX4 TEC1 Invitrogen (Carlsbad, CA) 
BY4741-85 MATa STE12 DIG2 dig1!::KanMX4 TEC1 This study 
BY4741-86 MATa STE12 DIG2 DIG1 TEC1-
GFP::His3MX6 
This study 
BY4741-87 MATa STE12 DIG2 dig1!::KanMX4 Tec1-
GFP::His3MX6 
This study 
BY4741-90 MATa STE12-GST::KanMX4 DIG2 DIG1 TEC1 This stud  
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!"#$%&'()8)&&9$:;,476$%,1:-%2&
 
Oligo Sequence (5’ to 3’) Application 
822 TTG GGC ATT TAA GTC ATC GT Forward primer with 824 for verifying dig1!0::His3MX6 gene replacement 
824  GGG TGA CCC  GGC GGG GAC Revers  primer with  822 and 868 
868 ATA CGC TGG GTT AGT CCA GTT Forward primer with 824 for verifying dig2!0::KanMX4 gene  replacement 
943 CCG CAG AGT ACT GCA ATT TGA Forward primer for with 944 verifying  tec1!::URA3 gene  replacement 
944 CCG CAG AGT ACT GCA ATT TGA Reverse  primer with 94  
1002 GCG TCC AAT TAG GGA AGA CA FUS1 m NA qPCR forward primer 
1003 AAC TTT TTC ACC CAG CGA GA FUS1 mRNA qPCR reverse primer 
1004 GAG GTT GCT GCT TTG GTT ATT GA ACT1 mRNA qPCR forward primer 
1005 ACC GGC TTT ACA CAT ACC AGA AC ACT1 mRNA qPCR reverse primer 
1032 ATA GAT CGA CAC CAG GTT CCG Forward primer with 1056 for verifying STE12GST integration 
1056 GTT GCA CAA GGC CCT TAA TT Reverse primer with 1032 
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!""#$%&'()*(+,""-#.#$/0-(10/#2&0-(342(560"/#2(78(
 
Equations 
 
 
d[Ste12]
dt = ks12 + k fb1[SDNA]! KFFds12[Ste12]! F1! F2
dP
dt = F1! KFFdsd2P
d[SDNA]
dt = F2 ! KFFdsdna[SDNA]
d[FUS1mRNA]
dt = k1[SDNA]+ k0 (TPRE ! [SDNA])! dmRNA[FUS1mRNA]
d[pFUS1GFP ]
dt = k2[FUS1mRNA]! dGFP[pFUS1GFP ]
d[x]
dt = k3[ppFus3](Tx ! [x])! [x]dx
 
 
 
 
Where  
[SD2]==[Ste12-Dig2] 
[SDNA]==[Ste12-DNA] 
P is the probability that the promoter of Ste12 is fully active.  
F1= kc[Ste12](TD2 ! [SD2])! (ka[ppFus3]+ krsd2 )[SD2]
F2 = kc2[Ste12](1! P)! krdnaP
 
 
and the input, ppFUS3 is modeled as 
 
 
 
and the negative feedforward is term, KFF, is defined by 
 
 
 
 
The fixed parameters are given below, as well as justification for fixing them* 
 
 
d[ppFus3]
dt = (kp (1! cos(wt)) / 2 + kp0 )(TFus3! [ppFus3])! [ppFus3]dF3
KFF = k ff [x][x]+ KDff
+ k ff 0
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90:-#(!);<(
Parameter 
Name 
Description Value Justification 
 Degradation rate of the 
mRNA for our short-lived 
GFP reporter 
0.043 min
-1 Measured directly by us 
 Degradation rate of our 
short-lived GFP reporter 
.038 min
-1
 Measured directly by us 
 Degradation rate of negative 
feedforward intermediate, x 
6*10-4 min
-1 Inferred from the experimental 
time course of pFUS1-GFP of a 
constant pheromone showing a 
long time-scale adaptation. 
 De-phosphorylation rate of 
ppFus3 
0.3 min
-1
 Inferred from Gauri’s data 
showing shutoff of ppFus3 
 Phosphorylation rate of Fus3 1 *  Chosen so that the max ppFus3 
value will be ~1. Essentially we 
have absorbed the maximum 
ppFus3 into, ka, the rate at which 
ppFus3 activates downstream 
components. 
 Basal phosphorylation rate 
of Fus3 
1e-2*  Inferred from western blots of 
ppFus3 
 Basal rate of Ste12 
degradation. 
0.5(AU) This is multiplied by the initial 
rate of degradation, without 
pheromone.  
 Rate constant for pFUS1-
GFP mRNA transcription  
1 (AU) The magnitude of the mRNA 
 Rate constant for pFUS1-
GFP translation 
1 (AU) The magnitude of pFUS1-GFP is 
rescaled to the maximum.  
 Rate constant of “x” 
activation 
1*dx (AU) The magnitude of x is absorbed 
into the feedback strength  
TDig2 Total Dig2 (fixed) 100nM Directly measured 
(Ghaemmaghami et al. 2003)  
TFus3 Total Fus3 (fixed) 1nM Chosen because we want the 
maximum value of ppFus3 to be 
1.  Essentially we have absorbed 
the maximum ppFus3 into, ka, the 
rate at which ppFus3 activates 
downstream components. 
TPRE The total concentration of  3 
PREs the number that FUS1 
has in the nucleus.(fixed)   
1.75 nM The number of PREs that FUS1 
has was measured in Chou 200x 
to be 3. From this we used a 
volume of Y for the whole cell 
and assumed that the nucleus is 
1/10 of the total cell volume.   
Tx Total x(fixed) 4(AU) This seemed to work ok 
 
 
dmRNA
dGFP
dx
dF3
kp dF3
kp0 dF3
k ff 0
k1
k2
k3 k ff
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Free parameters. Parameters are varied between the max and min values separated by 
factors of 3, so as to be evenly separated on a log scale. 
90:-#(!);=(
Parameter 
Name 
Description Range Justification 
 Degradation rate of free 
Ste12 
.002-.2 min
-1
 Esch et. al. measured 
the degradation rate 
with pheromone to be 
~0.01  min
-1  
and 
without pheromone to 
be ~0.001 min
-1  
 
 Degradation rate of Ste12 
bound to Dig2 
.002-.2 min
-1
 Chosen to be in the 
same range of free 
Ste12 
kc On rate constant of Ste12 to 
Dig2 
.001-.1 nM min
-1
 Typical protein-
protein association 
rates  
 Off rate constant of Ste12-
Dig2 
(2E-6)-(2E-4) min
-1
 Dig2 binding to Ste12 
should be tight 
without pheromone 
 The maximum rate constant 
of the negative feedforward 
loop 
0.25-25 (AU) Esch et. al measured 
the negative 
feedforward to 
increase Ste12 
degradation by no 
more than ~10x. We 
use 15x and 1.5x as 
the max and min 
increase of Ste12 
degradation.  
 The Michaelis-Menten 
saturation constant for the 
negative feedforward loop 
.1-10 (AU-same as for 
species “x”) 
Max active x value is 
~4(AU)   
 Basal synthesis rate of Ste12 .01-1 nM min
-1
 Approximate 
synthesis rate is based 
off an estimate of 
~100nM  total Ste12 
and a degradation of 
~0.001 min
-1  
without 
pheromone 
ds12
dsd2
krsd2
k ff
KDff
ks12
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 The Ste12 feedback rate 
constant 
~.075-7.5 nM nM min
-1
 Approximate value is 
near range of  the 
Ste12 basal synthesis 
rate 
 Binding rate constant of 
Ste12 to a PRE 
.003-.3 nM min
-1
 Typical values for 
protein association 
rates although 3x 
stronger than for 
Ste12 binding to 
Dig2. 
 The off rate of Ste12 from 
the PRE 
.033-.00033 min
-1
 This range is chosen 
so that the relative 
range is ~10x slower 
than the time scale of 
free Ste12 degradation 
and deactivation by 
Dig2  
 The degradation rate 
constant of Ste12 on a PRE 
.00002-.02 min
-1
 We cast a wider net 
here, expanding the 
range that we used for 
free Ste12 
degradation. 
 The activation rate constant 
of Ste12 by ppFus3 
.5-50 min
-1
 This seemed to work. 
 
 
k fb1
kc2
krdna
dsdna
ka
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Variability in parameters for memory model fits 
To measure how constrained the given parameters are, I calculated the coefficient of variation (CV) for 
each free parameter for the top ~100 fits. Where the coefficient of variation is the standard deviation over 
the mean. The lower the CV the lower the variability of that parameter the more constrained the parameter 
is by the data. Table A3.3 gives the CV for each free parameter. 
 
90:-#(!);)(
Parameter 
Name 
Description CV 
 Degradation rate of free Ste12 0 
 
 Degradation rate of Ste12 bound to Dig2 0.5 
kc On rate constant of Ste12 to Dig2 0.8 
 Off rate constant of Ste12-Dig2 1.3 
 The maximum rate constant of the negative 
feedforward loop 
0.5 
 The Michaelis-Menten saturation constant 
for the negative feedforward loop 
0.5 
 Basal synthesis rate of Ste12 1.2 
kfb The Ste12 feedback rate constant 1.9 
 Binding rate constant of Ste12 to a PRE 0.635 
 The off rate of Ste12 from the PRE 0.263 
 The degradation rate constant of Ste12 on a 
PRE 
0 
 
ka The activation rate constant of Ste12 by 
ppFus3 
0.5 
 
 
Some of the parameters may appear to be less constrained because other parameters 
compensate, balancing out the original parameter. If this is the case that the ratio of two 
parameters matters (but not their individual values) then we would expect there to be a 
high correlation between those to parameters. kff and KDff are highly correlated and have 
a coefficient >0.9. As long as it’s below saturation it makes sense that the ratio of these 
values is what matters for the negative feedforward rate.  
 
ks12 and kfb1 
dsd2
krsd2
k ff
KDff
ks12
kc2
krdna
dsdna
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are also highly correlated indicating that only the positive feedback strength relative to 
the ste12 basal synthesis rate is what matters.  
 
Complete Frequency Response Data Set with Model Fits and Predictions 
To characterize the memory, we measured the transcriptional response to six 
frequencies with periods varying between 90-320min with a maximum pheromone 
concentration of 50nM for several periods (2-4) in a row. The measured response of 
pFus1-GFP to pheromone for both 50nM and 10nM is shown in Figure A3.1 and A3.2 
respectively (open circles). Additionally, the model fits and predictions are plotted as red 
lines. We didn’t measure frequencies faster than a 90min period because pulses !45min, 
with a maximum input of 50nM, had a response similar to the response at a constant 
25nM (the time average) (Figure A3.3) 
  112 
 
Figure A3.1  Best fits (red lines) for memory model with positive feedback and unconstrained Ste12-
DNA binding kinetics 
compared to the measured response at 50nM (open circles) including the mean !  standard deviation of the 
data (dashed lines) for a periods spanning 90min-320min. The grey background indicates the presence of 
pheromone while the white indicates the pheromone is off.   
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Figure A3.2  Predictions (red lines) for memory model with positive feedback and unconstrained 
Ste12-DNA binding kinetics 
compared to the measured response at 50nM (open circles) including the mean !  standard deviation of the 
data (dashed lines) for a periods spanning 90min-320min. The grey background indicates the presence of 
pheromone while the white indicates the pheromone is off.   
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Figure A3.3  Pheromone response with a period of 90min and maximum input of 50nM (blue line) 
compared to a constant input at 25nM (green line). 
 
 
Appendix 3B: GPU Enabled Euler Solver 
 
Here I briefly outline the GPU Euler algorithm, the code for specific implementations 
are given below. 
 
1) Generate the matrix of parameters by enumerating over all possible combinations 
of parameters. Rows are parameters and columns are the specific parameter sets 
to be simulated.  
2) Initialize the time and initial molecular species concentration. 
3) Put each row vector, or list of values for a given parameter, on the memory of the 
GPU.  
4) If the time, ti, is included in the set of sparse time points (ST) then gather the 
values of the molecular species from the GPU, else go to the next step.  
5) Calculate the instantaneous slope of each variable (molecular species) at ti, vs 
time on the GPU. This calculates the slope of all the variables for all of the 
parameter sets on the GPU in parallel making it a very efficient step. 
6) Make a linear extrapolation of the values of all the variables, for all the parameter 
sets, at time ti + dt (where dt is small) from the values of the variables at time ti . 
7) Advance to time ti+1 =ti + dt 
8) If time ti+1 > tend then quit, otherwise go to 4. 
 
Collecting only sparse time points is critical because the overhead associated with 
gathering data from the GPU is high.  
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Using GPUs with MATLAB 
MATLAB is capable of running calculations on the GPU through its parallel 
computing toolbox. Description of all functions in question can be found in the 
MATLAB documentation. The three most relevant functions for our purposes are 
“gpuArray()”, “arrayfun()”, and “gather()”.  The function gpuArray copies data to an 
array on the gpu, the arrayfun can execute a function using the arrays on the gpu, and the 
function gather gets the data from the gpu. There is generally high overhead associated 
with gathering the data so it’s best to limit it’s use as much as possible. There are a 
limited number of matlab functions that will work on data on the GPU at the moment. 
One could write their own implementations of special functions, in principle. However, it 
may make more sense to run some things on a CPU instead.  
 
 
 
 
 
Figure A3.1: GPU vs. CPU 
Illustration of how a function is calculated on a GPU vs. a CPU highlighting the fundamentally parallel 
approach of the GPU. The CPU can calculate the function for each element of a,b,c etc. at a time while the 
GPU can calculate the function of many (or all) of the elements at once.  
 
 
As a check I tested my Euler GPU algorithm with an ode that had a known solution. The 
test ode I used was 
 
 
y ' = a ! y2
y(0) = 0
 
 
 
 
"#$ 
%&'()*()+(,- %&'.)*.)+.,- 
%&'/)*/)+/,- 
  
0#$ 
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, 
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where “a” is the free parameter. Figure A2 shows the exact solution compared to the 
simulation for various values of “a”. As can be seen we get good agreement with the 
exact solution 
 
 
 
Figure A3.2 Simulation (green dots) and exact solution (blue line) of test ODE solved on a GPU 
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MATLAB Code for Simple Example 
 
 
 
 
 
 
 
 
 
 
 
function y=euler_gpu(Par,t0,y0,tend,dt);
%turn your parameters into a GPU ready array
P=gpuArray(Par);
%init
tpoints=0:10:tend;
%tvect=0:dt:tend;
t=t0;
y_array=y0;
q=1;
%the Euler method.
while t<tend
%calculate value of dy/dt at time point t on the gpu
dy=arrayfun(@ode1,P,yin);
%calcuate y at the next time point
y_array=y_array+dt*dy;
%move to next time
t=t+dt;
%check if we want to store this time step
if sum(t==tpoints)==1
y(q,:)=gather(y_array);
%move forward to next index.
q=q+1;
end
end
end
Input argument "Par" is undefined.
Error in ==> euler_gpua at 4
P=gpuArray(Par);
Published with MATLAB® 7.10
1
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