INTRODUCTION
A simple and computationally efficient model of auditory-neural transduction at the inner hair cell has recently been described, (Meddis, 1986a and 1988) . This paper briefly presents a short computer program to implement the model, an exploration of the effects of modifying the parameters of the model, a new set of parameters for simulating an auditory nerve fiber showing a medium rate of spontaneous activity with extended dynamic range, and some methods of quickly estimating some of the characteristics. It is intended as advice for researchers who wish to implement the model as part of a speech recognition device or as input to another model of more centrally located neurophysiological functions.
I. THE MODEL
The input to the model is the pattern of vibration at a particular point along the cochlear partition and its output is an excitation function representing the fluctuating instantaneous probability of a spike event in a postsynaptic auditory nerve fiber. The model assumes that three reservoirs of transmitter substance exist within the hair cell and that the rate of transmitter release from the cell into the pre-synaptic cleft is a function of the instantaneous displacement of the neighboring cochlear partition. The physical basis of the model is undoubtedly controversial but, in operation, the model provides a fast and useful simulation of many important features of auditory nerve activity. It generates realistic post-stimulus time histograms for silence and pulsed pure tones and shows rapid and short-term adaptation. Phase locking to repetitive stimuli also occurs for low-frequency stimuli but is restricted, naturalistically, at higher frequencies. A particular feature of the model is its suitability for use with arbitrary stimuli such as speech and noise signals.
A full description of the model and its ability to match empirical results are given elsewhere (Meddis, 1986a (Meddis, , 1988 . It is illustrated in Fig. I and works as follows. A quantity q(t) of packets of transmitter substance is held in a free transmitter pool that lies close to the cell membrane. These packets are released across the membrane into the cleft at a rate determined by the instantaneous degree of displacement of the basilar membrane S(t). The release fraction k(t) is computed using Eq. (4) in Fig. 1 . The total amount of transmitter in the cleft c(t) determines the instantaneous post-synaptic probability of spike occurrence. The release fraction k(t) is intended to reflect the permeability of the membrane at the synapse. It is given as a direct function of stimulus intensity, s(t), and therefore avoids speculation as to how the effect is mediated. The actual probability can be found by multiplying by a constant h.
Transmitter in the cleft is continuously subject to depletion through dissipation at a rate lc(t) s •. Transmitter is also recovered from the cleft into the cell at a rate rc(t) s •. Recovered transmitter, w(t), is held in a reprocessing pool and is released again into the free transmitter pool at a rate xw(t) s-•. The free transmitter pool is also subject to continuous replenishment at a ratey (M-q(t)) s-•. Here, Mspecifies the maximum num- The state of the model is determined by the three quantities representing reservoir contents, q, c, w, which can be set to any initial positive value less than M. In silence, these quantities will rapidly settle to values appropriate to the parameters of the model and independent of the initial values used. The parameters of the model are M, .4, B, g, y, 1, r, x, and a firing-rate factor h. Some of these parameters need to be adjusted using dt to obtain working values for the equations and to allow a check to be made that none of the release fractions are greater than 1. Thus, Mis, roughly speaking, the maximum amount of transmitter in the system. It is normally set to 1 and all values are understood to be fractions of M. For integer implementations, however, Mcan be set to a value such as 1000 or whatever is believed to be the number of packets of transmitter in the system.
(t)) + xw(t) -k(t)q(t) (2) dc/dt = k(t)q(t)-Ic(t) -rc(t) (3) dw/dt = rc(t) -xw(t) k(t) = g.dt[s(t)+A]/[s(t)+A+B] for [s(t)+A] > 0 (4)
The incidence of spikes is determined by a uniform random number generator subject to two conditions: (a) no spike can follow another within 1 ms (refractory period) and (b) the random number must be smaller than the value corresponding to the cleft contents multiplied by a rate factor. The rate factor h is most conveniently set by noting the cleft contents after a long period of silence and matching this to a desired spontaneous rate of firing: No simple way has been found to generate individual parameters that will produce a required set of characteristics of the system; the originally published set of parameters were found largely by trial and error using guided random walks. Table I gives the parameters used in Meddis (1988) along with the consequences of changing individual parameters by 50%. Each set of parameters is evaluated using 250-ms, 1 ~kHz tone bursts of increasing amplitude from 20 to 120 dB in 5-dB steps interspersed with long silent intervals. Tone bursts had a 2.5-ms rise time. The following output measures are generated for each configuration of parameters:
(i) the spontaneous rate (rate after 500 ms using a -20-dB stimulus); (ii) the saturated rate (rate after 250 ms using a 120-dB stimulus ); (iii) the rate-intensity threshold (lowest level to show a 5% increase in event rate above spontaneous rate); (iv) the saturation threshold (lowest level to show a rate within 5% of the saturated rate); (v) rapid and short-term adaptation time constants of the rate response to stimuli 20 and 50 dB above rate-intensity threshold (see Meddis, 1986b and 1988 
B. Results
The effect of changing individual parameters in a nonlinear system depends on the initial configuration. However, for modelers starting from this set of parameters, some useful points do emerge.
( 1 ) Increasing 21 (a permeability constant) raises the spontaneous rate and both the rate threshold and the saturation rate threshold. It also speeds adaptation to low amplitude stimuli.
(2) Increasing B (a permeability constant) increases the dynamic range of the fiber from 25 to 35 dB and depresses the spontaneous rate. It also speeds rapid adaptation to low-amplitude stimuli. (3) Reducing g (release rate) lowers the spontaneous rate and increases dynamic range. It slows adaptation to high-amplitude stimuli.
(4) Reducing y (replenishment rate) lowers spontaneous and saturated firing rates.
( 5 ) Reducing 1 (cleft loss rate) raises firing rates, increases the dynamic range, slows adaptation to all stimuli, and reduces phase locking.
(6) Reducing r (recovery rate) increases spontaneous firing rate and selectively speeds short-term adaptation but, more importantly, is the only parameter that substantially reduces phase locking.
(7) Reducing x (reprocessing rate) slows short term and speeds rapid adaptation to low-amplitude stimuli.
IV. SIMULATING MEDIUM SPONTANEOUS-RATE FIBERS
The spontaneous rates of discharge of populations of auditory nerve fibers occur in a bimodal distribution (Kiang et al., 1965) and possibly a trimodal distribution (Liberman, 1978) . The fiber simulated in Table I The spontaneous rate of discharge has been reduced by changing the permeability parameters 2t, B, and g, as shown in Table II . These changes result in a spontaneous discharge rate of only 15 events per second, a slightly raised rate threshold ( + 5 dB) and a greatly increased dynamic range (50-95 dB). This medium spontaneous-rate unit shows slower rates of adaptation, a result that is consistent with the findings of Rhode and Smith (1985) .
Our model offers an explanation of the difference between the two types of fibers in terms of the permeability characteristics of the inner hair cell innervating the fiber. The lower permeability of the cell causes lower rates of spontaneous firing, a less vigorous response to stimulus onset, and slower depletion of available transmitter. It does not affect the steady-state response rate after adaptation because this is mainly dependent upon a balance between the rate of loss of transmitter from the system (1) and the rate of replenishment (y), as shown in Table I . Geisler (1981) has modeled the difference between the two types of fibers in terms of the reduced sensitivity of the post-synaptic membrane for effects of changing a single model parameter on various measures of single fiber response to 250-ms I-kHz tone bursts (see text) . All parameter values are reduced except A and B that are increased to show their effect upon dynamic range more clearly. Asterisks indicate a change greater than 10% from baseline. Fixed parameters were M = 1, h = 50 000, and dt = 0.05 ms. Meddis ( 1988 ) . 4 These equations are exact, the spontaneous firing rate is obtained in the usual way from c. We may obtain an approximation for the saturated firing rate by considering the behavior of the system at a frequency sufficiently high for phase locking not to occur. In this case, once the nerve has adapted, the contents of the reservoirs do not vary in time. We may therefore use the above equation for the cleft contents, c, but with a modified value of the permeability function k. For the range of parameters considered in this paper, at saturation To determine the rate-intensity and saturation thresholds we again use the equation for cleft contents, but with the permeability function k replaced by (k), the average of k over a single cycle of input.
There is no simple analytical solution for the average of k(t) over a single cycle, but it is a simple matter to numerically integrate to obtain (k) and then use this in the equation for cleft contents. The rate-intensity and saturation thresholds may then be obtained by interpolating between the calculated values of cleft contents at different stimulus levels.
Although these approximations are formally derived as a high-frequency limiting case, simulations show that these results are valid over the entire frequency range.
