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Abstract: Advances in close-range and remote sensing technologies drive innovations in forest
resource assessments and monitoring at varying scales. Data acquired with airborne and spaceborne
platforms provide us with higher spatial resolution, more frequent coverage and increased spectral
information. Recent developments in ground-based sensors have advanced three dimensional (3D)
measurements, low-cost permanent systems and community-based monitoring of forests. The REDD+
mechanism has moved the remote sensing community in advancing and developing forest geospatial
products which can be used by countries for the international reporting and national forest monitoring.
However, there still is an urgent need to better understand the options and limitations of remote
and close-range sensing techniques in the field of degradation and forest change assessment. This
Special Issue contains 12 studies that provided insight into new advances in the field of remote
sensing for forest management and REDD+. This includes developments into algorithm development
using satellite data; synthetic aperture radar (SAR); airborne and terrestrial LiDAR; as well as forest
reference emissions level (FREL) frameworks.
Keywords: airborne laser scanning; terrestrial laser scanning; remote sensing; REDD+; forestry
Forest ecosystems cover approximately 31% of the world’s land area, with a total forested area of
approximately 4 billion hectares [1]. Forests play an important role in today’s society and serve as
a source for the production of paper products, lumber and fuel wood. In addition, forests produce
freshwater from mountain watersheds, purify the air, offer habitat to wildlife and offer recreational
opportunities among many other ecosystem services. To keep forests productive, and ecological
and recreational functions balanced, accurate and precise information about forest structure and
its biophysical parameters are needed for supporting informed decision making and sustainable
management [2].
Many decisions made by natural resource managers and policymakers regarding forests are poorly
linked with the spatial scales covered by conventional forest inventory methods. Remote sensing is
seen as one of the key data sources to fill existing forest monitoring information gaps, particularly
in many developing countries [3]. Information retrieved through remote sensing, especially through
space- and airborne acquisition methods, can offer a synoptic view over large or inaccessible areas. The
Forest Resources Assessment [4] supports global tree cover and forest land use monitoring. Monitoring
programs implement a systematic framework to obtain information about changes in forest cover and
forest land use changes on a global scale. On the global scale, the land use of approximately 12 million
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hectares of forest ecosystems changed in 2018 (World Resources Institute), making geographically
extensive and spatially detailed forest monitoring an important task. Furthermore, deforestation
and forest degradation account for about 12% of global anthropogenic carbon emissions, which is
second only to fossil fuel combustion [5,6]. However, this estimate is quite uncertain due to inadequate
estimates of forest carbon stocks and is expected to range from 6% to 17%. Carbon emissions are
partially compensated by forest growth, forestation and the rebuilding of soil carbon pools following
afforestation. However, the global distribution of terrestrial carbon sinks and sources is highly uncertain.
Initiatives constraining the inaccuracy in forest carbon estimates are essential to the development of
new techniques and methodologies for supporting information needs of effective forest management
and future climate mitigation actions [7,8].
Advances in close-range and remote sensing technologies drive innovations in forest resource
assessments and monitoring at varying scales. Data acquired with airborne and spaceborne platforms
provide us with higher spatial resolution, more frequent coverage and increased spectral information.
Recent developments in ground-based sensors have advanced 3D measurements, low-cost permanent
systems and community-basedmonitoring of forests. REDD+ is a climate changemitigationprogramme
that is supported by implementation initiatives such as the United Nations Collaborative Programme
on Reducing Emissions from Deforestation and Forest Degradation (UN-REDD) [9]. The commitments
and requirements for countries to participate in the REDD+mechanism have encouraged the remote
sensing community in advancing and developing forest geospatial products that can be used by
countries for national forest monitoring and international reporting. However, there still is an urgent
need to better understand the methodological options and limitations of remote and close-range
sensing techniques in the field of forest degradation and change monitoring.
This Special Issue contains 12 studies that provided insight into new advances in the field
of remote sensing for forest management and REDD+. This included developments into (1)
algorithm development using satellite data [10–16]; (2) synthetic aperture radar (SAR) [11,17];
(3) airborne [18] and terrestrial [19,20] LiDAR; and (4) forest reference emissions level (FREL)
frameworks [21]. Chen et al. [11] combine texture characteristics and backscatter coefficients of
Sentinel-1 with multispectral information derived from Sentinel-2 and traditional field inventory data
to develop above-ground biomass (AGB) prediction models using machine learning. Shen et al. [12]
applymachine learning techniques, using Landsat-5 ThematicMapper (TM) and Landsat-8 Operational
Land Imager (OLI) images to monitor the five-year change in AGB over three regions with different
topographic conditions in Zhejiang Province, China. Li et al. [13] test various statistical frameworks on
Landsat-8 OLI data to improve AGB mapping over a subtropical forest in Western Hunan in Central
China. Zhang et al. [17] explore the use of advanced land observing satellite-2 (ALOS-2) phased
array-type L-band synthetic aperture radar (PALSAR-2) full polarimetric SAR data to estimate forest
growing stock volume in a region with challenging terrain conditions. Blinn et al. [16] derive leaf area
index (LAI) fromLandsat-7 (ETM+) and Landsat-8 (OLI) vegetation indices. Zhao et al. [10] usemachine
learning on both structural and spectral indices from QuickBird multispectral and panchromatic images
to map forest canopy cover. Spracklen and Spracklen [14] demonstrate the use of machine learning
with Sentinel-2 images for identifying old-growth forests in Europe. Gigovic et al. [15] create a remote
sensing (MODIS, Landsat-8 OLI and Worldview-2) derived forest inventory map to train a machine
learning algorithm to predict forest fire susceptibility.
Random forest (RF) has been the most popular machine learning algorithm to link remote sensing
data to forest structural attributes such as AGB [11,12], canopy cover [10] or forest fire susceptibility [15].
Spracklen and Spracklen [14] apply RF to identify old-growth forests using remote sensing data. Chen
et al. [11] and Gigovic et al. [15] test different machine learning approaches for predicting AGB.Whereas
Chen et al. [11] identify that RF was not always the most suitable method for predicting and mapping
AGB, Gigovic et al. [15] obtain comparable results between RF and support vector machine approaches.
The LiDAR studies in this Special Issue present work on a regional scale using airborne LiDAR [18],
as well as tree-level assessment of LAI [19] and AGB [20] from terrestrial LiDAR. Often, LiDAR is not
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available over large continuous areas but can be essential for the calibration and validation (cal/val)
of many forest map products that have been derived using coarser resolution satellite observations.
Duncanson et al. [22] argue that spatially continuous maps of forest attributes are essential for programs
as REDD+, but their accuracy might be challenged if appropriate reference data, such as airborne or
terrestrial LiDAR, is not available for calibration and validation. Advances in remote and close-range
sensing techniques will be critical to implement scientific output in developing a forest reference
emissions level (FREL) for countries in the REDD+ context to account for likely future developments.
In this Special Issue, Pirker et al. [21] demonstrate this approach for Southern Cameroon. Their work
identifies the priorities for creating and improving the necessary data, information and infrastructure
for improving each element of the FREL with the ultimate objective of developing a FREL for a
performance-based payment program.
Finally, we would like to thank the authors of the Special Issue for their contributions and
additionally thank the reviewers and the Forests Editorial Office for conducting a high-quality review
process for all of the published papers. We hope that this Special Issue will foster the remote sensing
science and policies related to forestry and REDD+.
Author Contributions: All authors have read and agreed to the published version of the manuscript.
Writing—original draft preparation, K.C.; writing—review and editing, all the authors.
Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Accurate forest above-ground biomass (AGB) is crucial for sustaining forest management
and mitigating climate change to support REDD+ (reducing emissions from deforestation and forest
degradation, plus the sustainable management of forests, and the conservation and enhancement of
forest carbon stocks) processes. Recently launched Sentinel imagery offers a new opportunity for
forest AGB mapping and monitoring. In this study, texture characteristics and backscatter coefficients
of Sentinel-1, in addition to multispectral bands, vegetation indices, and biophysical variables of
Sentinal-2, based on 56 measured AGB samples in the center of the Changbai Mountains, China,
were used to develop biomass prediction models through geographically weighted regression (GWR)
and machine learning (ML) algorithms, such as the artificial neural network (ANN), support vector
machine for regression (SVR), and random forest (RF). The results showed that texture characteristics
and vegetation biophysical variables were the most important predictors. SVR was the best method
for predicting and mapping the patterns of AGB in the study site with limited samples, whose mean
error, mean absolute error, root mean square error, and correlation coefficient were 4 × 10−3, 0.07,
0.08 Mg·ha−1, and 1, respectively. Predicted values of AGB from four models ranged from 11.80 to
324.12 Mg·ha−1, and those for broadleaved deciduous forests were the most accurate, while those for
AGB above 160 Mg·ha−1 were the least accurate. The study demonstrated encouraging results in
forest AGB mapping of the normal vegetated area using the freely accessible and high-resolution
Sentinel imagery, based on ML techniques.
Keywords: sentinel imagery; above-ground biomass; predictive mapping; machine learning;
geographically weighted regression
1. Introduction
As the largest carbon sinks on land, forest ecosystems account for about 80% of terrestrial
biosphere carbon storage, and play a pivotal role in mitigating climate change [1,2]. Above-ground
biomass (AGB), accounting for between 70% and 90% of total forests biomass [3], is one of the important
carbon pools in forest ecosystems, and it is a key indicator of forest vegetal health, as well as related
seral stages [4,5]. The spatially explicit measurement of forests’ AGB also supports REDD+ (reducing
emissions from deforestation and forest degradation, plus the sustainable management of forests,
and the conservation and enhancement of forest carbon stocks) processes [6]. Therefore, the rapid and
accurate estimation and monitoring of AGB over various scales of space and time are crucial for greatly
reducing the uncertainty in carbon stock assessments, and for informing strategic forest management
plans [7–9].
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Traditional field-based measurements provide the most accurate AGB values, but they are
destructive and spatially limited [10,11]. Uncertainty and bias in field measurements obviously
exist, particularly those with large trees and tropical issues [4,5]. Combining remote sensing and
sample plot data has become a popular method to generate spatially explicit estimations of forest
AGB [12,13]. Various types of remote-sensing data are used for forest biomass estimation such
as optical sensor data, radio detection and ranging (radar) data, and light detection and ranging
(LiDAR) data, with each one having certain advantages over the others [14,15]. Optical sensors
were first applied to retrieve the horizontal forest structure and AGB assessments through field
sampling, due to their aggregate spectral signatures (reflectance or vegetation indices) with global
coverage, repetitiveness, and cost-effectiveness [16,17]. Optical remote sensing data from a number
of platforms, such as IKONOS, Quickbird, Worldview, ZY-3, systeme probatoire d’observation de
la terre (SPOT), Sentinel, Landsat, and moderate-resolution imaging spectroradiometer (MODIS),
with spatial resolutions varying from less than one meter to hundreds of meters, have been used
by numerous researchers for biomass estimation [18–20]. However, the widespread usage of optical
data is limited by its poor penetration capacity through clouds and forest canopies, as well as data
saturation problems [21]. Radar data, available internationally from airborne or space-borne systems
with different frequency bands, polarizations, and variable imaging geometries, such as Terra-SAR
(Terra-Synthetic Aperture Radar), advanced land observing satellite phased array L-band synthetic
aperture radar (ALOS PALSAR), and Sentinel, have gained prominence for AGB estimation because
of their better penetration ability and detailed vegetation structural information, but these still suffer
from signal saturation problems [6,14,22]. LiDAR, an active remote-sensing technology, captures
forests’ vertical structures in great detail and provides 3D information, such as the geoscience laser
altimeter system (GLAS), which has found favor in biomass estimation with an improved accuracy,
but with complex data-processing, and the lack of space continuity problems [23,24]. Additionally,
some research using 3-D terrestrial LiDAR has shown bias in biomass, especially from tropical species,
mainly because of the underestimation of tree height [25,26]. In other words, the accuracy of forest
AGB estimates could be improved by a combined use of multi-source remote sensing data. The
above-mentioned Sentinel satellite constellation series, including the Sentinel-1 C-band Synthetic
Aperture Radar (SAR) and the Sentinel-2 multispectral instrument by the European Space Agency
(ESA), provide new capabilities for AGB mapping with wide coverage, a short return cycle, and a long
lifespan as the same data format [27–29]. In other words, the Sentinel series may have a high synergetic
potential for overcoming the limitation of single remote sensing techniques for forest AGB estimation.
The Sentinel imagery have been applied in a number of previous vegetation studies, focusing on
classification [30–32], vegetation parameters on agricultural fields [33–35], grassland [36–38], and
forests [39,40], as well as the damage extent of disasters [41–43], while forest AGB mapping based on
Sentinel imagery is still insufficient.
The techniques for estimating forests’ AGB based on remote sensing data have allowed for
‘scale-up’ or extrapolation of the field data collected for larger scales [8,44]. It is a predictive mapping
process for an estimation of the value at a location without direct observation. It depends on the
values of points at nearby sites where observations were made, and/or values of other factors at
the sites, through various methods. Those methods can be divided into two categories: parametric
and non-parametric algorithms [45,46]. The former refers to statistical regression methods, such as
the stepwise regression models (SWR) and geographically weighted regression (GWR), by which
the expression relating to the dependent variable (AGB) and the independent variables is easy to
calculate [2]. However, there is no simple global linear relationship like the SWR model, between
remote sensing data and forest AGB, because it is affected by many factors. The GWR method
explores spatial heterogeneity, as well as the non-stationarity of relationships, and it estimates the
parameters for each sample location, which makes it a very attractive tool for remotely-sensed biomass
modeling [47,48]. Non-parametric techniques, including machine learning (ML) methods such as the
k-nearest neighbor (KNN), artificial neural network (ANN), support vector machine for regression
6
Forests 2018, 9, 582
(SVR), and random forest (RF), have a better ability for identifying complex relationships between
predictors and the forest AGB [2,49]. Despite a variety of forest AGB models, quite a few research
studies merely focused on one parametric or non-parametric model are unpersuasive. Thus, a
systematic comparison of GWR, ANN, SVR, and RF for mapping forest AGB based on Sentinel
imagery is fairly urgent, but also rare in the literature.
In this study, the ability of Sentinel-1 and Sentinel-2 imagery for the retrieval and predictive
mapping of forests’ AGB estimation was evaluated. The specific objectives included the following:
(1) to determine and model the relationship between field-measured forests AGB and Sentinel-based
predictors, including Sentinel-1 SAR backscatter information and Sentinel-2 multispectral indices
based on GWR and ML; (2) to evaluate and compare the accuracy of the biomass prediction models,
including GWR, ANN, SVR, and RF models; and (3) to map forest AGB spatial distribution by
four optimal models. The novelty of this paper is the use of Sentinel-1 (texture characteristics and
backscatter coefficients) and Sentinel-2 (multispectral bands, vegetation indices, and biophysical
variables) imagery in the mapping of forest AGB and AGB model development, as well as their
comparison. This study attempted to contribute to the development of remote sensing-based predictive
mapping techniques for forest AGB using freely accessible multi-source remote sensing data with a
relatively high spatial resolution.
2. Materials and Methods
2.1. Study Site
This study was conducted in a sample area (42◦17′–42◦49′ N, 127◦35′–128◦20′ E), which spanned
over 2500 km2. It is located in the southeast region of Jilin Province, northeast China, in the center of
the Changbai Mountains (Figure 1). The study area consists of five towns: Yanjiang and Lushuihe
towns of the Fusong County of Baishan City; and Yongqing, Liangjiang, and Erdaobaihe towns of
the Antu County of the Yanbian Korean Autonomous Prefecture. This area has a northern temperate
continental monsoon climate, with an annual average temperature of 2.8 ◦C and an annual precipitation
of 8000 mm [50,51]. Characterized by high forest cover, the spatial distribution of forest types in the
study area obtains obvious vertical zonality, with Pinus koraiensis Sieb. et Zucc., Larix gmelinii var.
japonica, Betula platyphylla Suk., Fraxinus mandschurica Rupr., and Juglans mandshurica Maxim. as
typical tree species [51].
Figure 1. The location of the study area and surveyed forest quadrats.
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2.2. Field Observations
The field campaign was conducted from July to August, 2017. Before that, the distribution
of sampling plots was generated using ArcGIS (version 10.0, ESRI, RedLands, CA, USA), with the
non-forest area beingmasked out. Non-forested areas were derived from 2015 land use and a land cover
map [52] by visual interpretation and manual modification based on Sentinel-2 images (Table 1). In the
field, nearby preset plots, a total of 56 sampling quadrats measuring 10 m × 10 m were laid out at each
representative sampling plot (Figure 1), including two evergreen coniferous forests, 30 broadleaved
deciduous forests, five deciduous coniferous forests, and 19 mixed broadleaf-conifer forests.
The sampling equipment were the diameter at breast height ruler for measuring the diameter at
1.3 m from the ground and the laser altimeter (TruPulse200, Laser Technology Inc., Norristown, PA,
USA) for the tree height measurement. Based on allometric equations (Table 2), some AGB are the sum
of tree trunks, branches, and leaf biomass, and others are directly calculated by diameters at breast
height (cm) and tree height (m). The AGB of 56 samples ranged from 14.64~317.40 Mg·ha−1, with
mean and median values of 80.44 and 66.00 Mg·ha−1, respectively.
Table 1. List of Sentinel imagery acquired for the study.
Mission Product Observation Date Cell Size (m) Uniform Resource Identifier (URI)
Sentinel-1B Level-1 GRD-HR 22 September 2017 10 S1B_IW_GRDH_1SDV_20170922T213003_20170922T213028_007510_00D425_4962.SAFE
Sentinel-2A Multispectralimage Level-1C 3 May 2017 10
S2A_MSIL1C_20170503T021611_N0205
_R003_T52TDN_20170503T022350.SAFE
Sentinel-2A Multispectralimage Level-1C 25 July 2017 10
S2A_MSIL1C_20170725T022551_N0205
_R046_T52TCM_20170725T023524.SAFE
Sentinel-2A Multispectralimage Level-1C 23 September 2017 10
S2A_MSIL1C_20170923T022551_N0205
_R046_T52TCN_20170923T023519.SAFE
Sentinel-2A Multispectralimage Level-1C 23 September 2017 10
S2A_MSIL1C_20170923T022551_N0205
_R046_T52TDM_20170923T023519.SAFE
Table 2. Main allometric equations for the above-ground biomass calculation of each tree species [53,54].
Tree Species Allometric Equations
Betula platyphylla Suk. AGB = T + B + L = 0.04939 × (D2 × H)0.9011 + 0.01417 × (D2 × H)0.7686 + 0.0109 × (D2 × H)0.6472
Acer mono Maxim. AGB = T + B + L = 0.3274 × (D2 × H)0.7218 + 0.01349 × (D2 × H)0.7198 + 0.02347 × (D2 × H)0.6929
Tilia amurensis Rupr. AGB = T + B + L = 0.01275 × (D2 × H)1.0094 + 0.00182 × (D2 × H)0.9746 + 0.00024 × (D2 × H)0.9907
Mongolian oak (Quercus spp.) AGB = T + B + L = 0.03147 × (D2 × H)0.7329 + 0.002127 × D2.9504 + 0.00321 × D2.47349
Ulmus japonica Sarg. AGB = T + B + L = 0.031457 × (D2 × H)1.032 + 0.007429 × D2.6745 + 0.002754 × D2.4965
Fraxinus mandschurica Rupr AGB = T + B + L = 1.416 × D1.71 + 1.154 × D1.549 + 0.7655 × D0.886
Populus cathayana Rehd. AGB = T + B + L = 0.3642 × D2.0043 + 0.0317 × D2.6398 + 0.0149 × D2.2541
Juglans mandshurica Maxim. AGB = 0.099 × (D2H)0.841
Prunus padus L. AGB = 0.09 × D2.696
Pinus koraiensis Sieb. et Zucc. AGB = T + B + L = 0.0144 × (D2 × H)1.0004 + 0.0332 × (D2 × H)0.6941 + 0.0866 × (D2 × H)0.4696
Larix gmelinii var. japonica AGB = T + B + L = 0.025 × (D2 × H)0.96 + 0.0021 × (D2 × H)0.9638 + 0.00126 × (D2 × H)0.9675
AGB, T, B, L, D, and H represent above-ground biomass, tree trunk biomass, branch biomass, leaf biomass, diameter
at breast height, and tree height, respectively.
2.3. Satellite Data Pre-Processing and Predictors Derived
Sentinel-1 Synthetic Aperture Radar (SAR) and cloud-free Sentinel-2 multispectral imagery
from the European Space Agency used in this study (Table 1) were downloaded from the agency’s
Copernicus Sentinel Scientific Data Hub (https://scihub.copernicus.eu/dhus/#/home). Sentinel-1
C-band images adopted in this study were collected in the interferometric wide swath mode of the VH
(vertical transmit-Horizontal receive) and VV (vertical transmit-vertical receive) polarizations. With a
pixel size of 10 m, the SAR images are at a high-resolution (HR) Level-1 ground range detected (GRD)
processing level. The Sentinel-2 Level 1C data involved were top-of-atmosphere reflectance images,
and they were processed for orthorectification and spatial registration. The imagery had 13 spectral
bands in the visible, near infrared, and short-wave infrared regions, and had 10 m (band 2–4, 8), 20 m
(band 5–7, 8a, 11–12), and 60 m (band1, 9–10) spatial resolutions. In addition, elevation data (30 m)
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from the Shuttle Radar Topography Mission (SRTM) product was acquired from the United States
Geological Service’s Earth Explorer (https://earthexplorer.usgs.gov/) for inclusion in the analysis of
the Sentinel imagery [55].
The processing steps used in the study are summarized in Figure 2. Sentinel application platform
(SNAP) software (version 6.0, European Space Agency) was used to pre-process Sentinel-1 and
Sentinel-2 imagery. The steps for the SAR imagery based on the Sentinel-1 Toolbox consisted
of image calibration, speckle reduction using the Refined Lee Filter, and terrain correction using
the Range-Doppler to acquire an accurate radar intensity backscatter coefficient with a map
projection [56,57]. Multispectral imagery was atmospherically corrected and processed by the radiative
transfer model-based Sen2Cor atmospheric correction processor (version 2.5.5, European Space
Agency) to a Level-2A product, a bottom-of-atmosphere-corrected reflectance image. The pre-processed
Sentinel images, as well as the elevation data, were brought into a common map projection, universal
transverse mercator (UTM) Zone 52 WGS84, and resampled to 10 m pixel sizes. Subsetting and
mosaicking were done to cover the study area.
Figure 2. Flowchart of steps used for forest above-ground biomass mapping using Sentinel SAR and
multispectral imagery. DBH is the abbreviation of diameter at breast height.
In this study, 44 predictors were selected and extracted according to previous research [55,58].
Shown in Table 3, 23 predictors were from Sentinel-1 and 18 variables were from Sentinel-2, as well as
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elevation (H) from SRTM. Additionally, the other two variables were longitude and latitude. The first
and second part derived from the Sentinel-1 imagery consisted of relating the field AGB with Sentinel
SAR polarization channels, and their calculation and texture characteristics. The third to fifth parts
based on the Sentinel-2 images proceeded with relating the field AGB to the multispectral bands,
vegetation indices, and biophysical variables. The biophysical variables were also calculated in SNAP
from its biophysical processor, which uses a neural network algorithm based on the PROSPECT+SAIL
(PROSAIL) radiative transfer model [59]. Except for serving as a predictor, the elevation data from
SRTM digital elevation model (DEM) were supplemented with Sentinel imagery processing to improve
the accuracy (Figure 2).
Table 3. Sentinel-based imagery data predictors of above-ground biomass.
Source Image Relevant Predictors Description
Sentinel-1
Polarization
VV vertical transmit-vertical channel
VH vertical transmit-Horizontal channel
V/H 1 VV/VH
Texture 2
VH_CON, VV_CON Contrast
VH_DIS, VV_DIS Dissimilarity
VH_HOM, VV_HOM Homogeneity
VH_ASM, VV_ASM Angular Second Moment
VH_ENE, VV_ENE Energy
VH_MAX, VV_MAX Maximum Probability
VH_ENT, VV_ENT Entropy
VH_MEA, VV_MEA GLCM Mean
VH_VAR, VV_VAR GLCM Variance
VH_COR, VV_COR GLCM Correlation
Sentinel-2
Multispectral bands
B2 Blue, 490 nm
B3 Green, 560 nm
B4 Red, 665 nm
B5 Red edge, 705 nm
B6 Red edge, 749 nm
B7 Red edge, 783 nm
B8 Near Infrared, 842 nm
B8a Near Infrared, 865 nm
B11 Short Wave IR, 1610 nm
B12 Short Wave IR, 2190 nm
Vegetation indices
NDVI 3 (Band 8 − Band 4)/(Band 8 + Band 4)
NDI45 4 (Band 5 − Band 4)/(Band 5 + Band 4)
IRECI 5 (Band 7 − Band 4)/(Band 5/Band 6)
TNDVI 6 [(Band 8 − Band 4)/(Band 8 + Band 4) + 0.5]1/2
Vegetation
biophysical variables
LAI Leaf Area Index
FVC Fraction of Vegetation Cover
FPAR Fraction of Absorbed Photosynthetically Active Radiation
Cab Chlorophyll content in the leaf
SRTM DEM Elevation H Elevation, 30 m resolution
1 Pan and Sun (2018) [58]; 2 GLCM = Gray-level Co-occurrence Matrix with a nine by nine-pixel window, Haralick
et al. (1973) [60]; 3 NDVI = Normalized Difference Vegetation Index, Rouse et al. (1973) [61]; 4 NDI45 = Normalized
Difference Vegetation Index with band 4 and 5, Delegido et al. (2011) [62]; 5 IRECI = Inverted Red-Edge Chlorophyll
Index, Clevers et al. (2002) [63]; 6 TNDVI = Transformed Normalised Difference Vegetation Index, Deering et al.
(1975) [64].
3. Modeling the Relationship between Field AGB and Satellite Data
Firstly, the pairwise Pearson’s product-moment correlation analysis was conducted to determine
the correlation of observed above-ground biomass and Sentinel-based predictors, as well as the
collinearity between predictors. Predictors that were highly correlated to each other (r ≥ 0.8), and had
high variance inflation factors (VIFs ≥ 10) in regression analysis, were excluded from modeling [65,66].
These analysis steps were performed using SPSS (version 21.0, IBM, Armonk, NY, USA). Then, all of
the explanatory variables were transformed to a Z-score to eliminate the effect of index dimension and
quantity of data. The formula was defined as x* = (x − μ)/σ, where μ is the mean value of a specific
explanatory variable and σ is its standard deviation [67]. After that, GWR, ANN, SVR, and RF were
used in this study to model ABG based on Sentinel-derived predictors (Figure 2).
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3.1. Geographically Weighted Regression
Originally proposed by Brunsdon et al. (1998), GWR is a powerful approach for modeling
spatially heterogeneous processes at a local scale [68–70]. It estimates the individual parameters for
each estimation location, and the parameter estimation at any location obeys the distance decay. In
other words, the closer to the location of an observation, the greater the weight that is allotted for the
observation. The GWR form is regularly expressed as [47]:
∧
yi = β0(ui, vi) +
p
∑
k=1
βk(ui, vi)x∗ ik + εi (1)
where
∧
yi is the dependent variable value of observation i considered in the parameter estimation at
the location (ui, vi); β0(ui, vi) is the intercept; βk(ui, vi) is the coefficient of k explanatory variables,
indicating a parameter estimate that explains the relationship around location (ui, vi), which varies
with the location; x*ik represents the independent variables of observation i; p is the total number of
explanatory variables; and εi is the error term that is generally assumed to be explanatory and normally
distributed with zero mean and constant variance. The parameter estimator βk(ui, vi) is identical to the
weighted least squares regression, where the weights are computed based on the distance between the
observations [48]. The parameters are estimated as [71]:
∧
β(ui, vi) = (XTW(ui, vi)X)−1XTW(ui, vi)Y (2)
where X is the matrix formed by x*ik; Y is the vector formed by values of the dependent variables;
W(ui, vi) is a weight matrix to ensure that those observations near the point i have more influence on
the results than those farther away; and the weights are calculated based on a kernel weighting scheme
such as fixed Gaussian, fixed bi-square, adaptive bi-square, and adaptive Gaussian [72]. In this study,
we used the fixed Gaussian kernel as [73]:
W(ui, vi) = e−0.5(di(ui ,vi)/h)
2
(3)
where di(ui, vi) is the distance between the observation i and the location (ui, vi); and h is a quantity
called bandwidth, which controls the effect of the distance on the weight value.
GWR was conducted using GWR (version 4.0, Ritsumeikan University, Kyoto, Japan), by which
the weight function (a geographic kernel type) and the minimum value of the corrected Akaike
information criterion (AICc, small sample bias corrected AIC) are determined to find the optimal
bandwidth by a golden section search [74].
3.2. Machine Learning Methods
The machine learning methods adopted in this study were modeled in WEKA software
(version 3.8, The University of Waikato, Hamilton, New Zealand). The models defined the best
parameters with the highest correlation coefficient (r) and the lowest root mean square error (RMSE)
for the prediction of AGB, and then AGB mapping was implemented in ArcGIS.
3.2.1. Multi-Layer Perception Neural Network
As a nonparametric mathematical model, ANN is inspired by biological neural networks and
it has strong abilities for linear and nonlinear fitting [75,76]. The ANN considered in this study was
the multi-layer perception neural network (MLPNN). The architecture of the MLPNN consists of
an input layer containing predictors, one or more hidden layers, and an output layer containing
the response variable, along with interconnection weights characterizing the connection strength
between these layers (Figure 3). The algorithm chosen was the back-propagation (BP) learning
rule, an iterative gradient descent algorithm that was designed to minimize the mean square error
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between the desired target and the actual output vectors [77,78]. The initial weights were assigned
randomly, and when developing the network, the interconnection weights were adjusted to minimize
the prediction error [79,80].
 
Figure 3. Schematic representation of an example multi-layer perception neural network (MLPNN)
model structure to predict forest above-ground biomass. Shown are the inputs with their neurons oi,
and interlinked connections from each input to all hidden layer neurons oj, along with the selected
weightings. The weighted outputs were then merged and fed into the output neuron ok to form the
output values.
3.2.2. Support Vector Machines for Regression
SVR is a regression version of support vector machines that project the training dataset from a
lower dimensional space into a higher dimensional feature space using kernel functions to separate
groups of input data in a linearized manner, based on the Vapnik-Chervonenkis (VC) dimension theory
and structural risk minimization [81–83]. An SVR function for AGB estimation is defined as [84]:
AGB =
P
∑
k=1
(αk − α∗k ) · K(xk, xj) + b (4)
where x is a vector of the input predictors; K(xk, xj) is a kernel function; b is a constant threshold; and
αk and α∗k are the weights (Lagrange multipliers), with the constraints given in Equation (5):⎧⎨
⎩
p
∑
k=1
(αk + α
∗
k ) = 0
0 ≤ αk, α∗k ≤ C
(5)
where C is the regularization parameter for balancing between the training error and model complexity.
The sequential minimal optimization (SMO) algorithm was used to solve the quadratic programming
optimization problem step-by-step and to update Equation (4) to reflect the new values until the
Lagrange multipliers converged [66,85].
Among the various kernel functions, the radial basis function (RBF) shows a superior performance
and robust results [86,87], and was used in this study [88]:
K(xk, xj) = exp
[
(xk−xj)2
σ2
]
(6)
where σ is a scale parameter chosen based on the training data, and a unit vector could be concatenated
with kernels as the intercept. In a word, the training of the SVR model required finding the best values
for the two meta-parameters: the regularization parameter (C) and the kernel width (σ).
12
Forests 2018, 9, 582
3.2.3. Random Forests
As a classification and regression tree (CART) technique proposed by Breiman (2001), RF combines
bagging [89,90] with random variable selections at each node [91] to iteratively generate a large group
of CARTs. The classification output represents a majority vote (classification), or an average (regression)
from the whole ensemble, and hence achieves a more robust model than a single classification tree
that is produced by a single model run [89,92,93]. A number of decision trees in RF choose their best
splitting attributes from a random subset of predictors at each internal node without pruning. Based
on the bootstrap sampling procedure, RF ensures at the same time the smallest obtainable bias and
very low data variance [94]. There are two main important parameters: numFeatures, which means the
number of features for splitting the nodes, whose default value is int[ln(numbers of predictors) + 1] in
WEKA; and numIterations, which means the number of trees to be optimized in the modeling process,
depending on specific application objectives [95].
3.3. Evaluation of ABG Models
Based on measured AGB samples, the mean error (ME), mean absolute error (MAE), and RMSE as
defined by Isaaks and Srivastava (1989), with r between the measured and estimated ABG, were used
to evaluate the performances of different interpolation methods [55,96].
4. Results
4.1. Statistics Analysis
The poor correlation of the observed AGB and the predictors was acquired from the low
value of r (−0.288–0.263). Among predictors, VV_MAX (r = −0.288), VV_ENE (r = −0.284),
VV_HOM (r = −0.277), VV_ASM (r = −0.276), and VV_ENT (r = 0.263) were significantly correlated
(p-values < 0.05) with AGB. Predictors from the texture characteristics of Sentinel-1 VV polarization
were significantly associated with AGB, as similarly found by Pan and Sun (2018) [58]. Those r values
represent an average global correlation; thus, it also indicated that the global linear regression was
inappropriate for AGB modeling in this study.
Among the 44 explanatory variables, VV_ASM (rvv_ASM,MAX = 0.99, VIFs = 41.3), VV_ENE
(rvv_ENE,MAX = 0.995, VIFs = 106.8), VV_ENT (rvv_ENT,MAX = −0.97, VIFs = 18.2), and VV_HOM
(rvv_HOM,MAX = 0.98, VIFs = 20.1) were excluded from model building because their VIFs exceeded the
above-mentioned threshold (VIFs ≥ 10), and this reduced the number of explanatory variables from
44 to 40.
4.2. Models of GWR and ML
The optimal bandwidth for GWR in this study was 0.023, with the minimum value of AICc being
694.91, and the adjusted R2 of this GWR model being 0.79. For a given environmental variable, its
coefficient from GWR varied across the study area. The top five predictors for the mean magnitude
of the coefficients were VV_MEA (16.5, negative), VV_VAR (16.1, positive), LAI (1.6, positive), Cab
(0.9, positive), and FVC (Fraction of Vegetation Cover) (0.8, positive). Predictors from the texture
characteristics of Sentinel-1 VV polarization and the vegetation biophysical variables of Sentinel-2
showed a relatively strong association with AGB at a local regression.
As for the MLPNN model, the accuracy for various numbers of neurons in the hidden layer is
shown in Figure 4. The results revealed that the optimized MLPNN architecture was 40-10-1, indicating
that there were 40 input nodes in the input layer, 10 nodes in the hidden layer with the unipolar sigmoid
as the transfer function, and one node in the output layer. Using the Levenberg-Marquardt learning
algorithm, the best learning rate, momentum, and training time (iterations) obtained were determined
to be 0.2, 0.3, and 500, respectively. In the SVR model, the best parameters C and σ obtained were 1 and
2, respectively. With iteration (trees) numbers of 50 and feature numbers of 5, the top five predictors
for attribute importance in the selected RF model were VV_CON, VH_HOM, VH_DIS, VH_ASM,
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and VH_ENT. The texture characteristics of Sentinel-1 VV and VH polarizations were relatively vital
for modeling AGB by RF in this study.
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Figure 4. Training errors associated with a given number of neurons in the hidden layer.
4.3. Models Evaluation and Mapping of AGB
4.3.1. Models Assessment by Evaluation Indices
Table 4 presents the accuracies of four models for estimating the AGB of 56 forest quadrats.
All four models overestimated the AGB. The ANN model resulted in an ME of 0.84 Mg·ha−1, and had
the highest tendency for overestimation; the SVR model with an ME of 0.004 Mg·ha−1 showed the
lowest tendency for overestimation. The MAE, indicating the extent to which the process leads to
error, was lower with SVR (0.07 Mg·ha−1), and higher with the other methods, ranging from 1.21
(ANN) to 4.01 Mg·ha−1 (GWR). The values of the RMSE suggested that ML methods, whose RMSE
ranged from 0.08 (SVR) to 4.43 (RF) Mg·ha−1, produced less error than GWR. A better consistency
between the measured AGB and the estimated one was discovered by the r values from the ML models
(0.999 of RF to 1 of SVR and ANN) compared to the GWR model (0.995). The SVR model gave rise to
the lowest RMSE and the closest-to-zero ME and MAE values, as well as the highest r value. Hence,
in this study, the SVR model was the most accurate model for estimating AGB. Besides, the accuracy
ranking of the four methods from high to low was SVR, ANN, RF, and GWR. To further analyze the
modeling accuracy, the estimated values of AGB were plotted against the measured values (Figure 5).
An estimation from the SVR model showed the best agreement along the 1:1 line, followed by those
from ANN, GWR, and RF.
Table 4. Performance evaluation of the GWR, ANN, SVR, and RF models.
Evaluation Index GWR ANN SVR RF
ME 0.04 0.84 4 × 10−3 0.55
MAE 4.01 1.21 0.07 3.48
RMSE 5.26 1.73 0.08 4.43
r 0.995 1 1 0.999
ME, MAE, RMSE, and r are the abbreviations of mean error, mean absolute error, root mean squared error,
and correlation coefficient, respectively. The p-values of r were all below 0.01.
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Figure 5. Scatterplots of the measured and estimated above-ground biomass (AGB, Mg·ha−1).
4.3.2. Mapping of Four AGB Models
The predicted values of AGB from the four models ranged from 11.80 to 324.12 Mg·ha−1. For a
better comparison, the values were divided into five levels by equal intervals of 62.46 Mg·ha−1
(Figure 6). Maps show the various spatial distributions of AGB. All of the six maps show that
the western part of Lushuihe town was a high AGB region, with values ranging from 199.19 to
324.12 Mg·ha−1, while low AGB regions were located near the highway connecting Lushuihe and
Yangjiang towns, with values ranging from 11.80 to 136.72 Mg·ha−1. The map resulting from ANN
was characterized by more explicit spatial variation than the others. Comparing the estimated and
measured AGB (14.64~317.40 Mg·ha−1, mainly ranging from 11.80 to 136.72 Mg·ha−1 with 87.5%)
resulted in the following performance ranking for the four algorithms from strong to weak: SVR,
ANN, RF, and GWR, meaning that ML performed better than GWR. These maps can guide resource
allocation for carbon sequestration and forest management. The evaluation of the forest AGB mapping
results by the four models was insufficient for this study as we were limited by the sample size. Future
verification work should be conducted; this is conventionally done by independent sample sets or by
acknowledged high-accuracy results such as airborne data, especially unmanned aerial vehicle LiDAR
data [17,97].
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Figure 6. Predicted maps of above-ground biomass in the study site derived from (a) geographically
weighted regression (GWR), (b) multi-layer perception neural network (ANN), (c) support vector
machines for regression (SVR), and (d) random forests (RF). YJ, YQ, LJ, LS, and ED are the abbreviations
of Yanjiang, Yongqing, Liangjiang, Lushuihe, and Erdaobaihe towns, respectively.
5. Discussion
5.1. Sentinel-Derived Predictors
By comparing the results of the correlation analysis, the coefficients from GWR, and the attribute
importance from RF, it was indicated that texture characteristics of Sentinel-1 had great potential
for estimating AGB, which was also shown in previous studies [98,99]. Additionally, it was a
pioneering finding that the vegetation biophysical variables of Sentinel-2 were very helpful for AGB
estimation using a local regression, which was found previously by non-parametric prediction [55].
The backscatter coefficient of Sentinel-1 and the vegetation indices of Sentinel-2 were useful and
common predictors, as confirmed by other researchers [55,99–101], but their roles were assisted and
not apparent for forest AGB mapping in this study. This may have resulted from a mixture of forest
types in the study area, while previous studies mainly aimed at a certain type of forest, or modeling
by forests types. Besides, the texture characteristics and backscatter coefficients of Sentinel-1, and the
multispectral bands, vegetation indices, and biophysical variables of Sentinel-2, were first applied
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simultaneously in AGB modeling, so that the texture characteristics and biophysical variables were
outstanding compared to the other kinds of Sentinel-based predictors in this study. In a word, this
study dug out vital and new information from the Sentinel series about forest AGB estimation.
5.2. The Comparison of Models
Similarly, previous researchers have used these four methods to estimate forest AGB and
achieve good accuracies, while results of the models’ comparison vary compared with this study.
Cao et al. (2018), integrating airborne LiDAR and optical data, compared the accuracies of forest
AGB models in the upper Heihe River Basin in northwest China, and found that RF was the best
(R2 = 0.9, RMSE = 13.4 Mg·ha−1), following by ANN and SVR [17]. Based on Landsat satellite imagery,
Wu et al. (2016) implemented the optimal spatial forest AGB estimation in northwestern Zhejiang
Province, China, and RF (R2 = 0.6, RMSE = 26.4 Mg·ha−1) also performed better than SVR [11].
Liu et al. (2017) developed forest AGB models using GLAS and Landsat data, and also found that RF
(R2 = 0.95, RMSE = 17.73 Mg·ha−1) had a better estimation than SVR [2]. Gao et al. (2018) concluded
that ANN performed (RMSE = 27.6 Mg·ha−1) better than SVR and RF, by conducting a comparative
analysis of algorithms for forest AGB estimation with ALOS PALSAR and Landsat data [49]. In a
word, ANN and SVR models all showed a close performance for forest AGB modeling in this study,
and in previous research. The RF models generally obtained the highest accuracies among the three
ML methods, while SVR showed the best performance in this study. This may be due to the smaller
sample sizes in this study, and the uniform random distribution of samples in the study area. It also
highlighted the powerful capacity of SVR for limited samples. Additionally, due to direct evaluation
and the accuracy of the training data, rather than the independent validation set or by cross-validation
from limited samples, the models of this study were obviously much more accurate than in previous
research. Because the GWR and ML models have not been compared in any previous research, this
finding can provide a reference for mapping forest AGB in the future.
5.3. Model Evaluation by Forest Types and Measured AGB
The mean errors of AGB prediction using the four models for different forest types and the
measured values of AGB were also calculated to analyze the prediction accuracy of each forest type,
and the data saturation in the Sentinel data was discussed (Figure 7). Generally, the estimated AGB
values of the four forest types of 56 quadrats by the four models were all higher than the measured
values (Figure 7a). Among that, the AGB estimation of the deciduous coniferous forests obtained the
maximum error of 0.7 Mg·ha−1, and all models, excluding the GWR with ME values of −0.6 Mg·ha−1,
performed the worst for deciduous coniferous forests compared to the other three forest types, with ME
values ranging from 0.04 (SVR) to 1.8 (RF) Mg·ha−1. The AGB estimation of mixed broadleaf-conifer
forests had the second-large error, with 0.6 Mg·ha−1, followed by that of broadleaved deciduous forests
(0.2 Mg·ha−1) and evergreen coniferous forests (0.02 Mg·ha−1). As for the four models, the GWR
performed best in the AGB estimation of mixed broadleaf-conifer forests, and the worst for evergreen
coniferous forests. The ANN, SVR, and RF all gave the most accurate assessments for broadleaved
deciduous forests. The ANN showed the least precise assessments for evergreen coniferous forests,
but SVR and RF gave the worst for deciduous coniferous forests. In a word, the AGB estimation
of broadleaved deciduous forests was the most accurate and stable in the study area using the four
models based on Sentinel imagery. Among the five levels of AGB values, the last level with AGB
above 160 Mg·ha−1 (from 160 to 320 Mg·ha−1) had the least accuracy and the most fluctuated errors,
based on Sentinel imagery, while AGB from 40 to 120 Mg·ha−1 obtained relatively higher accuracies
(Figure 7b). The saturation level shown in this study was much higher than other studies (at around
60–70 Mg·ha−1), using SAR C band data [102]. This could be attributed to the integration of abundant
predictors from Sentinel-1 and Sentinel-2 in the study area with normal forest coverage, which was
human-dominated zones with nearby towns and villages.
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Figure 7. The mean errors of the above-ground biomass predictions for (a) different forest types,
(b) different AGB using geographically weighted regression (GWR), the multi-layer perception neural
network (ANN), support vector machines for regression (SVR), and random forests (RF). EC, BD, DC,
and MBC represent evergreen coniferous, broadleaved deciduous, deciduous coniferous, and mixed
broadleaf-conifer forests, respectively.
6. Conclusions
To map the distribution of forest AGB at a regional scale, Sentinel SAR and multispectral imagery
were selected for a group of field quadrats with a resolution of 10 m. Four AGB models, one GWR
model, and three ML models were built using these field measurements and remote-sensing datasets.
The results demonstrated that SVR with SMO algorithms are the best for spatially predicting and
mapping the patterns of AGB in the study site. The results also showed that the texture characteristics of
Sentinel-1 and the vegetation biophysical variables of Sentinel-2 were the most relative and important
predictors for explaining the observed variability of AGB in the area, and that the contributions of the
other Sentinel-derived factors were only marginal. The AGB estimation of broadleaved deciduous
forests was the most accurate, while the AGB above 160 Mg·ha−1 had the least accuracy, indicating data
saturation of Sentinel imagery. Overall, the performance of the models in this study will inform the
selection of predictive mapping techniques for forest AGB modeling, while the map that is generated
will be instrumental for formulating spatially-targeted climate change mitigation and sustainable land
management strategies. In the future, the model performance will be improved by incorporating
other important environmental data (e.g., distance to the city center and roads, as well as human
18
Forests 2018, 9, 582
disturbance) and other up-to-date remote sensing techniques (e.g., Tandem-X and LiDAR), as well as
the stochastic component of AGB.
Although SAR C band and optical multispectral techniques have few advantages for detecting
the sensibility of forest AGB compared to SAR P band or LiDAR, the available free Sentinel series at a
relatively high spatial resolution with full coverage is indeed useful information for applications in
global forest AGB estimation. The study demonstrated encouraging results in forest AGB mapping of
the normal vegetated area using Sentinel imagery; thus, it is helpful and valuable for vital information
mining from the Sentinel series when it is applied to global forest AGB estimation.
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Abstract: The forest canopy is the medium for energy and mass exchange between forest ecosystems
and the atmosphere. Remote sensing techniques are more efficient and appropriate for estimating forest
canopy cover (CC) than traditional methods, especially at large scales. In this study, we evaluated the CC
of black locust plantations on the Loess Plateau using random forest (RF) regression models. The models
were established using the relationships between digital hemispherical photograph (DHP) field data
and variables that were calculated from satellite images. Three types of variables were calculated from
the satellite data: spectral variables calculated from a multispectral image, textural variables calculated
from a panchromatic image (Tpan) with a 15 × 15 window size, and textural variables calculated from
spectral variables (TB+VIs) with a 9 × 9 window size. We compared different mtry and ntree values to
find the most suitable parameters for the RF models. The results indicated that the RF model of spectral
variables explained 57% (root mean square error (RMSE) = 0.06) of the variability in the field CC data.
The soil-adjusted vegetation index (SAVI) and enhanced vegetation index (EVI) were more important
than other spectral variables. The RF model of Tpan obtained higher accuracy (R2 = 0.69, RMSE = 0.05)
than the spectral variables, and the grey level co-occurrence matrix-based texture measure—Correlation
(COR) was the most important variable for Tpan. The most accurate model was obtained from the TB+VIs
(R2 = 0.79, RMSE = 0.05), which combined spectral and textural information, thus providing a significant
improvement in estimating CC. This model provided an effective approach for detecting the CC of black
locust plantations on the Loess Plateau.
Keywords: canopy cover (CC); spectral; texture; digital hemispherical photograph (DHP); random
forest (RF); gray level co-occurrence matrix (GLCM)
1. Introduction
Forest canopy cover (CC), which is defined as the proportion of the forest floor that is covered
by the vertical projection of the tree crown [1], plays a major role in understanding the structure
and health condition of forest ecosystems [2]. It is also a useful measure for evaluating the leaf area
index (LAI), carbon stocks, tree density, and wildlife microhabitat [3–6]. The growth and diversity of
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understory vegetation is also related to CC [7]. In addition, the forest CC and understory vegetation
play an important role in minimize the rate of soil loss by reducing the erosive effects of rainfall
with interception [8]. The Loess Plateau of China has experienced severe soil erosion, vegetation
degradation, and desertification [9]. Black locust (Robinia pseudoacacia L.) represents the most abundant
type of plantation on the Loess Plateau, and these plantations provide a wide range of ecological
and socio-economic functions [10,11]. Accurate and regular measurements of the CC of black locust
plantations are important and can be used to monitor forest degradation and desertification on the
Loess Plateau [12].
There are two common approaches for CC estimation: field measurements and remote sensing.
Field-based methods are the most accurate estimation approaches. Optical instruments, such as digital
hemispherical photographs (DHPs), LAI-2200 plant canopy analyzers, and AccuPAR Ceptometers are
widely adopted for CC acquisition due to their non-destructive nature [13]. However, these methods
suffer from many shortcomings; for example, they are time-consuming, labor-intensive, and difficult to
apply for large areas [5,14]. Thus, a method is needed that can be used to easily extract forest CC over a
large area. Remote sensing techniques can represent such a method, because they offer new strategies
for measuring forest CC from local to global scales [3,12,15–18]. Different type of sensors such as
aerial photo, satellite images and active sensors (e.g., LiDAR, SAR, and RADAR) have been applied to
estimate forest CC [18–20]. The unmanned aerial vehicle (UAV) with high acquisition flexibility and
resolution appears to be very promising for the assessment of CC, but only if the forest is widely open
and a precise digital terrain model is available [21]. Ma et al. [20] compared LiDAR, aerial imagery
and satellite imagery in CC estimation, and found that LiDAR-derived CC were marginally influenced
by the estimation algorithms and generate comparable results. The major limitations in aerial photo
were distortion and the presence of shadows. While the distortion and shadow have less impact on
satellite imagery since these images were collected at high altitude [20]. The active sensors also have
some limitations, such as challenging processing requirements and complex interactions with forest
structure. Wallis et al. [22] noted that optical remote sensing data can be substituted for LiDAR data
in habitat diversity studies. Optical sensors are still a popular choice for forest parameter estimation.
In this research, we select a satellite image to estimate CC.
A range of variables is calculated from satellite images for CC estimation. Spectral vegetation
indices (VIs), such as the normalized difference vegetation index (NDVI), the soil-adjusted vegetation
index (SAVI), and the enhanced vegetation index (EVI), have been used to estimate CC in monospecific
and mixed forests [18,19,23,24]. For example, Korhonen et al. [18] used NDVI, atmospherically resistant
vegetation index (ARVI), and simple ration (SR) to estimate CC in tropical forests based on ALOS
AVNIR-2 image. The NDVI, SR, and SAVI derived from SPOT 5 satellite data were used to estimate
CC by Chasmer et al. [25], their results indicated that the NDVI and SAVI are more comparable to
CC. In addition, González-Roglich and Swenson [5] studied the tree cover and carbon of Argentine
savannas using seven VIs that are based on the China Brazil Earth Resources Satellite series and Landsat
images. Karlson et al. [24] estimated the tree CC and aboveground biomass using six VIs based on
the Landsat 8 OLI in a woodland landscape. However, spectral variables suffer from saturation and
multiple layering problems in high canopy regions [11,26].
With recent high-resolution imagery, such as QuickBird and IKONOS, forest CC can be recognized at
a crown level. When spatial resolution increases, the objects on the ground tend to be represented by few
pixels; therefore, the spatial information becomes increasingly important when compared with spectral
information. The texture calculated from high spatial resolution images can enhance the discrimination of
spatial information and improve detection levels by increasing saturation levels [11,27,28]. Li et al. [19],
Sarker and Nichol [27], and Wood et al. [29] all found that textural variables provided a larger contribution
than spectral variables for forest parameter estimations. Tuanmu and Jetz [30] demonstrated that the
texture measures of the EVI were superior to the conventional topography- and land-cover-based metrics
in terms of their ability to capture fine-grain habitat heterogeneity and predict key biodiversity patterns
across a large extent. Combining spatial detail and unique spectral information leverages complementary
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information, which could improve the accuracy of estimating canopy properties [11,31]. Gu et al. [16]
reported that a combination of VIs and texture can improve the accuracy of estimating vegetation fractional
coverage of planted and natural forests. Halperin et al. [12] used spectral and textural variables to estimate
the CC in the Miombo woodlands of Zambia, and they found that the texture was more prominent
in the imagery and that a combination of spectral and textural variables provided the best estimation.
Pu et al. [28] demonstrated similar results that the combination of spectral and textural variables could
generate higher accuracy than their either one separately in mapping forest LAI.
Many parametric and non-parametric methods have been used for predicting forest structure
parameters. Parametric methods, such as traditional linear regression models, were the most widely used
models in the last decades [3,11,26,28], and they are simple and easy to explain [32]. The traditional linear
models have an explicit model structure and they can be specified by parameters [33]. The relationship
between predictors and response variables can be explained from an ecological perspective [34].
However, these models make strong assumptions about the data, and multicollinearity problems may
occur [35]. The models usually obtain moderate accuracy, and their performance mainly depends on the
goodness of these assumptions [34]. In contrast, non-parametric methods have fewer assumptions, higher
methodological accuracy, and high non-linear adaptation [36]. The major drawback of these models is
uneasy interpreting, because it seems more of a “black box” [32,34]. The structure developed for many
remote sensing regression applications can be very complex and it is impossible to derive meaningful
interpretation. Even so, the non-parametric approaches are becoming more popular, especially since
there a diverse array of spatially-explicit explanatory variables that are available to researchers. One of
the most widely adopted approaches used for CC estimation is random forest (RF) regression models.
The RF algorithm can be used to reduce input data dimension and the variable importance measurement
could identify the most relevant remote sensing variables [37,38]. Pullanagari et al. [39] evaluated pasture
quality using RF combined with recursive feature elimination, and obtained stable result with improved
accuracy. Karlson et al. [24] used RF and Landsat 8 OLI to map the CC of trees and the aboveground
biomass in the Sudano-Sahelian woodlands. In addition, the RF has been successfully applied in land
use and land cover classification, this method provide higher accuracy when compared to maximum
likelihood classifier, CART and SVM [38,40,41]. Shataee et al. [42] and Cracknell and Reading [43]
indicated that RF was superior to other non-parametric approaches in predicting forest parameters
and supervised classification for lithology. This method can easily train and stabilize a range of model
parameter values [44]. The potential of RF to predict the CC of black locust plantations on the Loess
Plateau has not received much attention.
The objectives of this study are to demonstrate a potential approach for modeling and mapping
black locust plantations CC on the Loess Plateau using QuickBird imagery. Specifically, the goals
are to (1) identify the optimal window size and suitable parameters of RF models; (2) compare the
performance of three types of variables in modeling the CC of black locust plantations, i.e., spectral
variables (Bands + VIs), textural variables calculated from panchromatic image (Tpan) and textural
variables calculated from spectral variables (TB+VIs); and, (3) map the CC in the black locust plantations
using the most accurate RF regression model. The results obtained in this study are conducive to
efficiently estimating the CC. A CC map is an effective tool for detecting the state of forest areas and
the associated forest health conditions, both of which can be used in developing forest management
plans on the Loess Plateau of China.
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2. Materials and Methods
2.1. Study Area
The study area is located in Yongshou County of Shaanxi Province on the southern Loess Plateau
of China (34◦44′–34◦56′ N and 107◦56′–108◦09′ E) (Figure 1). The region has a semi-humid, temperate
continental climate with amean temperature of 7–13.3 ◦C. The average annual precipitation is 601.6mm,
of which more than 53% falls between July and September. The soil type at the study site is cinnamon
soil (based on the Chinese Soil Taxonomy). The study area is located in the loess hilly-gully region
and it has an elevation ranging from 1060 to 1508 m above sea level. The forest is distributed across
two sites, the Huaiping forest farm and the Maliantan forest farm, and it is dominated by black locust
plantations (Robinia pseudoacacia L.), which account for about 90% of the forested area.

Figure 1. Location of the study area and the field sample plots identified from the multispectral (a) and
panchromatic (b) data of QuickBird imagery.
2.2. Field Data
A field survey of the sample plots was performed from 16 June to 15 July 2012. Overall, 74 plots were
randomly distributedwithin pure black locust plantation forest areas, where the forest area was delimited
by the satellite image based on the National Forest Inventory (NFI) data. Each plot was 20 × 20 m in size.
The CC, diameter at breast height (DBH), tree height, crown diameter, and stand density were measured
in each plot. Trees with a DBH less than 5 cm were not included. A differential global positioning system
was used to determine the center and the four corners of each plot, thus allowing for the plots to be
geo-referenced with satellite data. The field data characteristics are summarized in Table 1.
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Table 1. Summary of the characteristics of the forest field plots.
Variable (Unit) Minimum Maximum Mean Standard Deviation
CC 0.28 0.88 0.67 0.10
DBH (cm) 5.38 26.41 12.58 4.80
Crown Diameter (m) 2.02 5.81 3.51 0.88
Density (N/ha) 250 2775 1228 676
Height (m) 5.38 19.98 11.98 3.03
DHPs were obtained to calculate the forest CC. The DHPs were collected from five randomly
selected locations in each plot using a Nikon Coolpix 4500 (Nikon Corp., Tokyo, Japan) digital camera
in combination with an FC-E8 Circular Fisheye lens. The camera and lens provided a focal length
equivalent of 6 mm, a combined f-stop of f/2.8, and a full 180-degree field-of-view. The camera was
mounted on a tripod, leveled using a two-axis camera-mounted bubble level, oriented to magnetic
north, and positioned 1.3 m above ground level. Overhead branches were avoided, and the camera
exposure time was set to automatic. To avoid the effects of sunlight, we chose a time close to sunrise (or
sunset) under uniform sky conditions and not during common working hours to avoid the interference
of direct sunlight. All of the images were shot at “fine” quality and themaximum resolution (2048 pixels
× 1536 pixels) of the camera. Images were saved in JPEG format.
Each DHP was analyzed with Gap Light Analyzer 2.0 (Simon Fraser University, Burnaby, BC,
Canada) [45]. In this study, we used the blue channel and a threshold of 128 to calculate the CC of each
photograph. The blue band is preferred because this portion of the spectrum is superior for separating
pixels into forest canopy and sky classes [45–47]. Several authors have noted that subjective adjustment
of the threshold can be a source of error because it is somewhat arbitrary [47,48]. To overcome these
subjectivity issues, we use a constant threshold of 128 (half of a 256-bit image) to separate the sky and
canopy of each photograph [49,50]. Then, the CC was calculated, as follows.
CC =
Total pixels− Sky pixels
Total pixels
(1)
The CC was calculated for each DHP, and the average of five photographs was calculated in
each plot.
2.3. Remote Sensing Data
The QuickBird multispectral and panchromatic images used in this study were obtained on
22 June 2012, and the spatial resolution was 0.61 m for the panchromatic image and 2.44 m for the
multispectral image. The multispectral image had four bands, including blue (450–520 nm), green
(520–600 nm), red (630–690 nm), and near-infrared (760–900 nm) bands. The panchromatic image was
ortho-rectified using the ENVI 5.1 software package (Exelis Visual Information Solutions, Boulder, CO,
USA). Fifty high-quality and well-distributed ground control points (GCPs) that were obtained via the
field survey using differential global positioning system equipment were used for ortho-rectification.
A digital elevation model (DEM) (1:10,000) derived from stereo aerial photographs with a resolution of
5 m was also used to ortho-rectify the QuickBird panchromatic image. The overall error was 0.68 pixels.
Then, the corrected panchromatic image was used to rectify the multispectral image, resulting in an
overall error of 0.34 pixels. The raw digital numeric values of the multispectral image were converted
to spectral radiance and subsequently to top of atmosphere (TOA) reflectance. Atmospheric correction
was performed using the Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH)
approach to remove the scattering and absorption effects from the atmosphere and to obtain the surface
reflectance character. The non-black locust area was manually masked from the image based on the
NFI data.
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2.4. Predictor Variables
2.4.1. Spectral Variables
The spectral variables that were extracted from the QuickBird multispectral image included four
reflectance bands (B1-blue, B2-green, B3-red, and B4-NIR) and eight VIs (Table 2). The VIs combine
information from two or more spectral bands to enhance the vegetation signal while minimizing
soil, atmospheric, and solar irradiance effects [51]. This study analyzed the correlations between the
different spectral variables and the forest CC obtained from the DHP data.
Table 2. Selected vegetation indices (VIs) used for canopy cover (CC) estimation [11].
Spectral Vegetation Indices
1. Simple Ratio (SR) = NIRR
2. Soil Adjusted Vegetation Index (SAVI) = (1+ L) NIR−RNIR+R+L
3. Enhanced Vegetation index (EVI) = G NIR−RNIR+C1R−C2B+L
4. Atmospherically Resistant Vegetation Index (ARVI) = NIR−RBNIR+RB , RB = R− γ(B− R)
5. Modified Soil Adjusted Vegetation Index (MSAVI) =
[
(2NIR+ 1)−
√
(2NIR+ 1)2 − 8(NIR− R)
]
/2
6. Non-linear Vegetation index (NLI) = NIR
2−R
NIR2+R
7. Difference Vegetation index (DVI) = NIR− R
8. Normalized Difference Vegetation Index (NDVI) = NIR−RNIR+R
B, R, and NIR represent the QuickBird reflectance for the blue, red and near-infrared wavelengths, respectively.
Parameters L and γ represent the SAVI term (set equal to 0.5) and the ARVI term (set equal to 1), respectively.
The coefficients adopted in the EVI algorithm are L = 1.0, C1 = 6.0, C2 = 7.5, and G (gain factor) = 2.5 [51].
2.4.2. Textural Variables Calculated from Panchromatic Image (Tpan)
Image texture, which is defined by Haralick et al. [52] as “the pattern of spatial distributions
of grey-tone”, describes the relationships among surface cover elements. The texture of an image
contains valuable information about the spatial and structural arrangement of objects [26,52]. In our
research, eight widely used Grey Level Co-occurrence Matrix (GLCM) measures that were proposed
by Haralick et al. [52] were selected (Table 3). To find the optimal window size for Tpan, we compared
the model accuracy of the eight GLCM measures with different moving window sizes ranging from
3 × 3 to 15 × 15 pixels (discussed below). As a result, eight Tpan (each GLCM with optimal window
size) variables were selected to analyze their relationships with CC.
Table 3. Formulas for the texture measurements used in this study [52].
Grey Level Co-occurrence Matrix (GLCM) Based Texture Parameter Estimation
1. Mean (MEAN) = ∑N−1i,j=0 p(i, j)
2. Homogeneity (HOM) = ∑i ∑j
p(i,j)
1+(i−j)2
3. Contrast (CON) = ∑N−1n=0 n
2{∑Ni=1 ∑Nj=1 p(i, j)}
4. Dissimilarity (DIS) = ∑N−1n=0 n{∑Ni=1 ∑Nj=1 p(i, j)}
5. Entropy (ENT) = −∑i ∑j p(i, j) log(p(i, j))
6. Variance (VAR) = pi,j(i − ui)2
7. Angular Second Moment (ASM) = ∑i ∑j{p(i, j)}2
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Table 3. Cont.
Grey Level Co-occurrence Matrix (GLCM) Based Texture Parameter Estimation
8. Correlation (COR) = ∑i ∑j
(ij)p(i,j)−μxμy
σxσy
μx = ∑N−1i=0 i∑
N−1
j=0 Pi,j
μy = ∑N−1i=0 j∑
N−1
j=0 Pi,j
σx
2 = ∑N−1i=0 (i − μx)2 ∑N−1j=0 Pi,j
σy
2 = ∑N−1j=0
(
j− μy
)2
∑N−1i=0 Pi,j
Here, P(i,j) is the normalized co-occurrence matrix.
2.4.3. Textural Variables Calculated from Spectral Variables (TB+VIs)
The texture calculated from the spectral variables (TB+VIs), which included texture calculated
from reflectance bands (TB) and texture calculated from VIs (TVIs), combines spectral and textural
information. To find the optimal window size for TB+VIs, we compared the model accuracy of the eight
GLCM measures with different moving window sizes ranging from 3 × 3 to 15 × 15 pixels based on
B4 (TB4) (discussed below). Then, the optimal window size was applied to other spectral variables.
The reason for choosing B4 as the deputation of spectral variables was that B4 was the most important
and effective band to correlate with forest canopy [44]. Finally, 96 TB+VIs variables (12 spectral variables
× 8 GLCM measures) were selected to analyze their relationships with CC.
2.5. Random Forest (RF) Prediction of CC
The RF method, which was originally proposed by Breiman [53], is an ensemble of many classification
or regression trees that can reduce the overfitting of models. RF does not make assumptions about the
nature of the data distribution, and this function is simply learned from training samples [44]. The algorithm
trains each tree on an independently randomized subset of the predictors and determines the number
of variables to be used at each node by the evaluation of a random vector. By growing each tree to its
maximum size without pruning and selecting only the best split among a random subset at each node,
RF tries to maintain some prediction strength while inducing diversity among the trees [53]. The result
is an ensemble of low bias and high variance regression trees, where the final predictions are derived by
averaging the predictions of the individual trees [53–55].
The number of predictor variables has an effect on the model accuracy. Removing irrelevant variables
could result in a more parsimonious model and to obtain higher accuracy. The Boruta method can be
used to choose the optimal number of predictor variables based on the RF model. The Boruta method
proposed by Kursa and Rudnichi [56] is an all-relevant feature selection wrapper algorithm. The method
compares the importance of the original attributes with the randomly achievable importance, uses attribute
replacement copies for estimation, and gradually eliminates the irrelevant features to stabilize the test,
thereby performing a top-down search for relevant features.
RF only requires users to make decisions about two tuning parameters: the number of trees to
grow (ntree) and number of variables randomly sampled as candidates at each split (mtry). The ntree
values were tested from 100 to 5000 trees with intervals of 100. A suggested starting value of mtry
included one-third of the predictive variables, followed by checking half this number and twice this
number [57]. The mean squared error (MSE) was plotted for ntree and mtry.
To test the accuracy of different kind of variables, three RF models were developed:
Model 1—spectral variables
Model 2—textural variables calculated from the panchromatic image (Tpan)
Model 3—textural variables calculated from the spectral variables (TB+VIs)
The field sample plots were randomly split into two unequal subsets: 70% for model construction
and 30% for model validation. The coefficient of determination (R2) and the root mean square error
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(RMSE) were used to identify the best prediction model. The formulas of these statistical parameters
are as follows:
R2 =
∑ni=1(yˆi − yi)2
∑ni=1(yi − y)2
(2)
RMSE =
√
∑ni=1(yˆi − yi)2
n
(3)
where yi is the observed value, yˆi is the predicted value, y is the mean of the observed values, and n is
the number of observations for prediction model.
All the statistical analyses were completed using R software (version 3.4.3) [58].
3. Results
3.1. Determining the Optimal Window Size
Figure 2 shows the optimal window size with Tpan and TB4 in the selected seven window sizes.
In Tpan, the model accuracy increases as the window sizes increases and the optimal window size is
15 × 15. In TB4, the model accuracy increases from 3 × 3 to 9 × 9 and then a slight decrease is observed
as the window size further increases. Therefore, we choose a window size of 15 × 15 as the optimal
window size to calculate the texture from the panchromatic image and a window size of 9 × 9 as the
optimal window size to calculate the texture from the spectral variables.
Figure 2. Illustration of the window size effect on the prediction of the forest CC (based on texture
calculated from panchromatic image and Band 4).
3.2. Variable Selection and Parameter Tuning for the Final Three RF Models
Based on the Boruta algorithm, the explanatory variables that are relevant to the response variables
were selected. For Model 1, the optimal number of explanatory variables was eight. In the selected
spectral variables, SAVI had the highest importance value. In addition, the EVI, B4 and DVI also had
relatively higher values than other spectral variables (Figure 3a). Model 2 was performed based on
Tpan with a 15 × 15 window size. All the eight texture measures were selected as relevant variables,
and the COR and MEAN hold higher importance values than other texture measures (Figure 3b).
Model 3 was performed based on a 9 × 9 window size, and the optimal number of variables was 16.
The top five variables in the variable importance were calculated based on the MEAN texture measure
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(Figure 3c). The MEAN measure calculated from SAVI (MEANSAVI) and MSAVI (MEANMSAVI) had
higher importance values than that of the other variables.
Figure 3. Number of explanatory variables selected by the Boruta algorithm and their importance
values: (a) spectral variables; (b) Tpan; (c) TB+VIs. (VImp represent the variable’s importance values).
The results indicated that 8, 8, and 16 relevant variables were included in Model 1, Model 2,
and Model 3, respectively. Considering the selection rules of mtry [57] and the selected number
of explanatory variables in the three RF models, we considered three values for mtry: 2, 4, and 8.
After tuning the RF models, the optimal parameters for Model 1 were mtry equal to 2 and ntree equal
to 400 (Figure 4a), for Model 2 were mtry equal to 4 and ntree equal to 600 (Figure 4b), and for Model 3
were mtry equal to 2 and ntree equal to 2500 (Figure 4c).
Figure 4. Effect of mtry and ntree on the random forest (RF) models of (a) spectral variables; (b) Tpan;
(c) TB+VIs.
3.3. Model Comparison and CC Mapping
Satisfactory agreement was observed when the remaining 30% of the validation field data were
compared with the satellite image predicted data. Figure 5 shows the estimated accuracy of the
final three RF models. Model 1 with spectral variables presented the lowest accuracy (R2 = 0.57,
RMSE = 0.06, Figure 5a), and a higher accuracy was obtained when using Tpan, (R2 of 0.69 and RMSE
of 0.05, Figure 5b). Model 3 with TB+VIs had the highest accuracy (R2 = 0.79, RMSE = 0.05, Figure 5c).
Therefore, Model 3 was used for the final estimation and mapping of the CC of black locust plantations.
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
Figure 5. Plots of the observed and predicted CC using RF with (a) Model 1; (b) Model 2; and,
(c) Model 3.
The developed RF model (Model 3) was used for calculating pixel-based CC values from the
corresponding raster layers of the predictor variables. Figure 6 shows the CC distribution map of the
black locust plantations predicted based on Model 3. The eastern region had higher CC values while
the western part had lower CC values. In the study area, the average value of CC was approximately
0.6. Most forest CC values were between 0.4 and 0.8, which accounted for more than 99% of the study
area (Table 4). Among these, more than half of the forest CC ranged from 0.6 to 0.8 and 40% of the
forest CC were between 0.4 and 0.6.

Figure 6. Predicted CC map of the black locust plantations based on Model 3 using QuickBird imagery.
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Table 4. Summary the proportion of CC in different grades.
CC Percent (%)
<0.4 0.75
0.4–0.6 40.38
0.6–0.8 58.82
0.8–1.0 0.05
4. Discussion
The importance of window size has been stressed in evaluations of texture measures [59].
Generally, for the eight GLCM texture measures in the selected seven window sizes, the 15 × 15
window size is optimal for panchromatic image and the 9 × 9 window size is optimal for the spectral
variables. Furthermore, the TB+VIs with 9 × 9 windows obtained higher accuracy than Tpan with
15 × 15 windows. Kamal et al. [60] observed that a pixel window size corresponding to the field plot
size or slightly larger could generate high accuracies in LAI estimation. Chen et al. [61] concluded that
images at a finer spatial resolution needed a larger window size than at a coarse resolution. In our
study, the 15 × 15 window size of Tpan (equivalent to 9 m × 9 m) was still smaller than the sample
plot size (20 m × 20 m). For TB+VIs, the window size of 9 × 9 (equivalent to 21.6 m × 21.6 m), which
corresponded to the extent of the field plots, produced higher accuracy than Tpan. This result was
consistent with that of Wood et al. [29] and Gomez et al. [59], who suggested that the window size
should match the sample plot size to achieve high accuracy.
After filtering the explanatory variables by selecting the optimal window sizes, there are still
variables that have a weak relationship with response variable retained. The Boruta algorithm based
on RF can select variables that are relevant to the response variables. Wu [62] compared three variable
selection methods, i.e., stepwise regression analysis, Pearson correlation analysis, and Boruta algorithm,
and found that the Boruta method selected variables capable of obtaining the highest accuracy. Among
the spectral variables, the SAVI and EVI were well-correlated with field response variables. The SAVI
and EVI could minimize the influences of the soil background, sun angle, and atmosphere [51,63].
Campos et al. [64] compared the performance of SAVI and NDVI in evaluating fraction of ground
cover, and found that the SAVI could improve the accuracy, since it was less sensitive to the sun
azimuth and row directions. In the aboveground biomass estimation, SAVI showed higher relationship
with biomass by adjustment the effect of soil background [65]. Eckert [66] also demonstrated that
the EVI is particularly suitable for mapping and monitoring tropical rainforest biomass. Among the
four bands, the NIR band was more conducive to CC estimation, and the other three bands were not
selected as relevant variables. This result was expected because the NIR band is sensitive to vegetation
stress and the chlorophyll content of vegetation [44]. Additionally, NIR reflectance is strong due to
the scattering of radiation in the mesophyll cell of leaves and its minimal absorption [23]. However,
our study produced only moderately accurate results while using spectral variables, which may have
suffered from saturation and multiple layering problems because the CC in our study area was in its
peak growth period and had high vegetation cover [26,27].
Compared with spectral variables, the RF model with Tpan presented a significant improvement.
All of the texture measures were selected as relevant to the response variables. The eight texture
measures explained the variation of CC from different aspects, and only one type of texture measure
contained insufficient information to explain the CC variance. Kim [67] demonstrated that adding
individual texture measure to spectral bands did not improve forest classification accuracy. However,
when incorporated multiple texture measures, the forest classification accuracy increased to 83% in
overall accuracy. St.-Louis et al. [6] also found that multiple texture measures explained a higher
proportion of the variability in bird species richness than single measures. The higher accuracy of
Model 2 was consistent with numerous prior studies, which indicated that Tpan was particularly useful
in measuring complex structures, such as tropical forests [29,59]. The usefulness of Tpan may be due to
the high resolution of the panchromatic image used for the texture analysis, which increased the scope
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for distinguishing specific forest structure parameters, especially crown attributes (e.g., CC, crown
diameter, etc.) [5,26,27,66].
TB+VIs yielded the highest accuracy in estimating forest CC compared with the spectral
variables and Tpan. The improved performance may be related to their combination of spatial and
spectral information, which is consistent with the findings of many previous studies [6,12,27,44,52].
Gu et al. [16], Pfeifer et al. [68], and Pu and Cheng [28] demonstrated that by including texture
information into spectral data models, the models’ predictive capacity could be improved, especially
for the canopy structure at the stand level, which is mainly because the information associated
with spectral and textural signatures is complementary in the estimation of forest parameters [59].
In addition, texture was credible in detecting varying forest canopy structural characteristics and is
efficient in addressing saturation problems that are associated with vegetation indices when mapping
CC, especially in dense canopies [26].
Our results suggest that QuickBird imagery effectively captured the CC of black locust plantations.
The generated map displayed the continuous distribution of CC over a large spatial area (Figure 6),
which highlights the convenience of using satellite data for mapping large areas. Such maps can be
used to improve the planning and management of tasks, such as land-cover mapping and land-use
classification, among others. High CC forests, especially those with a young forest stage, need thinning
and pruning to decrease the space and resource competition among individual trees [69]. Young forests
with low CC values can lead to enclosures and replanting. Moreover, quantitative maps of forest
resources can be used for decision-making by managers and for monitoring a variety of forest inventory
parameters, such as forest area changes, biomass accumulation, and health conditions [5,44,68].
Multiple sources of error can lead to uncertainties in forest CC estimation. First, the site CC
data were collected and analyzed based on DHPs. To avoid subjective errors when adjusting the
threshold, a constant threshold of 128 was used to separate the sky and canopy values. However,
the threshold of 128 may not be suitable for all photographs, which may lead to errors in certain
photographs. Second, satellite image observations capture an aerial view and obtain the CC by the
vertical projection of tree crowns. However, the DHP-obtained CC represented an under the crown
measurement and the proportion of sky hemisphere obscured by vegetation when viewed from a
single point [70]. This mismatch can be a source of error in the model. Furthermore, shrub and grass in
the forest understory will affect the reflectance of the overstory layer, especially in forests with lower
CC values [71]. Third, although the satellite images were corrected, errors may remain, and precise
co-registration might not be obtained between the images and field plots. Fourth, errors are observed
in the RF model itself because the model tends to be overestimated at lower values and underestimated
at higher values. However, these errors cannot be avoided. Avitabile and Camia [72] suggest that
overestimation may occur in open or young forests while underestimation may be due to the optical
saturation under the high biomass of dense forests.
Considering the uncertainties in CC estimation with satellite images, perhaps active sensor and
UAV can be used to reduce the effects of these uncertainties in the future. Ma et al. [20] indicated
that satellite images were limited by penetration capability in forest area. The active sensors, such as
LiDAR and SAR, can penetrate forest canopy and generate vertical structure of vegetation [14,20].
The UAV, which offer high acquisition flexibility and resolution at relatively low costs, have been used
to estimate forest cover and basal area successfully [21]. An attractive next step is to using UAV to
evaluate forest CC on the Loess Plateau. In addition, the combination of satellite images and UAV or
LiDAR is warranted in future research.
5. Conclusions
This study explored the potential use of QuickBird imagery for CC estimations of black locust
plantations on the Loess Plateau. We compared the spectral variables, Tpan and TB+VIs to estimate
black locust plantation CC based on RF regression models. The optimal window size for Tpan and
TB+VIs were 15 × 15 and 9 × 9, respectively. The experimental results demonstrated that both Tpan
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and TB+VIs performed better than spectral variables. The RF model of TB+VIs, which reflected the
complementary relationship between spectral and textural information, provided the most useful
approach to investigating and characterizing black locust plantations CC. This model can be applied
for mapping black locust plantations CC on the Loess Plateau of China.
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Abstract: Indigenous forests cover 23.9% of New Zealand’s land area and provide highly valued
ecosystem services, including climate regulation, habitat for native biota, regulation of soil erosion
and recreation. Despite their importance, information on the number of tall trees and the tree height
distribution across different forest classes is scarce. We present the first region-wide spatial inventory
of tall trees (>30 m) based on airborne LiDAR (Light Detection and Ranging) measurements in New
Zealand—covering the Greater Wellington region. This region has 159,000 ha of indigenous forest,
primarily on steep mountainous land. We implement a high-performance tree mapping algorithm that
uses local maxima in a canopy height model (CHM) as initial tree locations and accurately identifies
the tree top positions by combining a raster-based tree crown delineation approach with information
from the digital surface and terrain models. Our algorithm includes a check and correction for
over-estimated heights of trees on very steep terrain such as on cliff edges. The number of tall trees
(>30 m) occurring in indigenous forest in the Wellington Region is estimated to be 286,041 (±1%)
and the number of giant trees (>40 m tall) is estimated to be 7340 (±1%). Stereo-analysis of aerial
photographs was used to determine the accuracy of the automated tree mapping. The giant trees are
mainly in the beech-broadleaved-podocarp and broadleaved-podocarp forests, with density being
0.04 and 0.12 (trees per hectare) respectively. The inventory of tall trees in the Wellington Region
established here improves the characterization of indigenous forests for management and provides a
useful baseline for long-term monitoring of forest conditions. Our tree top detection scheme provides
a simple and fast method to accurately map overstory trees in flat as well as mountainous areas and
can be directly applied to improve existing and build new tree inventories in regions where LiDAR
data is available.
Keywords: forest inventory; LiDAR; tall trees; overstory trees; tree mapping; crown delineation
1. Introduction
There are 6.3 million ha of indigenous forest in New Zealand, covering 23.9% of the land
surface [1]. They provide highly valued cultural ecosystem services, including recreation, sense of
belonging, tourism and important provisioning and regulating services, such as wild foods,
fresh water, habitat for native biota, climate regulation and soil erosion regulation [2]. The evergreen
temperate forests have three major physiognomic elements: species of the Nothofagaceae Kuprian
(Southern beech), broadleaved angiosperm trees and conifers (predominantly of the Podocarpaceae
Endl.) [3]. Where Agathis australis (D.Don) Loudon is absent, podocarp trees form the highest tier [3].
Since European settlement, which began in the early 19th century, much of the indigenous forest has
been felled for pastoral agriculture and many introduced plants and animals have become pests, if not
directly to the trees (possums, pigs and deer), then to the indigenous fauna in the forests (cats, rats,
stoats and weasels). Recently, two tree diseases have raised concern in New Zealand, kauri dieback
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(Phytophthora agathidicida B.S. Weir, Beever, Pennycook & Bellgard) and the South American myrtle rust
(Austropuccinia psidii (G. Winter) Beenken) and these endanger some of the tall conifer and broadleaved
trees (Agathis australis, Metrosideros robusta A.Cunn., Metrosideros umbellata Cav.).
Tall trees play critical roles in forests. They support a higher abundance and richness of
epiphytes [4–6], are associated with increased bird richness [7,8] and can disperse their seeds further
than short trees [9,10]. In New Zealand, 44 species of indigenous trees attain heights >15 m [11].
Because carbon density is in proportion to tree height to the power of 1.5 [12], tall trees make a higher
contribution in terms of both timber recovery and carbon storage. The definitions of both tall and giant
trees depend on the research context and may be different for different forest types, climatic zones
and cultural definitions. In the context of New Zealand’s natural forests we define tall trees as those
with top heights >30 m and giant trees as those with top heights >40 m. Mapping individual trees can
help inform models of forest dynamics [13], support forest inventory [14] and inform decision-making
in public and non-governmental sectors [15]. Indeed, many tree planting initiatives are expressed as
numbers of trees, such as the numerous million, billion and trillion trees projects worldwide [14,16].
Crowther et al. [17] integrated ground-based forest inventory data with geospatial covariates derived
from satellite-based remote sensing to estimate the global number of trees (>10 cm diameter) to be
3.0 trillion.
Estimating individual tree heights and crown shapes from field measurements is both costly
and labor-intensive and thus usually restricted to small study areas. Likewise, the analysis of
stereo-models of aerial photographs to identify single trees is inefficient and time-consuming for
region-wide or country-wide analysis. With the advent of airborne LiDAR (Light Detection And
Ranging), also referred to as Airborne Laser Scanning (ALS), it is now possible to map the crowns
of individual trees and infer tree heights over large areas accurately and systematically, measuring
the 3-dimensional structure of the forest canopy. In ALS, high-frequency laser pulses are emitted
downwards to the ground and reflected by canopy features or the ground surface back to the sensor [18].
The travel distance of the returned laser pulse can be directly inferred from the return time. Due to the
divergence of the laser beam, it is often possible to penetrate into the canopy hitting multiple targets,
such as leaves and branches and thereby capturing vertical information on canopy structure.
Numerous tree segmentation and crown delineation algorithms have been developed over the
last decade ([19–28] and references therein), ranging from those that use a three dimensional point
cloud to those that make use of a canopy height model (CHM) to detect individual trees. A CHM is
defined as the interpolated surface, on a regular grid (i.e., a raster), of the high points of a LiDAR point
cloud, corrected for ground elevation; alternatively as the difference of the digital surface model (DSM)
and digital elevation model (DEM), which are interpolated surfaces of the first (top of canopy) and
last (ground) returns of the pulse, respectively. This is often referred to as a normalized DSM (nDSM).
Structure from Motion (SfM) photogrammetry using digital cameras mounted on Unmanned Aerial
Vehicles (UAVs) is becoming a low-cost alternative to LiDAR measurements to derive top-of-canopy
structure, that is, surface models [29–34]. Hybrid tree segmentation algorithms work both on the
LiDAR point cloud and rasterized quantities. This has been recently demonstrated, for instance, in the
‘Layer Stacking’ technique [21], which aims at interpreting height resolved point clusters to identify
and segment individual trees. Due to the high computational effort of point cloud-based methods,
however, their application is mostly limited to smaller study areas with extent ~1000 ha [13,14,35],
rather than to large areas such as whole regions, or countries, with extent ~100,000 ha. Fast raster-based
algorithms are thus usually preferred for whole regions or country-wide analyses. During elevation
normalization of the LiDAR point cloud or DSM a distortion of the canopy height can occur in steep
terrain leading to an over-estimation of the actual tree height. To account for this effect, several
previous studies [36–40] established theoretical and practical models to accurately determine the true
tree top positions. It is reported that this effect can lead to systematic errors (over-estimation of the
number of trees and incorrect geo-location of the tree top) and strongly depends on crown shape [38].
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In 2013 and 2014, the Wellington Regional Government GIS Group conducted an extensive
LiDAR survey with a minimum point density of 1.3 points per square meter (ppsm) and a vertical
accuracy of ±0.15 m over the Wellington Region (812,000 ha) with the main intention of building new
large-scale topographic maps of the region [41]. Many other sectors also profited from the data for
other uses, such as vegetation mapping, infrastructure planning, hydrologic modelling and hazard
mapping. The raw LiDAR point cloud is publicly available from the OpenTopography project at
https://www.opentopography.org/. The derived DEM and DSM, at 1 × 1 m raster resolution and
the LiDAR tile index can be downloaded from the Land Information New Zealand (LINZ) data
service at https://data.linz.govt.nz/. The region-wide LiDAR point cloud provides an unprecedented
opportunity to study forest composition and individual tree parameters on a large scale.
In this paper, we apply an adapted version of the CHM-based approach proposed by Dalponte
and Coomes [28] and Hyyppä et al. [19] to the whole of the Wellington Region, to establish the first
ever regional inventory of tall trees in New Zealand. The original tree mapping algorithm [28] has
been previously used to map sections of forests in the Wellington Region [12], Southeast Asia [42] and
in the Italian Alps [43] and has been validated against other methods [27]. We re-implemented the
algorithm in Python code and further optimized it by: (i) growing the tree crown around the initial
tree top in a circular fashion rather than quadrilateral as in the original implementation, which gives
the resulting tree crowns a smoother shape and (ii) correcting the location of misplaced tree tops in
steep terrain using the DSM and DTM (digital terrain model). The check and correction of misplaced
tree tops in steep terrain is necessary for an accurate estimation of tree heights in mountainous areas
with steep slopes. We map and count all tall trees greater than 30 m in height and giant trees greater
than 40 m. The tall tree density is assessed for groups of forest alliances [44] and within altitudinal
ranges to better characterize these forest types. The accuracy of the method is assessed by comparing
results obtained from stereo analysis of aerial photographs with 30 cm pixels.
2. Materials and Methods
A LiDAR survey was conducted over the entire Wellington Region [45] primarily in early 2013
but with some additional aircraft flights later in 2013 and 2014, depending on weather. The LiDAR
scanner was an Optech Airborne Laser Terrain Mapper ALTM 3100EA flown at a nominal height
of 1000 m above the ground. Target point density was 1.7 ppsm with 50% swath overlap to ensure
the minimum specification of 1.3 ppsm and a vertical accuracy of ±0.15 m. While these were the
minimum requirements, the actual point density of the dataset ended up higher, ranging between
4–6 ppsm on average and >6 ppsm in regions with overlapping flight paths. Coincident with the
LiDAR survey was an aerial photographic survey with blue, green, red and near-infrared bands,
which was ortho-rectified to 30 cm pixels. The 1261 LiDAR flight lines of point cloud data were
merged, tiled and further processed using the open-source LiDAR processing library, Sorted Pulse
Data Software Library (SPDLib) [46].
The processing steps using SPDLib included: (i) removal of vertical noise, that is, undesired
backscatter from atmospheric particles such as aerosols; (ii) 2-step classification of ground returns by
applying the progressive morphology algorithm [47] first and the multiscale curvature algorithm [48]
in the second step; (iii) definition of the height field within pulses and points by natural neighbor
interpolation of the ground returns retrieving the absolute ground elevation; (iv) interpolation of
ground and surface returns to a digital terrain model (DTM), digital surface model (DSM) and canopy
height model (CHM) at 1 × 1 m pixel resolution using natural neighbor interpolation; and finally (v)
removal of outliers in the CHM by applying a 5 × 5 m Gaussian median filter and screening out pixels
below 0.5 m (undesired low vegetation) and above 60 m (erroneous high trees).
Individual trees were then identified from the CHM by finding the highest point in a 5 m circular
moving window. If multiple pixels share the same CHM value, the center of mass of the pixel group is
taken as the high point. These local maxima represent the tree top positions and the associated CHM
value is extracted to define the tree top heights. During initial inspection using stereo mapping of
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the identified tree tops, it was found that some true tree top positions were different from the local
maxima in the CHM if the tree was located in or close to steep terrain. This is the case, for instance,
if the tree crown hangs over a cliff edge. The CHM-value assigned to the overhanging part of the
crown is too high compared with the rest of the crown and the tree top height is thus overestimated.
Figure 1 depicts an example scenario for a tree under such steep slope conditions. To account for this
effect, we conducted a multi-step approach to identify a more realistic tree top position.
Figure 1. Sketch of initial tree top position as derived from the CHM (canopy height model) using local
maxima filtering (left panel) and new tree top position (right panel) defined as the highest point in the
DSM (digital surface model) within the tree crown boundary minus the DTM (digital terrain model).
First, tree crowns were delineated based on an adapted version of the raster-based tree
crown-growing algorithm by Dalponte and Coomes [28], using the local maxima as initial seeds.
The original implementation from the R-package itcSegment [49] was ported Python code (optimized
with Numba/Cython) and made publicly available as the PyCrown package [50]. It performs one
order of magnitude faster than the C++ implementation from the R package for Airborne LiDAR Data
Manipulation and Visualization for Forestry Applications (lidR) [51]. The idea behind the algorithm is
that the crown grows around the initial seed considering a set of threshold values which are calculated
based on four manually set parameters and the current tree information in each step: (i) the neighboring
pixel is higher than seed height * 0.7; (ii) the neighboring pixel is higher than the mean height of current
crown * 0.55; (iii) the neighboring pixel is below seed height * 1.05 and (iv) a maximum distance to the
seed of 10 m (crown radius). We used standard settings from itcSegment and lidR except for parameter
(i). The latter was raised from the standard 0.45 and set to 0.7 (which was also used by Dalponte and
Coomes [28]) as inspection with aerial imagery revealed that many delineated tree crowns exceeded
their actual radius. We did not choose parameters specific to individual tree species in order to keep a
generic crown growing ruleset that is appropriate given that canopies comprise a mixture of species
in these forests. We forced the algorithm to walk around the initial seed in a circular fashion with
increasing distance in each iteration. This was necessary because the quadrilateral growing pattern
in the original implementation lead to block-shaped tree crowns at the edges when the maximum
crown radius is reached. After all tree crowns were delineated, a check was performed on whether the
tree top location was too far (>1 standard deviation) down-slope compared with the mean ground
elevation of its tree crown (i.e., mean DTM value). In such a case, the location of the highest point from
the DSM was taken as the new tree top. In cases where the new high point of the DSM was too close to
the border of the tree crown, the center of mass (COM) of the tree crown was selected.
The entire processing chain was run for a total of 9480 LiDAR tiles (each 1 × 1 km with 100 m
overlap) of the Wellington Region on the NeSI high performance computer [52] and a spatial database
of trees higher than 20 m was established, storing information on the tree top location, tree top height
and tree crown shape; 3D tree shapefiles were exported. Figure 2 shows the study area overlaid with
the individual LiDAR tiles.
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Figure 2. The Wellington Region of New Zealand and the mosaic of aerial photographs taken during
the LiDAR survey in 2013 and 2014. The LiDAR data is subdivided into an equally-spaced grid of
9480 tiles with a 1 × 1 km spacing (outlined in black). Map projection is New Zealand Transverse
Mercator (NZTM).
Wiser et al. [53,54] used data from an extensive network of vegetation plots in New Zealand to
objectively define a classification of forest alliances. Allen et al. [44] classified these into seven broad
groups designated as beech forest, beech-broadleaved forest, beech-broadleaved-podocarp forest,
broadleaved-podocarp forest, podocarp forest and other forests. An existing digital map of indigenous
forest types, EcoSat Forests [55], was recoded according to Table 1 to produce a national map of forest
alliance groups (“broadleaved forest” was added to the forest alliance groups to match the EcoSat
Forest class “broadleaved forest”). This map was intersected with the shape file of tree top positions
and heights obtained from our tree mapping algorithm to determine the number of tall trees within
each forest alliance group. Intersection of tree positions and heights with a 15 m pixel DEM gave the
density of tall trees within elevation ranges.
Table 1. Table for recoding EcoSat forest class to forest alliance group.
Forest Alliance Group EcoSat Forests Classes
Beech forest Beech forest
Beech-broadleaved forest Beech-broadleaved forest
Beech-broadleaved podocarp forest Podocarp-broadleaved/Beech forestBeech/Podocarp-broadleaved forest
Broadleaved-podocarp forest Podocarp-broadleaved forestKauri forest
Podocarp forest Podocarp forest
Broadleaved forest Broadleaved forestCoastal forest
Unspecified indigenous forest Unspecified indigenous forest
Assessing the accuracy of tall tree counting required three assumptions: (i) the CHM has a
vertical random error of ±0.15 m (acquisition accuracy), no systematic error in the vertical and a small,
random error component arising from spatial interpolation of the LiDAR points during the CHM
generation (same order of magnitude as acquisition accuracy); (ii) the accuracy of identifying the tree
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top position by visually inspecting a stereo model of true color imagery (i.e., making use of the three
dimensional view and color and textural differences between trees) is superior to the automated tree
top identification using a local maximum filter; and (iii) manual analysis of stereo-imagery is more
accurate at identifying tree top positions than ground-based techniques.
The accuracy assessment strategy does not try to validate the CHM itself but focuses on
uncertainty in the geolocation of the automated tree mapping approach compared to a human
pin-pointing the top of a tree using stereo vision. For validation of the CHM another independent
measurement strategy is needed. This is typically conducted using ground-based measurements,
which was beyond the scope of this study, as identifying overstory tree tops and estimating their
heights from the ground in thick forest canopies is challenging and inherently uncertain. Therefore,
we define the number of tall trees identified using stereo-imagery as the actual number of tall trees in
absence of ground-based measurements.
We created stereo models of 25 permanent forest plots, using the raw digital aerial photographs,
with stereo-analyst in Erdas Imagine [56] and compared the tree top position as identified by our
algorithm to the visually perceived position in the stereo model. The tree height in both cases was
taken from the CHM and compared. The forest plots are part of New Zealand’s Land Use and Carbon
Analysis System (LUCAS), which is a national network of 20 × 20 m plots set up on an 8 km grid
intersected on a map of indigenous vegetation [12]. The accuracy assessment was performed for
intermediate-scale landforms (area ~10 ha), that is, land components of relatively uniform slope and
aspect such as ridge crests, head slopes or foot slopes [57], surrounding the LUCAS plots. For each
such land component, the number of tall trees (>30 m) delineated by our algorithm was compared to
the number of tall trees determined visually from the stereo imagery.
3. Results
Figure 3 shows the spatial distribution of forest alliance groups in the Wellington Region and
Table 2 gives areas of the forest alliance groups for the Wellington Region, for North and South
Islands and for all New Zealand. In total there is 6.3 million ha of indigenous forest in New Zealand,
some 23.9% of the land mass. The most common groups of forest alliances in New Zealand are beech
forest, beech-broadleaved-podocarp forest and broadleaved-podocarp forest, in that order. In the
Wellington Region these three groups are also the most common but with beech-broadleaved podocarp
forest being the most common. Most of the indigenous forest in the Wellington Region is in the
Tararua mountains, which form a south-west to north axis in the region. Broadleaved-podocarp forest
is common at low altitudes on the western side of the Tararuas and typically progresses through
beech-broadleaved-podocarp forest and then beech forest up altitudinal gradients. On the eastern
side of the Tararuas the progression is simpler, starting at beech-broadleaved-podocarp forest with
broadleaved-podocarp forest largely absent. In the Aorangi mountains in the south-east of the region,
beech-broadleaved forest is the most common group.
Table 2. Areas in hectares of forest alliance groups in the Wellington Region, North Island, South Island
and New Zealand.
Forest Alliance Group Wellington North Island South Island New Zealand
Beech forest 37,402 360,104 1,826,940 2,187,044
Beech-broadleaved forest 7946 28,703 69,606 98,309
Beech-broadleaved podocarp forest 81,155 685,952 1,148,242 1,834,194
Broadleaved-podocarp forest 17,341 891,306 447,823 1,339,129
Podocarp forest 71 7939 57,362 65,301
Broadleaved forest 5172 241,297 112,423 353,720
Unspecified indigenous forest 9956 317,247 184,225 501,472
Total indigenous forest 159,043 2,532,548 3,846,621 6,379,169
Total land area 811,727 11,442,900 15,286,900 26,729,800
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Figure 3. Spatial distribution of forest alliance groups in the Wellington Region. Most indigenous
forests are in the Tararua mountains which form a north to south-west axis. Most of remaining
indigenous forests are in Aorangi mountains in the southernmost part of region. Map projection
is NZTM.
The tree mapping algorithm was applied to the CHM of the entire Wellington Region, taking
several hours on a high-performance computer. Figure 4 shows a small extract of the Wellington
canopy height model and identified tree tops greater than 30 m tall. The number of tall trees over 30 m
occurring in indigenous forest in the entire Wellington Region is estimated to be 286,041. Table 3 breaks
these down into different height ranges. There are 53,029 trees over 35 m tall and 7340 giant trees over
40 m tall. The giant trees are mainly in the beech-broadleaved-podocarp and broadleaved-podocarp
forests, corresponding to the presence of podocarps in these group. The density of giant trees in
broadleaved-podocarp forest is three times that of beech-broadleaved-podocarp forest (Table 4). The tall
trees between 30 and 35 m tall occur at sites with relatively high mean elevation in the beech forest
(638 m) and low mean elevation in the broadleaved-podocarp forest (332 m) (Table 5).
Table 3. Number of trees in forest alliance groups in selected tree-height ranges.
Forest Alliance Group Area (ha) >30 m >35 m >40 m >45 m >50 m
Beech forest 37,402 47,646 4911 410 44 0
Beech-broadleaved forest 7946 4911 598 108 9 0
Beech-broadleaved podocarp forest 81,155 176,518 28,903 3202 293 0
Broadleaved-podocarp forest 17,341 33,493 11,268 2103 226 0
Podocarp forest 71 129 4 0 0 0
Broadleaved forest 5172 3689 1357 302 43 0
Unspecified indigenous forest 9956 19,202 5944 1210 170 0
Subalpine shrubland 3841 453 44 5 0 0
Total 162,884 286,041 53,029 7340 785 0
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Figure 4. Extract of the canopy height model in the Wellington Region and identified tree tops greater
than 30 m tall (cyan) and between 20 and 30 m tall (red). Map projection is NZTM.
Table 4. Density of trees (n/ha) in selected tree-height ranges.
Forest Alliance Group >30 m >35 m >40 m >45 m
Beech forest 1.27 0.13 0.01 0.001
Beech-broadleaved forest 0.62 0.08 0.01 0.001
Beech-broadleaved podocarp forest 2.18 0.36 0.04 0.004
Broadleaved-podocarp forest 1.93 0.65 0.12 0.013
Podocarp forest 1.82 0.06 0.00 0.000
Broadleaved forest 0.71 0.26 0.06 0.008
Unspecified indigenous forest 1.93 0.60 0.12 0.017
Subalpine shrubland 0.12 0.01 0.00 0.000
Table 5. Mean elevation of trees (m) in height classes.
Forest Alliance Group 30–35 m 35–40 m 40–45 m 45–50 m
Beech forest 638 565 478 332
Beech-broadleaved forest 385 338 224 181
Beech-broadleaved podocarp forest 470 418 373 332
Broadleaved-podocarp forest 332 307 291 286
Podocarp forest 461 464
Broadleaved forest 278 245 218 217
Unspecified indigenous forest 191 191 172 154
Subalpine shrubland 731 742
In the stereo models, the 3-dimensional points representing tree tops were mostly located on the
very tops of tall trees. Occasionally, where trees were very close to each other but were distinct in
the stereo model due to different foliage color, only one tree top was identified in the canopy height
model (i.e., a tree top was missed). This happened for 0.8% of the actual trees. Occasionally, where tree
branches from the same tree were large and appeared to be separate trees, more than one tree top
was identified (i.e., a tree top was added incorrectly). There was 1.6% of estimated tall trees added in
this way. Figure 5 shows the number of tall trees identified using stereo-models (actual) versus the
number of tall trees identified using the automated mapping approach (estimated). It shows that our
48
Forests 2018, 9, 702
automated tree top identification compares well with a manual approach using stereo-imagery—in
absence of ground-based measurements—and can be used to count trees over large areas with a
systematic error of about one percent (i.e., ≈(0.8–1.6)%).
Figure 5. Number of tall trees within each land component as identified in stereo-imagery (actual)
versus the number of tall trees as identified by the automated tree mapping algorithm (estimated).
In conjunction with the accuracy assessment of tree counting, we also tested the sensitivity of our
automated mapping approach to varying inputs, that is, a CHM smoothed using different window
sizes for the median filter and varying sizes of the local maximum filter to detect tall trees (Table 6).
The number of trees detected is largest when a small window size is used, for example, 1081 tall trees
using 3 m radius filters versus only 492 tall trees using 7 m radius filters. This reduction is caused by
merging of trees and branches due to excessive smoothing of the CHM and by lower sensitivity to fine
features in the CHM when using large filter sizes for the local peak detection.
Table 6. Sensitivity analysis of filters used for tree detection for one LiDAR tile (index row: 82, column:
72). Shown are the counts of tall trees (>30 m) detected using different combination of filter sizes for
the CHM Median Filter (smoothing filter) and the Local Maximum Filter (peak detection in CHM).
The unit of the window sizes (ws) is meter.
CHM Median Filter
ws = 3 ws = 5 ws = 7
Local Maximum Filter
ws = 3 1081 768 546
ws = 5 882 711 511
ws = 7 777 646 492
Our tree mapping approach includes the automated correction of tree top positions in steep
terrain. We noted for each individual tree whether its top position has been corrected or not and which
correction method was used, that is, either the high point from the surface model within its crown or
the center of mass of its crown. Analyzing the entire dataset of tall trees in Greater Wellington showed
that about 3.1% of all tree tops have been corrected. Of these, 63.2% were corrected using the DSM and
the remaining 36.8% using the COM method. We also calculated the reduction in tree height due to the
correction procedure for one particular tile in mountainous terrain near the Totara Flats (index row: 82,
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column: 72, NZTM coordinates: 1,801,893:1,803,253 m and 5,466,814:5,468,104 m) (Figure 6). Of all
trees detected in the 1 × 1 km tile, 145 had their height initially over-estimated, 13 of them by over 4 m.
The average reduction in tree height following the correction method was −1.9 m and the maximum
reduction was −9.4 m (for one tree on a cliff edge).
Figure 6. Effect of the automated tree top correction method on the estimated tree top height.
Trees situated on steep slopes or overhanging a cliff edge typically have their top height overestimated
due to the terrain normalization of the DSM. Most tree tops are reduced by 1 to 4.
4. Discussion
This is the first time in New Zealand that a spatial tree inventory, where individual trees are
labelled and heights recorded, has been achieved for an area as large as a region. This has produced
unprecedented characterization of indigenous forests for which tree height information has previously
been scant (the New Zealand Indigenous Carbon Monitoring System collected height data for 1304
trees nationally [58]). Our tree mapping algorithm was applied to the entire Wellington Region, taking
only several hours on a high-performance computer. It identified over one million tall trees (>30 m)
in the region, of which over a quarter of a million were in indigenous forest. Through evaluation of
stereo-models of aerial photography, the algorithm was found to be accurate to within plus or minus
one percent. Taking this uncertainty into account, the number of tall trees (>30 m) in the Wellington
Region may be reported as 1,174,000 (±1%), of which 286,000 (±1%) are in indigenous forest.
While there are many tall trees in the Wellington Region, their density in the three most common
forest alliance groups—beech, beech-broadleaved podocarp and broadleaved-podocarp—is relatively
low at ~2 tall trees per hectare. The density, however, varies markedly with elevation and can reach
over 10 trees per hectare in lowlands, reflecting the more equable climates including reduced wind
strength. The relatively high density in three alliance groups containing podocarps is due to mature
NZ conifers generally being more than twice as tall as mature broadleaved (angiosperm) trees [11].
In other alliance groups, tall angiosperm trees, such as Metrosideros umbellata and Knightia excelsa R.Br.,
have podocarp-like traits including thick, tough leaves and slow growth [11].
The spatial distribution of forest alliance groups is controlled by climate and soil [59] and by
disturbance history, both natural, such as earthquakes, landslides and high winds and anthropogenic,
such as fire and logging [60]. Broadleaved-podocarp forest is common at low altitudes on the western
side of the Tararuas, where there is hill country with mild climate and consistent rainfall. Further
into the mountainous Tararuas, hardy beech trees become more common due to the cold climate
and strong prevailing westerly winds. Near the tree line, at about 1000 m, the forest is nearly all
beech. On the eastern side of the Tararuas there is a narrower band of hill country between the
mountains and the plains and so the elevation progression starts with beech-broadleaved podocarp
forest, rather than broadleaved-podocarp forest. In the Aorangi mountains in the south-east of the
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region, beech-broadleaved forest is more common, than in the Tararuas, due to a more recent history
of logging [61].
The accuracy assessment of the tree mapping algorithm for counting tall trees showed an
overestimation by 1.6% due to incorrect separation of tree crowns and an underestimation by 0.8%
due to incorrect merging of tree crowns. This implies a net systematic over-estimation of tree numbers
by 0.8%, that is, 1.6%–0.8%. Rather than make a systematic downwards adjustment of 0.8% to all
estimated tree numbers and estimating the uncertainty to which the adjustment can be determined
(as in estimation of land cover areas from remote sensing [62]), we took a conservative approach
and set the uncertainty to the required adjustment, rounded up to the nearest percent, that is, ±1%,
giving a conservative range of 2% uncertainty, without actually making the adjustment. Not making a
systematic adjustment to estimated tree numbers achieves the desirable property of being consistent
with the individual tree inventory. Using stereoscopy of aerial photographs to check delineation of tall
trees assumes that heights of the canopy in the CHM are accurate and that all uncertainty is due to
finding tree top positions in the CHM. This avoided the difficulty of field measurement of tree heights
in thick mountainous forests. For some lone tall trees on flat land we found that the CHM was indeed
accurate to plus or minus 0.5 m, similar to that reported by Gatzioli et al. [63].
Coomes et al. [12] also identified biases in the number of segmented trees compared with
ground-based field measurements (mainly of trees smaller than 30 m). They found that the CHM-based
treemapping algorithmwas sensitive to the tree height—strongly under-estimating the number of short
understory trees (<12 m) and over-estimating the number of taller trees (>12 m) by 16% (subdivision of
single overstory trees). However, identifying tree tops from the ground, especially of overstory trees,
is challenging in thick forest canopies. Based on these previous findings we carefully evaluated settings
to minimize uncertainties arising from both the incorrect separation and merging of tree crowns.
The choice of parameters of the tree mapping algorithm not only affects the number of trees
detected but also the identified tree-top height. Three parameters most affect the results: the pixel
resolution of the raster data sets (CHM, DSM and DTM); the window size of the smoothing filter for
the CHM; and the maximum filter for the tree top detection. Our accuracy assessment revealed that,
on the one hand, in 0.8% of the cases two trees were too close together to be detected as two separate
trees by a 5 × 5 m median filter and 5 × 5 m maximum filter. This suggests a smaller window size
(e.g., 3 × 3 m) would be beneficial in detecting more trees. On the other hand, about 1.6% of tall trees
appeared to be separate trees because tree branches from the same tree were very large. This suggests
a larger window size (e.g., 7 × 7 m) would be beneficial in detecting fewer trees. This is supported by
our sensitivity analysis which showed both the effects of merging of trees due to excessive smoothing
of the CHM and a lower sensitivity for tree top detection using too large window sizes.
We also tested the effect of a higher resolution CHM (0.5 × 0.5 m pixels) on the identified number
of tall trees but found that almost identical results could be achieved with a 1 × 1 m pixel resolution
and small window sizes for the smoothing and local maxima identification. We conclude that the
overall number of trees using our set of parameters is accurate and the two contrasting effects balance
each other out on a large-scale data set. However, we note that for an accurate local analysis, the set of
parameters should be adjusted to the local canopy structure and properties.
Application of the algorithm in a region with steep landscapes, such as the Wellington Region,
is made possible by the check and correction for over-estimated heights of trees on steep terrain.
In a 1 × 1 km LiDAR tile containing typically mountainous terrain, 145 trees had their height
initially over-estimated by 1.9 m on average; of these, 13 were overestimated by more than four
meters. This would have introduced errors for many trees if the check and correction had not been
applied. Previous studies reported similar reductions in tree top height following the correction of the
terrain-effect. Khosravipour et al. [38] observed an average reduction of about 0.4 m and maximum
reductions of 1.8 m of pine trees in the French Alps. Alexander et al. [40] conducted a research study
in the tropical forest in Sumatra and found differences of 16.6 m in tree heights estimated from the
CHM and DSM. Our findings are consistent with these previous efforts and we present a flexible and
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fast method to correct for the terrain-effect on a large-scale LiDAR dataset, which has not been done
before and consider tree specific parameters such as the crown shape.
A source of error for estimated tree height that we did not consider correcting is tree lean. On steep
slopes it is possible that trees may lean preferentially downhill. We did not see any evidence in the
stereo models of tree lean in the tall indigenous trees on steep slopes, however, researchers have found
systematic tree lean elsewhere. Gatziolis et al. [63] found that trees on steep slopes in the US Pacific
Northwest had a mean offset of about 1 m horizontal between base and top of tree. A 1 m offset for a
tall tree on a 20 degree slope would result in a small overestimation of tree height by 0.4 m, so should
not have a significant impact on the statistics of tree heights. In extreme cases when the offset is 5 m,
the tree height would be overestimated by about 1.5 m. This represents a possible, or maximum,
error of plus 5% for tree heights on steep slopes.
While the tree-mapping algorithm took several hours for the Wellington Region, the processing
of the raw LiDAR point cloud data to DTMs/DSMs/CHMs took much longer. The LiDAR data were
divided into 9480 tiles of 1 km2, with each one taking several hours to process on the high-performance
computer in 2014—when we first processed the dataset. Now, the processing time has reduced to
less than 30 min per tile and can be conveniently parallelized by taking advantage of modern cluster
computing systems. While the preparation of the data represents a significant investment in time and
compute resources, it only has to be done once and there are many other uses of the LiDAR-derived
data in addition to forest characterization, such as ecological modelling [64], flood control [65] and
roading. Indeed, several more regional authorities in New Zealand are currently acquiring or planning
regional LiDAR surveys, including the Gisborne district, Northland Regional Council and Hawke’s
Bay Regional Council. (The Bay of Plenty already has regional LiDAR coverage, as does Wellington.)
To coordinate a national approach to LiDAR acquisition, Land Information New Zealand has brought
out a base specification [66] providing a foundation for public sector LiDAR data procurement.
The map of forest alliance groups is based on a previously existing map of indigenous forests,
EcoSat Forests. This 1:50,000 scale database was derived by combining the vegetation layer in New
Zealand Land Resource Inventory (NZLRI [67]) with the Land Cover Database (LCDB). In the 1:50,000
scale NZLRI, the area of indigenous forest types within landform polygons was estimated from a
combination of fieldwork and photointerpretation of stereo aerial photographs. The nominal date
of the mapping is 1980. The LCDB has a higher spatial resolution with a minimum mapping unit
of 1 ha and a later currency with mapping dates of 1995, 2001–2002, 2008 and 2012; however, it has
lower thematic resolution with only two indigenous forest classes. EcoSat Forests combines the two
databases in a way that takes advantage of the high thematic resolution of NZLRI with the high spatial
resolution of LCDB but this assumes that there has been little change in the indigenous forest classes
since 1980. Indeed, the main forest alliance groups are unlikely to have changed since 1980 but as the
accuracy of the NZLRI indigenous forest class mapping is not well characterized, the map of forest
alliance groups used here should be considered a preliminary version only. Nevertheless, we believe
the general spatial patterns of forest alliance groups as reported in this paper are well represented.
Work is underway to produce a more current national map of forest alliance groups by integrating
recent satellite imagery with recently surveyed forest plots.
Our tree inventory provides a useful baseline and starting point for monitoring the condition
of indigenous forests in New Zealand. If diseases, such as kauri dieback and myrtle rust, spread
through indigenous forests in New Zealand, then the impact on individual trees could be assessed and
recorded. There is also the expectation of an increasing frequency and intensity of natural disturbances
under climate change and continuing damage from mammalian pests. Certainly, tree mortality can be
determined through repeat LiDAR surveys and possibly deteriorating condition could be assessed
through repeated hyperspectral surveys [68]. Furthermore, the tree inventory lays the foundation for
future work such as modelling the spatial distribution of tall trees in the landscape and investigating
the underlying drivers governing their distribution.
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5. Conclusions
Region-wide tree inventories can significantly improve characterization of natural forests and
provide a useful baseline for monitoring conditions. It is possible to derive region-wide models of
forest canopy height from LiDAR at reasonable cost. From the CHM it is further possible to derive a
region-wide inventory of tall trees. Our tree top detection and correction scheme, which identifies tree
tops from local maxima in the CHM and uses the DSM and DTM to correct for terrain-effects, provides
a simple and fast method to accurately map overstory trees in flat as well as mountainous areas. It can
be directly applied to improve existing and build new tree inventories in regions where LiDAR data
is available.
The number of tall trees over 30 m in the Wellington Region was estimated to be 286,041 (±1%)
and the number of giant trees over 40 m was estimated to be 7340 (±1%). The giant trees were found
mainly in broadleaved-podocarp forest (density = 0.12 trees/ha) and beech-broadleaved-podocarp
forest (density = 0.04 trees/ha).
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Abstract: Biomass is a key biophysical parameter used to estimate carbon storage and forest
productivity. Spatially-explicit estimation of biomass provides invaluable information for carbon
stock calculation and scientific forest management. Nevertheless, there still exists large uncertainty
concerning the relationship between biomass and influential factors. In this study, aboveground
biomass (AGB) was estimated using the random forest algorithm based on remote sensing imagery
(Landsat) and field data for three regions with different topographic conditions in Zhejiang Province,
China. AGB distribution and change combined with stratified terrain classifications were analyzed to
investigate the relations between AGB and topography conditions. The results indicated that AGB in
three regions increased from 2010 to 2015 and the magnitude of growth varied with elevation, slope,
and aspect. In the basin region, slope had a greater influence on AGB, and we attributed this negative
AGB-elevation relationship to ecological forest construction. In the mountain area, terrain features,
especially elevation, showed significant relations with AGB. Moreover, AGB and its growth showed
positive relations with elevation and slope. In the island region, slope also played a relatively more
important role in explaining the relationship. These results demonstrate that AGB varies with terrain
conditions and its change is a consequence of interactions between the natural environment and
anthropogenic behavior, implying that biomass retrieval based on Landsat imagery could provide
considerable important information related to regional heterogeneity investigations.
Keywords: aboveground biomass; Landsat; random forest; topography; human activity
1. Introduction
Biomass is an important biophysical parameter used to understand carbon dynamics on the
background of global climate change, and the spatiotemporal estimation of biomass will provide
invaluable information for carbon calculation and scientific forest management [1,2]. In the past few
decades, remote sensing has been increasingly used to estimate aboveground biomass because of
its macroscopical, nondestructive, and efficiency advantages compared to time- and space-limited
field survey methods [3,4]. Historically, the field-measured biomass has been usually calculated by
establishing species-specific allometric equations based on height and diameter at breast height (DBH)
gauged within standardized plots, which provide the basic samples for remote sensing-based biomass
simulation [5,6]. Spatiotemporal biomass retrieval based on remote sensing has been increasingly
implemented, because when compared to single-period biomass distribution, it provides more details
for biomass change detection and further exploration of the influencing mechanisms [7]. Among
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various remote sensing data sources, Landsat imagery has acquired wide applications in biomass
estimation due to its open-access data availability, appropriate spatial resolution, and abundant
history archive [3,8]. Multiple potential features can be derived from the existing Landsat imagery,
including multispectral bands, vegetation indices, texture bands, and time-sequence data, which
provide abundant information for biomass retrieval [9–11].
Statistical methods and radiative transfer models are two common methods used to quantify
biomass spatial distributions [12,13]. Radiative transfer models usually describe mechanisms
using combinations of complicated parameters, which makes the process difficult to implement.
Comparatively speaking, statistical methods realize this prediction processes by establishing
relationships more directly. Among the most advanced approaches, machine learning methods have
received considerable attention in recent years [14,15]. Compared to traditional regression algorithms
such as multiple linear regression, machine learning algorithms have no strict assumptions on input
variables or relationships between response variables and explanatory variables [16]. Support vector
machine, random forest, and k-nearest neighbor are the most often implemented algorithms that result
in satisfactory prediction [17–19]. Random forest (RF) is frequently selected as the regression method
for biomass retrieval because of its outstanding performance, for example with higher prediction
accuracy [20,21]. The difference between RF and other state-of-the art machine learning methods is
that RF requires fewer parameters, but provides more accurate predictions [22].
Varied natural environments and human activities greatly influence changes in AGB
(aboveground biomass). In the anthropogenic era, forest management has a profound impact on
forest ecosystem dynamics. China’s Natural Forest Conservation Program has increased the total
biomass in China by persistent afforestation and reforestation [7]. At the same time, the influence of
natural conditions on biomass change has also been investigated. Sattler et al. found that biomass
could get different accumulations in sloped and flat regions after afforestation [23]. However, Lee et al.
stated that there were no significant relationships between biomass and topographical factors in that
intact lowland forest [24]. Therefore, the biomass distribution and change influenced by topography
should be further explored. Although Du et al. pointed out that the biomass spatial distribution in
Zhejiang Province was related to topographical factors including altitude and slope [25], biomass
heterogeneity caused by topography across different districts has not been investigated, especially
when combined with remote sensing techniques.
The impact of hierarchical elevation and ecological forests on biomass spatiotemporal change has
been explored previously [9]. In this study, the objectives are: (1) based on the field measurements in
2010 and 2015, to map the distribution of aboveground biomass under different topographic conditions
in Zhejiang Province in both years; (2) to inspect further topographical factors including slope and
aspect on AGB and its change; and (3) to reveal the regular pattern within different regions under
discrepant natural environment and human conditions. The flowchart of this research was displayed
in Figure 1.
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Figure 1. The flowchart of this research.
2. Materials and Methods
2.1. Study Area
Zhejiang Province is located in the southeastern region of China, ranging from 118◦02′ E–123◦08′ E,
27◦03′ N–31◦11′ N, with a subtropical monsoon climate. The annual average temperature is between
15 and 18 ◦C and the annual precipitation is between 1100 and 2000 mm. Being one of the most
developed provinces with regard to the economy in China, it has consumed a large number of wood
resources in the past several decades, and now, a majority of the land is covered with secondary forests.
The local government has made great efforts to protect forests. As a result, the total forest coverage
in the province has reached 60.91%. To investigate the influence of different topographic factors on
AGB and its change, three counties named Wuyi County (administered by Jinhua City), Xianju County
(belonging to Taizhou City), and Dinghai District (governed by Zhoushan City) were selected as the
study areas (Figure 2). They are representative of basin, mountain, and island regions, which are
located in the middle, southeast, and northeast of Zhejiang Province, respectively.
2.2. Field-Measured Data
Field investigations were carried out in 2010 and 2015 by Zhejiang Academy of Forestry. Sample
plot design and selection were completed by taking into account the local geographical environment
factors across the whole province. The size of each plot was 20 m × 20 m for trees, with three 2 m
× 2 m subplots set in the diagonal line of each plot for shrubs and grasses [14]. The total biomass in
each plot was calculated by summing the biomass of all trees, shrubs, and herbs, which was further
defined as the final aboveground biomass (AGB) with a unit of Mg/ha. AGB values of broadleaved
forests, coniferous, and broadleaved mixed forests, shrubs, bamboo forests, pine forests, and Chinese
fir forests were calculated using measured DBH and height values embedded in specific allometric
equations developed by Yuan et al. [26].
Quadrats outside the forest region and administrative boundary were deleted after checking their
positions on remote sensing images and Google Earth based on visual interpretation. The outliers
were selected and removed using the Pauta method, also named 3σ (standard deviation) measurement,
by calculating the mean and variance values [20]. The statistics of the final dataset for subsequent
analysis are shown in Table 1.
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Figure 2. Locations of the study areas in Zhejiang Province, China.
Table 1. Statistics of field-based aboveground biomass (Mg/ha).
Statistic
Wuyi County Xianju County Dinghai District
2010 2015 2010 2015 2010 2015
Number of plots 130 130 49 49 43 43
Mean 91.22 99.37 79.07 93.78 87.96 112.81
Max 188.29 212.01 131.92 144.51 184.64 299.81
Min 20.32 16.85 7.71 13.28 3.38 5.38
SD 38.61 41.68 27.90 31.51 50.74 66.74
2.3. Remote Sensing Data
Landsat-5 Thematic Mapper (TM) and Landsat-8 Operational Land Imager (OLI) images (L1T)
were downloaded from the United States Geological Survey (USGS) website [27]. Compared to the
selected multispectral bands with a spatial resolution of 30 m, the thermal infrared channels for TM
(120 m) and OLI (100 m) were abandoned for their coarser resolution. The first blue band (0.43–0.45 μm)
of Landsat 8 OLI was removed to keep the bands consistent with Landsat 5 TM. The dates of the
acquired images were almost in the same season by considering the phenology. Nevertheless, limited
by the availability of cloudless images, the selections were based on the hypothesis that there was
no significant biomass difference between imagery acquisition and field investigation. Detailed
information about the Landsat images is listed in Table 2.
Digital Elevation Model (DEM) data were acquired from the Advanced Spaceborne Thermal
Emission and Reflection Radiometer Global Digital Elevation Model (ASTER GDEM) V2 product with
a spatial resolution of 30 m. Based on the DEM data, elevation, slope, and aspect were generated as
the three basic geomorphology features. Administrative boundaries, present land use maps, forest
maps, Google earth images, and socioeconomic statistics were collected as additional datasets.
60
Forests 2018, 9, 778
To reduce the impact of the atmosphere, radiometric calibration was completed by inputting gain
and offset information from the attached files, and an atmospheric correction using fast line of sight
atmospheric analysis of spectral hypercubes (FLAASH) was executed. C correction was adopted as
the topographic correction method to reduce the impact of terrain effects, especially for regions with
shady slopes.
Table 2. Landsat imagery acquisition information.
Study Area Path/Row Sensor Imagery Acquisition Time
Dinghai District 118/39 TM5OLI
17 July 2009
3 August 2015
Wuyi County 119/40 TM5OLI
24 May 2010
13 October 2015
Xianju County 118/40 TM5OLI
28 July 2007
20 July 2016
2.4. Biomass Estimation from Remote Sensing
2.4.1. Feature Derivation
Consequently, the pixels containing corresponding sample plots were selected to link the spectral
information of Landsat imagery with the biomass density of quadrats based on the hypothesis that there
should be no significant difference between the biomass per area in the 20 m × 20 m field plots and
their position-homologous 30 m × 30 m Landsat pixels. Candidate predictor variables were extracted
from the remote sensing imagery specific to previous studies, including multispectral bands, vegetation
indices, and texture information. The corrected Normalized Difference Vegetation Index (NDVIc),
incorporating shortwave infrared bands (SWIR), was calculated [28]. Three components, including
brightness, greenness, and wetness, were also derived through the tasseled cap (TC) transformation [29].
Texture variables were also extracted using the gray-level co-occurrence (GLCM) method.
2.4.2. Machine Learning Method
Biomass data selected from field plots were considered as the response variable, and derivatives
from remote sensing imagery were treated as predictive variables. Random forest was selected as
the prediction method to establish the relationship between AGB and derivatives because numerous
researchers have testified to this algorithm’s outstanding performance in biomass estimation [5,20,30].
The algorithm randomly selects variables at each node in the regression and classification tree and uses
the bootstrap method to construct training samples without pruning. During this process, 2/3 samples
are usually selected as training data, and the others are treated as validation data, which is also called
“out-of-bag” [22]. The random selection of samples and variables makes the prediction results variable,
but efficient. There are two important parameters, named mtry and ntree, that should be adjusted
during the modeling process [31]. ntree controls the number of trees and is usually set to 500, while
mtry determines the number of features and is usually set to 1/3 of the total number of input features.
In addition, random forest is capable of estimating the relative importance of input features, which can
be indicated by two built-in indices named %IncMSE and IncNodePurity. %IncMSE refers to Mean
Decrease Accuracy and is calculated by constructing each tree of an ensemble with and without the
specific variable. For all trees, the differences in error of these two variants are recorded, averaged,
and normalized by their standard deviation [32,33]. It has been used in many previous studies [22]
and was adopted in the current study.
2.4.3. Precision Evaluation
Ten-fold cross-validation was selected as the accuracy assessment approach. It divided the dataset
into 10 groups. Once one of the groups was selected as the validation set, the other groups were treated
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as the training set each time. The process was repeated 10 times until all the groups had been traversed.
Random forest modeling and accuracy assessment were implemented in the R 3.5.1 © open source
software through the “caret” package [34]. R2 values indicating the variance in the response variable
explained by the predictor variables were computed to evaluate modeling accuracy. Furthermore,
scatter diagrams of predicted and field-measured biomass values were plotted.
2.5. AGB Mapping and Spatio-Temporal Characteristic Analysis
To improve the accuracy of identification, a hierarchical system with six categories (0–30, 30–60,
60–90, 90–120, 120–150, >150 Mg/ha) used in Zhao et al.’s study was applied to the estimated AGB
maps in all regions [6]. Simultaneously, topographic variables including elevation, slope, and aspect
were classified into different levels by referring to Du et al.’s work [25]. Elevation was reclassified
with an interval of 200 m for Wuyi and Xianju. Considering the relative lower elevation in Dinghai
District, an interval of 50 m was set by consulting the work of Pan et al. [35]. In terms of slope and
aspect, six grades of slope (0–5◦, 5–15◦, 15–25◦, 25–35◦, 35–45◦, and >45◦) and eight categories of aspect
(north, northeast, east, southeast, south, southwest, west, northwest) were adopted to investigate the
influence of slope and aspect on AGB distribution and its change. Meanwhile, mean values for each
category were calculated from the estimated AGB maps for comparison. Besides, regression methods
were used to check whether there was significant correlation between AGB/change and corresponding
topography variables.
3. Results
3.1. The Importance Rank of Variables
Due to the randomness of the random forest algorithm, all the modeling process had to be
repeated 20 times [20,36]. To investigate the performance of different variables involved in biomass
estimation, %IncMSE were normalized for more convenient comparison [36], and the top 10 variables
participated in the modeling process in three regions were selected to form the rank of the most
important variables shown in Figure 3. Among all the selected variables, NDVIc was always selected
as the most significant predictor in 2010, but the SWIR band (OLI Band 6) and derivatives from tassel
transformation were among the best in 2015.
3.2. Accuracy Assessment
All the samples were used to predict the AGB as a previous study had found that using all
samples, when compared to a smaller sample size, was propitious to biomass estimation [5]. R2 were
calculated to inspect the modeling accuracy (Figure 4). It can be seen that R2 values fluctuated with
different magnitudes, where the estimation in 2010 in Wuyi County (blue, solid line) obtained the
best performance, while the prediction in Dinghai (green) showed relatively lower accuracy. Besides,
Figure 5 shows the scatter plots by using the simple linear regression method for estimated AGB and
field measurements. Limited by the total number of samples, Xianju and Dinghai had lower R2 values
than Wuyi, but all values of R2 were beyond 0.8. Meanwhile, underestimation of the values of the
highest biomass and overestimation on the values of the lowest biomass cannot be ignored.
3.3. Bitemporal Distribution and Change of Aboveground Biomass
When inspecting the spatial change in different periods, Figure 6 showed that the overall AGB
in three regions increased from 2010–2015. AGB values below 30 Mg/ha accounted for a relatively
small proportion in all the regions, which were mostly distributed in water areas and construction
lands (when compared to the land use map, but not shown here). Simultaneously, AGB values
beyond 150 Mg/ha also occupied a low percentage, and AGB in most regions changed in the range
of 30–120 Mg/ha. Moreover, AGB in Dinghai District increased evidently, almost covering the
whole region.
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(a) (b) 
(c) (d) 
(e) (f) 
Figure 3. The relative importance of the top 10 variables in three regions: (a) relative importance of
variables in Wuyi 2010 AGB modeling; (b) relative importance of variables in Wuyi 2015 AGB modeling;
(c) relative importance of variables in Xianju 2010 AGB modeling; (d) relative importance of variables
in Xianju 2015 AGB modeling; (e) relative importance of variables in Dinghai 2010 AGB modeling;
(f) relative importance of variables in Dinghai 2015 AGB modeling. AGB: aboveground biomass.
63
Forests 2018, 9, 778
Figure 4. Prediction accuracy (R2) of modeling in different regions.
(a) (b) 
(c) (d) 
Figure 5. Cont.
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(e) (f) 
Figure 5. The relationship between estimated and field-measured AGB in three regions: (a) AGB in
2010 in Wuyi; (b) AGB in 2015 in Wuyi; (c) AGB in 2010 in Xianju; (d) AGB in 2015 in Xianju; (e) AGB
in 2010 in Dinghai; (f) AGB in 2015 in Dinghai.
The topographic features in the three regions in Table 3 indicated that Dinghai District, occupying
the smallest area, had the lowest mean values of elevation, slope, and aspect, while Xianju County,
covering the largest area, owned the highest mean values. Meanwhile, Wuyi and Xianju Counties
had higher mean values of AGB than Dinghai District had both in 2010 and 2015. However, the AGB
in Xianju County acquired the least increase with the minimum increase rate, and Dinghai had the
highest increase rate of AGB.
Table 3. Basic information and AGB change in three regions.
Regions Area
(km2)
Elevation
(m)
Slope
◦
Aspect
◦
AGB (Mg/ha) Increase
(Mg/ha)
Increase Rate
(%)2010 2015
Wuyi County 1583.13 383.83 16.01 177.23 91.18 106.23 15.05 16.51
Xianju County 1999.78 408.71 19.18 179.83 79.55 88.10 8.55 10.75
Dinghai District 534.40 62.97 10.87 169.44 70.59 83.23 12.64 17.91
(a) (b) (c) 
Figure 6. Cont.
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(d) (e) (f) 
(g) (h) (i) 
Figure 6. AGB and change maps in the three regions: (a) AGB in 2010 in Wuyi; (b) AGB in 2015 in
Wuyi; (c) AGB change from 2010–2015 in Wuyi; (d) AGB in 2010 in Xianju; (e) AGB in 2015 in Xianju;
(f) AGB change from 2010–2015 in Xianju; (g) AGB in 2010 in Dinghai; (h) AGB in 2015 in Dinghai;
(i) AGB from 2010–2015 in Dinghai.
3.4. Spatiotemporal Biomass Change in the Three Regions
3.4.1. AGB Change in Wuyi County
Figure 7 showed that the relations between AGB/change and terrain features in Wuyi County
had different trends. When the elevation became higher, AGB gradually grew until the elevation
reached 900 m, then it started to decrease with higher elevation. This situation took place both in
2010 and 2015. Although in general, AGB increased with higher elevation, the magnitude of biomass
increase was getting smaller (Figure 7a). In terms of slope (Figure 7b), a higher slope possessed higher
biomass values, but a steeper slope made lower AGB increase, especially when the slope was higher
than 45◦; AGB in 2015 was obviously smaller than that in 2010. As for the aspect, Figure 7c shows
that the mean values of AGB were almost similar in both years; even the change during this period
in different aspects was almost the same. The radar chart (Figure 7d) provides more information to
understand the AGB distribution characteristics for eight aspects, where all the octagons had nearly
equal angles. No significant AGB difference could be found for different aspects, which was verified
by the regression methods displayed in Table 4. It was also demonstrated that the magnitude of AGB
increase had significant negative correlations with elevation and slope.
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(a) (b) 
 
(c) (d) 
Figure 7. AGB/change within the stratified topography in Wuyi County: (a) AGB/change with
elevation; (b) AGB/change with slope; (c) AGB/change with aspect; (d) radar chart of AGB/change
with aspect.
Table 4. Regression results between AGB/change and terrain features in Wuyi County.
Year
Elevation Slope Aspect
R2 p-Value Sig. R2 p-Value Sig. R2 p-Value Sig.
2010 0.28 0.1817 – 0.69 0.0393 * 0.35 0.1243 –
2015 0.00 0.1470 – 0.45 0.1470 – 0.16 0.3330 –
2010–2015 0.77 0.0044 ** 0.85 0.0085 ** 0.20 0.2658 –
Note: * significant at the 0.05 level, ** significant at the 0.01 level, – insignificant.
3.4.2. AGB Change in Xianju County
The relation between AGB/change and terrain features in Xianju County is displayed in Figure 8.
Figure 8a,b indicates that biomass increased with higher elevation and a steeper slope both in 2010
and 2015, but Figure 8c states that aspect had different relationships with biomass in these two years.
Combined with the results in Table 5, AGB and its increase had a positive relation with elevation and
slope. Meanwhile, AGB had a significant negative relation with aspect in 2010, but the relationship
became insignificant in 2015 (Figure 8c). On the basis of the result in the radar chart (Figure 8d), AGB
acquired a higher increase in magnitude in the western aspects.
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(a) (b) 
(c) (d) 
Figure 8. AGB/change within the stratified topography in Xianju County: (a) AGB/change with
elevation; (b) AGB/change with slope; (c) AGB/change with aspect; (d) radar chart of AGB/change
with aspect.
Table 5. Regression results between AGB/change and terrain features in Xianju County.
Year
Elevation Slope Aspect
R2 p-Value Sig. R2 p-Value Sig. R2 p-Value Sig.
2010 0.69 0.0410 * 0.68 0.0444 * 0.56 0.0324 *
2015 0.92 0.0026 ** 0.79 0.0171 * 0.31 0.1493 –
2010–2015 0.94 0.0016 ** 0.86 0.0077 ** 0.65 0.0152 *
Note: * significant at the 0.05 level, ** significant at the 0.01 level, – insignificant.
3.4.3. AGB Change in Dinghai District
From Figure 9, different relations can be found between AGB/change and three topographic
factors. Connecting the results of Figure 9a to Table 6, it can be seen that AGB and its change increased
with high elevation, but in 2010 and from 2010–2015, the linear correlations were not significant. When
inspecting the slope, AGB generally increased with higher slope in each year, but when the slope
became steeper, AGB changed with a lower increase un magnitude, especially when the slope was
higher than 50◦; AGB in 2015 was smaller than 2010 (Figure 9b). Although Figure 9c revealed that
in the south aspect, AGB had the lowest value both in 2010 and 2015, the regression results (Table 6)
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affirmed that aspect had no significant relations with AGB in two years, and AGB kept at a relatively
steady level during this period.
(a) (b) 
 
(c) (d) 
Figure 9. AGB/change within the stratified topography in Dinghai District: (a) AGB/change with
elevation; (b) AGB/change with slope; (c) AGB/change with aspect; (d) radar chart of AGB/change
with aspect.
Table 6. Regression results between AGB/change and terrain features in Dinghai District.
Year
Elevation Slope Aspect
R2 p-Value Sig. R2 p-Value Sig. R2 p-Value Sig.
2010 0.22 0.2385 – 0.90 0.0041 ** 0.05 0.5934 –
2015 0.69 0.0109 * 0.49 0.1217 – 0.05 0.5822 –
2010–2015 0.45 0.0693 – 0.78 0.0202 * 0.01 0.7868 –
Note: * significant at the 0.05 level, ** significant at the 0.01 level, – insignificant.
3.4.4. Comparison of AGB/Change in Three Regions
To investigate the AGB difference between the three terrain regions scientifically, the values of
AGB/change were compared under the same assessment system using a unified stratified classification
(Figure 10). Figure 10a shows that the mountains in Wuyi County had the highest elevation beyond
1000 m and Dinghai District held the lowest elevation. However, Xianju County always possessed
the highest AGB in each subclass with a considerable magnitude of increase. AGB change in Wuyi
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in the period from 2010–2015 showed a decrease tendency when the elevation was higher, while in
the other two regions, AGB obtained the opposite trend. In terms of slope, Xianju stood out for its
notably higher AGB in 2015 among all the stratifications. Besides, when the slope became steeper, AGB
increased with less magnitude in Wuyi and Dinghai, and it even became a negative number when the
slope was larger than 45 degrees. However, the increase of AGB in Xianju kept growing during this
period, independent of the change of slope (Figure 10b). As for the aspect, it can be observed from
Figure 10c that Wuyi had the highest AGB and Dinghai had the lowest AGB in each aspect, both in
2010 and 2015. Furthermore, three regions all achieved increased AGB in all aspects, with Wuyi having
the highest magnitude, but Xianju holding the least growth in each aspect.
(a) 
(b) 
(c) 
Figure 10. AGB/change within the stratified topography in the three regions: (a) AGB/change with
stratified elevation; (b) AGB/change with stratified slope; (c) AGB/change with stratified aspect.
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4. Discussion
4.1. Comparison of Variable Importance
The relative importance of different variables involved in the modeling process is normalized and
compared in Figure 3. Among the most important variables in 2015, except for that in Xianju, SWIR
(OLI Band 6) held relatively higher score values of %IncMSE, which can be explained by the reason that
SWIR is more sensitive to moisture and shade components inherent in the forest stand structure and
less impacted by atmospheric conditions [6,37]. Moreover, NDVIc incorporating SWIR acquired better
performance in 2010 than it did in 2015 for all regions, which suggested that it would be apt to support
the hypothesis that this variable was more suitable for open forest stands [28,38]. The preceding
presentation showed that AGB generally increased from 2010–2015, while here, the relative importance
of NDVIc descended on the whole. In terms of tasseled cap, its components have been widely used
in biomass estimation [14,21,39]. Brightness, greenness, and wetness were successively selected
as important predictor variables, similar to other Landsat-related biomass estimation research [40].
However, it has been stated that Landsat 8 has a refined near-infrared spectral band for more accurate
spectral acquisition when compared to the Landsat former series [11], but the advantage in the
near-infrared band of OLI Band 5 over TM Band 4 remains to be further investigated.
4.2. The Effect of Forest Policy on Biomass Spatiotemporal Variations
The total afforested area in Zhejiang Province increased from 2010–2012, but slightly decreased
from 2013–2015 (Table 7). In addition, the total forestry production value increased from 2010–2015
(Figure 11). This implies that afforestation in the future will be limited by the finite area of land
resources combined with rapid socioeconomic consumption, which indicates that the configuration
characteristic of Zhejiang forests will change from quantity augmentation to quality improvement.
Biomass is defined as the total amount of organic matter present at a given time per unit area and is
the foundation of energy and nutrient exchange for forest ecosystem. Therefore, it is usually treated
as an important indicator of forest quality, and the results of our previous study showed that forest
policy implementation of ecological forests was beneficial for the increase of biomass [9]. Thus,
proper management such as establishing nature reserves, implementing forest protection policies, and
enhancing public awareness of forest ecological benefit would have a powerful effect on the spatial
change of biomass.
In this context, forest protection campaigns such as plain greening and ecological forests, which
promote afforestation and prohibit deforestation, will provide a better environment for biomass
accumulation and in some way explain the general increasing tendency of AGB in our study area.
The government of Wuyi County delimited the ecological forest in 2001, and up to September 2010,
the provincial ecological forest reached 42,894.89 ha, which accounted for 44.72% of the total forested
land area in Wuyi [41]. It holds a larger proportion of mountain areas with relatively high forest age
that promote higher biomass density. Comparably, there has been 18,996.21 ha of ecological forest
in Dinghai District until 2015, holding a proportion of 64.2% [42]. Additionally, Xianju is one of the
earliest pilot counties in Zhejiang province to implement the ecological forest program. Therefore, all
of these measures would facilitate biomass increase.
Table 7. The total afforested area in Zhejiang Province from 2010–2015.
Year 2010 2011 2012 2013 2014 2015
Total Afforested Area (km2) 15.21 40.47 43.92 42.36 39.40 32.02
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Figure 11. Forestry production value change in Zhejiang Province from 2010–2015.
4.3. The Terrain Impact on Biomass Distribution and Change
Biomass distribution is effected by many factors. In this study, we focus on the relationship
between AGB and three important topographic factors including elevation, slope, and aspect among
different regions. By summing up the above results, some interesting points have been found.
For the elevation feature, AGB in the three regions had a positive correlation with elevation
more or less, especially for Xianju County. At the same time, it should be pointed out that when the
elevation was higher, the AGB change obtained quite different trends in the three regions, where Wuyi,
Xianju, and Dinghai had negative, positive, and insignificant correlations with elevation, respectively.
As stated in the study of Zhang et al. [43], the property of main local tree species largely determined
the characteristics of biomass spatial and temporal variation. There is a great percentage of broad forest
in Xianju County, especially for the locations in the ecological forest, whose community composition
containing large broadleaf species is mainly distributed at higher altitudes with better hydrothermal
conditions. This may be the reason why in this region, AGB increases faster in higher mountains than
that in flat areas. However, in Wuyi, a possible reason to explain why lower regions have a larger
magnitude of AGB increase is that forest management activities like plain greening and ecological
forest construction have been implemented [41]. Furthermore, the relatively limited elevation with
a highest elevation below 400 m and the surrounding sea and ocean environment lead AGB in Dinghai
to have a weakened relation with elevation.
With regard to slope, AGB/change in the three regions had significant relations with slope to
varying degrees. Both in 2010 and 2015, AGB in Wuyi, Xianju, and Dinghai had a positive relation with
slope. Du et al. assumed that vegetation distributed in higher slopes avoided the frequent intervention
of human activity, and could be better preserved, contributing to more plentiful forest growth that
promoted biomass accumulation [25]. However, in Wuyi and Dinghai, AGB acquired a negative
increase when the slope was larger than 45◦.
When it comes to aspect, it seems that aspect only had a significant correlation with AGB/change
to some extent. Aspects in the south, southwest, west, and northwest are called sunny slopes [44,45],
and AGB in these aspects achieved a larger magnitude of increase in Xianju. However, AGB at different
aspects in Wuyi and Dinghai had no distinct difference. Comparably, aspect had the lowest relation
with AGB and its change among the three topographic factors.
When comparing the relative importance of the three terrain parameters, elevation and slope
both played significant roles in temporal AGB change. Although all features influenced AGB in
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Xianju, a typical mountainous area, elevation was at the top of the list. By comparison, slope was
inclined to be the most important determinant for the island region of Dinghai. In Wuyi, slope also had
a relatively more significant relation with AGB. Despite this, at the provincial level, Du et al. found that
forest carbon density increased with higher altitude in Zhejiang Province [25]. The situation becomes
complicated when the provincial scale changed to smaller regional scales. In our study, unambiguous
principles to explain the AGB-terrain relationship in the three regions are still needed in further
investigations, as a number of studies has found that topography is closely related to solar radiation,
temperature, moisture, and soil condition, all these interrelate with vegetation growth and human
activities [9,46,47]. The objective of this study was to reveal the relationship between AGB/change
and topography factors, while the spatiotemporal characteristics of AGB should be explained by the
combination of natural condition and anthropogenic behavior.
4.4. Future Works
Although the spatial AGB maps in different periods were produced and the characteristics of
AGB/change were analyzed, further studies should be conducted in the future. First, TM images for
Wuyi County (in May and October) and Xianju County (in 2007) were an expedient selection restricted
by the coverage of clouds, as mentioned above. Strictly speaking, remote sensing data should be
selected by referring to field data to ensure that both were collected from the same period. Second,
total biomass should include tree trunks, branches, and foliage, but the optical imagery we used
captured only the signals from the vegetation canopy, and even contained noise from soil and other
environmental backgrounds, which resulted in great uncertainty in the biomass estimation. Lidar
has been widely used as it has the ability to provide vertical information that is closely related to
AGB [48,49]. Third, the random forest algorithm was used to produce the AGB map and rank the
relative importance of selected variables, but it is still a black box in which the interaction mechanism
between remote sensing data and forest biochemical parameters is unrevealed. Approaches with
more distinct mechanisms can be explored. Fourth, limited by our available forest investigation
dataset, a typical region representing plain terrain in the north of Zhejiang has not be included to
form a more comprehensive comparison. Fifth, time series biomass estimation should be used instead
of bi-temporal biomass change to find more valuable and detailed information [50]. It should be
noted that in this study, the mean aboveground biomass density in Dinghai district was the lowest,
but when investigating the industrial structure in three regions, Dinghai had the highest GDP (gross
domestic product) during 2010–2015 (Figure 12). Therefore, more frequent remote sensing imagery
can be explored to find out whether a correlation exists between biomass and socioeconomic factors.
Figure 12. Industrial structure change in study area from 2010–2015.
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5. Conclusions
The distribution of aboveground biomass changes with various natural and anthropogenic
environment conditions. Remote sensing provides a nondestructive and efficient way to describe
the temporal and spatial characteristics of this information and has earned increased attention in
recent years. In this study, Landsat imagery covering three regions in Zhejiang Province, China, was
collected, representative of different topographic regions including basin, island, and mountain areas.
Combined with field-measured plots, bi-temporal aboveground maps (2010 and 2015) were produced
based on the random forest algorithm. The spatial distributions and changes in AGB were investigated
and analyzed through establishing stratified topographic categories based on DEM data. As a result,
the biomass in all regions increased from 2010–2015. In the basin region that had more frequent human
activities, forests in lower-altitude regions had higher biomass increases. In the mountain region,
AGB was uppermost influenced by elevation, and forests at higher elevations acquired both a higher
value and an increased magnitude. For the islands, with limited elevation and water surrounding
environment, the dominant influence for AGB/change was inclined to be the slope. Comparatively
speaking, aspect had the weakest relation with AGB. More works should be done to clarify the complex
relationships between AGB and diverse terrain conditions.
The local government of Zhejiang Province has taken such actions as plain greening and ecological
forest implementation to promote the increase of forest coverage and prevent deforestation, which is
beneficial to regional forest ecosystems. In the future, with the excavation of limited potential forests,
the improvement of forest quality should be the focus of forest management. Biomass is an important
parameter for forest ecosystem assessment. As shown by this study, the interaction between natural
conditions and human activities, which cannot be completely separated, exerts considerable influence
on local forests. Remote sensing-based biomass estimation, with especial attention paid to regional
heterogeneity, can provide scientific guidance for natural resource management.
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Abstract: Forest aboveground biomass (AGB) estimation modeling based on remote sensing is an
important method for large-scale biomass estimation; the accuracy of the estimation models has been
a topic of broad and current interest. In this study, we used permanent sample plot data and Landsat
8 Operational Land Imager (OLI) images of western Hunan. Remote-sensing-based models were
developed for different vegetation types, and different crown density classes were incorporated. The
linear model, linear dummy variable model, and linear mixed-effects model were used to determine
the most effective and accurate method for remote-sensing-based AGB estimation. The results show
that the adjusted coefficient of determination (R2adj) and root mean square error (RMSE) of the linear
dummy model and linear mixed-effects model were significantly better than those of the linear
model; the R2adj increased more than 0.16 and the RMSE decreased more than 2.12 for each vegetation
type, and the F-test also showed significant differences between the linear model and linear dummy
variable model and between the linear model and linear mixed-effects model. The accuracies of
the AGB estimations of the linear dummy variable model and the linear mixed-effects model were
significantly better than those of linear model in the thin and dense crown density classes. There were
no significant differences in the AGB estimation performance between the linear dummy variable
model and linear mixed-effects model; these two models were more flexible and more suitable than
the linear model for remote-sensing-based AGB estimation. The results of this study provide a new
approach for solving the low-accuracy estimations of linear models.
Keywords: aboveground biomass estimation; remote sensing; crown density; low-accuracy
estimation; model comparison
1. Introduction
Forest ecosystems provide important ecosystem services and are an important component of
the earth’s energy cycle. Forest biomass is a fundamental parameter for describing the structure and
function of forest ecosystems [1,2]. Many ecosystem processes are impacted by forest biomass and, in
turn, forest biomass is impacted by these processes [3]. Forests provide important terrestrial carbon
storage. Studies on forest biomass are essential for determining the carbon storage, carbon balance,
and carbon cycling at the regional and global levels.
Due to difficulties in measuring forest belowground biomass, the majority of previous studies
have mostly focused on forest aboveground biomass (AGB). The estimation of AGB is an essential
task for assessing carbon stocks and carbon balance [4]. In past studies, three main approaches have
Forests 2019, 10, 104; doi:10.3390/f10020104 www.mdpi.com/journal/forests79
Forests 2019, 10, 104
been used to estimate forest AGB, namely: process-based ecosystem models, field measurements, and
a combination of forest inventory plots and remotely sensed data [5,6]. The remote-sensing-based
method has been commonly used in the last decades for several reasons: (1) Remote sensing data
covers large areas, allowing for the assessment of the spatial variation of vegetation and making
it possible to determine the spatial distribution and pattern of biomass in large areas and complex
forest landscapes; (2) multiple sensors and multiple spatial resolutions can be used for forest biomass
research at different scales; and (3) multi-temporal remote sensing images provide long-term, dynamic,
and continuous AGB observations [7,8].
The rapid development of remote sensing technology has provided a wide variety of remotely
sensed imagery data for AGB estimation. The data can be divided into three categories: (1) optical
remote sensing data such as Landsat, Systeme Probatoire d’Observation de la Terre (SPOT),
moderate-resolution imaging spectroradiometer (MODIS), QuickBird, ASTER, Advanced Very
High-Resolution Radiometer (AVHRR), and China-brazil earth resource satellite (CBERS); (2) active
remote sensing data including Radar and Lidar; and (3) the integration of multisource remote sensing
data [5,9–13]. In particular, Landsat has been commonly used for forest biomass estimation in
combination with sample plots because the images can be freely downloaded, have medium spatial
(30 m × 30 m) and temporal (16 days) resolutions, and have wide coverage [14,15]. In many countries,
the spatial resolution of Landsat is similar to the size of sample plots in national forest inventories,
thus reducing the spatial errors in matching the pixels and the sample plots [8].
Generally, forest stands with different biomass have different forest structures and different
biophysical parameters. These features are reflected in remote sensing images as different colors,
structures, and textures. Using feature extraction methods, the image parameters that are closely
related to forest biomass can be extracted from the remote sensing images, and forest biomass can
be estimated. Vegetation information in remote sensing images is mainly reflected by the spectral
characteristics. The spectral differences in leaves and vegetation canopies and their changes over time
differ in different spectral bands [9,16,17]. Vegetation parameters derived from optical remote sensing
include vegetation indices, leaf area index, absorbed photosynthetically active radiation (APAR), and
various image transformations [18–20]. Landsat images can be used to derive spectral information
that can be correlated with forest inventory AGB data [21]. The remote sensing information is strongly
related to several forest parameters and the use of spectral variables in modeling forest biomass has a
long history. The Landsat variables that have been commonly used include spectral bands, vegetation
indices (e.g., normalized differential vegetation index (NDVI), Enhanced Vegetation Index (EVI)),
image transformations (e.g., principal component analysis (PCA) and tasseled cap transformation
(TCT)), and texture images [5,15,22–26].
Parametric algorithms and nonparametric algorithms have been applied for AGB estimation [27].
In parametric algorithms, it is assumed that the direct or indirect relationships between the remotely
sensed parameters and the forest AGB can be expressed using regression models. The application of
parametric algorithms over large areas requires the assumption of spatially homogeneous relationships
between the ground-based information and remote-sensing data. Parametric algorithms are easy to
apply but are weak in terms of describing the complex relationship between AGB and remote sensing
data. In addition, the accuracy of the algorithms largely relies on the statistical robustness. In contrast
to parametric algorithms, nonparametric algorithms do not have explicit equations [28] and do not
assume a normal distribution of the independent and dependent variables. Nonparametric algorithms
are more flexible to describe the nonlinear relationship between AGB and image data, but the physical
mechanisms of the models are not clear and there are risks of over-fitting.
The linear model was frequently used in forest biomass estimation based on remote sensing.
In previous studies, when the linear models were built for estimating AGB, the remote sensing factors
were directly considered as fixed effect variables. The linear models did not consider the effects of
forest characteristics, effects which may influence the independent variables and the model fitting,
which in turn affect the fitting accuracy of the models. In this study, based on the analysis of the
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differences between the independent variables and AGB of different vegetation types in different
crown density classes, the basic AGB linear models using remote sensing were built. The crown
density classes which were considered as the influencing factor (random effect or dummy variable)
were introduced into the model, and the linear dummy variable model and linear mixed-effects model
were fitted to estimate AGB. The accuracies of the linear model, linear dummy variable model, and
linear mixed-effects model were compared.
2. Materials and Methods
2.1. Study Area
The study area is located in “Greater Xiangxi”, an area that borders on the Hubei, Chongqing, and
Guizhou provinces in the west of Hunan Province, including Xiangxi Tujia and Miao, Zhangjiajie, and
Huaihua City (Figure 1). The study area is located in a transition zone between the Yunnan-Guizhou
Plateau and the Jiangnan hills where medium and low mountains account for more than 70% of the
area. The climate of this region is a typical subtropical monsoon humid climate with an average annual
temperature of about 16 ◦C and an annual precipitation of about 1400 mm. The natural conditions of
this region are complex with a sensitive ecological environment, and the area is underdeveloped in
terms of socioeconomic development. The area is an important forestry area in Hunan Province with
abundant tree biodiversity. The forest area in the region covers more than 49,000 square kilometers
and the tree harvest volume is 156,000,000 m3. However, the distribution of the forest resources in
this region is extremely uneven, the forest biomass in different stand ages is heterogeneous, and forest
productivity is low [29,30].
Figure 1. The location of study area: (a) The study area location in China; (b) the western Hunan in
Hunan province; and (c) a false color composite of Landsat 8 OLI band 6 in red, band 5 in green, and
band 4 in blue.
2.2. Field Survey Data
In this study, 377 fixed sample plots of typical forests were used including 125 fixed sample plots
of pine forests (Pure or Pinus massoniana dominant forests with a small mixture of broadleaf trees
and shrubs), 162 fixed sample plots of Chinese fir forests (Pure or Cunnigjamia lanceolate (Lamb.) Hook
81
Forests 2019, 10, 104
dominant forests with very small mixture of Pinus massoniana and shrubs), and 90 fixed sample plots
of mixed forests (dominant species including Pinus massoniana, Cunnigjamia lanceolate (Lamb.) Hook,
Cinnamomum camphora (L.) Presl., Cupressus funebris Endl., and shrubs) (Figure 2). The fixed sample
plots were surveyed in 2014 and the plots were systematically laid out in a grid of 4 × 8 km with a
plot size of 0.067 ha (China National Forest Continuous Inventory (NFCI) Technical Regulations). The
biomass conversion factor method was used to convert the stand volume into forest AGB [31,32]. The
sample plots were divided into three vegetation types including pine, Chinese fir (fir), and mixed
forest (mixed). The statistics of the sample plots of the crown density classes are summarized in Table 1.
All of the plots had a mean AGB of 47.7 Mg/ha with a standard deviation of 30.06 Mg/ha. The mixed
forest had the highest mean AGB and standard deviation, and pine forest had the lowest mean AGB
and minimum AGB value (Table 1). The mean AGB values were lowest for the pine forest in each
crown density class. The differences in the AGB were determined for the crown density classes: There
were significant differences in the AGB of each vegetation type between the thin, medium, and dense
crown density classes. The AGB of the medium plots was not significantly different from that of the
average for four vegetation types.
 
Figure 2. Spatial distribution of sampling plots corresponding to plots of aboveground biomass (AGB)
values and crown density class across the western Hunan.
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Table 1. The basic statistics of the sample plots by crown density classes and vegetation types.
Vegetation
Type
Crown
Density
AGB (Mg/ha)
No. Minimum Mean Maximum Standard Deviation
Pine
Thin 41 1.05 16.40 47.33 10.61
Middle 70 3.61 33.60 83.58 17.06
Dense 14 6.16 51.17 118.07 35.57
Total 125 1.05 29.65 118.07 20.94
Fir
Thin 54 22.76 31.11 57.46 8.70
Middle 77 24.72 51.18 130.87 18.37
Dense 31 55.55 92.55 154.48 30.65
Total 162 22.76 52.41 154.48 28.68
Mixed
Thin 18 24.52 37.70 65.42 10.53
Middle 53 31.74 62.13 131.03 24.02
Dense 19 41.28 92.57 171.53 37.06
Total 90 24.56 63.67 171.53 30.86
Total
Thin 113 1.05 26.65 65.42 12.77
Middle 200 3.61 48.11 131.03 22.68
Dense 64 6.16 83.26 171.53 37.39
Total 377 1.05 47.70 171.53 30.06
2.3. Remote Sensing Data
In this research, two Landsat 8 Operational Land Imager (OLI) L1T product images (path/rows:
119/39 and 119/40, cloud cover <10%) acquired on 24 December 2013 were used. The first seven bands
of the images were used in this study, including the Coastal band, Blue band, Green band, Red band,
near-infrared (NIR) band, and two shortwave infrared (SWIR) bands. The coordinate system of the
images was the Universal Transverse Mercator coordinate system with zone 49 north. The dark object
subtraction method was used for atmospheric calibration [33]. ASTER global digital elevation model
(GDEM) data with the same coordinate system and same spatial resolution as the OLI images were
used for the topographic correction of the Landsat 8 OLI images using a C-correction approach [34].
The images were mosaicked into one image (Figure 1).
The vegetation information in remote sensing imagery were reflected by the spectral
characteristics, spectral differences, and spectral changes of the vegetation canopy in different bands.
Vegetation indices were used to reflect the existence, quantity, quality, state, and spatial and temporal
distribution characteristics of vegetation, and biophysical properties had already been estimated by
vegetation indices. The most widely used vegetation indices were based on remotely sensed data
measured in visible-red and near-infrared spectral wavebands such as the normalized difference
vegetation index (NDVI) [35]. Atmospherically resistant vegetation index (ARVI), soil adjusted
vegetation index (SAVI), atmospherically resistant vegetation index (ARVI), and enhance vegetation
index (EVI) were derived from NDVI. The results of image transformations, such as the first principal
component from the Principal Component Analysis, showed stronger relationships with biomass than
individual spectral bands [5]. Texture information referred to the pattern of intensity variations in the
remote sensing image, and the texture based on gray level co-occurrence matrix was effective and
important in describing the spatial distribution and structure information of forest.
A total of 340 spectral variables were calculated from the OLI images to fully exploit the
remote sensing information, including the original image bands, vegetation indices, image transform
algorithms, and grey-level co-occurrence matrix-based texture measures (Table 2) [8]. The Pearson
product-moment correlation coefficient was used to analyze the relationships between AGB and the
spectral variables; the spectral variables which had significant correlations with AGB were used as
independent variables. A stepwise regression was used to develop the AGB linear regression models.
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Table 2. Spectral variables derived from a total of seven bands for the Landsat 8 OLI image.
Spectral Variables Definitions of Spectral Variables No.
Original Band
b1—coastal, b2—blue, b3—green (GRN), b4—red (RED), b5—near
infrared (NIR), b6—shortwave infrared1 (SWIR1), b7—shortwave
infrared2 (SWIR2)
7
Inversions of bandi IBi = 1/bi, i = 1, . . . ,7 7
Simple two-band ratios (SRi,j) SRi,j = bi/bj, i, j = 1, . . . 7; i 
= j 42
Three-band ratios SRi,j,k = bi/
(
bj + bk
)
, i, j, k = 1, . . . ,7; i 
= j 
= k, j < k 106
Vegetation indices
Normalized difference vegetation index (NDVI), atmospherically
resistant vegetation index (ARVI), soil adjusted vegetation index
(SAVIl = (b5 − b4)(1+ l)/(b5 + b4 + l), l = 0.1), atmospherically
resistant vegetation index (ARVI), enhance vegetation index (EVI),
albedo, sum of three visible bands (VIS234, VIS234 = b2 + b3 + b4)
7
Principal component analysis The first 3 PCs from principal component analysis (PCA1, PCA2, PCA3) 3
Texture measures
Grey-level co-occurrence matrix-based texture measures of original
bands (bi), including contrast (biCONj), correlation (biCORj), dissimilarity
(biDISj), entropy (biENj), homogeneity (biHOj), angular second moment
(biSEMj), mean (biMEj), and variance(biVAj) with different window sizes j
(3 × 3, 5 × 5, 7 × 7)
168
2.4. Statistical Model
In forestry research, the variables are mostly continuous variables and can be directly used for
model fitting. Sometimes, categorical and qualitative variables are also needed in some studies because
they may influence the model results. In modeling, these variables are considered mixed-effects or
dummy variables when they are added to regression models. The sample plots were divided into three
crown density classes based on the inventory data, i.e., thin (<0.4), medium (0.4 ~ 0.7), and dense (≥0.7)
(Figure 2). The crown density classes represented the dummy variable and mixed-effects variable in
the linear regression models.
For the AGB estimation, a linear regression model (model 1) without the crown density, linear
dummy variable model (model 2), and linear mixed-effects model (model 3) were fitted and compared
in this study. Model 2 and model 3 were implemented by considering the dummy variables and
random-effects in the linear regression model, respectively. The equations of these three models were
introduced by Tang et al. and Fu et al. [36,37].
During the stepwise regression for model 1, the multi-collinearity, which creates highly sensitive
parameter estimators with inflated variances and improper model selection, was assessed for each pair
of the selected spectral variables using the variance inflation factor (VIF). For the linear dummy variable
model and linear mixed-effects model, two methods exist to add dummy variables or random-effects
to the linear model. One approach is to add them to the intercept, and another approach is to add
them to all parameters (intercept and slope) of the linear model. In order to avoid multicollinearity in
the linear dummy variable model and allow for the comparison of the two models, both the linear
dummy variable model and linear mixed-effects model were fitted by adding dummy variables
or random-effects to the intercept. Furthermore, two variance-covariance structures needed to be
determined to fit the linear mixed-effects model: (1) Determine the variance-covariance structure
(R matrix) of the fixed effect; and (2) determine the variance-covariance structure (D matrix) of the
random effect [38,39]. In this study, the D matrix was a diagonal matrix (pdDiag), the R matrix was
divided into two parts, the variance structure of R was a power function, and the covariance structure
of R was a spherical function.
2.5. Model Fitting and Evaluating
The linear regression model, linear dummy variable model, and linear mixed-effects model
were used to establish the AGB estimation models of the pine forest, fir forest, mixed forest, and
all-vegetation. All models were fitted using the RStudio software.
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The accuracies of the predicted AGB values for the models were evaluated using the adjusted
coefficient of determination (R2adj) and the root mean square error (RMSE). The difference between
model 1 and model 2 and between model 1 and model 3 were evaluated using the F-test. The residuals
were analyzed to determine the AGB estimation performance of the three models in the different crown
density classes. In order to compare the performance improvement of the linear model by the linear
dummy variable model (model 2) and linear mixed-effects model (model 3) for AGB estimation, the
accuracy of the model 1, model 2, and model 3 were assessed using the percentage root mean square
error (RMSE%) and percentage mean residual deviation (Bias%) of the different crown density classes
(thin, medium, dense, and total). The difference between model 2 and model 3 was also assessed.
R2 = 1−
n
∑
i=1
(yi − yˆi)2/
n
∑
i=1
(yi − yi)2 (1)
R2adj = 1−
(
1− R2
)n− 1
n− k (2)
RMSE =
√√√√ n∑
i=1
(yi − yˆi)2
n
(3)
RMSE% =
RMSE
y
× 100 (4)
Bias% =
∑ni=1
(yi−yˆi)
n
y
× 100 (5)
where yi is the observed biomass values, y is the arithmetic mean of all observed biomass values, yˆi
is the estimated biomass values based on models, n is the sample number, and k is the number of
parameters of each model.
3. Results
The Pearson correlation coefficients between all spectral variables and the AGB were calculated
and 30 variables had significant correlation with the AGB of four vegetation types. The correlation
coefficients are listed in Table 3. The result showed that the correlation coefficients were not higher
than 0.260 for all the 30 spectral variables, and 11 texture features had significant correlation with
the AGB.
Table 3. Pearson correlation coefficients between remote sensing factors and aboveground
biomass (AGB).
Variables Correlation
Coefficients Variables
Correlation
Coefficients Variables
Correlation
Coefficients Variables
Correlation
Coefficients
b3 −0.254 ** SR37 −0.236 ** SR416 −0.210 ** b4ME5 −0.276 **
b4 −0.233 ** SR46 −0.207 ** SR417 −0.215 ** b7COR7 0.258 **
VIS234 −0.260 ** SR47 −0.227 ** SR426 −0.206 ** b3ME7 −0.251 **
ARVI 0.162 * SR64 0.227 ** b3ME3 −0.265 ** b4ME7 −0.242 **
IB4 0.247 ** SR73 0.236 ** b4ME3 −0.247 ** b2SEM5 0.251 **
IB2 0.232 ** SR124 0.210 ** b5VA3 0.272 ** b2SEM7 0.230 **
SR14 0.228 ** SR134 0.204 * b2COR5 0.260 ** —— ——
SR41 −0.244 * SR327 −0.229 ** b3ME5 −0.279 ** —— ——
* Indicates a significance level of 0.05 and ** a significance level of 0.01.
Three types of models for each dependent variable (i.e., AGB of total vegetation, AGB of pine
forest, AGB of fir forest, and AGB of mixed forest) were developed using the spectral variables which
were selected by stepwise regression as the independent variable (Tables 4 and 5). Twelve models
were obtained. Parameter estimates of models 1–3 for different vegetation types are presented in
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Tables 4 and 5. The independent variables of the total vegetation AGB were dominated by the image
texture information, and the independent variables of the pine, fir, and mixed forests were dominated
by the image texture information and spectral features. The model standard coefficients of the linear
models showed that the texture information contributed more to the AGB estimation than the spectral
features, which indicated that the texture information was important for AGB estimation in this study.
Table 4. Parameter estimates of the linear model (model 1).
Vegetation
Type Parameter Estimate Std.coef p-Value
Vegetation
Type Parameter Estimate Std.coef p-Value
Pine
b2COR5 24.14 0.33 <0.01
Fir
b5VA3 1.14 0.25 <0.01
SR327 −165.54 −0.27 <0.01 IB2 1061.00 0.61 <0.01
b2SEM5 19.47 0.17 <0.01 b2SEM7 36.49 0.24 <0.01
b3ME5 6.90 0.40 <0.01
Mixed
b7COR7 30.55 0.30 <0.01 Total
vegetation
b3ME7 −3.62 −0.25 <0.01
b4ME7 −10.05 −0.60 <0.01 b5VA3 0.83 0.14 <0.01
VIS234 9.00 0.36 <0.01 b2SEM5 15.36 0.09 <0.05
Table 5. Parameter estimates of the linear dummy variable model (model 2) and linear mixed-effects
model (model 3).
Vegetation
Type
Model 2 Vegetation
Type
Model 3
Parameter Estimate S.D. p-Value Parameter Estimate S.D. p-Value
Pine
b2COR5 16.70 4.77 <0.01
Pine
b2COR5 13.35 3.77 <0.01
SR327 −113.52 48.43 <0.05 SR327 −118.00 21.87 <0.01
b2SEM5 16.85 6.86 <0.05 b2SEM5 12.67 6.15 <0.05
Fir
b5VA3 0.62 0.22 <0.01
Fir
b5VA3 0.16 0.20 <0.05
IB2 732.08 208.43 <0.01 IB2 515.01 172.84 <0.01
b2SEM7 17.18 7.68 <0.05 b2SEM7 5.74 6.06 <0.05
b3ME5 5.29 2.08 <0.01 b3ME5 4.44 1.69 <0.01
Mixed
b7COR7 23.65 7.636 <0.01
Mixed
b7COR7 10.55 6.79 <0.05
b4ME7 −4.80 3.665 <0.05 b4ME7 −1.42 2.86 <0.05
VIS234 6.28 5.165 <0.05 VIS234 0.74 4.09 <0.05
Total
vegetation
b3ME7 −2.20 0.66 <0.01 Total
vegetation
b3ME7 −1.60 0.50 <0.01
b5VA3 0.48 0.21 <0.05 b5VA3 0.25 0.20 <0.05
b2SEM5 8.05 5.49 <0.05 b2SEM5 1.07 4.56 <0.05
The fitting results of models 1–3 are summarized in Tables 6 and 7. For the different vegetation
types, the R2 and R2adj of model 2 and model 3 were larger than those of model 1, and the RMSE
values were smaller than those of model 1. These results indicate that the performances of model 2
and model 3 were better than that of model 1. The R2adj of model 2 and model 3 for pine forest had the
smallest increase compared with model 1; the value of R2adj increased by 0.16, and the RMSE values
were smaller for model 2 and model 3 than for model 1. For the fir forest, model 2 and model 3 had the
largest R2adj values, and compared with model 1, the values increased more than 0.39. For the mixed
forest and total vegetation, the R2adj and RMSE values of model 2 and model 3 were better than those
of model 1. These results show that model 2 and model 3, which were considered the crown density
classes, had higher accuracies of AGB estimation than model 1.
Table 6. The model fitting results of model 1 for different vegetation types.
Vegetation Type R2 R2adj RMSE Predict Mean
Pine 0.23 0.21 18.41 29.64
Fir 0.22 0.22 25.57 52.43
Mixed 0.21 0.19 27.28 63.67
Total vegetation 0.11 0.10 28.47 47.40
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Table 7. The model fitting results of model 2 (linear dummy variable model) and model 3 (linear
mixed-effects model) for different vegetation types.
Vegetation Type Model# R2 R2adj RMSE Predict Mean
Pine
2 0.41 0.40 16.05 29.65
3 0.39 0.38 16.29 29.36
Fir
2 0.61 0.61 17.88 52.39
3 0.61 0.61 17.92 51.95
Mixed
2 0.46 0.44 22.56 63.64
3 0.43 0.42 23.12 62.41
Total vegetation 2 0.41 0.41 22.99 47.70
3 0.41 0.41 23.07 47.51
To further test whether model 2 and model 3 significantly improved the accuracy of model 1, the
F-test was used for determining the differences between model 1 and model 2 and between model 1
and model 3 (Table 8). The F-test results show that, except for model 3 of the mixed forest, there were
significant differences between model 2 and model 1 and between model 3 and model 1. This indicated
that the performances of model 2 and model 3 were significantly better than that of model 1. The
fitting results of the model 2 and model 3 had no significant differences.
Table 8. The comparisons of linear models (model 1), linear dummy variable models (model 2), and
linear mixed-effects models (model 3). p-Value is from the F-test used to compare the similarity of
models 1–3 against the null hypothesis of no significant difference.
Vegetation
Type Model#
Models 1–3 Model 2 and Model 3
F-Value p-Value F-Value p-Value
Pine
1
2 11.76 <0.01
3 4.12 <0.05 2.44 0.12
Fir
1
2 29.58 <0.01
3 17.31 <0.01 1.28 0.26
Mixed
1
2 9.37 <0.01
3 0.77 0.38 4.69 0.03
Total
vegetation
1
2 111.48 <0.01
3 66.03 <0.01 2.95 0.09
The performance of the predictions could be explained with the scatterplots showing the
relationships between the predicted AGB values and observed AGB values (Figure 3). It indicates that
the overestimation and underestimation problems were obvious for the linear model (model 1) for
each vegetation type. This situation, especially, became worse for all the vegetation types in thin and
dense plots. For model 2 and model 3, the overestimations and underestimations in thin and dense
crown density plots were alleviated for four vegetation types, and the estimates were more accurate
than model 1 (Figure 3). A single-sample t-test was used to compare the model residuals of models 1,
2, and 3 (Figure 4). In model 1, there were no significant differences between the residuals and 0 for
the total plots and medium crown density plots for each vegetation type (Figure 4). In the thin crown
density plots, the residual values of model 1 were significantly smaller than 0, and in the dense crown
density plots, the residual values of model 1 were significantly larger than 0 (Figure 4). These results
indicate that there were significant inaccuracies in the AGB estimations of the thin and dense plots of
model 1 (the former was overestimated and the latter was underestimated) (Figure 4). The residuals
of model 2 were significantly different from 0 only in the thin and medium crown density plots for
the fir forest, whereas the other three vegetation types exhibited no significant differences in each
crown density class. The residuals of model 3 were not significantly different from 0 for all vegetation
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types for the different crown density classes (Figure 4). The residual results indicate that model 2 and
model 3 had higher accuracies of AGB estimation than model 1 for the different crown density classes.
 
Figure 3. The relationships between predicted AGB from different models in different crown density
against observed AGB for different vegetation types.
In this study, the RMSE% and Bias% of the three models of the different crown density classes
were calculated for further comparison of the models (Figure 5). Generally, the RMSE% of model 2 and
model 3 were lower than those of model 1 in the total plots for all vegetation types, and the differences
in the RMSE% between model 1 and model 2 and between model 1 and model 3 were all significant.
For the thin crown density plots, the differences in the RMSE% exceeded 27%, and both values were
significantly different from the RMSE% of model 1. For the medium crown density plots, the RMSE%
of model 2 and model 3 were smaller than those of model 1, but the differences between them were
not significant. For the dense crown density plots, the differences in the RMSE% exceeded 5%, and the
differences between model 2 and model 1 and between model 3 and model 1 were significant for the
fir forest and total vegetation. In the thin and dense plots, the values of the Bias% for model 2 and
model 3 were nearer to 0 than those of model 1, and the differences between model 2 and model 1
and between model 3 and model 1 were significant, indicating that model 2 and model 3 were more
accurate than model 1 in these two crown density classes. In the medium crown density plots, the
trends of the Bias% between model 1 and model 2 and between model 1 and model 3 were not clear,
and significant decreases only existed in model 2 and model 3 of the pine forest. The total Bias% values
were not significantly different between the three models for the different vegetation types, indicating
that the overall estimated values obtained from models 1, 2, and 3 were not significantly different.
The differences between model 2 and model 3 for the different vegetation types were compared. The
overall RMSE% and Bias% values of model 2 and model 3 were not significantly different, and model 2
was slightly better than model 3, but the performances of model 2 and model 3 were different among
the thin, medium, and dense crown density classes.
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Figure 4. Residual boxplots of AGB of model 1, model 2, and model 3 for different vegetation types
among different crown density classes: (A–D) represents pine forest, fir forest, mixed forest, and total
vegetation, respectively (model 1—linear regression model; model 2—linear dummy variable model;
model 3—linear mixed-effects model; ** indicates that the residuals were significantly different from 0
at the 0.01 level; * indicates that the residuals were significantly different from 0 at the 0.05 level).
 
Figure 5. Comparison of root mean square error percent (RMSE%) and Bias percent (Bias%) results at
different crown density classes of models 1–3 for pine forest, fir forest, mixed forest, and total vegetation.
The significant differences between model 1 and model 2, and model 1 and model 3 for RMSE% and
Bias% are expressed in capital letters (AA), and the lowercase letter (a) represents significant differences
between model 2 and model 3.
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4. Discussion
The choice of the independent variables is important for remote-sensing-based AGB estimation
models, and potential variables from the images, such as single bands, vegetation indices, transformed
images, textural information were applied because of the correlation with forest biomass. The
correlation analysis results of over 300 spectral variables and the AGB of different vegetation
types indicated that only 30 spectral variables simultaneously had significant correlation with AGB.
This indicated that a large amount of remote sensing information does not fully reflect the forest
characteristics. During the modelling process, stepwise regression was used to select the independent
variables that were closely related to AGB. Although this variable selection method depended on the
degree of linear correlation, the variables with low correlation coefficients may have been selected and
thus affected the accuracy of the model.
Linear stepwise regression models have been widely used for AGB estimation using remote
sensing [7,23]. In this study, the R2 of the linear model (model 1) for the four vegetation types
ranged from 0.1 to 0.3, indicating that the model had low accuracy. In addition, model 1 exhibited
overestimation in the low crown density class and underestimation in the high crown density class
of all vegetation types. The overestimations and underestimations of AGB were also investigated by
Zhao et al., who determined that they were caused by the “global model (stepwise regression)” [40].
In addition, overestimations and underestimations have been observed when AGB was estimated using
nonparametric models such as random forest, decision tree, and K-nearest neighbor methods [41–43].
In this study, the significant overestimations and underestimations of the linear model occurred in the
thin (crown density < 0.4) and dense (crown density≥ 0.7) plots, respectively. There were no significant
overestimations or underestimations for model 2 and model 3 in the thin and dense plots. In addition,
there were no significant differences between the linear dummy variable model (model 2) and linear
mixed-effects model (model 3) except for the mixed forests (Table 8). However, in comparison with
the model 1, model 2 and model 3 performed significantly better, and the results of the F-test and
residuals verified the significant differences. The AGB estimation results of the three models were
evaluated in the crown density classes and the results showed that the overestimation in the thin plots
and underestimation in the dense plots of model 1 were not observed in model 2 and model 3.
The average AGB estimates of the sample plots for the total vegetation in the “Greater Xiangxi”
varied from 47.4 Mg/ha to 47.7 Mg/ha, which were very close to the referenced value (47.7 Mg/ha) of
the plots measured, and the average AGB estimates of pine forest, fir forest, and mixed forest were
also very close to those of the referenced values. In Hunan province, the average AGB value of pine
forest in 2011 was 31.61 Mg/ha, and the average AGB value of fir forest in the forest average AGB
values obtained from the sample plots of the 4th and 8th national forest inventories in 1990 and 2009
were 31.76 Mg/ha [44] and 27.56 Mg/ha, respectively. This implied that the AGB values of forests in
the “Greater Xiangxi” were larger than those of the whole Hunan mainly because the study area was a
key forestry area and had various protected forests.
A comparison of the R2adj and RMSE of the three models indicated that the performances of
model 2 and model 3 were better than that of model 1. The dummy variable model considered the
group differences as special fixed parameters. The purpose of using the dummy variable model in
this study was to introduce the parameter of crown density class into the intercept of the model so
that the degree of freedom of the error was increased and the variance of the error was decreased,
thereby improving the precision of the model [45]. The linear mixed-effects model considered the
group differences as two parts: One part was the difference caused by different groups, and the
other was the difference caused by random effects. Since the error and the random effect of the
variance-covariance structures was considered, the model had high precision. Some studies compared
dummy variable models with mixed-effects models for the estimation of large-scale forest growth
models and the determination of biomass allometric growth equations. The linear mixed-effects model
was a compromise between the dummy variable model and the linear model; in most cases, the
dummy variable model was slightly better than the mixed-effects model, but this often depended on
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the sample size [45,46]. In this study, the sample plots were divided into the three categories of thin,
medium, and dense crown density. The overall RMSE% and Bias% of model 2 were better than model 3,
which supported the aforementioned results. In the past, the application of dummy variable models
and mixed-effects models focused on the determination of allometric growth equations, whereas in
this study, we considered whether the partition of the crown density classes improved the estimation
accuracy of AGB using remote sensing data.
In statistics and biometrics, it is often debated whether the dummy variable model or mixed-effects
model should be selected [46]. The choice often depends on the number of groups (random
effects/dummy variables, crown density classes in this study) and the number of samples in each
group. For a small group size (less than 10), the dummy variable model is commonly preferred;
otherwise, the mixed-effects model is more appropriate [37,47]. Unlike in most other studies, we
not only compared the overall differences between the linear dummy variable model and linear
mixed-effects model but also the differences in model performance among different groups. Although
the overall RMSE% and Bias% were better in model 2 than in model 3, this trend was not always the
same for the different crown density classes. In the fir forest and the total vegetation, groups that had a
large number of samples, the RMSE% and Bias% were smaller for model 3 than model 2 for all crown
density classes. In pine and mixed forests, which had a small number of samples in each group, the
RMSE% and Bias% were smaller for model 2 than model 3 for all crown density classes. Therefore,
regardless of which of the models was chosen, we believe that if the overall differences between the
two models are not significant, the fitting effects of the groups should be compared and the model
with good performance in each group should be selected.
The climate of this region is a typical subtropical monsoon humid climate, and the typical forests
are evergreen broad leaf forests and evergreen coniferous forests. In this study, the mixed forests
were almost evergreen coniferous forests, and the seasonal variation of the vegetation types were not
obvious. Many studies analyzed the variation of different vegetation types (NDVI) in the subtropical
regions of China. They demonstrated that the NDVI of evergreen forests (evergreen broad leaf forest
and evergreen coniferous forest) had no obviously seasonal variation [48]. Besides, the seasonal
variations of leaf area index (LAI) and clumping index (CI) were very small because the canopy
structure of evergreen forests were stable through the year [49,50], and texture information which
referred the forest structure were relatively stable in the imagery. The spectral characteristics of remote
sensing images are influenced by the soil, topography, vegetation type, forest structure, and other
factors. It is important to choose appropriate spectral variables as independent variables in AGB
estimation using remote-sensing-based methods [5,51]. Many studies have shown that when only
spectral indices were used in AGB estimation, saturation occurred and caused inaccuracies of AGB
estimation. Texture information calculated from a small neighborhood of pixels [26] may have a
stronger correlation with AGB than spectral indices, and in some regions, AGB may only be closely
correlated with texture information rather than spectral information. Texture information has been
demonstrated to be an important factor in remote-sensing-based AGB estimation [52,53].
The independent variables of the linear model in this study illustrated that texture information
had considerable influences on the accuracy of the AGB estimation in our study area. The linear
models had low accuracy for the thin and dense crown density classes, and the linear dummy variable
models and linear mixed-effects models had higher accuracy because the crown density classes were
considered. The results indicate that the crown density class may be an important factor affecting the
accuracy of AGB estimation. The sensitivity to the stand information decreased with increasing crown
density in the dense stands; the spectral information may be affected by other non-forest characteristics
in thin stands with low AGB, causing the low accuracy of the AGB estimation model. Many studies
have demonstrated that a complex stand structure and high crown density caused saturation in remote
sensing images and low crown density and sparse trees increased the occurrence of soil/vegetation
mixed pixels [6,54,55]. The saturation and mixed pixels problems have attracted increased attention for
remote-sensing-based AGB estimation. In this study, we demonstrated that the crown density classes
91
Forests 2019, 10, 104
influenced the accuracy of AGB estimation; however, the underlying mechanisms and relationships
should be studied in more detail in the future.
In this study, the models for AGB estimation were explored combining sample plot data and
remote sensing, and the results illustrated that the crown density was a factor that influences model
accuracy. The crown density data incorporated in the linear dummy variable model and linear
mixed-effects model were the most accurate. The aim of this study was to demonstrate that the crown
density is an important factor that influences the accuracy of the models. A large amount of research
has explored the potential of using satellite imagery for exploring remote-sensing-based methods of
crown density, and there are more precise results [56]. This should be examined in future research for
mapping large-scale AGB using our models when the crown density data were not available.
5. Conclusions
Permanent sample plot data of AGB of evergreen forests and Landsat 8 OLI images in the
subtropical region of western Hunan province were used to develop remote-sensing-based AGB
estimation models. The linear model, linear dummy variable model, and linear mixed-effects model
were used to determine if the accuracy of the AGB linear estimation model could be improved by
considering crown density classes. The forest AGB in our study exhibited significant differences
between the thin, medium, and dense crown density classes for each vegetation type, and the AGB
increased with increasing crown density. The results of the models indicate that the performance
of the linear model was affected to a large extent by the crown density classes, resulting in the low
accuracy of the linear model. The model-fitting results of the linear dummy variable models and
linear mixed-effects models, which considered the crown density classes, were better than those of
the linear models. The accuracy of the AGB estimation was significantly higher for the linear dummy
variable models and linear mixed-effects models than the linear models, especially in the thin and
dense crown density classes. There were no significant differences in the overall estimation accuracy
between linear dummy models and linear mixed-effects models, but there were significant differences
in some crown density classes of different vegetation types. The choice between the linear dummy
variable model or linear mixed-effects model depended on the number of groups and sample size of
the groups; when the sample size was large enough, each of the models met the accuracy requirements
for AGB estimation.
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Abstract: Old-growth forests are an important, rare and endangered habitat in Europe. The ability
to identify old-growth forests through remote sensing would be helpful for both conservation and
forest management. We used data on beech, Norway spruce and mountain pine old-growth forests
in the Ukrainian Carpathians to test whether Sentinel-2 satellite images could be used to correctly
identify these forests. We used summer and autumn 2017 Sentinel-2 satellite images comprising 10
and 20 m resolution bands to create 6 vegetation indices and 9 textural features. We used a Random
Forest classification model to discriminate between dominant tree species within old-growth forests
and between old-growth and other forest types. Beech and Norway spruce were identified with an
overall accuracy of around 90%, with a lower performance for mountain pine (70%) and mixed forest
(40%). Old-growth forests were identified with an overall classification accuracy of 85%. Adding
textural features, band standard deviations and elevation data improved accuracies by 3.3%, 2.1%
and 1.8% respectively, while using combined summer and autumn images increased accuracy by
1.2%. We conclude that Random Forest classification combined with Sentinel-2 images can provide
an effective option for identifying old-growth forests in Europe.
Keywords: old-growth forest; multispectral satellite imagery; random forest; forest classification
1. Introduction
Old-growth forest (OGF), also referred to as primary, virgin or ancient forest, are forests that have
developed for a long period of time without significant human intervention and are characterised
by the presence of old and large trees, multi-layered vertical structure and abundant standing and
lying deadwood in different stages of decay [1–3]. OGF are important forest ecosystems, supporting
significant biodiversity [4], storing and sequestering large amounts of carbon [5–9] and buffering
microclimate [10].
In most European countries, centuries of exploitation have greatly reduced the extent of OGF.
There are 1.4 Mha of primary forests remaining in Europe, equivalent to 0.7% of Europe’s forest
area [11]. Due to its scarcity and exceptional importance as a habitat for a wide variety of wildlife,
conservation of OGF has become an important priority over the past few years. Despite this increased
priority, continued loss of OGF from deforestation and conversion to managed plantations is occurring
in Europe [12]. While there is no universally agreed definition of OGF, in most cases identification
generally involves surveying indicators such as dead wood quantity and quality, forest structure and
the degree of anthropogenic influence. This therefore requires time-intensive field surveys. Enabling
the identification of such stands by remote sensing would therefore be highly useful. Even establishing
the sites of potential OGF stands that could later be verified by field teams could help save time
and expense.
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While there have been a variety of studies using multispectral remote sensing to identify tree
species in Europe [13–17], these are mostly not concerned with OGF. Variation in tree species, height,
size and separation as well as the high number of shaded, dead and dying and spectrally unusual
trees, mean that tree species in OGF are harder to classify than in other forest types [18]. At the same
time, however, this spectral variability can potentially enable the distinction of OGF from younger
forest stands.
There have been a number of previous investigations [19–23] into the effect of forest structure on
satellite spectra in temperate zones using either Landsat or high resolution satellite imagery, mostly of
closed canopy conifer stands (including OGF) in the western USA. Landsat and commercial satellite
(10 m resolution) imagery was used to examine how tasselled cap vegetation indices varied with stand
characteristics in closed canopy conifer forest in Oregon, USA [20]. Unsupervised classification of
Landsat images (tasselled cap vegetation index) was also used in Oregon to map young, mature and
old-growth stands [19]. Unsupervised classification of Landsat imagery was used to map mature and
old-growth conifer stands in the Pacific Northwest, while Landsat imagery and a spectral mixing model
was used to identify stand structural stages in Washington state, USA [23]. There have also been efforts
to distinguish mature and old-growth forest using Lidar data and Random Forest classification [24]
but Lidar data is usually both expensive and difficult to obtain. Satellite data has been used to
identify potential OGF in Romania through manual inspection of images [25]. The recent European
Space agency (ESA) Sentinel-2 (S2) mission provides freely available high spatial resolution (10 m)
multispectral information and so offers great opportunities for such a forest classification study [26].
The Ukrainian Carpathians contain some of the largest remnants of old-growth fir-beech-spruce-
pine forests remaining in Europe. The Carpathian Convention commits Ukraine to the protection of its
virgin forests and in May 2017 the Ukrainian president signed an amendment to the Forest Code [27]
protecting all OGF sites in Ukraine. An ongoing inventory of OGF in the Ukrainian Carpathians is
being carried out by WWF Ukraine and can be viewed at gis-wwf.com.ua/.
In this paper we analyse the spectra of broadleaf, conifer and mixed forests in the Ukrainian
Carpathians, using Sentinel-2 imagery and supervised classification to investigate the potential of
machine learning to identify OGF, based on the hypothesis that there is a significant difference between
the spectra of OGF and other forest types (non-Old-Growth Forest). To the best of our knowledge, this
is the first such study employing Sentinel-2 imagery and a decision tree classifier to look at old-growth
broadleaf, conifer and mixed broadleaf–conifer woodland in temperate regions. The key objectives of
our study are to:
• Use machine learning (Random Forest classification) to identify different tree species in OGF.
• Determine if Random Forest classification can be used to identify and map potential OGF sites by
differentiating between OGF and other forest types.
• Determine how combinations of spectral bands, multitemporal imagery and ancillary data affect
map accuracy.
2. Material and Methods
2.1. Study Site
We analyse the ability of Sentinel-2 to identify OGF in the eastern Carpathian Mountains of SE
Ukraine, a 42% forested region [28] covering about 24,000 km2, ranging from 100–2060 m elevation and
characterized in the upper elevations by dense forest stands on steep slopes [29]. Intensive land use
and forest management has substantially affected the area’s forests, with much of the lowlands being
converted to agriculture. While over the past century forest cover has expanded in the region [30,31],
forests are still subject to extensive logging, both legal and illegal [32–34] and there are large areas of
intensively managed spruce plantations [35]. Nevertheless, the region still contains some of the largest
areas of OGF remaining in Europe.
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Species composition in OGF in our study site is dominated by beech (Fagus sylvatica L) (33% of
area), Norway spruce (Picea Abies (L.) Karst.) (43% of area) and mountain pine (Pinus mugo Turra) (9%
of area), with smaller areas of silver fir (Abies alba Mill.) and sessile oak (Quercus petraea (Matt.) Liebl.).
Sycamore (Acer psudeoplatanus L), birch (Betula verrucosa Ehrh.), hornbeam (Carpinus betulinus L), rowan
(Sorbus aucuparia L), aspen (Populus tremula L), Swiss pine (Pinus cembra L), Scots pine (Pinus sylvestris
L), ash (Fraxinus excelsior L), wych elm (Ulmus glabra Huds.), hazel (Corylus avellana L), Norway
maple (Acer platanoides L), green alder (Alnus viridis (Chaix.) D.C.) and grey alder (Alnus incana (L.)
Moench) occur mixed in small quantities with these species. Tree species show a gradual transition with
increased elevation, changing from oak and beech at lower elevations (300–500 m) to beech and Norway
spruce dominated (500–1400 m) and to mountain pine and Norway spruce at the highest altitudes
(1400–1800 m). Natural alpine meadows cover only the highest of the mountain peaks (>1800 m),
though in most places the timberline has been artificially lowered through livestock grazing [36].
Mean annual precipitation varies by altitude from 600 mm in the lowlands to 1600 mm on the
mountain peaks [28]. Natural disturbance regimes in the forest are dominated by small-scale loss,
largely from low to moderate intensity windthrow damaging single or small groups of trees [37–39].
The study region covers three provinces (oblasts): Transcarpathian, Ivano-Frankivska and Chernivetska.
Figure 1 (inset map) shows the location of the study area within Ukraine.
Figure 1. Relief map (elevation range 200–2060 m) of the study site showing Old-Growth Forest (OGF,
shown as red polygons) and Non-Old Growth Forest (NOGF, shown as blue polygons). S2 image
shows the extent of the Sentinel-2 image used in the study. Inset map shows the location of the study
area within Ukraine.
2.2. OGF Survey Data
We use data on the spatial distribution of OGF from the ongoing survey (beginning in 2010) of
OGF across the Ukrainian Carpathians. This data was provided by WWF Ukraine and covered the
survey years 2010–2017 inclusive. This survey includes information on the location and spatial extent
of OGF (shapefile polygons of identified OGF stands) as well as detailed information on tree species
composition and age. The background to this WWF project and the criteria used for OGF identification
can be found here [40]. A map [41] shows the areas surveyed for OGF up to 2017.
The main criteria used in the WWF study for classification of a forest area as OGF are as follows:
• standing and lying dead wood;
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• complex structure (high variety of age groups and tree sizes);
• no non-native tree species;
• no visible traces of exploitation—i.e., logging.
While a minimum size criteria (of 20 ha) is given, in practise much smaller areas (down to 0.5 ha)
of OGF were also recorded.
A visual inspection of the autumn 2017 Sentinel-2 image showed that since the WWF survey 188
OGF polygons in our study area (mostly Norway spruce forest along the border with Romania) had
suffered disturbance through either clear felling, thinning or construction of tracks. These polygons
were discarded and not used in our study. Details of the OGF polygons that were used can be seen in
Table 1. There were a total of 4037 OGF polygons in our analysis, covering an area of 428 km2. We
defined the threshold for mixed forest as 20% and above.
Table 1. Number and area of polygons used in this study (not including polygons damaged by man)
for different tree species in OGF polygons. We denoted mixed tree species polygons as “Dominant Tree
Species Mix,” while C and B stand for conifer and broadleaved respectively. Thus, Norway Spruce
CBMix is Norway spruce dominant mixed with at least 20% broadleaved species, while Beech BMix is
beech dominated mixed with at least 20% other broadleaved species.
Tree Species Number ofPolygons
Area
(km2)
Mean
Elev (m)
Min
Elev (m)
Max.
Elev (m)
Mean
Slope (o)
Beech 1281 139.2 1055 394 1565 24.2
Oak 21 3.2 507 334 871 13.2
Mountain Pine 219 37.4 1477 1061 1982 22
Norway Spruce 1784 182.4 1343 519 1688 22.1
Silver Fir 20 1.3 598 481 946 12.5
Beech BCMix 189 16.0 1052 425 1443 24.5
Norway Spruce CBMix 226 19.2 1136 514 1620 29.2
Silver Fir CBMix 60 5.3 933 515 1286 24.8
Beech BMix 59 5.1 1039 454 1497 26.1
Other Bmix 15 1.5 618 342 1131 14
Other BCMix 6 0.7 1410 1030 1719 21.2
Norway Spruce CMix 98 10.6 1266 703 1568 22.3
Other CMix 48 6.0 1209 591 1953 23.1
Other CBMix 2 0.1 1598 1374 1722 24
Other B 2 0.07 1522 1422 1633 31.2
Other C 4 0.15 929 733 1373 24.5
Total Conifer 2173 237.6 1341 481 1982 22
Total Broadleaf 1378 149 1042 334 1633 24
Total Mixed 486 41.4 1084 342 1689 24.3
Total 4037 428 1208 334 1982 23
For comparison with OGF polygons, we created 4000 polygons randomly located within a buffer
of 2 km of the OGF. This distance was chosen as it enabled the requisite number of appropriately sized
NOGF polygons to fit in. To mimic the OGF polygons, polygon sizes were selected from a right-skewed
distribution ranging in size from 0.05–200 ha. Polygons which comprised of open areas, non-surveyed
areas or young forest were either eliminated or had their boundaries redrawn to exclude these areas.
Open areas and young forest was identified either through the publicly available forest cover and forest
loss data derived from Landsat timeseries [42] or through visual inspection since open ground and
young forest shows up brightly in the images [43]. Since the remaining polygons were forest situated
in areas that had been surveyed for OGF yet had not been identified as such, we were confident these
polygons consisted of forest that was not OGF (NOGF). These NOGF polygons were then ‘tidied up’
by expansion to remove small gaps between polygons so that they shared a common border. Much of
the OGF consisted of high altitude forest stretching up to the treeline. The neighbouring NOGF was
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therefore typically downhill from the OGF and consequently at a lower elevation and lacking high
montane forest. To compensate, we therefore manually created a number of NOGF polygons along the
treeline in areas that had been surveyed for OGF. Finally, all these NOGF polygons were classified
through visual inspection of Sentinel-2 summer, autumn and winter imagery, as either broadleaved,
evergreen or mixed forest. The end result was the creation of 4449 NOGF polygons (described in
Table 2), of which a majority lay directly adjacent to the OGF polygons. The median NOGF polygon
size was 0.08 km2, compared to 0.07 km2 for the OGF polygons. Figure 1 shows the study region with
OGF and NOGF polygons overlaid.
Table 2. Number and area of polygons used in this study for different forest types in non-OGF polygons.
Forest Type Numberof Polygons
Area
(km2)
Mean
Elev. (m)
Min
Elev. (m)
Max
Elev. (m)
Mean
Slope (o)
Conifer 2563 299.6 1238 457 1792 20.2
Broadleaved 1343 206.1 888 357 1456 23.6
Mixed 543 57.5 1045 438 1566 22.9
Total 4449 560.5 1108 357 1792 21.5
2.3. Sentinel-2 Images
Sentinel-2 (S2) features 13 spectral bands with 10, 20 and 60 m resolution [44]. We used the 10 and
20 m bands in our study (see Table 3). Two S2 images were downloaded (https://scihub.copernicus.
eu/) as Level-1C Top-of-Atmosphere reflectance products: one for summer (2 August 2017) and one
for autumn (16 October 2017), with codes:
“S2B_MSIL1C_20170802T092029_N0205_R093_T34UGU_20170802T092027.SAFE” and
“S2A_MSIL1C_20171016T092031_N0205_R093_T34UGU_20171016T092425.SAFE” respectively.
Table 3. Sentinel-2 bands with 10 m or 20 m resolution. Near IR is Near Infra-Red and SWIR is Short
wave Infra-Red.
Sentinel-2 Bands Central Wavelength (μm) Resolution (m)
B2–Blue 0.490 10
B3–Green 0.560 10
B4-Red 0.665 10
B5–Red edge 0.705 20
B6–Red edge 0.740 20
B7–Red edge 0.783 20
B8–Near IR 0.842 10
B8A–Near IR 0.865 20
B11–SWIR 1.610 20
B12–SWIR 2.190 20
These particular images were chosen for their low cloud cover (5.2% and 0% respectively). The
north-east and south-west corners of these images are 23◦43′7.73” E, 48◦43′15.34” N and 25◦7′41.74” E,
47◦41′27.06” N respectively. These images were then topographically and atmospherically corrected
using the Sen2Cor module [45]. The 20 m resolution bands were resampled to 10 m spatial resolution.
We investigated using spring or winter images but from December through to April most of the high
altitude OGF was completely covered with snow, with the polygons completely white and providing
limited useful information.
2.4. Sentinel-2 Image Evaluation
We used an object-based approach (as opposed to a pixel-based classification), where the mean
and standard deviation of the pixel spectra and the mean of the associated vegetation indices and
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textural features within a forest polygon were used for the analysis. A number of studies have argued
for the superiority of object-based over pixel-based approaches [15,18,46] and the WWF data included
mixed forest polygons which suited an object-based approach. To further understand the distribution
of the pixels within the polygons, we also calculated percentile values ranging from 5% to 99% for
each polygon. T-tests of the band spectra mean values were calculated to test for significant differences
between the OGF and NOGF polygons.
We calculated 6 vegetation indices from the S2 bands: the Normalized Vegetation Difference
Index (NDVI) and the Enhanced Vegetation Index (EVI), probably the two most commonly used forest
classification indices. Since the more heterogeneous structure of OGF compared to other forest types
might help classification, we used two forest structure indices: Advanced Vegetation Index (AVI) and
the Shadow Index (SI). A study [20] found the difference between SWIR and NIR bands most useful in
distinguishing mature and OGF so we also used Normalised Difference Infrared Index (NDII). Lastly,
the Red edge Normalized Difference Vegetation Index (RENDVI) was chosen to exploit information in
the red edge bands.
NDVI =
B8− B4
B8+ B4
(1)
EVI =
2.5(B8− B4)
(B8+ (6× B4)− (7.5× B2) + 1 (2)
AVI = 3
√
(B8(1− B4)(B8− B4) (3)
SI = 3
√
(1− B2)(1− B3)(1− B4) (4)
NDII =
B8− B11
B8+ B11
(5)
RENDVI =
(B6− B5)
(B6+ B5)
(6)
Spectral images vary not only in tone but also in texture (spatial variation). Texture measurements
quantitively describe relationships of spectral values with neighbouring pixels, which information has
been used previously to improve forest stand classification accuracy [47,48]. The most commonly used
textural measure is the Grey Level Co-occurrence Matrix (GLCM) [49], essentially a description of how
often different combinations of pixel brightness values (grey levels) occur in an image. A detailed
overview of GLCM can be found here [50]. Generally, younger forest have a more uniform and low
contrast image due to the trees’ equal height and spatial distribution, whereas the heterogeneity of
OGF, with a broader distribution of tree heights and ages, results in more shadows cast by emergent
trees. OGF are therefore likely to have differences in texture compared to NOGF areas.
Use of GLCM requires choosing 6 parameters—textural features, pixel displacement and direction,
the moving window size, quantisation level and spectral bands – giving rise to thousands of potential
combinations. The textural features can be divided into contrast, orderliness and descriptive statistics
groups [50]. We chose one textural feature from each of these groups that had been found useful in
previous studies [51,52]: contrast, entropy and GLCM mean. Contrast is a weighted measure of the
contrast between adjacent pixels—the greater the value the greater the contrast. Entropy corresponds to
the orderliness of the image—larger entropy values indicate greater disorder. We calculate these features
for a visual, near IR and shortwave IR band (B3, B8 and B12). A study [53] found that for spectrally
homogenous classes, smaller window sizes improved classification accuracy. Combined with the coarse
resolution of the S2 data, we therefore computed the selected textural variables with a relatively small
5 × 5 pixel window size over all directions, a pixel displacement of 1 and a 32 level quantization using
the ESA Sentinel Application Platform (SNAP), available at http://step.esa.int/main/toolboxes/snap.
Mean and standard deviation for each polygon were extracted for each of the 10 bands, as well
as the mean of the 6 vegetation indices and the 9 textural measures. Mean elevation and slope was
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also calculated (using 1 arc second resolution Shuttle Radar Topography Mission (SRTM) data [54]).
The number of polygons and area for each forest type are given for OGF and NOGF in Tables 1
and 2 respectively.
2.5. Random Forest Method
Random Forest (RF) [55] is a non-parametric machine learning algorithm, selected for its high
classification accuracy [56,57], ease of use [58,59] and its demonstrated ability in previous remote
sensing forest classification studies [15–17,60].
The polygons were randomly divided into training and validation sets in a ratio of 75% and 25%
respectively. The classification analysis was performed using the scikit-learn Python library [61]. The
maximum number of features Random Forest was allowed to try in an individual tree was set as
the square root of the total number of features. The number of trees built was set at 500. We found
changing these parameters made little difference to model outcome. Feature importance was calculated
by mean decrease impurity.
We report user’s accuracy (how reliable is the map, that is, how often forest identified as, say,
OGF in our model is actually present on the ground), producer’s accuracy (how well is the situation
on the ground mapped, that is, how often OGF on the ground is correctly identified as such by our
model) and overall accuracy (how often all our forests were identified correctly). We report accuracy
as the average across the relevant polygons.
The Random Forest classification between tree species was carried out using only the 1781 Norway
spruce, 1281 beech, 219 mountain pine, 189 beech-conifer mixed (Beech BCMix) and 226 Norway
spruce-broadleaved mixed (Norway spruce CBMix) OGF polygons. Due to their relative lack of
polygons, no attempt was made to identify other tree species (such as oak and silver fir) and so
these polygons were excluded from this Random Forest classification. Therefore, a total of 3696 OGF
polygons covering about 92% of the total OGF area was used. No NOGF polygons were used for the
Random Forest tree species classification.
In order to classify [62] the tree species we used 10 mean spectral band values (B), 10 standard
deviation spectral band values (B_sd), mean elevation (Elev), 9 GLCM textural variables (TF) and 6
vegetation indices (VI). The classification was divided into 8 models: B, TF, VI, B+TF, B+VI, B+Elev,
B+B_sd and B+B_sd+Elev+TF+VI. These models were conducted for summer, autumn and summer
and autumn combined, resulting in 24 RF models.
A similar Random Forest classification was now made to distinguish OGF polygons from NOGF
polygons, using all 4037 OGF and 4449 NOGF polygons, with the OGF and NOGF identified as either
conifer, broadleaved or mixed. We used the same 8 models as for tree species classification, run for
summer, autumn and summer and autumn combined. RF classification was carried out separately for
conifer, broadleaf and mixed forest types and we therefore conducted a total of 72 RF models (3 × 24).
3. Results and Discussion
3.1. Distinguishing Old-Growth Forest Tree Species
We first explored whether S2 images could be used to identify different tree species within OGF
polygons. Figure S1 shows boxplots of all the spectral signatures, the vegetation indices and the
textural measures of the various tree species, including oak and silver fir, for both summer and autumn
The impact of autumnal colours for beech results in a 140% and 40% increase in brightness in the
autumn red (B4) and red edge (B5) bands respectively compared to the summer bands (see Figure S1a).
Land class maps are shown in Figure 2.
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Figure 2. Map of Old-Growth Forest tree species based on (a) the Random Forest classifier using all
features for combined summer and autumn images (b) WWF ground survey. Beech BCMix is dominant
beech with at least 20% conifer species, Norway Spruce CBMix is dominant Norway spruce with at
least 20% broadleaf species.
Figure S2 shows the ranking of features for importance. Figure 3 and Table S1 shows the
classification accuracies for the tree species for summer and autumn images for the different Random
Forest models. Beech and spruce consistently had the highest accuracies, with producer’s accuracy
of 95%–98% and user’s accuracy of 85%–90%. Lower accuracy was achieved for mountain pine with
producer’s accuracy of 25%–60% and user’s accuracy of 50%–90%. Classification was poorer for mixed
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forest with producer’s accuracy ranging from 10%–30% and user’s accuracy around 50%. For spruce
and beech, producer’s accuracy was consistently higher than user’s accuracy, while for mixed and
mountain pine the situation was reversed—a sign that the model was consistently misclassifying pine
and mixed forest as spruce and beech. Similar remote sensing tree classification studies tend to obtain
accuracies of between 70%–95% [15] and our study is generally in line with these.
Figure 3. User’s, producer’s and overall accuracies resulting from Random Forest classification for
Old-Growth Forest tree species for 5 selected models in (a) Summer (2 August 2017) and (b) Autumn
(16 October 2017). Abbreviations: FS—Beech, PA—Norway spruce, PM—mountain pine.
In summer, SWIR, NIR and red edge bands (B5-7) were generally most important for classification
(Table S1). Using only the bands, accuracy rates were higher using the autumn than the summer image
by 2.2% (Figure 3)—the autumnal change in leaf colour was distinctive and consequently red and red
edge bands were the best performing features for the autumn image (Table S1). Studies in eastern USA
also found that mid-autumn was the best time for tree species classification [63,64]. For the summer
image, adding elevation data improved overall accuracy. In particular, mountain pine, which only
occurred at very high elevations in the study area, had its user’s and producer’s accuracy increased
by 3.3% and 11.9% respectively. Previous studies have likewise found that topographic variables
improved classification in studies in the USA [56,65] and Spain [56,65]. Vegetation indices performed
better than the bands by 0.8% and 0.7% in summer and autumn respectively. Choice of features had a
notable effect on accuracy for mountain pine, with user’s accuracy varying from 50% to 90%. Using
combined summer and autumn images increased accuracy by 1.5%, less than the 2%–7% found by
another study [60].
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The Confusion matrix for the most accurate classification is shown in Table 4, with the diagonal
cells showing the number (in bold) of correct classifications and the off-diagonal cells indicating the
mistakes. In distinguishing beech and spruce it performed well, making just a single mistake and
producer’s accuracies for these forest types was high (Figure 3). However, accuracy for mixed forests
was poor, generally classing it as its pure tree species counterpart—i.e., beech mix was classed as pure
beech and spruce mix as pure spruce. The model had trouble distinguishing between spruce and pine
stands, classing 27 pine stands as spruce.
Table 4. Confusion matrix for three dominant tree species plus FS mix with conifers and PA mix with
broadleaved, based on the most accurate Random Forest classification—summer and autumn mean
band spectra with all features. FS—beech, PA—Norway spruce, PM—mountain pine.
Predicted Species
FS FS mix PM PA PA mix Sum
Actual
species
FS 300 5 0 0 4 309
FS mix 36 9 0 0 5 50
PM 0 0 40 27 0 67
PA 1 1 3 460 3 468
PA mix 8 6 1 27 22 64
Sum 345 21 44 514 34 958
3.2. Distinguishing between OGF and non-OGF
Land class maps are shown in Figure 4. Figure S3 shows the mean spectral signatures, vegetation
indices and textural measures for OGF and NOGF. OGF had a lower mean brightness than NOGF for
both broadleaf and mixed forests over all bands in both summer and autumn. For broadleaf, t-tests
showed a significant difference between OGF and NOGF for all non-visible bands (B5-B8, B8A, B11,
B12) and all bands for summer and autumn images respectively (p < 0.05). For mixed forest, t-tests
showed a significant difference (p < 0.05) between OGF and NOGF for all bands and all bands except
blue (B2) for summer and autumn images respectively. Younger forests tend to consist of small tree
crowns packed tightly together with few gaps. As the forest ages, both mean crown size and the
number of gaps increases. The increase in forest gap number and shadows cast by emergent trees
results in a reduction in the reflected light, leading to a lower mean brightness in OGF. Due to the
inverse relation between wavelength and atmospheric scattering, shadows will be illuminated more by
visible light (skylight) than longer wavelength bands [66,67]. Structurally diverse OGF would likely
result in more shadows compared to NOGF, resulting in a larger difference between OGF and NOGF
in the red edge, NIR and SWIR bands than the visible bands.
There was less difference between conifer OGF and conifer NOGF in the summer mean band
spectra, with significantly higher reflectance in OGF for all bands except B7 (t-test, p < 0.05). This is
a surprising result, as it is contrary both to the result for broadleaf and mixed forest, as well as to a
previous study [21] which found conifer OGF significantly darker than mature forest in summer in
blue, green and NIR Landsat bands. In our analysis, conifer OGF was, on average, at higher elevations
compared to conifer NOGF (1341 m and 1237 m respectively). Therefore, it is likely that a higher
percentage of conifer OGF consisted of mountain pine than in conifer NOGF and mountain pine was
significantly brighter than Norway spruce and silver fir across all bands (see Figure S1). Furthermore,
OGF towards the treeline was more likely to contain open forest and clearings than NOGF. If this were
the case then the OGF image would contain many more bright pixels comprised of ground vegetation
and soils. Open areas were generally about 50%–100% brighter than conifer canopy for all bands.
To test if this difference could explain our surprising result, we plotted mean percentile values for
OGF and NOGF conifers split into subsets of mean elevation above and below 1250 m (Figure 5). OGF
conifer contained significantly more bright pixels (percentile > 80%) than NOGF and for OGF below
1250 m more dark pixels (percentile < 20%). In other words, the higher mean brightness of OGF was
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due to the presence of more bright pixels (open areas), while the wooded areas are darker than NOGF.
(It is worth noticing that this pattern also holds true for broadleaf and mixed forest, as shown in Figure
S4). OGF conifer with a mean elevation below 1250 m was significantly darker than NOGF for Bands
B6-B8A. As conifer OGF increased in elevation, it contains more open ground (bright pixels), as can be
seen from comparing Figure 5a,b. An alternative explanation we considered for this surprising result
is that OGF conifer stands contain a higher percentage of broadleaved species (which are brighter
across all bands) than NOGF conifer stands. However, in autumn the red (B4) band in conifer OGF
and NOGF polygons brightens by about the same percentage relative to the summer image, so this is
unlikely to be a factor.
Figure 4. Map of Old-Growth Forest and Non-Old-Growth Forest based on (a) the Random Forest
classifier using all features for combined summer and autumn images (b) the WWF ground survey.
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Figure 5. Mean percentile values for the green Band (B3) for conifer Old-Growth Forest and non-Old-
Growth Forest polygons with mean elevation (a) below 1250 m (b) above 1250 m.
The vegetation indices NDVI, AVI, RENDVI and EVI are strongly correlated to chlorophyll
content [68,69]. All indices were greater for NOGF than OGF for all forest types (Figure S3b): as forest
ages the amount of green vegetation tends to decline from both an increase in dead and dying trees
and an increase in the amount of vegetation obscured by shadow from emergent trees. NDII is the
difference index between the NIR and SWIR bands and a measure of the canopy water content [70].
It was likewise higher for NOGF than OGF for summer and autumn images, again attributable to
greater non-photosynthetic vegetation in the OGF.
The texture of OGF was more heterogeneous, with OGF having higher contrast values for all
images in all forest types and bands than NOGF (Figure S3c). The large crowns of OGF cast large
shadows, which result in a coarse texture compare to the finer-grained texture of smaller, more
densely packed, younger tree stands. In contrast to our results, an investigation [20] of the effects of
stand structure on an absolute difference algorithm of tasselled cap vegetation indices found a poor
correlation between these textural features and stand characteristics which included age, which the
authors attribute to the coarse (30 m) resolution of the Landsat imagery used. A study of forest in
Israel [51] found that contrary to our results, mature unmanaged forests had lower GLCM entropy and
contrast values than younger forest. The authors explain this as resulting from the very high resolution
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(2 m) satellite imagery used, so that the large crown sizes associated with mature forest increased the
number of adjacent pixels with similar grey levels.
Figure 6 and Tables S2 and S3 shows the OGF producer’s accuracy and overall accuracy for
Random Forest models. OGF producer’s accuracy is arguably the most important measure—it matters
more if existing OGF is misidentified as NOGF and consequently overlooked than if we misclassify
NOGF as OGF. Figure S5 shows the ranking of features for importance.
Figure 6. Old-Growth Forest (OGF) Producer’s and overall accuracies resulting from Random Forest
classification for OGF and Non-OGF polygons for 5 selected models for (a) summer (2 August 2017) (b)
autumn (16 October 2017) and (c) summer + autumn.
Classification accuracies for OGF were roughly uniform with both user’s and producer’s
accuracies between 75%–85% for both conifer and broadleaf forest. Mixed forest accuracies were
lower with producer’s accuracy ranging from 65%–80% and user’s accuracy around 70%–85%. Overall,
classification accuracy using all features was 84%, on the verge of the 85% success threshold that is often
used for machine learning studies. A previous study [19] obtained 75% accuracy in distinguishing
OGF from mature forest using regression analysis and Landsat 5 imagery. Landsat 7 imagery and
unsupervised classification was used [22] to distinguish old and mature conifer forests with an
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overall accuracy of 80%–90% depending on the ecoregion. Landsat 5 imagery and unsupervised
classification [21] found 78% accuracy for classifying closed canopy conifer OGF. Another study [24]
using Random Forest and high resolution LIDAR data to separate old near-natural and old managed
conifer forest obtained overall classification accuracies of 85%–90%.
Accuracy was higher for mountain pine OGF stands than Norway spruce (about 92% and
83% respectively). This was consistent regardless of feature selection. Accuracy rose with elevation
for both broadleaf and conifers. The model failed significantly with the small number of silver fir
polygons—correctly identifying as OGF only about half. Again this result was consistent for all the RF
models examined. For mixed forest the classification accuracy for Norway spruce CBMix was high
(90%), while the accuracy for beech BCMix was much lower (70%).
A ranking of features (Table S2) indicates that in both summer and autumn, SWIR bands were
most important for conifers, with red edge and NIR most important for broadleaves. Overall, for the
band spectra accuracy rates were 0.3% higher using the summer than the autumn image. Adding
elevation data to the bands usually improved overall accuracy (by an average of 1.8% overall): a large
proportion of the surviving OGF ringed mountain summits, so that the adjacent NOGF polygons were
generally lower in elevation.
Vegetation indices generally performed worse than Bands, with their use instead of bands
reducing accuracy by 0.3%. Textural features performed extremely well and on average were 2.8%
more accurate than just using the bands. Adding mean vegetation index, band standard deviations and
textural feature data to the band spectra increased overall accuracy by 0.3%, 2.1% and 3.3% respectively
(see Table S2 and Figure 6). Using all features improved accuracy by 5% compared to using just the
mean band spectra.
We ran the RF classification separately on broadleaf, conifer and mixed forest types to provide
insight into how performance and most important features differed for different forest types. However,
the improvement in accuracy over running it on all OGF/NOGF forest types lumped together was
fairly small (0.15%).
Figure 6 shows the producer’s overall accuracies for various season combinations using all features.
Combining images improved accuracy in general, with the combined summer and autumn images 0.5%
and 1.9% more accurate than summer or autumn on its own respectively. The highest overall accuracy
achieved for all OGF polygons was 84.8% using summer and autumn images and all features.
4. Conclusions
The objective of this study was to evaluate the suitability of multitemporal Sentinel-2 data for
identifying OGF tree species and distinguishing OGF from other woodland. The Sentinel-2 spectral
signatures along with associated vegetation indices, textural features and elevation data were analysed
with the Random Forest classifier. The OGF analysed consisted of beech, Norway spruce, mountain
pine or mixtures of species in the Carpathian Mountains of Ukraine. An overall accuracy of about 85%
was achieved in separating OGF from the surrounding forest, with classification accuracies higher for
conifer and broadleaved than mixed forest.
We make a number of recommendations for automated identification of OGF. OGF is more
spatially heterogeneous than other forest types. Adding textural features therefore improved
classification. The addition of band standard deviations, combining summer and autumn images
and adding elevation data also improved overall accuracy. We found limited benefits to using
vegetation indices—which if added to the bands gave only a minimal performance improvement.
We’d recommend calculating textural features instead as it involves the same amount of effort and
since the spatial relationship of the pixels is not strongly correlated to their brightness you are adding
useful independent information to the model.
Our method of comparing OGF to adjacent forest is not without weaknesses. It meant that our
comparison of OGF to NOGF was not comparing ‘like-with-like,’ as the control NOGF polygons were
usually forests lower in height. However, as remaining OGF in Europe is usually confined to the
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mountains this will tend to be true of any real-world attempt to classify OGF. Furthermore, ground
identification will generally include criteria such as deadwood quantity and quality, presence of
non-native tree species and human impact such as livestock grazing that cannot be surveyed remotely.
With these caveats we were able to use free publicly available satellite imagery to correctly classify
OGF on the ground with an overall accuracy of about 85%. This is at the threshold of what is usually
deemed acceptable in machine learning studies [71]. Potential improvements could involve exploring
the use of other classification types—for example, Support vector Machines (SVM) has been found to
be more accurate than Random Forest in tree species classification studies [13,14,17]. Further studies
that cover different OGF types within different biogeographical settings would be useful.
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Abstract: Leaf area index (LAI) is an important biophysical parameter used to monitor, model, and
manage loblolly pine plantations across the southeastern United States. Landsat provides forest
scientists and managers the ability to obtain accurate and timely LAI estimates. The objective of
this study was to investigate the relationship between loblolly pine LAI measured in situ (at both
leaf area minimum and maximum through two growing seasons at two geographically disparate
study areas) and vegetation indices calculated using data from Landsat 7 (ETM+) and Landsat 8
(OLI). Sub-objectives included examination of the impact of georegistration accuracy, comparison of
top-of-atmosphere and surface reflectance, development of a new empirical model for the species
and region, and comparison of the new empirical model with the current operational standard.
Permanent plots for the collection of ground LAI measurements were established at two locations
near Appomattox, Virginia and Tuscaloosa, Alabama in 2013 and 2014, respectively. Each plot is
thirty by thirty meters in size and is located at least thirty meters from a stand boundary. Plot
LAI measurements were collected twice a year using the LI-COR LAI-2200 Plant Canopy Analyzer.
Ground measurements were used as dependent variables in ordinary least squares regressions
with ETM+ and OLI-derived vegetation indices. We conclude that accurately-located ground LAI
estimates at minimum and maximum LAI in loblolly pine stands can be combined and modeled
with Landsat-derived vegetation indices using surface reflectance, particularly simple ratio (SR) and
normalized difference moisture index (NDMI), across sites and sensors. The best resulting model
(LAI = −0.00212 + 0.3329SR) appears not to saturate through an LAI of 5 and is an improvement over
the current operational standard for loblolly pine monitoring, modeling, and management in this
ecologically and economically important region.
Keywords: remote sensing; forestry; phenology; silviculture
1. Introduction
Leaf area index (LAI) is widely used in silvicultural decision support [1,2]. Careful silvicultural
manipulation of LAI can reduce drought stress [3], and can be used to assess site preparation outcomes,
including the proportion of stand LAI post-establishment that is from competing herbaceous and
arborescent species [4]. LAI has been shown to be an important predictor of site nutrient status in pine
stands and can be used to determine the likelihood of forest management response [5]. Fertilization
increases LAI in loblolly pine (Pinus taeda L.) stands which leads to faster growth [6–8]. LAI can be used
by forest managers to identify stands that would likely benefit from fertilization and/or competition
control [9], and, for a given species, a stand’s maximum (life cycle) LAI is strongly correlated with
other measures of site quality such as site index [10].
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Modern forestry thus requires satellite-derived LAI [1,2], but as noted by Gao et al. 2014 [11],
the coarse scale of available satellite derived LAI estimates from the Moderate Resolution Imaging
Spectroradiometer (MODIS) is not adequate for stand-scale analyses since most pine plantations in the
southern U.S. contain very few or no homogeneous MODIS pixels. The promise and potential of LAI
estimation in monospecific pine plantations using Landsat data was noted by Vogel et al. [12]. Thus,
there is both strong potential and extant need for LAI estimates from medium resolution sensors for
use in forest management.
Loblolly pine trees carry two needle cohorts at maximum LAI in late summer and one at minimum
LAI in late winter resulting in an almost doubling of pine LAI between minimum and maximum [13].
Since a majority of loblolly pine plantations also have hardwood competition that contributes to LAI
in seasons other than winter, empirical modeling has often focused on minimum LAI in the winter
when only the pine trees have “leaves” [14]. Previous research conducted by Flores et al. [15] related
top-of-atmosphere (TOA) reflectance-based simple ratio vegetation index from Landsat 7’s Enhanced
Thematic Mapper Plus (ETM+) sensor to loblolly pine LAI in the winter. They indicated that others
have also successfully used remote sensing to characterize the LAI of forest stands [15].
Differences between Landsat-derived estimates of LAI in spring and winter have been shown
to be useful in the estimation of the relative abundance of deciduous competition in loblolly pine
stands [9]. However, models for the estimation of loblolly pine LAI with satellite-based vegetation
indices (VIs) have not been as successful at maximum LAI, with the exception of intensively managed
slash pine with an ericaceous understory [16–18]. Chen and Cihlar [19] found late spring images to be
better than summer images for the estimation of LAI in boreal conifer stands because of the reduced
influence of the understory, a result echoed by Tian et al. [20] using the annual leaf area minimum
(better model) versus maximum (worse model). For boreal forests, Chen and Cihlar [19] concluded
that there is a linear relationship between SR and LAI, while Curran et al. [18] demonstrated that
remote sensing could be used to study seasonal dynamics of LAI in southern slash pine plantations.
Vegetation index saturation has been a problem in forest stands with high levels of LAI [21–23],
which is especially problematic in the summer across the southern portions of loblolly pine’s range
in the U.S. Turner et al. [22] evaluated the relationship between in situ LAI estimates and Landsat
Thematic Mapper (TM)-derived VIs for several cover types at three different study sites in the summer.
Surface reflectance based normalized difference vegetation index (NDVI) resulted in the best model fit,
but VI saturation was still noted in the coniferous stands [22]. Sumnall et al. [24] suggest that using
LiDAR can reduce or remove the saturation issues in areas of high biomass.
Empirical models for the estimation of LAI in forest stands have often been based on a single point
in time measurement of ground LAI and a single Landsat image, but more recent studies have looked at
variation in LAI over time [17,23,25–27]. Peduzzi et al. [16] collected ground LAI estimates of both the
overstory and understory vegetation in loblolly and slash pine stands (at both maximum and minimum
LAI) to investigate the impact of evergreen competition on LAI estimation with Landsat. They found
that overstory LAI during growing season maximum was better predicted using VIs from the growing
season minimum (winter) than it was using those from the growing season maximum (summer).
The objective of this study was to investigate the relationship between loblolly pine LAI measured
in situ (at both leaf area minimum and maximum through two growing seasons at two geographically
disparate study areas) and VIs calculated using data from Landsat 7 (ETM+) and Landsat 8 Operational
Land Imager (OLI). Sub-objectives included examination of the impact of georegistration accuracy,
comparison of TOA and surface reflectance (since the current operational model [15] uses TOA only),
development of a new empirical model for the species and region, and comparison of the new empirical
model with the current operational standard.
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2. Materials and Methods
2.1. Study Sites and Field Data
Twenty-two permanent ground plots (Figure 1) were established in loblolly pine plantations at
each of the two study sites (Figure 1C) for the estimation of ground LAI. One site was established at
the Appomattox-Buckingham State Forest near Appomattox, Virginia, USA in March of 2013 which is
within Landsat Worldwide Reference System 2 (WRS-2) path 16 row 34 (16/34). A second site was
established on forest industry land near Tuscaloosa, AL in February of 2014 which is located in WRS-2
path 21 row 37 (21/37). The Virginia site is located in the Piedmont and the Alabama site is located in
the Coastal Plain physiographic province. Pine stands were selected to cover the variability in LAI
across the sites and to minimize the within stand variability of LAI. Each plot is 30 by 30 m in size
(but not installed to align perfectly with a single pixel footprint) and all plot centers were established
at least 30 m from stand boundaries. Very little to no evergreen understory existed within any of the
ground LAI plots. A Trimble GeoXT was used to collect GPS locations for each plot center with the
Trimble TerraSync software version 5.02. All GPS points were differentially corrected in Trimble’s GPS
Pathfinder Office software version 5.20 to a horizontal accuracy of less than one meter.
Optical ground measurements of LAI were collected using two cross-calibrated LI-COR LAI-2200
or 2200C Plant Canopy Analyzers (and one data logger) with 90 degree view caps [28], cross-checked
with litter traps and hemispheric photography in a prior study in this ecosystem [29]. The sensor was
held at approximately 3.5 feet off the ground. One LAI-2200 sensor was set up in a large open area in
close proximity to the ground plots to continuously collect above canopy readings at a 15 s interval
during plot measurements. Both diagonals of each ground plot were sampled with at least 27 below
canopy readings per plot. LAI sampling was predominantly conducted during relatively clear sky
days or when the sky was uniformly overcast as recommended by LI-COR, Inc. (Lincoln, NE 68504,
USA) [30]. LAI estimates for each below canopy reading were obtained using LI-COR’s FV2200
software version 2.0 or 2.1 with a horizontal model and the exclusion of ring 5, which is most highly
obstructed by trunks and branches [16]. These LAI estimates might be better thought of as plant area
index since anything including stems and branches that blocks the sensors view of incoming radiation
impacts the estimates. Since the FV2200 software includes a correction for clumping (employed in this
study), these estimates are closer to true LAI than effective LAI [30]. All LAI estimates for a given plot
and measurement period were averaged and used as the dependent variables in subsequent analyses.
 
Figure 1. Cont.
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Figure 1. Ground LAI plot locations shown as yellow triangles over Landsat 8 OLI imagery displayed
with the color-infrared band combination NIR, Red, Green as RGB. The Virginia site is on the top left
(A) over a 16/34 OLI image from 14 March 2014 and the Alabama site is on the top right (B) over
a 21/37 OLI image from 13 February 2014. (C) shows the study site locations within Virginia and
Alabama, U.S. and Landsat path/rows used.
Plots were measured two times a year since installation in close proximity to maximum and
minimum LAI (Table 1) resulting in six separate field data collections. Since LAI variations occur
more rapidly in the growing season than in the winter, and there is often reduced image availability
in the summer due to cloud cover, we attempted to match ground data collection as closely as
logistically possible to image acquisition dates. LAI estimates for each ground plot at a given site
from maximum and minimum LAI within a given year were plotted against one another to identify
erroneous ground data points. For the VA site, interannual plots of minimum and maximum LAI were
also created. Any plot from a given measurement period that was clearly outside realistic bounds
(i.e., less than zero or greater than ten) was removed from the data set. For the thirteen plots with
repeat measurements across three seasons, inter-season residual correlation never exceeded 0.31, well
within the 95% threshold of 0.53. As such, error independence was assumed.
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Table 1. Ground LAI measurement details by study location (Virginia: 16/34, Alabama: 21/37) and
LAI status (maximum or minimum). The maximum number of plots that were used in subsequent
analyses is included in parentheses in column 4. Some plots were not used due to ground data errors
and atmospheric conditions (clouds and shadows). Updated values are provided in parentheses in
column 3 when the LAI range changed due to plot removal.
Location of
LAI & Status
Ground
Measurement Dates
Ground LAI Range
(Min–Max)
Plots Measured
(Max Used) OLI Image Date ETM+ Image Date
VA Min 1 April 2013 & 3 April2013 1.14–3.07 22 (20) 28 March 2013 19 March 2013
VA Max 13 September 2013 &14 September 2013 2.04–5.39 (5.33) 10 (8) 5 October 2013 11 September 2013
AL Min
21 February 2014,
24 February 2014 &
27 February 2014
0.68–4.42 (3.93) 22 (21) 13 February 2014 21 February 2014
VA Min 26 March 2014 1.13–4.39 (3.43) 19 (18) 14 March 2014 23 April 2014
AL Max 14 September 2014 &25 September 2014 0.63–7.34 (5.14) 9 (7) 25 September 2014 1 September 2014
VA Max 20 September 2014 2.04–5.94 (5.60) 20 (19) 22 September 2014 29 August 2014
2.2. Landsat Data and LAI Regression Models
2.2.1. Landsat Sensors
The two different sensors used, Landsat 7 ETM+ and Landsat 8 OLI, have different band orders,
as illustrated in Table 2. The imagery from Landsat 7 ETM+ is subject to the Scan Line Corrector (SLC)
failure and one plot from the Virginia study site location fell within the resulting data gap, resulting in
21 available plots for ETM+ scenes.
Table 2. Landsat sensors and specific bands used in VIs. All bands listed have a resolution of 30 m.
This highlights the differences in wavelength of the bands between Landsat 7 and Landsat 8 [31].
Band Name Landsat 7 ETM+Band Number
Landsat 7 ETM+
Wavelength
(Micrometers)
Landsat 8 OLI
Band Number
Landsat 8 OLI
Wavelength
(Micrometers)
Blue 1 0.441–0.514 2 0.452–0.512
Red 3 0.631–0.692 4 0.636–0.673
Near Infrared (NIR) 4 0.772–0.898 5 0.851–0.879
Shortwave Infrared (SWIR) 1 5 1.547–1.749 6 1.566–1.651
From Landsat 7 ETM+ to Landsat 8 OLI, the wavelengths of the bands have changed. The OLI
sensor’s bands are much narrower than the ETM+ bands as shown in Table 2. This improvement allows
the OLI sensor to potentially experience less saturation within the bands and to avoid atmospheric
absorption features to which ETM+ bands were subjected [32].
2.2.2. Vegetation Indices and Reflectance
Landsat ETM+ and OLI imagery from 16/34 and 21/37 with the least cloud cover (of the available
dates near ground measurement dates) over the LAI plots and closest in time and phenological stage
to the ground LAI measurement dates (Table 1) were ordered from the USGS ESPA ordering interface
(https://espa.cr.usgs.gov/). The ETM+ Level-1 scenes were corrected to surface reflectance using
the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) and all OLI scenes were
corrected to surface reflectance using the Landsat 8 Surface Reflectance Code (LaSRC) algorithm [31].
Both top-of-atmosphere (TOA) and bottom-of-atmosphere (surface) reflectance data were obtained.
VIs available through the ESPA Ordering Interface, including normalized difference vegetation index
(NDVI), enhanced vegetation index (EVI), soil adjusted vegetation index (SAVI), modified soil adjusted
vegetation index (MSAVI), and normalized difference moisture index (NDMI), were obtained or
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calculated for surface reflectance for each image date [31] (see equations below). The simple ratio (SR)
vegetation index was also calculated using ESRI’s ArcGIS 10.2 for Desktop’s raster calculator for both
TOA and surface reflectance for each image date. One OLI image was collected on 28 March 2013 over
the VA study area for 16/34 before Landsat 8 reached final WRS-2 orbit and was not available through
the ESPA site. This image was processed to TOA reflectance and used in subsequent analyses. Each
index below explains which bands of each sensor are used in the equation.
Normalized Difference Vegetation Index [33]:
NDVI =
ρNIR − ρRed
ρNIR + ρRed
(1)
where ρNIR is the reflectance in the near infrared band (band 4 with ETM+ and band 5 with OLI) and
ρRed is the red band reflectance (band 3 with ETM+ and band 4 with OLI).
Enhanced Vegetation Index [34]:
EVI =
ρNIR − ρRed
(ρNIR + C1 ∗ ρRed − C2 ∗ ρBlue + L)
(2)
where ρBlue is the reflectance in the blue band (band 1 with ETM+ and band 2 with OLI), L is an
adjustment for canopy background and set to 1 for both sensors, and C1 and C2 are coefficients for
atmospheric resistance. C1 = 6 and C2 = 7.5 for both ETM+ and OLI.
Soil Adjusted Vegetation Index [35]:
SAVI =
(ρNIR − ρRed)(1 + L)
ρNIR + ρRed + L
(3)
where L is a soil brightness correction factor that is set to 0.5 for both ETM+ and OLI.
Modified Soil Adjusted Vegetation Index [36]:
MSAVI =
2 (ρNIR + 1) −
√
(2 ρNIR + 1)
2 − 8(ρNIR − ρRed)
2
(4)
Normalized Difference Moisture Index [37]:
NDMI =
ρNIR − ρSWIR1
ρNIR + ρSWIR1
(5)
where ρSWIR1 is the reflectance in the shortwave infrared band (band 5 with ETM+ and band 6
with OLI.
Simple Ratio:
SR =
ρNIR
ρRed
(6)
2.2.3. LAI Regression Models
Simple linear regression models were calculated using the ground LAI estimates from a given
site, year, and time period (minimum or maximum LAI) as the dependent variable and SR calculated
with either TOA reflectance or surface reflectance as the independent variable. (Only SR was used for
the comparison of TOA and surface reflectance, since SR is the only VI used in the current operational
standard [15]). For the TOA and surface reflectance comparison, separate models were created for a
single measurement period/site. Combinations of the ground measurements, including all maximum
LAI, all minimum LAI, and both maximum and minimum LAI combined (the combined model), were
compared across all VIs and for TOA- and surface reflectance-based SR models. Plots that either fell
inside ETM+ data gaps or that were impacted by clouds or cloud shadows in a given image were
excluded from the data set, as indicated in Table 1. Bootstrap statistics for the best overall model were
122
Forests 2019, 10, 222
computed with 100,000 replicates using the boot package (version 1.3–20) in R (version 3.5.1 “Feather
Spray”). Bootstrap confidence intervals were calculated using boot.ci with 100,000 replicates and the
adjusted bootstrap percentile method (type = “bca”).
2.2.4. Georegistration Accuracy
To determine if the georegistration accuracy of OLI images had any impact on the LAI regression
results, each set of ground plots at the two study sites were shifted to the location of one of their
8 neighbors. For each of the 8 sets of locations, the SR vegetation index based on TOA reflectance
were extracted and used in regression models. For example, all of the plots at the VA study site
were shifted up one pixel, the SR pixel values at these new locations were then extracted for each
plot and used as the independent variable in a regression model with the ground plot LAI estimates.
This was repeated for each of the remaining 7 pixel locations in a 3 by 3 window around the plot center
pixel. The regression results from the 8 neighboring pixels were then compared with those of the plot
center pixel. These calculations were made using one OLI image date (Table 1) for each set of ground
LAI data.
2.2.5. Comparison to Current Operational Standard
To assess whether our updated model has potential to replace the one in common operational use,
we mapped LAI with our updated combined SR model and with the model presented by Flores et al.,
commonly used for pine silviculture decision support in the U.S. South (Equation (7)) [15].
LAI = 0.56 SR− 0.83 (7)
Two scenes were acquired covering the Appomattox Buckingham State Forest in Virginia, one
for maximum and one for minimum LAI. The scenes were from the analysis ready data Landsat
8 data products and the bottom-of-atmosphere (surface) reflectance was retained for subsequent
analysis. SR was derived for each image and each image was clipped to the shape of the Appomattox
Buckingham State Forest. The two empirical models were then calculated for each pixel within the
state forest.
3. Results
3.1. Georegistration Impacts
The 16/34 image acquired on 14 March 2014 (Figure 2c) and 21/37 image acquired on 13 February
2014 (Figure 2e) resulted in the best LAI regression model with the plot center pixel (Figure 2).
There was not a consistent trend in terms of which adjacent pixel resulted in the most accurate LAI
model with the four other images (Figure 2a,b,d,f). In every instance, at least one of the adjacent pixels
to the plot centers resulted in models that explained significantly less of the variability within the
ground measurements (Figure 2). Accurate plot and pixel locations are clearly a critical component of
model development with any combination of ground and remotely-sensed measurements.
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Figure 2. Regression results for Landsat OLI TOA reflectance based simple ratio vegetation index (SR)
for each of the nine pixels surrounding or containing the LAI plot center and ground LAI estimates
(bold R2s denote the regression with the best fit for the given ground data collection and image).
Each cell contains the R2 and (RMSE) for the given pixel (row, column) surrounding the plot center in
pixel (2, 2).
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3.2. TOA versus Surface Reflectance
Regression results for the SR models comparing surface to TOA reflectance are shown in Table 3.
Surface reflectance resulted in models that were more accurate for the individual measurement periods
with the Alabama study area (21/37) while TOA reflectance outperformed surface reflectance at the
Virginia study area. While TOA reflectance showed better results than surface reflectance three out of
five times with the ground data from individual measurement periods, surface reflectance showed
better results for each of the combined ground data sets, minimum LAI, maximum LAI and combined
LAI (Table 4). If the VA minimum LAI 2013 plots are excluded from the TOA analysis, the R2 s and
RMSEs change to 72.4 (0.480) for TOA minimum LAI and 73.5 (0.682) for TOA combined LAI, which
are still not as good as the surface reflectance results (Table 4).
Table 3. Regression results between ground measured LAI and Landsat OLI TOA- and surface
reflectance-based SR (bold R2s denote the regression with the best fit for the given ground data
collection). * These plot numbers are just for TOA reflectance since the surface reflectance plot numbers
were reduced to 39 and 73 for minimum and combined, respectively, due to the surface reflectance
image of one 16/34 image date being unavailable.
Path/Row
Time Period Closest OLI Date
OLI
R-sq
(RMSE)
TOA
OLI
R-sq
(RMSE)
Surface
Min/Max
R-sq
(RMSE)
TOA
Combined
R-sq
(RMSE)
TOA
Min/Max
R-sq
(RMSE)
Surface
Combined
R-sq
(RMSE)
Surface
Max Number of
Plots Used
Separate/Min or
Max/Combined
16/34
2013 Min 28 March 2013
84.2
(0.259) N/A 67.8
(0.468)
73.2
(0.641)
73.3
(0.472)
78.7
(0.613)
19/58 */92 *
21/37
2014 Min 13 February 2014
69.0
(0.601)
76.1
(0.528) 21/58 */92 *
16/34
2014 Min 14 March 2014
85.2
(0.281)
84.7
(0.285) 18/58 */92 *
16/34
2013 Max 5 October 2013
92.9
(0.357)
92.1
(0.376) 58.6
(0.840)
68.7
(0.730)
8/34/92 *
16/34
2014 Max 22 September 2014
69.3
(0.555)
66.0
(0.584) 19/34/92 *
21/37
2014 Max 25 September 2014
86.4
(0.806)
90.8
(0.663) 7/34/92 *
Table 4. Bootstrap statistics (100,000 replicates) for best overall regression model. CI = 95% confidence interval.
Original Bias Standard Error Lower CI Upper CI
Intercept −0.002119728 0.0004935929 0.13349108 −0.2755 0.2498
Slope 0.332915393 −0.0001120626 0.01585535 0.3021 0.3646
3.3. Vegetation Indices Comparison
NDMI resulted in the most accurate LAI model for six of the nine combinations of LAI time
period and sensor considered with the SR vegetation index being most accurate three out of nine times
(Table 4). NDVI, EVI, SAVI and MSAVI never resulted in the most accurate LAI model out of the six
VIs considered. Unlike EVI, SAVI and MSAVI, NDVI produced the second most accurate model seven
out of nine times. NDMI resulted in the best model for all time periods with the ETM+ sensor and
for all of the maximum LAI models regardless of sensor (Table 4). Landsat OLI produced the most
accurate LAI model for a given time period two out of three times with the SR vegetation index. SR
also resulted in the best all time periods model two out of three times. For five of the nine time-period
and sensor combinations, NDVI yielded a more accurate model than SR. NDMI, NDVI and SR always
produced more accurate LAI models than EVI, SAVI and MSAVI for a given ground data set (time
period) across sensors when calculated with surface reflectance. Using the closest in time image to
the ground data collection regardless of sensor (the “Both” sensor option in Table 4) resulted in more
accurate LAI models than using data from either of the sensors separately.
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3.4. LAI Model
Equation (8) is the best regression model for ground data from all time periods and VIs from both
sensors (see also Figure 3; Tables 4 and 5).
LAI = 0.332915 SR− 0.00212 (8)
 
Figure 3. One to one graph of predicted LAI vs observed LAI.
Table 5. Regression results between ground measured LAI and Landsat surface reflectance-based
VIs (bold R2s denote the regression with the best fit for the given time period and Landsat sensor).
* These results do not include an OLI image for the VA study site at minimum LAI in 2013.
Time
Period
Landsat
Sensor
NDMI
R2 (RMSE)
NDVI
R2 (RMSE)
SR
R2 (RMSE)
EVI
R2 (RMSE)
MSAVI
R2 (RMSE)
SAVI
R2 (RMSE)
Number
of Plots
Minimum
*
OLI
66.6 70.8 73.3 62.6 59.8 62.8
39(0.528) (0.494) (0.472) (0.558) (0.579) (0.557)
Maximum OLI
80.7 69.5 68.7 48.3 47.0 49.0
34(0.573) (0.721) (0.730) (0.939) (0.951) (0.933)
All OLI
65.9 69.2 78.7 58.2 56.6 58.5
73(0.774) (0.736) (0.613) (0.858) (0.874) (0.854)
Minimum ETM+
72.4 65.3 63.6 55.6 56.3 59.4
56(0.432) (0.485) (0.496) (0.548) (0.544) (0.524)
Maximum ETM+
81.1 60.0 49.3 65.7 65.5 66.7
26(0.582) (0.847) (0.954) (0.784) (0.786) (0.772)
All ETM+
74.2 65.6 67.1 64.2 65.0 65.0
82(0.605) (0.698) (0.684) (0.713) (0.705) (0.704)
Minimum Both
74.5 69.8 69.4 63.8 58.4 60.7
57(0.415) (0.452) (0.455) (0.494) (0.530) (0.515)
Maximum Both
82.8 77.8 77.2 32.0 38.8 41.3
32(0.554) (0.630) (0.639) (1.103) (1.046) (1.025)
All Both
73.3 68.9 79.2 57.2 57.9 59.0
89(0.635) (0.686) (0.561) (0.805) (0.799) (0.788)
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The regression differences between using only maximum versus only minimum and of OLI (L8)
versus ETM+ (L7) are shown as Figure 4.
 
Figure 4. Regression models with closest in time imagery regardless of sensor and all ground data from
both minimum and maximum LAI. The blue circles are the minimum LAI and the red triangles are the
maximum LAI data points. The different sensor data points are differentiated by purple diamonds
(ETM+) and orange squares (OLI).
3.5. Comparison to Current Operational Standard
The sample data used to derive the Flores et al. model do not have as wide a range as the sample
data used to derive our combined model using SR as shown in Figure 5 [15].
 
Figure 5. Final models and effective ranges for the two compared models.
Flores et al. [15] found when using winter scenes, when phenological differences are minimized,
LAI of loblolly pine plantations could be accurately estimated using Landsat-derived SR [15]. Using
summer scenes exclusively has not resulted in robust LAI models. However, when both maximum
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and minimum LAI data are combined the results are better than using the data from winter alone, as
shown in Table 4. By using winter data exclusively in model development, LAI may be overestimated
when estimating maximum LAI as shown in Figures 6 and 7. It should also be noted that the model
from Flores et al. [12] was developed using TOA rather than surface reflectance and measured many
fewer plots in situ. The Flores et al. [15] model has a large number of values that are considered to be
overly high (above seven) for the species at this site (Figure 7). In our combined model, there are very
few LAI values above seven, another indication of its potential utility for operational use.
 
Figure 6. Minimum LAI shown for both the Flores et al. [15] model (left) and our combined model
using SR (right).
 
Figure 7. Maximum LAI shown for both the Flores et al. model (left) and our combined model using
SR (right).
4. Discussion
4.1. Georegistration Impacts
Landsat misregistration is a source of error for studies assessing change through time [38] or
relating plot-level to satellite-derived measurements [39]. McRoberts et al. [39] note that “for common
magnitudes of rectification and GPS errors, as many as half the ground plots may be assigned to
incorrect pixels.” With these and related studies in mind, the size of the LAI ground plots in this study
was selected to match the size of a Landsat pixel with the goal of improving the relationship between
the ground and satellite data. However, the ground plots were not installed to align perfectly with a
single pixel footprint. This is why stands that were as homogeneous as possible with respect to LAI
were used and plot locations were selected in areas with similar LAI estimates in the surrounding
3 × 3 pixel area as illustrated in Figure 2. Plots were also located at least 30 m from a stand boundary to
avoid having the plot center fall inside a mixed pixel. Additionally, the LAI-2200 measured beyond the
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plot boundaries when readings were collected in close proximity to the plot boundaries, as they were
at the start and end of each transect. A relatively large number of LAI-2200 readings were collected per
plot transect to improve the estimated ground LAI values for a given plot and to minimize the impact
of any single erroneous readings. The geometric accuracy requirement for OLI is 12 m (less than half
the width of the ground resolution cell size), met or exceeded in operations [40]. Furthermore, the
Thematic Mapper, ETM+, and OLI all exceed the 12 m geometric accuracy requirement at least 92%
of the time [41]. This realized geometric accuracy requirement, coupled with careful plot placement
and submeter GPS accuracy, was sufficient to relate ground- to satellite-derived measurements on a
pixel-specific basis (Figure 2).
4.2. TOA versus Surface Reflectance
Both TOA and surface reflectance performed well across models. However, with the combined
data sets, surface reflectance (R2 = 78.7%) outperformed TOA reflectance (R2 = 73.2%), as shown
in Table 3. Surface reflectance also performed better than TOA reflectance across three sensors
(IKONOS, SPOT, and ETM+) in the Soudani et al. [42] study. A recent study [43] comparing Landsat
TOA and surface reflectances to estimate the fraction of absorbed photosynthetically active radiation
(FPAR; physiologically related to LAI) found that surface reflectance also slightly outperformed TOA
reflectance (surface reflectance error, 0.03; TOA reflectance error, 0.06). Our results, in conjunction
with the prior literature, strongly suggest that Landsat surface reflectance data be used for empirical
LAI estimation.
4.3. Vegetation Indices Comparison
The relationships between VIs and LAI remained linear (and thus did not saturate) at any
field-measured LAI value in this study, unlike many that preceded it. Some field LAI estimates
exceeded 5 (Table 1). Chen et al. [44] did not find a saturation point at high LAI in boreal conifer stands
and also found the relationship between optical ground LAI estimates and the Landsat SR to be linear
in the summer. Data measured across multiple Landsat path/rows were also combined were found
necessary to develop reliable models [44]. Similarly, Potithep et al. [27] found a two-period relationship
better than a single period between in situ LAI estimates and in situ VIs derived from a hemispherical
spectroradiometer in a deciduous forest. Although our combined data did not result in a better fit than
the single image models, they did have strong relationships (Table 3) and the combined model across
sites and times has greater utility for forest managers.
Cohen et al. [45] also advocated for the use of VIs from multiple dates of imagery in regression
analyses for the estimation of LAI. Exploration of more than one spectral variable or VI in the LAI
regression models may be warranted in future work based on the findings of [45] and Fassnacht et al. [46].
Evaluation of LAI estimates for a given site at two points in time close to minimum and maximum LAI
was also explored by [25] in mixed natural forests in the southeastern U.S.
Dube and Mutanga [47] showed that texture parameters could enhance aboveground biomass
estimation in deciduous forests. Since Madugundu et al. [48] previously noted a strong relationship
between aboveground biomass and LAI in both pine and eucalyptus plantations, it follows that texture
might also improve LAI models. However, Gray and Song [49] mapped minimum and maximum
LAI by combining the spectral, spatial and temporal information of Landsat, IKONOS and MODIS,
respectively, but did not find a significant relationship between texture variables and effective LAI
in evergreen stands. Since (1) texture variables are neighborhood-derived variables and are thus
less useful for sub-stand, pixel-specific estimates; and (2) they have not yet been directly shown to
be useful for LAI estimation in pines, we did not employ them in this study. However, it seems
prudent that future studies focused on stand-scale LAI estimation consider texture parameters as
predictor variables.
Chen et al. [50] found that when using multiple sensors, the ones that had a larger discrepancy
between plot size and sensor resolution did not perform as well as the sensors that were closer to the
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plot size. Middinti et al. [51] found that when combining MODIS and OLI data there were a significant
number of high LAI values when compared to a solely OLI-derived map. This supports the notion
that the larger the sensor resolution difference when combining multiple sensor types, the less apt the
combination is at estimating LAI. Korhonen et al. [52] compared Sentinel 2 to Landsat 8 and found that
when using conventional indices, the sensors performed similarly (for scale-appropriate analyses).
Similar to our results, SAVI and EVI (both of which contain the blue band, which is often more
difficult to convert to surface reflectance) did not perform well in comparison to NDVI and SR for the
estimation of LAI in Scots pine stands [42]. Lee et al. [53] compared hyperspectral and multispectral
data for LAI estimation and found bands in the red-edge and shortwave-infrared regions to be more
important than near-infrared bands. Similarly, Eklundh et al. [54] found both SWIR1 and SWIR2 more
correlated with boreal pine LAI than any other ETM+ spectral channel. This might partially explain
why NDMI, which uses a shortwave infrared band, outperformed both NDVI and simple ratio a
majority of the time in this study (Table 5). This echoes the results of Eklundh [55] who found the
moisture stress index (SWIR1 − NIR) the best index, out of many tested, for coniferous stands. Further,
Kodar et al. [56] found NDVI to be the worst performing of all tested VIs for boreal LAI estimation.
Tillack et al. [26] looked at seasonal relationships between ground LAI estimates and high-resolution
VIs from RapidEye. The strength of the relationships and the VI that produced the strongest relationships
varied with the seasons, but NDVI worked best when all seasons were combined. In this study, simple
ratio and NDMI worked best when minimum and maximum LAI were combined. Like [26], our field
data only measured the LAI stand component above the sensor which was held at approximately 3.5 feet
off the ground and above any low understory vegetation. The exclusion of portions of the understory LAI
in our maximum LAI ground estimates likely causes some of the unexplained variation in our models,
especially in areas with incomplete canopy closure.
4.4. LAI Model
This study’s combinedmodel useddata fromboth Landsat 7 ETM+andLandsat 8OLI. Flores et al. [15]
used Landsat 7 ETM+ exclusively. Masemola et al. [57] found, when comparing Landsat 7 ETM+ to Landsat
8 OLI data, that Landsat 8 OLI estimated grass LAI with better accuracy than Landsat 7 ETM+. Through
the use of a combined radiative transfer model (one-dimensional leaf reflectance, PROSPECT and a
canopy reflectance model, SAIL) called PROSAILH, they found Landsat 8 OLI data showed significant
improvement over Landsat 7 ETM+ data and concluded that OLI data could be used to accurately estimate
LAI when compared to ETM+. When estimating LAI, Schott et al. [58] found that regression model fits
improved with the increase in signal-to-noise ratio from ETM+ imagery to OLI imagery and that the
increases in signal-to-noise ratio were significant.
Time between the ground data collection and image acquisition is clearly an important factor in
the estimation of LAI. Although the OLI sensor has a number of improvements [59] over the ETM+
sensor, timing mattered more than the sensor in this study. Similarly, Zhang et al. [60] found that
an estimated Landsat VI based on MODIS fusion that matched the date of the summer ground LAI
estimates from a study site in Canada resulted in better LAI models than the three available cloud
free Landsat images that were collected 17 or more days before or after the ground data. Since LAI
variations occur more rapidly in the growing season than in the winter, and there is often reduced
image availability in the summer due to cloud cover, these findings are not surprising. For this reason,
we attempted to match ground data collection as closely as logistically possible to image acquisition
dates. Since both ETM+ and OLI data can be used effectively for LAI estimation, a given site has the
potential of a good Landsat image every 8 days instead of 16 days. Based on this, future studies should
focus on acquiring ground LAI estimates on or within a few days of image acquisition.
4.5. Comparison to Current Operational Standard
The model from Flores et al. [15] (Equation (7)) used as the current operational standard was
derived using TOA reflectance data in concert with in situ data from a fertilization study at a unique
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site (SETRES-2) on the North Carolina coastal plain. By using both fertilized and control plots across
differing soil conditions they compiled 12 observations, which resulted in no observed LAI in the
winter between 1.75 and 2.5 [15]. Our study used two different regions in the southeastern United
States (industry land in Alabama and managed state forest in Virginia) across two years and included
two winter and two summer seasons. By expanding to two regions, multiple years, and multiple
sensors, we were able to include 89 observations to derive our model, which used surface rather than
TOA reflectance. More than a third of our winter LAI data fell between 1.75 and 2.5. The fact that
this study had more samples over a wider range of LAI than that of Flores et al. [15] likely improved
the robustness of the resulting model. Qualitatively, as seen in Figures 6 and 7, the resulting mapped
estimates are more realistic with the new model than with the current operational standard.
5. Conclusions
This study has shown that ground LAI estimates at minimum and maximum LAI in loblolly
pine stands can be combined and modeled with Landsat VIs across sites and sensors. SR and NDMI
both produce strong relationships with LAI data combined across seasons. Collecting ground data in
close proximity to image acquisition has a greater influence on LAI-VI modeling than Landsat sensor
does. Data from both current Landsat sensors, ETM+ and OLI, can be combined and used in the same
model. Accurate plot and pixel locations are important for minimizing unexplained variability within
LAI-VI models. The resulting combined model using SR is recommended for operational use in the
southeastern USA.
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Abstract: Forest growing stock volume (GSV) extraction using synthetic aperture radar (SAR) images
has been widely used in climate change research. However, the relationships between forest GSV and
polarimetric SAR (PolSAR) data in the mountain region of central China remain unknown. Moreover,
it is challenging to estimate GSV due to the complex topography of the region. In this paper, we
estimated the forest GSV from advanced land observing satellite-2 (ALOS-2) phased array-type
L-band synthetic aperture radar (PALSAR-2) full polarimetric SAR data based on ground truth
data collected in Youxian County, Central China in 2016. An integrated three-stage (polarization
orientation angle, POA; effective scattering area, ESA; and angular variation effect, AVE) correction
method was used to reduce the negative impact of topography on the backscatter coefficient. In the
AVE correction stage, a strategy for fine terrain correction was attempted to obtain the optimum
correction parameters for different polarization channels. The elements on the diagonal of covariance
matrix were used to develop forest GSV prediction models through five single-variable models
and a multi-variable model. The results showed that the integrated three-stage terrain correction
reduced the negative influence of topography and improved the sensitivity between the forest GSV
and backscatter coefficients. In the three stages, the POA compensation was limited in its ability to
reduce the impact of complex terrain, the ESA correction was more effective in low-local incidence
angles area than high-local incidence angles, and the effect of the AVE correction was opposite to
the ESA correction. The data acquired on 14 July 2016 was most suitable for GSV estimation in this
study area due to its correlation with GSV, which was the strongest at HH, HV, and VV polarizations.
The correlation coefficient values were 0.489, 0.643, and 0.473, respectively, which were improved
by 0.363, 0.373, and 0.366 in comparison to before terrain correction. In the five single-variable
models, the fitting performance of the Water-Cloud analysis model was the best, and the correlation
coefficient R2 value was 0.612. The constructed multi-variable model produced a better inversion
result, with a root mean square error (RMSE) of 70.965 m3/ha, which was improved by 22.08% in
comparison to the single-variable models. Finally, the space distribution map of forest GSV was
established using the multi-variable model. The range of estimated forest GSV was 0 to 450 m3/ha,
and the mean value was 135.759 m3/ha. The study expands the application potential of PolSAR
data in complex topographic areas; thus, it is helpful and valuable for the estimation of large-scale
forest parameters.
Keywords: forest growing stock volume (GSV); full polarimetric SAR; subtropical forest; topographic
effects; environment effects
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1. Introduction
Forest carbon stocks are essential to our understanding of global climate change, and can be
represented through extracting forest parameters [1]. The forest growing stock volume (GSV) is a key
forest variable in the context of forest management and monitoring. Also, the forest GSV is referred
to as the total volume (m3/ha) of the boles or stems of all living trees, and can be converted into
above-ground biomass (AGB) by its density factor [2]. Therefore, the accurate quantification of forest
biomass or GSV is essential for understanding the spatial distribution of carbon in vegetation areas,
which can also provide effective predictions for the change trend of carbon stock [3]. In particular,
large-scale forest GSV retrieval has become a research hotspot in recent years.
At present, many methods have been reported for estimating forest GSV. Traditional forest
inventory approaches rely upon ground surveys by manually collecting the forest parameters of a
single tree at sample plots [4]. However, the large amount of time required, labor intensity, and cost
limit its application on a larger scale [5]. Remote sensing technology provides a possible solution
to overcome such limitations, in particular the spaceborne remote sensing technique, which plays
an important role in forest monitoring and management [6]. Optical remote sensing datasets (e.g.,
Landsat Thematic Mapper (TM) and Moderate Resolution Imaging Spectroradiometer, MODIS) can
be used to estimate forest GSV [7], mainly by analyzing the relationship between forest parameters
and vegetation indices (e.g., enhanced vegetation index (EVI), normalized difference vegetation
index (NDVI) and perpendicular vegetation index (PVI)) [8–11]. However, the retrieved GSV values
using optical remote sensing data are usually troubled with saturation effects, especially in the
high carbon stock forests [12]. Another problem is the impact of cloud cover on image collection,
constraining its application to moist regions (e.g., the tropical region) [13]. Light detection and
ranging (LiDAR) data provides high accurate forest parameters for GSV estimation [14–16]. However,
due to space discontinuous problems and complex data processing, LiDAR-derived GSV estimates
usually can only be obtained over limited areas [17]. HHHSynthetic aperture radar (SAR) enables
imaging in all-weather conditions and with continuous temporal coverage [18]. Now, it has been
successfully applied in various fields [19–22]. Especially, the long-wavelength SAR has a wide potential
in forestry applications [23–25]. Currently, the SAR techniques that have been utilized for the retrieval
of forest parameters mainly are polarimetric SAR (PolSAR) [23,26], interferometric SAR (InSAR) [27,28],
polarimetric interferometric SAR (PolInSAR) [29], polarization coherence tomography (PCT) [30–32],
and tomography SAR (TomoSAR) [33–35]. In this paper, the full polarimetric SAR technique will be
further used for retrieving forest GSV in subtropical mountain areas.
Radar polarimetry is the technique of acquiring, processing, and analyzing the polarization state
of an electromagnetic field [36]. Forest characteristic information about the geometrical structure and
geophysical properties can be obtained by analyzing polarimetric SAR signatures [37]. In an earlier
study, the relationship between polarimetric signatures and forest GSV or AGB was studied by using
high-frequency SAR data (e.g., X and C-band). Due to the low penetration, the short wavelengths
interacted primarily with the forest canopy, and were suitable for low-carbon stock areas [38]. Lower
frequency SAR data have stronger penetrating capability and can interact with various components of
vegetation, and have been discovered to be more preferable than higher frequencies in high-carbon
stock forests [39,40]. The phased array-type L-band synthetic aperture radar (PALSAR-2) can capture
images in quad polarization modes, which provides an opportunity to study forest parameters using
multi-polarization and multi-temporal data [41–43].
The L-band backscatter coefficient is sensitive to the biophysical parameters of forest [44–46].
However, the sensitivity is affected by many factors (e.g., radar polarization, forest structure,
environment conditions, and topography) [39]. Among these factors, the complex terrain conditions
can affect full polarimetric SAR data regarding both azimuth and distance, which is mainly reflected
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in the following three aspects. (1) The azimuthal slope causes a change in the polarization state, which
leads to polarization orientation angles (POA) offsetting [47]. (2) Local terrain undulations cause a
change in the effective scattering area (ESA), which leads to the change of actual backscatter [48].
(3) In vegetation-covered areas, the local terrain causes variation in penetration depth and scattering
mechanisms, which are reflected in the angular variation effect (AVE) [49]. Zhao et al. [50] showed
that the correction of these three aspects (POA compensation, ESA correction, and AVE correction)
could reduce the topographic effect. However, in AVE correction, the critical correction factor n is
obtained only according to the impact of the entire forest area, without considering the impact of
different forest cover types. Meanwhile, the range of n values in different polarization channels in
subtropical mountain areas need to be further explored.
The main purposes of this study are to (1) understand the role of terrain correction in forest GSV
estimation; and (2) investigate the potential of PALSAR-2 L-band full polarimetric data for the retrieval
of forest GSV in the subtropical mountain regions.
2. Materials
2.1. Study Area
The work was carried out in the Youxian county in Hunan of central China (27◦05′ to 27◦24′ N,
113◦35′ to 113◦55′ E, see Figure 1). It is a field site ground for forest research at Central South University
of Forestry and Technology. The topography varies between 60–1386 m. The slope ranges from 0◦ to
84◦. The climate type is a subtropical monsoon humid climate. The annual mean temperature is 17.8 ◦C.
The average annual rainfall is 1410.8 mm, and most of rainfall occurs in the summer. The dominating
forest type is coniferous forest, including fir and pine. In addition, there are some other vegetation
types, such as bamboo and camphorwood.
 
Figure 1. The test site: phased array-type L-band synthetic aperture radar (PALSAR-2) image in the
Pauli basis. The yellow circles are field sampling plots.
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2.2. Field Inventory Data
Field data collection was conducted from June to July 2016, with the help of the Central South
University of Forestry and Technology, and the Chinese Academy of Forestry. A total of 60 forest
plots with the size of 30 m × 30 m were surveyed for the experiment (Figure 1). The center of each
plot was located by using a global positioning satellite (GPS) receiver, and the location (latitude
and longitude) of the central point was recorded. These plots were independent from one another
to avoid the spatial autocorrelation. Within each plot, the diameter at 1.3 m above the ground of
each individual tree was measured by the diameter at breast height (DBH) ruler, and the tree height
measurement was performed by the laser altimeter. The GSV was calculated using the method
presented by Fang et al. [51,52], and the GSV of 60 plots ranged from 6.88 m3/ha to 434.42 m3/ha,
with an average value of 194.75 m3/ha (Table 1). By random sampling, the plots were divided for the
training (n = 44) and validation (n = 16) of models into two groups.
Table 1. Main biophysical properties of 60 plots in the study area. DBH: diameter at breast height.
Range Mean
DBH 4.06 to 30.10 cm 17.84 cm
Height 4.60 to 20.20 m 13.24 m
Number of Stems 30 to 350 96
Growing Stock Volume 6.88 to 434.42 m3/ha 194.75 m3/ha
2.3. Polarimetric SAR Data and Pre-Processing
Full polarimetric (HH, HV, VH, and VV polarizations) L-band SAR data over this experiment site
were acquired by the Japanese Aerospace Exploration Agency (JAXA) using the PALSAR-2. A total of
seven scenes data were ordered as L1.1 level with the single-look complex (SLC) format in slant range
geometry, and were acquired from June to October 2016 at approximately 4:22 local time. The central
location of these datasets is approximately 27.18◦ N–113.68◦ E, and the dimensions are 69 km in
azimuth and 25.8 km in range. The incidence angle ranges from 37.8◦ to 40.1◦. The azimuth resolution
is 2.97 m, and the range resolution is 2.86 m.
The basic data pre-processing steps were applied to reduce the geometric and radiometric
distortions and speckle effects. The radiometric calibration of these data was first performed [53].
The coherency matrix [T3] was generated and converted into the covariance matrix [C3], which could
represent the full polarimetric data. Then, these data were multi-looked with 7 × 10 in the azimuth
and range directions. A Lee filter with a 3 × 3 window was applied to reduce the speckle effects.
Geocoding was performed using shuttle radar topography mission (SRTM) elevation data (30-m spatial
resolution). Finally, the SAR images were re-sampled to 30-m spatial resolution. PolSARpro software
(Version 5.1.3, European Space Agency, Paris, France) was used to pre-process the SAR data. Gamma
software was used to perform geocoding and resampling.
2.4. Ancillary Data
The ancillary data used in this study mainly include the SRTM digital elevation model (DEM)
(https://earthexplorer.usgs.gov/) and land-use data product (http://www.dsac.cn/). The SRTM DEM
(Figure 2a) has a 30-m resolution and was created by the National Geospatial Intelligence Agency and
Jet Propulsion Laboratory. We used it to assist the SAR dataset geocoding. Besides, based on the SAR
imaging geometry, terrain correction factors (i.e., projection angle and local incidence angle) could also
be obtained from the DEM data. The land-use classification data (Figure 2b) with a spatial resolution
of 30 m was provided by the Geographical Information Monitoring Cloud Platform at the same time
as the PALSAR-2 dataset acquisition. According to the secondary classification of land use, the forest
was divided into four types: woodland, shrubbery, sparse woodland (S-Woodland), and other forest
(O-Forest), which would be used to assist the terrain correction factors.
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Figure 2. Ancillary data. (a) Digital elevation model (DEM); (b) Land-use data product.
3. Methodology
The processing flow chart presented in Figure 3 illustrates the framework of analysis steps.
We firstly carried out basic pre-processing for the SLC level 1.1 datasets, including radiometric
calibration, multi-looking, filtering, and geocoding. Secondly, POA and ESA correctionwere performed.
Then, we calculated the values of n for different polarization channels by analyzing the correlation
coefficients between the local incidence angles and backscatter coefficients. Thirdly, AVE correction was
performed for different forest cover types, and then the results were spliced for later analysis. Fourthly,
the correlations were analyzed between multi-temporal PolSAR data backscatter and forest GSV of
all the sample plots, and the optimal data was selected for GSV estimation. Finally, the estimation
models were constructed and compared by using the primary diagonal elements of the covariance
matrix. Then, we estimated and mapped the GSV for the whole experiment area.
3.1. Terrain Correction
3.1.1. Polarization Orientation Angle Correction
The azimuth slope was the main factor that caused the polarization ellipse to rotate, and then
affected the polarization state of the electromagnetic wave. To compensate for the impacts of the
azimuth slope, the polarization orientation angles could be obtained by the circular polarization
algorithm [54], as shown in Equation (1):
η =
1
4
[
arctan
(
2Re[T23]
T22 − T33
)
+ π
]
(1)
where η is the shift angle, and T22, T23, T33 are the corresponding elements of matrix [T]. After acquiring
the shift angle, a new rotated polarimetric covariance matrix (CPOA) can be formed by Equation (2):
CPOA =
[
U3(η)
]
[C3]
[
U3(η)
]T
(2)
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where C3 denotes a polarimetric covariance matrix that represents multi-looked PolSAR data, and U3(η)
is a rotation matrix. [
U3(η)
]
=
1
2
⎡
⎢⎣ 1+ cos2η
√
2sin2η 1− cos2η
−√2sin2η 2cos2η √2sin2η
1− cos2η −√2sin2η 1+ cos2η
⎤
⎥⎦ (3)
 
Figure 3. Flowchart of analysis steps.
3.1.2. Effective Scattering Area Correction
The ratio between the radar cross-section and reference area was usually used to express the
backscatter coefficient [48]. The theoretical reference area was the pixel area, which did not change
with topographic fluctuation. However, in most practical applications, the reference area was defined
to be ground area (i.e., the effective area) that was affected by topographic fluctuation. The relation
between the effective area and the theoretical reference area is shown as Equation (4) [55]:
Aσ = Aβ/cosϕ (4)
where Aβ and Aσ represent the theoretical reference area and the effective area, respectively. ϕ is the
projection angle, and cosϕ is the correction factor for this step.
Then, a general correction equation for σ0 could be obtained, which was the product of β0 and
cosϕ. For full PolSAR data, we corrected each element in the polarimetric covariance matrix using the
same correction factor, and the equation could be written as follows:
CESA = [C3]× cosϕ (5)
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Here, C3 is the polarimetric covariance matrix that has been POA corrected and geocoded.
The projection angle ϕ is complementary to the smallest angle between the surface normal and the
image plane, and can be obtained by DEM and orbit information.
3.1.3. Angular Variation Effect Correction
Since the local scattering mechanisms within the forest structure vary with the local incidence
angles, further AVE correction was needed after the ESA correction. A simple cosine model was
derived to reduce the angular effect [56]:
σ0corr(θloc) = σ0 ×
( cosθre f
cosθloc
)n
(6)
where σ0corr represents the terrain corrected backscatter, θloc denotes the local incidence angle,
σ0 denotes the uncorrected radar backscatter coefficient, θre f is the radar incidence angle, and n
is a parameter that needs further discussion.
In a similar way, the polarimetric covariance matrix can be corrected by a 3 × 3 correction
coefficient matrix [K3] [50], and the expression is given as:
CAVE = [C3]× [K3] (7)
where C3 is the polarimetric covariance matrix that has been corrected by the previous two steps,
and K3 is the correction coefficient matrix.
According to Equation (6), the local scattering mechanisms are mainly affected by the local
incidence angles. Therefore, the optimal correction factor n of different polarizations can be obtained
through calculating and evaluating the correlation results between the local incidence angle and the
corrected backscatter coefficient, which is:
np,q(z) = argmin
{∣∣ρ(θloc,Ci,j)∣∣} (8)
where ρ denotes the correlation between two parameters, Ci,j represents the elements of the corrected
covariance matrix, z represents the different types of forest cover, and p and q represent different
polarization channels. According to Equation (7), only the values of n corresponding to the primary
diagonal elements of the covariance matrix need to be obtained. Considering the impact of forest
characteristics on terrain correction, we try to calculate n corresponding to different types of forests in
this paper in order to effectively reduce the topographic effect. The initial ranges of the n values are
from zero to two. In addition, considering the computational complexity and accuracy of the n value,
we set the interval of n to 0.01. The optimal n is determined by the absolute value of the correlation.
3.2. Retrieval of GSV
We performed terrain correction on all the full PolSAR data, and then selected the most
relevant data for forest GSV estimation through time series analysis. The elements on the
diagonal of the covariance matrix (corresponding to backscattering intensity of different polarization
channels) were used as variables of estimation models. A few studies reported that individual
backscattering measurements could be used to extract forest biological parameters [57,58]. Therefore,
five single-variable models (Equations (9) to (13)) were first fitted to analyze the relationship
between the single variables and the GSV. Among the five models, model (e) was derived from
the parameterization of the improved Water-Cloud model, which we named the Water-Cloud
analysis model.
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(a) Linear function:
σ0 = β1 + β2GSV (9)
(b) Logarithmic function:
σ0 = β1 + β2ln(GSV) (10)
(c) Quadratic function:
σ0 = β1 + β2ln(GSV) + β3(ln(GSV))
2 (11)
(d) Exponential function:
σ0 = β1 + β2sqrt(GSV) (12)
(e) Water-Cloud analysis function:
σ0 = β1 + β2e(β3GSV) (13)
In addition, we also constructed a multi-variable regression model using three elements (HH, HV,
and VV backscatter) on the diagonal of the covariance matrix, and compared it with the above five
models to find a suitable model for forest GSV estimation and mapping.
ln(GSV) = a+ b1σ0HH + b2
(
σ0HH
)2
+ c1σ0HV + c2
(
σ0HV
)2
+ d1σ0VV + d2
(
σ0VV
)2
(14)
4. Results
4.1. Acquisition of Terrain Correction Factors
Before implementing terrain correction, the correction factors of each correction stage should be
obtained. These correction factors could be divided into two categories: angular factors and parameter
n, where the angular factors include the POA shift angle, projection angle, incidence angle, and local
incidence angle. All of the angular factors are shown in Figure 4. Here, it is worth noting that the
projection angle and local incidence angle of a single pixel are not complementary, especially in the
terrain undulating regions. In order to show the correction parameters and correction effects, we chose
one scene of data as an example to display the results. Here, the data acquired on 14 July 2016 was
randomly selected.
Based on Equation (8), the distribution of correlation coefficients at different polarization channels
can be obtained with a 0.01 interval. As shown in Figure 5, the different polarization channels are
labeled with solid lines in different colors: HH polarization in red, HV polarization in blue, and VV
polarization in green. The black dotted lines represent the position corresponding to the optimal n
value. In order to effectively reduce the topographic effect, we have obtained the distribution of the
correlation coefficients for different forest cover types, i.e., woodland (Figure 5a), shrubbery (Figure 5b),
sparse woodland (Figure 5c), and other forest (Figure 5d).
From these figures, we can see that the variation trend of the correlation coefficients of different
polarization channels is consistent for different forest cover types, increasing with the increase of
parameter n values. After obtaining the correlation coefficient distribution, we can easily extract the
optimum values of n by using Equation (8) in all four forest cover types.
In addition to the data acquired on 14 July 2016, the optimum n values of the remaining six scene
data (16 June 2016, 30 June 2016, 25 August 2016, 22 September 2016, and 6 October 2016) are also
calculated, and the results are shown in Table 2. From Table 2, it can be seen that the optimum n values
of HV polarization is within the range of zero to one, while the HH and VV polarizations are greater
than one.
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Figure 4. The geocoded angular factors for terrain correction. (a) Polarization orientation angle (POA)
shift angle; (b) Project angle; (c) Incidence angle; and (d) Local incidence angle.
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(a)                                         (b) 
    
(c)                                         (d) 
Figure 5. Distribution of correlation coefficients for various values of n and the positons of the optimum
n values at four forest cover types (based on data obtained on 14 July 2016): (a) Woodland; (b) Shrubbery
area; (c) Sparse woodland; and (d) Other forest.
Table 2. Results of the optimum n values. S-Woodland: sparse woodland, O-Forest: other forest.
Data Woodland Shrubbery S-Woodland O-Forest
HH
16 June 2016 1.31 1.27 1.60 1.48
30 June 2016 1.20 1.41 1.50 1.37
14 July 2016 1.24 1.23 1.52 1.42
11 August 2016 1.11 1.09 1.30 1.22
25 August 2016 1.13 1.06 1.36 1.25
22 September 2016 1.16 1.12 1.37 1.24
6 October 2016 1.32 1.35 1.58 1.46
HV
16 June 2016 0.91 0.83 0.93 0.77
30 June 2016 0.76 0.67 0.79 0.57
14 July 2016 0.82 0.74 0.82 0.63
11 August 2016 0.74 0.65 0.65 0.48
25 August 2016 0.74 0.63 0.67 0.47
22 September 2016 0.70 0.56 0.65 0.44
6 October 2016 0.85 0.79 0.83 0.64
VV
16 June 2016 1.14 1.24 1.44 1.38
30 June 2016 1.04 1.14 1.36 1.26
14 July 2016 1.09 1.20 1.39 1.29
11 August 2016 1.01 1.11 1.20 1.14
25 August 2016 1.01 1.06 1.22 1.11
22 September 2016 1.01 1.10 1.23 1.13
6 October 2016 1.13 1.29 1.42 1.34
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4.2. Results of Terrain Correction
Terrain correction of all the data was performed by using the correction factors obtained in the
previous section. In the AVE correction stage, the forest area was divided into four cover types through
using the land-use data product, and then the final correction results were merged for analysis. In this
section, only the data results of 14 July 2016 were presented to analyze the effects of each correction
stage. Figure 6 presents the backscatter coefficients’ variation of the original data and each correction
stage in different polarization channels. The horizontal axis and vertical axis are the longitude
and latitude of the image, and the different colors represent the intensity of backscatter coefficients.
Figure 6a1, b1, and c1 show the backscatter coefficients’ distribution of different polarization channels
in the original data, and the results after POA compensation are shown in Figure 6a2, b2, and c2.
According to a visual inspection, no evident differences can be seen in the corresponding polarization
channels. This means that the contribution of POA compensation to terrain correction is limited.
That is because the impact of the azimuth slope is relatively weak compared to the distance direction
for the full polarimetric data. Figure 6a3, b3, and c3 show the results of ESA correction. Obviously,
the topographic effects have been improved in all of the polarization channels. However, there are still
some topographic effects in high elevation areas, such as the ridge where local incidence angles are
usually relatively large, which requires further correction through the AVE correction stage. As shown
in Figure 6a4, b4, and c3, in the three polarization channels, the topographic effects of ridges have
effectively been removed.
Figure 6. Cont.
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Figure 6. Backscatter coefficient variation of the original data and each correction stage in different
polarization channels (HH, HV, and VV). Original data: a1, b1, c1; POA correction stage: a2, b2, c2;
Effective scattering area (ESA) correction stage: a3, b3, c3; Angular variation effect (AVE) correction
stage: a4, b4, c4.
To further illuminate the effects of terrain correction, we show the relationship between the local
incidence angle and the backscatter coefficients of different polarization channels. The results are
shown in Figure 7, where the red dashed line is the fitting curve of the backscatter coefficients and
local incidence angle, and the different colors represent the density of points. We notice that there is
a linear relationship between the backscatter coefficients and local incidence angle. The linear slope
is relatively large in the POA compensation stage, but the linear slope becomes smaller following
ESA correction and AVE correction. It indicates that POA compensation is limited in its ability to
eliminate the impact of local complex terrain. In addition, the effect of the ESA correction stage is more
considerable at low-local incidence angles than at high-local incidence angles, where it can effectively
limit the overestimation of backscatter intensity. As shown in Figures 7a and 7d, in the range of 5◦ to
15◦, the distribution of backscatter coefficients is from −20 dB to −5 dB at the ESA correction stage,
which is much lower than that of the POA correction stage (−10 dB to 5 dB). However, in the range
of 70◦ to 80◦, the distribution range of backscatter coefficients does not change in the two correction
stages, staying between −10 dB and −20 dB. In contrast, after AVE correction, the distribution of
backscatter coefficients is from −15 dB to 0 dB, while it remains unchanged at low-local incidence
angle areas. It indicates that the AVE correction method is more effective at high-local incidence angles
than at low-local incidence angles, and it can limit the underestimation of backscatter intensity at
high-local incidence angle areas.
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(a) HHPOA                                (b) HVPOA                                 (c) VVPOA 
   
(d) HHESA                                 (e) HVESA                                  (f) VVESA 
   
(g) HHAVE                                   (h) HVAVE                                    (i) VVAVE 
Figure 7. The relationship between backscatter coefficients of different polarization channels and
local incidence angles at different correction stages: POA correction stage (HH: a, HV: b, VV: c); ESA
correction stage (HH: d, HV: e, VV: f); AVE correction stage (HH: g, HV: h, VV: i).
4.3. Backscatter Sensitivity to Forest GSV
In this section, we analyze the sensitivity between forest GSV of all 60 plots and the individual
polarization channel backscatter in seven scenes of PALSAR-2 data. As an example, Figure 8 shows
the scatterplots for different polarizations on 14 July 2016, which describe the relationship between the
forest GSV and backscatter coefficents of the original and terrain-corrected data.
Compared with terrain correction, the dynamic range of these scatters is larger in the original
data (Figure 8a–c) and shows low sensitivity to forest GSV. After POA compensation (Figure 8d–f),
the correlation coefficient values are 0.129, 0.29, and 0.122 at HH, HV, and VV polarization, respectively,
which indicate that the sensitivity has not been improved. After ESA correction (Figure 8g–i),
the correlation coefficients are increased by 0.227, 0.27, and 0.24 at HH, HV, and VV polarization.
The AVE correction stage also contributes to enhancing the sensitivity between forest GSV and
backscatter where the correlation coefficients are 0.489, 0.643, and 0.473, respectively (Figure 8j–l).
Clearly, the terrain correction can improve the sensibility between forest GSV and backscatter
coefficients in this study area. However, we note that sample plots with too low GSV values (less than
37.06 m3/ha) still have negative effects on the sensitivity between forest GSV and backscatter at the
HH and VV channels.
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(a)                            (b)                           (c) 
(d)                            (e)                           (f) 
(g)                            (h)                           (i) 
(j)                            (k)                           (l)
Figure 8. The relationship between forest growing stock volume (GSV) and backscatter coefficents of
different polarzation channels. Original data: (a) HH, (b) HV, and (c) VV; After POA compensation:
(d) HH, (e) HV, and (f) VV. After ESA correction: (g) HH, (h) HV, and (i) VV; After AVE correction:
(j) HH, (k) HV, and (l) VV.
We also compare the correlations between forest GSV and backscatter coefficients of all the SAR
data to select the most relevant data for GSV estimation. The results are summarized in Table 3.
We find that the correlation coefficient values are different for data acquired on different dates, and the
acquired data on 14 July 2016 are much higher than other data. Moreover, the HV backscattering
intensities of each scene of PALSAR-2 data show stronger correlations with the GSV than with HH
or VV. Therefore, the PolSAR data obtained on 14 July 2016 is selected for further analysis, and the
element HV backscatter is used as an individual measurement for single-variable regression models.
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Table 3. Correlation coefficients between GSV and backscatter coefficent of all data.
Acquisition Time HH HV VV
16 June 2016 0.418 0.495 0.370
30 June 2016 0374 0.561 0.216
14 July 2016 0.489 0.643 0.473
11 August 2016 0.435 0.564 0.377
25 August 2016 0.469 0.563 0.428
22 September 2016 0.182 0.545 0.123
6 October 2016 0.381 0.487 0.349
4.4. GSV Estimation and Mapping
Based on the results mentioned in Section 4.3, the PolSAR data obtained on 14 July 2016 was
used to estimate forest GSV. The three elements of the diagonal of covariance matrix generated by
this data are used as variables of regression models; among them, the element HV backscatter is used
as an individual measurement for the single-variable regression models. Table 4 provides the results
of all the models’ fitting based on the training sample dataset. The fitting curves generated by the
single-variable models are shown in Figure 9. The decisive coefficients’ R2 values are 0.539 (Direct
linear model, Figure 9a), 0.601 (Logarithmic model, Figure 9b), 0.603 (Quadratic model, Figure 9c),
0.579 (Exponential model, Figure 9d), and 0.612 (Water-Cloud analysis model, Figure 9e), respectively.
The direct linear relationship (Figure 9a) between the backscatter coefficient and forest GSV is weak,
but this phenomenon can be improved through the transformation of parameters, such as the natural
logarithmic transformation of forest GSV (Figure 9b). In addition, the Water-Cloud analysis model is
found to be the most reliable in the capacity of single-variable regression models, as it produces the
highest coefficient of determination in the five models. Howeve, from Figure 9e, when the forest GSV
is greater than 300 m3/ha, the change of the fitting curve tends to be gentle, which may limit its ability
regarding estimation in higher GSV areas.
Table 4. Summary of regression model results.
Model Regression Equation R2
Direct linear σ0HV = −17.525+ 0.013GSV 0.529
Logarithmic σ0HV = −26.608+ 2.296ln(GSV) 0.601
Quadratic σ0HV = −28.155+ 2.941ln(GSV)− 0.066(ln(GSV))2 0.603
Exponential σ0HV = −19.914+ 0.377sqrt(GSV) 0.579
Water-Cloud analysis σ0HV = −12.932− 7.163 exp(−0.008GSV) 0.612
Multi-variable
ln(GSV) = −2.611+ 0.531σ0HH + 0.031
(
σ0HH
)2− 1.693σ0HV − 0.063(σ0HV)2
+0.255σ0VV + 0.01
(
σ0VV
)2 0.674
 
(a) (b) (c) 
Figure 9. Cont.
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(d) (e) 
Figure 9. Fitting curves of the single-variable models: (a) Direct linear model; (b) Logarithmic model;
(c) Quadratic model; (d) Exponential model; and (e) Water-Cloud analysis model.
Compared with the Water-Cloud analysis model, the established multi-variable model may have
greater potential to provide useful GSV estimation. We validate this possibility based on the test
sample dataset, and the results are displayed in Figure 10. The validated plot of the Water-Cloud
analysis model is characterized by a correlation coefficient R2 value of 0.417, whose root mean square
error (RMSE) is 91.075 m3/ha. For the multi-variable model, the correlation coefficient R2 value is
0.630, whose RMSE is 70.965 m3/ha. Obviously, the accuracy of the multi-variable model inversion
is higher than that of the Water-Cloud analysis model inversion. Therefore, the multi-variable
model is used to estimate the forest GSV for the whole study region. The results are shown in
Figure 11. Figure 11a is the schematic diagram for the spatial distribution of the forest GSV at the
pixel scale, which shows that the range of the estimated forest GSV is 0 to 450 m3/ha. Figure 11b
is the histogram of the GSV map. The mean and standard deviation of the GSV in the region are
135.759 m3/ha and 47.255 m3/ha. Furthermore, we also calculated the GSV of different land-cover
types. The mean GSV of woodland, shrubbery, sparse woodland, and other forest were 137.701 m3/ha,
130.541 m3/ha, 125.991 m3/ha, and 113.759 m3/ha, respectively. The standard deviations were
45.906 m3/ha, 42.172 m3/ha, 56.274 m3/ha, and 62.051 m3/ha, respectively.
 
  
(a) (b) 
Figure 10. The relationship between predicated GSV and reference GSV using test sample dataset:
(a) Water-Cloud analysis model; and (b) Multi-variable model.
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(a) (b) 
Figure 11. Forest GSV estimation results of the whole study region: (a) Spatial distribution of forest
GSV at pixel scale; (b) Histogram of GSV map.
5. Discussion
PALSAR-2 L-band full polarimetric data has been widely used in the estimation of forest
parameters. However, its use for the estimation of forest GSV presents a challenge in subtropical
mountain areas, where the underlying topography is complex and diverse, seriously affecting the
radiometric quality of SAR images [59]. We performed terrain correction through integrating three
stages (POA, ESA, and AVE) to reduce the negative influence of topography on the full polarimetric
data. In these three steps, the AVE correction step is based on a semi-empirical cosine model, which
can be considered as a function of parameter n (Equation (6)). Therefore, the key to the effectiveness of
the AVE correction is whether the value of n can be accurately obtained. A traditional way to obtain
the value of n is to use an empirical value of one [60,61], which corrects the experimental data as
a whole, and does not need to mask non-forest areas. However, it ignores the difference between
polarization channels and the influence of forest features, which is often used for the terrain correction
of single-polarimetric and dual-polarimetric data [39,62,63]. In this study, we calculated and evaluated
the correlation results between the local incidence angle and the backscatter coefficient to generate
the correction factor n of different polarization channels. It is adaptive and takes into account the
difference between polarization channels. In addition, according to the results of Figure 5 and Table 2,
we would like to stress the necessity of land-cover types for reducing the impact of microtopography
in AVE correction, although it has many classification criteria.
In this paper, the SRTM DEM is used as an auxiliary data for SAR dataset geocoding and terrain
correction. According to the results of Figures 7 and 8, the effects of removing terrain and improving
sensitivity are obvious. However, the DEM data are digital surface models (i.e., DSM), not digital
terrain models (i.e., DTM). Thus, the experimental process is carried out under the assumption that the
fluctuation of the forest canopy top is consistent with that of the underlying topography. For coarse
resolution SAR data, this assumption is not a serious limitation, because it is difficult to reflect the
information of individual canopy fluctuation in DSM data with coarse resolution [50]. Therefore, in the
premise of multi-look processing of SAR data, SRTM DEM (30 m or 90 m) can be used to assist terrain
correction [50,61]. Based on the resolution of DEM data being far lower than the original PolSAR
data, we used the projection angle method instead of the area integration method [48] in the ESA
correction stage. Although the use of globally shared DEM products can reduce the impact of terrain,
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it is still worth looking forward to obtaining high-precision and high-resolution DTM data through
PolInSAR technology.
Forest GSV has different sensitivity to PolSAR data backscatter coefficients from different dates,
even for the same polarization channel (Table 3). This phenomenon may be related to external
environmental conditions (e.g., moisture and wind speed variations). This is because irregular
variation of the environment affects the interaction between the electromagnetic waves and vegetation
components. Although multi-temporal SAR data with significant climatic difference have been used to
assess the relationships between the backscatter coefficients and forest parameters [28,42], the specific
impact of the external environment on PolSAR data in subtropical regions is still unknown, and should
be further studied. In addition, from Table 3, we find that the cross (HV)-polarized backscatter intensity
of each scene of PALSAR-2 data is more sensitive to forest GSV than co (HH, VV)-polarization in
subtropical mountain areas. The most likely reason is that the cross-polarized backscatter mainly occurs
from multiple scattering within the tree canopy, and is less affected by the external environment [13].
We use five single-variable models to establish relationships between the GSV and the
backscatter coefficients of the HV polarization (Table 4 and Figure 9). The results suggest that the
direct linear relationship between the backscatter coefficient and forest GSV is weak. However,
this phenomenon can be improved through the transformation of parameters, such as natural
logarithmic transformation of forest GSV. Through the contrast analysis of the fitting performance
of the five models, the Water-Cloud analysis model is found to be the most reliable. However, the
multi-variable model has greater potential to provide a useful estimation of GSV than the Water-Cloud
model. In fact, the correlation coefficient R2 values of the two models only differ by 0.062, but the
former has a higher accuracy of GSV estimation than the latter in the model test. This indicates
that co-polarization can also make a certain contribution in GSV estimation. Therefore, our study
recommends using the multi-variable model to map the GSV in the study area.
6. Conclusions
This research investigated the capability of full polarized L-band backscattering for the estimation
of forest GSV in a subtropical mountain region of eastern Hunan, China. However, it was challenging
to estimate GSV due to complex topography of the region. In this paper, we proposed a strategy
for fine terrain correction through integrating three stages (POA, ESA, and AVE) and taking into
account the impact of land-cover types. In the AVE correction stage, we calculated and evaluated
the correlation results between the local incidence angle and the backscatter coefficient to generate
the correction factor n of different polarization channels. We found that the optimum n values of HV
polarization were within the range of zero to one, while the HH and VV polarizations were greater
than one. The results of terrain correction demonstrated that the terrain correction strategy effectively
reduced the negative influence of topography and improved the sensitivity between the forest GSV
and backscatter coefficients. The results also showed that the land-cover types were necessary data for
reducing the impact of microtopography in AVE correction. In the three primary diagonal elements
of the PolSAR covariance matrix, the cross-polarized backscatter was more sensitive to forest GSV
than co-polarization, and could be used as a single variable for GSV estimation. To estimate and map
the GSV of the study area, five single-variable models and a multi-variable model were built using
field measurements and corrected PolSAR data. The multi-variable model that was constructed by
combining three diagonal elements had greater potential to provide a useful estimation of GSV than
the single-variable models, whose correlation coefficient value was 0.630 and RMSE was 70.965 m3/ha.
Therefore, our study recommended using the multi-variable model to map the GSV in the study area.
The range of estimated forest GSV was 0 to 450 m3/ha. The mean value and stander deviation were
135.759 m3/ha and 47.255 m3/ha, respectively. The study expands the application potential of PolSAR
data in complex topographic areas; thus, it is helpful and valuable for the large-scale (e.g., national or
global scale) estimation of forest parameters.
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Abstract: The main objectives of this paper are to demonstrate the results of an ensemble learning
method based on prediction results of support vector machine and random forest methods using
Bayesian average. In this study, we generated susceptibility maps of forest fire using supervised
machine learning method (support vector machine—SVM) and its comparison with a versatile
machine learning algorithm (random forest—RF) and their ensembles. In order to achieve this, first of
all, a forest fire inventory map was constructed using Serbian historical forest fire database, Moderate
Resolution Imaging Spectro radiometer (MODIS), Landsat 8 OLI and Worldview-2 satellite images,
field surveys, and interpretation of aerial photo images. A total of 126 forest fire locations were
identified and randomly divided by a random selection algorithm into two groups, including training
(70%) and validation data sets (30%). Forest fire susceptibility maps were prepared using SVM, RF,
and their ensemble models using the training dataset and 14 selected different conditioning factors.
Finally, to explore the performance of the mentioned models we used the values for area under the
curve (AUC) of receiver operating characteristics (ROC). The results depicted that the ensemble
model had an AUC = 0.848, followed by the SVM model (AUC = 0.844), and RF model (AUC = 0.834).
According to achieved AUC results, it can be deduced that SVM, RF, and their ensemble method had
satisfactory performance. The study was applied in the Tara National Park (West Serbia), a region of
about 191.7 sq. km distinguished by a very high forest density and a large number of forest fires.
Keywords: geographic information system; support vector machine; random forest; ensemble model;
hazard mapping
1. Introduction
Forest fires (also called wildfires) represent the uncontrolled movements of fire along the forest
surface and they are one of the most damaging natural disasters and forces [1]. According to
Chuvieco [2] and Zheng [3], forest fires have become increasingly widespread, partly due to global
warming; since summer periods have become hotter and drier than before, winds are getting stronger
and the stability of the rainy periods is disturbed, but above all the changes are a result of human
negligence and sometimes ulterior motives.
A forest fire turns out to be one of the most critical natural hazards in recent years, and results in a
serious loss of human life and terrificdamage to the ecological environment andhuman infrastructure [4].
Wildfires are natural causes for ecological change and a very destructive natural phenomenon the same
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as earthquakes, landslides, and floods. Therefore, desertification and deforestation are ones of the
most important effects of wildfires [5].
Different methods and techniques for forest fire susceptibility mapping are introduced according
to the literature and can be classified into three groups: Probabilistic, statistical, and machine learning
methods [4].
Probabilistic (mechanistic) methods simulate and predict the possible behavior of forest fires
using specific mathematical functions and equations [6]. For this reason, these methods have the ability
to model and predict the behavior of fire in space and time. The most commonly used mechanistic
forest fire models described in the literature are BEHAVE [7], FIRETEC [8], Fire station [9], and
LANDIS-II [10].
Unlike probabilistic methods, the statistical method is a better way to model forest fires when the
research field is large, in particular, the combination of remote sensing (RS) technology and geographic
information systems (GIS). This is because the statistical method for modeling forest fires collects and
processes a large number of spatial data with different scales and resolutions covering large areas.
Furthermore, various statistical methods and techniques for forest fire modeling exist, such as logistical
regression [2,11–13], Monte Carlo simulations [14], weights-of-evidence [15], logistic generalized
additive model [16], evidential belief function [13], and geographically weighted regression [17].
Machine learning methods were proposed and introduced due to the critical accuracy of
forest fire evaluation, such as the support vector machine [18,19], random forest [17,20], kernel
logistic regression [4], maximum entropy [20], and artificial neural networks (ANN) [1,11,21].
Generally speaking, an evaluation assessment of the machine learning method is better than the
statistical method [22]. Indeed, according to Tien Bui [4], due to multiple and complex interactions
between conditioning and ignition factors for forest fires, it is still difficult to model and predict forest
fires on a regional scale. The objective of this research is, therefore, to evaluate forest fire susceptibility
maps using supervised and versatile machine learning algorithms and their ensemble and to compare
their performance in the Tara National Park, Republic of Serbia. In this research, 126 forest fire
occurrence locations have been identified from satellite images, aerial photo images, and extensive
field surveys, and they constitute the basic content of the fire inventory database. Of these, 88 (70%)
locations were indiscriminately identified as training data and the remaining 38 (30%) cases were used
for confirmation goals. These training datasets and 14 different conditioning factors were used as input
data for the application of machine learning algorithms in order to obtain wildfire susceptibility maps.
2. Materials and Methods
2.1. Study Area and Data
Forest area in the Republic of Serbia covers 27,200 sq. km, which is approximately 31.1% of the
country area. The study area includes the whole of Serbia’s Tara National Park, which approximately
covers 191.7 sq. km between latitudes of 43◦43′13” to 44◦01′09” N, and longitudes of 19◦13′51” to
19◦44′20” E. It is in the west of the Republic of Serbia (Figure 1). The study area's altitude varies
from 200 to 1591 m above mean sea level (m.s.l.). Tara National Park was founded in 1981. The Tara
National Park and the Mokra Gora Nature Park were nominated as potential biosphere reserves by
the UNESCO MAB Committee. Mount Tara belongs to the Dinaric Alps and is part of the Old Vlach
Mountains of Serbia. It is situated in the far west of Serbia, bordering the Drina River and next to the
state border. Mount Tara is a medium–high mountain with an average altitude of 1000–1200 m above
mean sea level (m.s.l.). The highest peak is Kozji rid at 1591 meters of altitude.
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Figure 1. Location of the study area.
The Emerald Network program established Tara National Park as a primary butterfly area (PBA),
an important bird area (IBA), and an important plant area (IPA). The Mount Tara area is a typical forest
area covered by Silver Fir, European Beech, and European Spruce mixed forests (over 85% of forest
area). The slope angles of the test area range from 0◦ to as much as 89◦. The total annual rainfall ranges
from 773 to 1038 mm/m2, in different parts of the study region. The maximum rainfall is between
March and June, based on records from the Republic Hydrometeorological Service of Serbia.
Producing forest fire inventory maps is an important step for forest fire susceptibility mapping.
The best technique for collecting data on forest fire inventory maps is still unknown. The most
common is an aggregation of data collected by a combination of remote sensing technology, geographic
information systems, and field work. Therefore, in this study, historical reports, field surveys,
high resolution Worldview-2 images, Landsat 8 OLI and MODIS satellite images, and aerial photo
interpretation were applied to prepare a forest fire inventory map. The acquisition period of satellite
images for the fire inventory map is between 2010 and 2016. The analyzed aerial photos are from
2015 and 2016, with a spatial resolution of 0.4 meters. Forest fire conditioning factor is another key
topic and has been researched by a lot of scientists [13,17,19–22]. Hence, different layers, including
altitude, aspect, slope degree, plan curvature, topographic wetness index (TWI), normalized difference
vegetation index (NDVI), distance from rivers, distance from roads, distance from urban area, annual
rainfall, land use/land cover, maximum annual temperature, wind power, and soil type, have been
used to analyze the forest fire susceptibility.
Topography data and digital elevation models are among the most important conditions for
forest fire sensitivity mapping [13]. In the literature, such as [23,24], the impacts of aspect, altitudes,
degree of slope, and curvature have been widely reported. In the current study, a digital elevation
model (DEM) with 20 m spatial resolution was developed using topography data contour lines.
Conditioning factors such as altitude, aspect, slope degree, plan curvature, and TWI have been created
using thementionedDEM. The land use/land covermapwas created using CORINE 2006 data, whereas
soil texture is extracted from national soil data. The acronym CORINE stands for Co-ORdination
of INformation on the Environment, an experimental programme of the Directorate-General for
Environment, Nuclear Safety and Civil protection of the Commission of the European Communities.
For assessment vegetation cover, the NDVI obtained from multispectral LANDSAT 8 OLI images.
The NDVI index is obtained as the mean value from the average monthly values calculated for 2016.
Distance from roads, distance from rivers, and distance from urban areas were prepared using a
digital topographic database at scale 1:25,000 produced in the Serbian Military Geographical Institute.
Maximum annual temperature, wind power, and annual rainfall were obtained using meteorological
data from the Republic Hydro-Meteorological Service of Serbia. The detailed information of data
sources for forest fire conditioning factors is shown in Table 1.
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2.2. Methods
The flowchart of the method used in the research is shown in Figure 2. In the first step, the data
collection is presented, where all data are placed in the database. In the following, models of support
vector machine, random forest, and their ensemble were applied. The validation of the constructed
models was finally tested using receiver operating characteristic (ROC) curve.
Figure 2. Flowchart of the forest fire susceptibility mapping.
3. Input Variables
3.1. Conditioning Factors
The selection of criteria for assessing the forest fire and its mapping is an important step in
the analysis. To create a reliable forest fire susceptibility map, it is essential to identify forest fire
conditioning factors [25]. Based on experts’ opinions and longer field observations, this study adopted
fifteen criteria that are an important cause of susceptibility to forest fires in the Tara National Park
of Serbia. The selected criteria with a short description are given in Table 2, and they are shown in
Figures 3–6.
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Table 2. Conditioning factors for forest fire susceptibility model.
Category Description
Topography (Figure 3)
Altitude is an important forest fire conditioning factor. An altitude map is
prepared from the 20 × 20 m digital elevation model (1:25,000—scale with 20
m contour intervals).
The slope is the gradient of the land expressed as percentages or angle and it
has a great influence on fir behavior. Fires burn faster on a steeped slope due
to convection column flame front proximately to new fuels. Slope influences
the rate of speed and fire direction.
Aspect is the direction in which a slope faces. It has an effect on the climate of
the slope in terms of insolation, exposure of winds, etc. Therefore, the
opposite aspect tends to retain more moisture supporting greenish and
healthy vegetation.
The curvature is defined as the change rate of slope gradient or aspect, usually
in a particular direction. In addition, the curvature represents convergence or
divergence of water level concurrently with an activity of downhill flow.
Negative, zero, and positive curvature represent concave, flat, and
convex, respectively.
Topographic Wetness Index (TWI) describes the size of saturated areas of
runoff generation and the effect of topography on the location. It is defined as
[26]: TWI = ln (AS/tan β), where AS is the catchment area and β is the slope
angle in degrees.
Environmental (Figure 4)
Soil type reflects the affect of textures and compositions of soil materials on
fire occurrence. The soil map was constructed from the soil map of the state
and was classified into fine-silt, course-loamy, fine-loamy, mixed-loamy, and
skeletal-loamy.
Distance from river was created using a topographical map and it was
calculated based on the Euclidean distance method in ArcGIS 10.4 and were
classified into (<100), (100–200), (200–500), (500–1000), (1000–2000),
(2000–3000), (3000–4000), (4000-5000), and (>5000) meters classes
Normalized Difference Vegetation Index (NDVI). The NDVI map was created
using multispectral Landsat 8 OLI imagery showing the surface vegetation
coverage and density in an image.
Land use/land cover is considered as a factor in environmental protection.
Data on land use/cover were taken on the basis of the Corine Land Cover 2006
(CLC2006) database, collected in the framework of the European
Commission’s CORINE (Coordination of Information on the
Environment) programme.
Meteorological (Figure 5)
Wind power varies greatly, even at very short time scales (seconds to
minutes). Two wind characteristics are used in wildfire susceptibility
mapping: Wind speed and wind direction.
Annual temperature is a basic weather factor and should be taken into
account. The temperature influences the condition of forest fuel, as its main
effect is to dry the fuel.
Rainfall is the important effect that contributes to high fuel humidity and
therefore is a negative indicator of the spread of fire. The scale was reversed
to conform to the linear trend of other parameters. Annual rainfall values are
divided into nine classes: (773.6–801.6, 801.7–831.6, 831.7–863.8, 863.9–895.9,
896–925.9, 926–950.8, 950.9–973.6, 973.7–998.5, 998.6–1037.9 mm/m2)
Social (Figure 6)
Distance from roads was created using a topographical map, was calculated
based on the Euclidean distance method in ArcGIS 10.4, and was classified
into (<100), (100–200), (200-300), (300–500), (500–750), (750–1000), (1000–2000),
(2000–3000), and (>3000) meters classes
Distance from urban areas was created using a topographical map, was
calculated based on the Euclidean distance method in ArcGIS 10.4, and was
classified into (<1000), (1000–2000), (2000–3000), (3000–4000), (4000–5000),
(5000–6000), (6000–7000), and (>7000) meters classes.
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Figure 3. Topographical factors related to forest fire; (a) altitude, (b) slope degree, (c) aspect, (d) plan
curvature, and (e) topographic wetness index (TWI).
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Figure 4. Environmental factors related to forest fire; (a) soil type, (b) distance from rivers, (c)
normalized difference vegetation index (NDVI), and (d) land cover/land cover.
Weather patterns such as temperature, rainfall, and wind power are considered as principal
factors that strongly affect forest fire behavior, in which the forest fire is more likely to occur under hot,
windy, and dry weather conditions. For this study, the weather data in 2016 that were available at
the Republic Hydrometeorological Service of Serbia were used, including average maximum annual
climatic related data: Wind power, temperature, and the total sum of rainfall (Figure 5).
Table 3. Soil type classes.
Number Code/Value Description
1 Flca Calcaric Fluvisol
2 CMcr Chromic Cambisol
3 Cmdy Dystric Cambisol
4 Cmeu Eutric Cambisol
5 Lpha Haplic Leptosol
6 LPrz Rendzic Leptosol
7 Pldy Dystric Planosol
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Figure 5. Meteorological factors related to a forest fire; (a) wind power, (b) maximum annual
temperature, and (c) annual rainfall.
Figure 6. Social factors related to a forest fire; (a) distance from roads and (b) distance from urban areas.
In addition, a description of the soil types based on codes is shown in Table 3.
A full description of the land use/land cover conditioning factor (Figure 4d) based on codes is
shown in Table 4.
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Table 4. Land use/land cover.
Number Code/Value RGB Code Description
1 2 255,0,0 112 Discontinuous urban fabric
2 6 230,204,230 124 Airports
3 11 255,230,255 142 Sport and leisure facilities
4 12 255,255,168 211 Non-irrigated arable land
5 18 230,230,77 231 Pastures
6 20 255,230,77 242 Complex cultivation patterns
7 21 230,204,77 243 Land principally occupied by agriculture,with significant areas of natural vegetation
8 23 128,255,0 311 Broad-leaved forest
9 24 0,166,0 312 Coniferous forest
10 25 77,255,0 313 Mixed forest
11 26 204,242,77 321 Natural grasslands
12 29 166,242,0 324 Transitional woodland-shrub
13 32 204,255,204 333 Sparsely vegetated areas
14 40 0,204,242 511 Water courses
15 41 128,242,230 512 Water bodies
3.2. Multi-Collinearity Test
In the current research, the multi-collinearity test was used to avoid the occurrence of collinearity
between the conditioning factors. Multi-collinearity is a phenomenon where one predictor variable
can be predicted from the other predictor variables with an extensive degree of accuracy in a multiple
regression model. To quantify the severity of multi-collinearity in an ensemble learning model,
tolerance and variance inflation factor (VIF) was used. Variance inflation factor contributes to a
measuring index that shows how much an estimated and collinearity effected regression coefficient
is increased.
A tolerance value less than 0.2 indicates multi-collinearity between independent variables, and
serious multi-collinearity occurs when the tolerance values are smaller than 0.1. If the VIF value
exceeds 10, it is often regarded as a multi-collinearity indication [27,28]. The tolerance and VIF values
in this study are estimated and shown in Table 5. The highest VIF and the lowest tolerance were 4.496
and 0.222, respectively, based on Table 5. There is, therefore, no multi-colinearity in current research
between independent factors. In the meantime, insolation had a tolerance of less than 0.1 and was
removed from the following analyses.
Table 5. Multi-collinearity test.
Model
Unstandardized Coefficients StandardizedCoefficients T Significant
Collinearity
Statistics
B Standard Error Beta Tolerance VIF
(Constant) 1.674 1.726 0.970 0.334
Aspect 0.004 0.014 0.021 0.325 0.746 0.953 1.049
Altitude 0.000 0.000 0.182 2.088 0.038 0.510 1.961
NDVI 0.122 0.671 0.014 0.182 0.856 0.663 1.508
Plan curvature 0.039 0.048 0.052 0.808 0.420 0.947 1.056
Rainfall 0.000 0.001 −0.056 −0.700 0.485 0.610 1.640
Distance from rivers −3.372 × 10−5 0.000 −0.072 −0.950 0.344 0.671 1.491
Distance from roads 1.013 × 10−5 0.000 0.013 0.187 0.852 0.825 1.212
Soil type 0.007 0.037 0.016 0.184 0.854 0.541 1.850
Maximum annual
temperature −0.084 0.069 −0.155 −1.208 0.229 0.234 4.272
Distance from urban 6.978 × 10−6 0.000 0.017 0.233 0.816 0.712 1.404
Wind power −0.233 0.236 −0.130 −0.987 0.325 0.222 4.496
TWI 0.000 0.008 0.002 0.032 0.974 0.942 1.061
Slope 0.023 0.004 0.528 6.503 0.000 0.587 1.704
VIF = Variance Inflation Factor.
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4. Training Data Selection
In order to collect data for forest fire database, we use Moderate Resolution Imaging
Spectroradiometer (MODIS), Landsat 8 OLI and Worldview-2 satellite images, extensive field surveys,
and aerial photo images. In this research, a total of 126 forest fire occurrence locations were identified.
Locations of forest fires are mapped and analyzed as “points”. These points refer to the points located
on the center of gravity of the forest fire occurrence or centroids of the burned areas.
From a machine learning point of view of, mapping susceptibility to forest fire can be considered
as a binary classification problem with two classes: Forest fire and non-forest fire. Forest fire points are
coded as "1," while non-forest fire points are coded as "0" and the dependent variable is represented.
For this analysis, all 126 forest fire locations were randomly divided by a random selection algorithm
into two groups: Training 88 forest fire locations (70%) and validation data sets with remaining 38
forest fire hotspots (30%). The second validation dataset with the remaining 38 forest fires was used for
the model validation and to confirm the prediction accuracy.
We need positive and negative examples of fire occurrence in order to build predictive models
of forest fires. Positive examples were represented in the past by validation datasets of forest fire
sites where we noticed the occurrence of the fire along with the date and time. The same quantity of
non-forest fire points was randomly sampled from non-forest fire areas within the areas at least 15 km
away from any positive example detected in timestamp ± 5 days and they represent negative examples.
5. Machine Learning Applications
5.1. Support Vector Machine
The support vector machine (SVM) is a widely used statistical machine learning algorithm
proposed by Vapnik [29] based on the basic risk minimization principle. The support vector machine
algorithm separates the classes with a final surface (called an optimal hyper-plane) that optimizes the
margin among the classes in the dataset. The data points of these classes closest to the hyper-plane
were originally called support vectors. The main objective of SVM statistical learning algorithms is not
just to separate the two classes, but also to find an optimal hyper-plane separating the two classes (i.e.,
wildfires and no wildfires) and the training data set.
Training data are introduced by
{
xi, yi
}
, i = 1, . . . ..r, yi = {1, −1}, where r is a number of training
samples and the training vector consists of two classes yi = 1 for class α1 and yi = −1 for class α2.
If classes are linearly separable, it is possible to define at least one hyper-plane defined by vector w
with bias b, which can separate the classes properly (training error is 0) according to Equation (1):
w·x+ b = 0 (1)
To find such hyper-plane, w and b are estimated in theway that yi(w·xi + b) ≥ 1 for yi = 1 (classα1)
and yi(w·xi + b) ≥ −1 for yi = −1 (classα2). These two can be associated based on Equation (2):
yi(w·xi + b) − 1 ≥ 0 (2)
There are many hyper-plane systems that can be used to separate two classes, but there is only
one optimal hyper-plane in n dimensions. The training points closest to the optimal hyper-plane and
located at the two boundaries, given with w·xi + b = ±1, are called support vectors and the center of
the margin is the optimal hyper-plane separation.
The optimal hyper-plane between two classes is defined by maximizing the gap between the
nearest classes. Mathematically, this means that we want to differentiate the two classes by their
maximum distance between support vectors. This distance is equal to 2||w|| . This is expressed as follows:
min
1
2
||w||2 (3)
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subject to the following constraints: yi(w·xi + b) ≥ 1, where, |(|w|) | is the hyper-plane standard, b
is a scalar base, and (·) denotes the scalar product. The cost function can be defined by using the
Lagrangian multiplier as in Equation (4):
L =
1
2
||w||2 −
r∑
i=1
ai(yi((w·xi) + b) − 1) (4)
where, ai is the Lagrangian multiplier.
For non-linearly separable classes, the constraints can be changed by introducing slack variables
ξi [30].
Equation (3) becomes:
L = min
1
2
||w||2 +C
r∑
i=1
ξi (5)
where C is the constant or penalty parameter that determines the correlation between training error
and the complexity of the model [31].
In order to deal with the non-linearity of the classification or regression problem, the SVM
classification approach introduced certain classes of functions called kernels K
(
xi, xj
)
= φ(xi)φ
(
xj
)
.
The original input data can easily be transferred to high-dimensional function space with certain
non-linear kernel functions. The most commonly used SVM classification kernels are a radial basis
function (RBF), also known as Gaussian kernels, polynomial, linear, and sigmoid kernels [29].
In this study, the radial basis function (RBF) kernel is used to model forest fire using the SVM
model [32]. Since the performance of the SVM model depends on the kernel width (γ) and the
regularization constant (C), they should be carefully monitored. In this research, the R open source
software “rminer” package [33] was used for support vector machinemodeling and optimal parameters
are provided. The tuning was done in a separate data set. Features of SVM applied for forest fire
modeling are:
• SVM type applied for model: Radial Basis function.
• Hyper-parameter: sigma = 0.054
• Number of Support Vectors: 34
• Objective Function Value: −93.072
• Training error: 0.160
The best values for kernel width and regularization parameter of the SVM were obtained using
the grid search method, and the optimal values were found as 0.125 and 7.95 for the kernel width and
regularization parameters, respectively.
To conclude, the forest fire hazard index is symbolized with four classes using Natural Breaks
classifications [31,32] and reclassified using the reclassify tool from Spatial Analyst Tools ArcGIS 10.4
software (ESRI, Redlands, California, CA, USA) release. Established on this, each cell is classified into
four categories and receives a new value, low, moderate, high, or very high, representing the forest fire
hazard index. The results of the forest fire susceptibility assessment using SVM model are given in
Figure 7. In general, a low value is an area with the least probability of forest fire occurrence, while the
very high value represents areas with the highest probability of forest fire susceptibility.
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Figure 7. Forest fire susceptibility map using the support vector machine model.
5.2. Random Forests
The random forest (RF) algorithm is an influential method of collaborative learning developed
for classification, regression, and unsupervised learning [33]. Moreover, the random forest method is
widely used for data prediction and is suitable for high-dimensional non-linear modeling of forest fire
susceptibility. The objective of RF is to identify the appropriate model for analyzing the relationship
between independent variables and a dependent variable for weight determination for each factor.
In this research, training data set forest fire locations (i.e., 88 forest fire locations) and 15 forest fire
conditioning factors were used as dependent and independent variables.
The RF algorithm operates by buildingmany classification trees during the training period [34] and
the final output of the model generation process is the average value of the results of all classification
trees [33].
In order to run the RF model, two main parameters of the random forest model must be defined a
priori: The square root of the number of factors (mtry) and the number of trees to run the model (ntree).
The above parameters should be optimized to minimize the generalization error. In general, the model
selects the best possible parameters for maximum accuracy [34].
Additionally, for tree learners, random forest training algorithm uses the regular technique of
bagging or boot-strap aggregating. The RF method uses the Gini Index as a measure for the best
split selection measuring the impurity of a given element in relation to the rest of the classes [35,36].
The Gini index is a measure of inequality of a distribution. The Gini index can be computed by
summing the probability pi of a single class with label i being chosen multiplies by the probability∑
ki pk = 1 − pi of a mistake in categorizing that class i. The Gini Index can be expressed as the
following equation for a given training dataset T with j classes:
IT(p) =
j∑
i=1
pi
∑
ki
pk = 1−
j∑
i=1
p2i (6)
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where, i ∈ {1, 2, ..., j}. Therefore, a decision tree is made to grow to its maximum depth by using a given
combination of features.
In this research, the RF model was used to observe the link between forest fire conditioning
factors and the occurrence of forest fire and to predict the susceptibility of a forest fire. In this study,
we used the Random Forest package of R open source software [36] for RF modeling and then the
final produced map was added to ArcGIS 10.4 to visualize the forest fire susceptibility maps using
the Spatial Analyst Tools reclassification tool. The mtry parameter was regulated using the internal
random forest function. In order to obtain the values of the study area's forest fire susceptibility index,
the value of each wildfire environmental factor in each grid cell was calculated using a random forest
model and the parameter configuration with the highest prediction accuracy was determined and set to
mtry = 5. In addition, in this study, the number of trees (mtree) in RF was fixed to 250 after a preliminary
analysis and the number m of variables sampled at each node was selected to be 1. No calibration set
is needed to tune the parameters. In addition, two types of error were calculated in this model: A
mean decrease in accuracy and mean decrease in node impurity (mean decrease Gini). This different
importance measure can be used for ranking variables and for variable selection.
The big advantage of the RF model is that it allows investigation of the variable importance
(the contribution of each variable) measured by the mean reduction in prediction accuracy (Figure 8).
Consequently, according to Peters [36], mean decrease in cross-validation and prediction accuracy
assessment were used to examine the uncertainty propagation of conditioning factors for forest fire
and to evaluate the whole random forest model.
Figure 8. Mean decrease in prediction accuracy and mean decrease Gini index.
We can see from Figure 8 that the most important conditioning factor in wildfires modeling is the
slope degree, followed by NDVI, soil type, and maximum annual temperature. Namely, the fire is
usually climbs uphill more easily than it descends downhill. The higher inclination effects a faster
spreading of the fire [17]. Moreover, the fire follows the direction of the surrounding wind, which
usually blows uphill. In addition, the smoke and heat generated by the fire, are able to heat the fuel
more than the fire itself.
Using a reclassification tool in the Spatial Analyst Tools ArcGIS 10.4 software, each final map
cell is classified into four categories (low, moderate, high, and very high) representing the forest fire
hazard index. The obtained results of the forest fire susceptibility assessment using the random forest
model are given in Figure 9. A low value (blue color) is the areas with the least probability of forest fire
occurrence, while the values of very high (red color) represent areas with the highest probability of
forest fire hazard.
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Figure 9. Forest fire susceptibility map using the random forest model.
5.3. Ensemble Modeling
Ensemble prediction is a learning algorithm that combines multiple model predictions [37]
to reduce bias (boosting) and variance (bagging) or improve predictions (stacking). The Bayesian
averaging is an original ensemble method, but the most popular methods for combining the predictions
from different models are:
• Boosting, which is used to build multiple models (typically the same type) using previous chain
model prediction errors.
• Bagging, which is used to create multiple models from different training dataset subsamples.
• Stacking, which is used to build multiple models and the supervisor model that best combines the
predictions of the primary models.
In this research, we carefully combine mentioned machine learning models to get an ensemble
model using Bayesian averaging [38,39] with efficient feature selection to address these issues and
mitigate their effects on the defect classification performance. Multiple predictions are made for each
data point in Bayesian averaging. In this method, we take an average of predictions from all the models
and use it to make the final prediction. Bayesian averaging can be used for making predictions in
regression problems or while calculating probabilities for classification problems. Along with efficient
feature selection, a new ensemble learning algorithm is proposed to provide robustness to both data
imbalance and feature redundancy.
The achieved results of the forest fire susceptibility assessment using ensemble model are given in
Figure 10. A low value (blue color) is the areas with the lowest probability of forest fire, whereas the
very high values (red color) are the areas with the highest risk of a forest fire.
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Figure 10. Forest fire susceptibility map using an ensemble method.
6. Validation
The validation of susceptibility maps for a forest fire is an important step in the modeling process.
The capacity of support vector machine, random forests, and ensemble models was assessed using a
non-dependent threshold approach: The operating characteristic of the receiver (ROC). The area under
the curve (AUC) is a synthesized index calculated for ROC curves and it has been generally used in
several types of research to assess the accuracy of the forest fire susceptibility map [40]. The AUC value
is the probability that a positive event with the help of the test will be evaluated as positive. The ROC
curves are generated by SPSS 17 software (IBM, New York, NY, USA) and represent the evolution of
the proportion of genuine positive cases (also referred to as sensitivity) as a function of the proportion
of false positive cases (corresponding to minus specificity). Graphic representation with a diagram of
the pair (specificity, sensitivity) corresponds to the ROC curve for the numerous possible threshold
values [41–44]. The ROC curves for SVM, RF, and Ensemble models are shown in Figure 11 and Table 6.
Table 6. The area under the curve.
Models Area Standard
Error
Asymptotic
Significant
Asymptotic 95% Confidence Interval
Lower Bound Upper Bound
RF 0.844 0.047 0.001 0.751 0.937
SVM 0.834 0.047 0.001 0.743 0.926
Ensemble 0.848 0.046 0.001 0.758 0.938
According to validation results, all three forest fire susceptibility maps are considered to have the
most acceptable and representable appearance (AUC > 0.8). In addition, both visual assessment and
quantitative validation, using ROC curve, agreed that SVM, RF, and their ensemble models are the
excellent performing model approaches with an AUC value shown in Table 6.
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Figure 11. Receiver operating characteristics (ROC) curves for support vector machine (SVM), random
forest (RF), and ensemble models.
7. Discussion
Machine learning algorithms specify computer-based tools that enable exploratory data and
statistical examination to detect unknown patterns and relationships of dataset values in advance.
In the current research, supervised and versatile machine learning algorithms and their ensemble
were used to investigate the spatial relationship between the occurrence of forest fires and different
environmental predictors [45]. The objective of this research was therefore to compare these statistical
and decision tree-based regression models for forest fire mapping in the Tara National Park, Republic
of Serbia. The results are presented and discussed in two important sections in the current research,
including the importance of the conditioning factors and the performance of the models in the forest
fire susceptibility mapping.
7.1. Importance of Conditioning Factors
Based on importance conditioning factor determination, the results of the current study showed
that the most important conditioning factor in wildfire modeling is the slope angle, followed by NDVI,
soil type, and the maximum annual temperature. Namely, the fire usually climbs uphill more easily
than it descends downhill. The higher inclination effects faster spreading of the fire. On the other
hand, the TWI and the distance from rivers were of the lowest importance in the occurrence of forest
fires. In another study [46], slope, NDVI, and maximum annual temperature were reported to be
more important in the occurrence of a forest fire, which is consistent with the results of the current
research. In addition, another the research confirmed that NDVI [47], land use, soil type, and the annual
temperature have a greater influence on the occurrence of the forest fire. In addition, researchers [48]
found that NDVI, distance from urban areas, and distance from roads have the highest predictive
values that indicate reasonable results in the forest fire susceptibility mapping.
7.2. Performance of the Used Models
The results show that the ensemble model had the highest AUC value (0.848), followed by the RF
model (0.844) and the SVM model (0.834). The best performance in the current study had the ensemble
method because that method combined the predictions of multiple different models together in order
to decrease variance or bias and take into account advantages of both used machine learning methods.
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In the ensemble method, we take and use an average of predictions from all models to make the
ultimate prediction. The Bayesian average can be used to predict problems of regression or to calculate
probabilities of classification issues. In addition to efficient feature selection, an ensemble learning
algorithm is introduced to provide robustness for both data imbalance and feature redundancy [37,48].
According to the achieved results, the support vector machine has about the same accuracy as
random forest method. SVM models have produced acceptable results in the mapping of susceptibility
to the forest fire. The non-linear mapping is one of the greatest advantages of the SVM model. For each
class of discrete covariates, a parametric model can, therefore, have different intercepts and coefficient
values. Furthermore, the SVM model is not excessively influenced by noisy data and is not very
likely to overfit. The SVM model has the advantage of complex, non-linear relationships and is highly
noise-resistant [49]. On the other hand, the greatest weakness of the SVM method is the fact that testing
different kernel combinations and model parameters requires finding the best model. In the meantime,
the results obtained are very difficult to interpret because they are part of a complex black box model.
Due to their power, versatility, and ease of use, random forests are quickly becoming one of
the most popular machine learning methods. The RF performance, in the current study, being
better than the SVM model could be due to its ability to run on large datasets with a large number
of predictors and its ability to handle thousands of input variables without variable deletion [19].
The random forest model uses regression trees to estimate an average of the dependent variable as
the final prediction results in an internally unbiased estimation of the classification error. The RF
algorithm has several advantages in relation to other machine learning methods. Firstly, RF method
can handle noisy or missing data as well as categorical or continuous features; secondly, it does not
require assumptions about the distribution of explanatory variables; and thirdly, it can deal with
interactions and non-linearities between efficient factors [50,51]. These are major advantages that limit
outlier generation, particularly when working with terrain variables with a high frequency of missing
data [19].
The random forests method takes advantage of the high diversity between particular trees and
operates by constructingmany classification trees during the training period [52]. In addition, according
to Catani [52], random forests method increases variety between the classification trees by randomly
changing the predictive variable sets and by resampling the data with substitution over the various
tree processes of induction [17]. The result of the model construction process is the average results of
all trees, so cross validation is not necessary for this method. On the other hand, the biggest weakness
of RF model is the fact that, unlike a decision tree, the model is not easily interpretable. In addition, the
correct use of RF model might require some work to tune the model for the data.
8. Conclusions
Many countries have detailed programs for forest fire protection, which are based on prevention
and fire-fighting measures. A fire detection system is one of the most important aspects of forest
fire protection before the fire spreads over larger areas. Therefore, the main purpose of this paper
is to demonstrate the results of an ensemble learning method using a Bayesian average based on
predictive results from the support vector machine and random forest methods. In this paper, we
modeled and predicted suitable locations for the outbreak of forest fires using machine learning
algorithms. Regional forest fire modeling is a regular, nonlinear and complex issue that can not
be easily assessed and predicted. In the current research, we attempted to compare the results of
forest fire susceptibility maps using supervised and versatile machine learning algorithms (support
vector machine and random forest) and their ensemble in the Tara National Park, Serbia. Based on
the obtained area under the curve, all models had the most scientifically satisfactory reliability and
could be used at the regional level for forest fire susceptibility mapping. The results depicted that the
ensemble model using Bayesian average had the best performance. Finally, these maps can provide
very useful information for fire managers, decision makers, and foresters to locate potential fire hazard
areas spatially so that they can operate under conditions in fire prevention operations in the Tara
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National Park of Serbia. Moreover, in national parks where the absolute priority is the preservation of
natural features and endemic species, this kind of prevention from forest fires is justified and necessary.
In addition, we believe that the results presented in this study make a substantial contribution to the
literature on forest fire mapping.
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Abstract: Large uncertainties in tree and forest carbon estimates weaken national efforts to accurately
estimate aboveground biomass (AGB) for their national monitoring, measurement, reporting and
verification system. Allometric equations to estimate biomass have improved, but remain limited.
They rely on destructive sampling; large trees are under-represented in the data used to create them;
and they cannot always be applied to different regions. These factors lead to uncertainties and
systematic errors in biomass estimations. We developed allometric models to estimate tree AGB in
Guyana. These models were based on tree attributes (diameter, height, crown diameter) obtained from
terrestrial laser scanning (TLS) point clouds from 72 tropical trees and wood density. We validated
our methods and models with data from 26 additional destructively harvested trees. We found that
our best TLS-derived allometric models included crown diameter, provided more accurate AGB
estimates (R2 = 0.92–0.93) than traditional pantropical models (R2 = 0.85–0.89), and were especially
accurate for large trees (diameter > 70 cm). The assessed pantropical models underestimated AGB
by 4 to 13%. Nevertheless, one pantropical model (Chave et al. 2005 without height) consistently
performed best among the pantropical models tested (R2 = 0.89) and predicted AGB accurately
across all size classes—which but for this could not be known without destructive or TLS-derived
validation data. Our methods also demonstrate that tree height is difficult to measure in situ, and the
inclusion of height in allometric models consistently worsened AGB estimates. We determined that
TLS-derived AGB estimates were unbiased. Our approach advances methods to be able to develop,
test, and choose allometric models without the need to harvest trees.
Keywords: 3D tree modelling; aboveground biomass estimation; destructive sampling; Guyana;
LiDAR; local tree allometry; model evaluation; quantitative structural model
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1. Introduction
Guyana has approximately 18.3 million hectares of forests with a relatively low deforestation rate
(between 0.1 and 0.3% per year), but is expected to increase in the future [1]. A cooperation between
the Governments of Norway and Guyana expresses their willingness to provide a replicable model on
how REDD+ can align the national forest countries’ objectives with the world’s need to combat climate
change [1]. For that, Guyana is one of the first countries to establish a national program for reducing
emissions from deforestation and degradation (REDD+; [2]). Guyana’s REDD+ activities include
the design and implementation of a national monitoring, measurement, reporting and verification
(MMRV) system, which should be able to assess and reduce aboveground biomass (AGB) uncertainties
within the country’s capacities and capabilities [3].
AGB is typically estimated with allometric models built from empirical data. The applicability of
any allometric model is thus largely dependent on the data used for its development and can produce
systematic over- or under-estimations of the true AGB when applied to other geographic regions,
species, or tree sizes where little or no data were included [4–6]. Since the performance of a country’s
MMRV program will be based on the quantification of emission reduction [6,7], Guyana seeks to test
the accuracy of pantropical models and develop a country-specific allometric model.
Current AGB allometric models in tropical forests are commonly based on diameter at breast
height (D; which can be measured in the field) and wood density (WD; from existing databases such
as Global Wood Density Database [8,9]). In recent years, other tree biophysical attributes have been
included such as height (H; [10]) and crown diameter (CD; [5]); and regional trends in height [10]
crown width [5] and climate variability (E; [11]). However, due to the difficulty of measuring tree
heights, the pantropical allometric models developed by Chave et al. [12] in 2005 are still widely used
because they only require tree diameter and species [13].
An accurate biomass estimation of large trees is particularly important for both forest biomass [14]
and forest biomass estimates [5]. Large trees account for around 75% of total forest AGB
variation [14–16], and the uncertainty of tree biomass estimates increases with size [5,17,18]. Despite
their relevance, large trees make up only 7% of available tropical biomass data (as of 2014; [11]), and the
lack of inclusion of large tree biomass data in the development of allometric models is increasingly
viewed as problematic [19–22]. Large trees explain over 75% of variation in total forest biomass [14–16])
and can predict the plot-level AGB. However, AGB error increases greatly with increasing tree size,
and pantropical allometric models often underestimate large tree biomass [5,17,18].
Terrestrial Light Detection And Ranging (LiDAR), also known as terrestrial laser scanning (TLS),
has been proven to be a valuable tool to assess the woody structure of trees [18,23,24]. TLS data provide
high level of three-dimensional detail of forest and tree structure, which allow extrapolation to broader
scales, or national scales using remote sensing systems [25]. Several studies have successfully taken
TLS from its original utility—precision surveying applications—to tropical forests [18,22,23,26–29] and
extracted tree attributes such as tree diameter [17], height [30,31], and crown width [32]. In combination
with quantitative structure modelling (e.g., TreeQSM [33] or SimpleTree [34]), 3D tree point clouds
were used to infer attributes such as total volume, AGB [17,18,22,26,30], AGB change [35], and tree
species [36], as well as ecological questions such as tree mechanics, branching architecture, and surface
area scaling [24].
Tropical countries seeking to participate in REDD+ that do not possess their own tree biomass
database might find TLS-driven methodology a resourceful alternative. We have earlier used TLS to
evaluate the accuracy of existing allometric models [17,18], and now we assess the potential of TLS and
TreeQSM-method to develop allometric models to estimate AGB in forest trees of Guyana. We produced
a unique tropical tree mass dataset of traditional inventory data and TLS scans of 98 tropical trees; 26 of
these trees were destructively harvested, re-measured, and weighed as validation data. The objectives
of this study are: (i) to model tree volume and estimate tree AGB from TreeQSM models of tree point
clouds; (ii) to build allometric models based on TLS measurements for Guyana; and (iii) to evaluate
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the performance of these TLS-derived data and allometric models against destructively-harvested
reference data and estimates from pantropical models.
2. Materials and Methods
2.1. Study Area
Field work was conducted January–February 2017 inside an active logging concession near
the Berbice river in the East Berbice-Corentyne Region of Guyana (4.48 to 4.56 lat and −58.22 to
−58.15 long; Figure 1). Located at 106 masl, the study area is a mixture of white sand plateu and
mixed forest [37]. The region is dominated by evergreen trees [37], with an an average precipitation of
3829mmyr−1, an average temperature between 22.5 and 30.5 ◦C, and an average humidity of 86% [38].
Figure 1. Map of the study area in Guyana (cross).
2.2. Tree Selection and Data Collection
2.2.1. Tree Inventory
An exploratory survey of the area was performed as a guide to sample the species composition
of the forest. We grouped our trees into five diameter (D) size classes (10 ≤ D < 30, 30 ≤ D < 50,. . . ,
D ≥ 90 cm) and inventoried 15 to 23 trees per size class. A total of 106 trees were inventoried
and scanned in 37 plots with TLS across a large range of tree sizes (D 11.2 to 149.8 cm), families
(26), and species (50). Of these, 26 were destructively sampled and other 8 were discarded due
to poor point cloud quality. We measured D and point of measurement (POM) of D, total H, CD,
and recorded species, stem damage, and any irregularities. Total H and CD were measured with a
Nikon Forestry-Pro hypsometer. Total H was measured from the base of the tree to the top [39] and
CD was measured as the mean of the projected tree edge N-S and E-W [40]. An experienced local
taxonomist matched reported local names with scientific names (Supplementary Material S.1).
2.2.2. TLS Data Acquisition
All TLS datasets were acquired using a RIEGL VZ-400 3D terrestrial laser scanner (RIEGL Laser
Measurement Systems GmbH, Horn, Austria). We scanned at each position with a resolution of 0.04◦,
following the suggestion by Wilkes et al. [23]. The TLS data acquisition and plot sampling design can
be found in Supplementary Material S.2.
From our full field inventory (a total of 106 trees), 26 trees were destructively sampled trees
and removed from the TLS dataset to serve as validation data. We inspected the point clouds of the
remaining 80 trees and discarded 8 trees whose point clouds were poor due to understory occlusion.
Thus, 72 trees were used in our TLS database to build allometric models.
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2.2.3. Destructive Harvesting and Fresh Mass Sampling
Twenty-six trees were selected and destructively sampled to serve as validation data.
This selection was based on diameter class, species, and wood density to maximize the number
of species sampled and avoid selection biases; all other characteristics (e.g., commercial value, trunk or
crown form, hollowness, structural damage or any other irregularities) were ignored—following
Goodman et al. [5]. After felling each tree, we re-measured D and H (denoted with the prefix
post-harvest) and weighed each part in situ. Each part was separated and weighed. The fresh
mass was measured directly in the field. Larger and non-irregular stems and very large branches were
measured through volume estimation. We measured length, top diameter, and bottom diameter of any
hollow sections.
We collected three wood samples from each part of each tree to estimate water content. Samples
were weighed immediately in the field, labelled, and air dried during the field campaign. Samples
from the bole, stump, and large branches (when volume was measured) were also used to determine
wood density. For this, measured fresh volume of each wood sample by water displacement. Detailed
information of the fresh mass sampling procedure can be found in Supplementary Material S.3.
2.2.4. Laboratory Analysis
We transported all wood samples to the laboratory at the Guyana Forestry Commission
(Georgetown, Guyana) for species identification, drying, and storage. Wood samples were oven
dried (101 to 105 ◦C until they reached a constant mass)—as in Williamson and Wiemann [41]—and
re-weighed. Detailed explanation of the laboratory work can be found in the Supplementary
Material S.3. Wood density was calculated as dry mass per fresh volume; and dry mass fraction
(dmf ) was the ratio dry to fresh mass.
2.3. Diameter, Tree Height and Crown Diameter from TLS Data
TLS-derived D was calculated from cross sectional point clouds (6 cm width) taken at every
10 cm on the Z-axis up to 6m height. Least square circle approach was used to fit circles in each cross
sectional point cloud as in Calders et al. [17]. We automatically determined POM by analysing the
angle between two consecutive diameters, starting from the bottom. The first angle within 1◦ of 90◦
(i.e., vertical) was considered as the POM. Total height was estimated as the distance between the
maximum and the minimum point in the Z-axis from each tree point cloud. Crown diameter was
estimated as the average of two horizontal distances between the maximum and the minimum point
in the X- and Y-axis from each tree point cloud.
2.4. Tree Volume and Biomass from TLS Data
We estimated tree wood volume from 3D quantitative structure models (TreeQSM
version 2.0; [17,18,33]) from our reconstructed 72 trees. WD values were assigned to each species
or genus according to Global Wood Density Database [8,9]. To obtain tree volume, we had two main
components: (i) semi-automatic individual tree extraction from TLS plots (Figure 2a–c), and (ii) 3D
reconstruction of QSMs for individual extracted trees (Figure 2d and Supplementary Material S.4).
Once we extracted the trees, we reconstructed their volume with cylinder features using the
automated framework presented in [17] to optimize QSMs. We optimized cover patch size (d) by
reconstructing the volume using a d range from 0.02 to 0.09m with a 0.005m increment and a minimum
number of points per cover patch nmin of 4. The optimization process returned the most suitable d for
each tree based on least square fit process and 20 models were reconstructed on average. The heuristic
decision to accept/reject was taken based on analyst’s experience and judgement (Figure 2d; [17,18]).
For 43 trees with large buttresses (selected by POM 
= 1.3m, visual inspection, and author’s
expertise), a triangular mesh was used for the volume modelling in the bottom part of the stem rather
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than cylinders (Figure 3; see Disney et al. [22]). The volume of the mesh replaced the volume of the
cylinders on the total tree volume estimation.
Figure 2. (a) Vitex spp. tree point cloud (TLS-derived H = 51.8m and TLS-derived D = 114.6 cm with
POM at 5.3m), (b) down-sampled tree point cloud (0.026m point spacing, as in Calders et al. [42]),
(c) soft tissues (green) and hardwood (black) separated point cloud [43], and (d) TreeQSM modelled
after the hardwood point cloud.
Figure 3. Buttresses modelling of a Hymenolobium flavum tree. The bottom part of the stem was
modelled with a triangular mesh instead of cylinders. The mesh volume replaced the volume of
the cylinders.
Finally, to estimate AGB, we multiplied the total tree volume with the corresponding wood
density. As an indicator of the reconstruction accuracy of the TreeQSM, root mean square error (RMSE)
was calculated to measure the difference between the reference and modelled AGB; R2 was used to
judge the fit of the TreeQSM models; concordance correlation coefficient (CCC; Lin [44]) was calculated
to compute the agreement on a continuous measure obtained by two methods; and the coefficient of
variation of RMSE (CV RMSE) was calculate to measure the difference between our TLS-derived AGB
and reference AGB [17,18].
2.5. TLS-Derived Allometric Models
We examined five model forms (Table 3) based on previous forms developed by Chave et al. [12]
and Goodman et al. [5] using TLS-derived attributes (D, H, and CD) and WD to test the relevance
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of these attributes to predict AGB. To build the allometric models, all data were transformed to the
natural logarithm to comply with allometric theory and meet the assumptions of linear regression.
The models were built using least-squares linear regression and the attributes were removed using
backwards stepwise regression to produce a minimum adequate model in the statistical program
R [45]. We tested the assumptions of the final five models. We tested for normal distribution of the
residuals using Q-Q plots and Anderson-Darling test to assess independence, and plots of residuals
against fitted values to assess homogeneous variance and linearity.
We used a paired t-test to analyse whether the TLS-derived attributes were different than our
post-harvested field measurements. If TLS and field-based measurements differed significantly,
a calibration factor was applied to the input attribute.
We also tested whether there were significant differences between models built using field
measurements or TLS-derived data. We built models using both sets of data with data source as
a dummy variable. When the dummy variable was significant, we applied its attribute estimate
(Reference Dummy Variable Corrector; RDVC) to the corresponding model form to modify the TLS
built models.
2.6. Tree Aboveground Biomass Estimation from Pantropical Allometric Models
Structural (D and H) and WD data from the 26 harvested trees were used to estimate AGB from
pantropical allometric models (Table 1). We estimated AGB and error using the most widely used
pantropical allometric models (Eqn. Ch05.II.3, Ch05.I.5, Cha14.H and Ch14.E) for moist forests [11,12]
and an updated version of Ch14.E. This revised version (Eqn. Rj17.E) is a direct model fit equation,
while the original equation Ch14.E was obtained by merging two equations [46].
Table 1. Pantropical models from [11,12,46] included diameter at breast height (D, in cm), specie-specific
wood density values according to the GWDD (WD, in g cm−3 or kgm−3), total height (H, in m),
the environmental stress (E, calculated from the GPS average location of each tree 1) to estimate
aboveground biomass (AGB, in kg dry mass) and ε is the model error.
Model Form AGB =
Ch05.II.3 WD · exp(−1.499+ 2.1481 · ln(D) + 0.207 · ln(D)2 − 0.0281 · ln(D)3) + ε
Ch05.I.5 0.0509 ·WD · D2 · H + ε
Ch14.H 0.0673 · (WD · D2 · H·)0.976 + ε
Ch14.E exp(−1.803− 0.976 · E+ 0.976 · ln(WD) + 2.673 · ln(D)− 0.0299 · ln(D2)) + ε
Rj17.E exp(−2.024− 0.896 · E+ 0.920 · ln(WD) + 2.795 · ln(D)− 0.0461 · ln(D2)) + ε
1 http://chave.ups-tlse.fr/pantropical_allometry.htm.
2.7. Assessment of Allometric Models
We made two types of assessment. First, we evaluated the log-transformed models based on the fit
of the data used to build the models. For that, we evaluated the models by using a penalized likelihood
criterion on the number of attributes: adjusted R-square (R2), corrected Akaike’s information criterion
(AICc), the coefficient of variation of RMSE (CVRMSE), and residual standard error (RSE). Goodness
of fit is indicated by high R2 and low AICc, CV RMSE, and RSE. To estimate AGB values (in Mg) a
correction factor (CF = exp[RSE2/2]) was applied to backtransform predicted values and remove bias
from the log-transformed data [47].
Second, we assessed the ability of our allometric models to predict AGB (Table 3) and compared
them to five pantropical allometric models (Table 1). We validated these AGB estimates with
field-measured reference AGB using the metrics listed below: model error (Equation (1)) and relative
error (Equation (2)).
AGBerror(Mg) = AGBest − AGBre f , (1)
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AGBrelative error(%) =
AGBest − AGBre f
AGBre f
· 100 (2)
where AGBest is AGB predicted by each model, AGBre f is the AGB calculated from our destructive
sampling, meanerror is the average of AGBerror for all 26 trees, and meanre f is the average of AGBre f .
We calculated these metrics for our entire harvested tree dataset (n = 26) and subsequently split this
data into small (D ≤ 70 cm; n = 17) and large (D > 70 cm; n = 9) trees. We used both assessments to
identify our “best” model(s).
3. Results
3.1. Tree Attributes and Estimated Biomass
A total of 72 trees were used to build allometric models based on TLS-derived data (Table 2 and
Supplementary Material S.5). Six harvested trees had hollow sections in the bole.
Table 2. Pre- and post-harvested field measured attributes, and terrestrial laser scanning (TLS)-derived
attributes range for: diameter (D), height (H), crown diameter (CD), wood density (WD; see note
below) and aboveground biomass (AGB).
Attributes
Allometric Model Dataset (n = 72) Validation Dataset (n = 26)
Measuredpre TLS-Derived Measuredpost TLS-Derived
Diameter (cm) 12.9 – 134.0 13.3 – 126.2 16.7 – 128.7 16.7 – 130.2
Tree height (m) 14 – 43.0 16.9 – 51.8 16.4 – 51.6 16.6 – 49.1
Crown diameter (m) 4.4 – 42.6 2.5 – 42.9 3.4 – 30.8 pre 4.6 – 30.2
WD (g cm−3) 0.4 – 1.0 0.4 – 1.0 0.4 – 0.9 0.4 – 1.0
AGB (Mg) NA 0.2 – 28.5 0.9 – 21.8 0.2 – 27.4
Note: Wood density was taken from direct measurements for measured trees in reference dataset and from the
GWDD for all others.
Our study found a systematic difference between the three measurements for D in our dataset
of 26 validation trees (p-value < 0.05; Table 2; Figure A1a,c of Appendix A): mean values were
59.4, 57.7, and 55.2 cm for pre-harvest, post-harvest, and TLS-derived diameters, respectively. Using
post-harvest field measurements as the reference data, we calibrated the TLS-derived D estimate
(Figure A1c). Neglecting to adjust the systematically lower TLS-derived D would result in a systematic
overestimation of AGB when applying TLS-derived allometric models with field measurements
diameters. The TLS-derived attributes (H and CD) and AGB were not significantly different from
our reference data (p-value > 0.05; Figure A1d–f). However, post-harvest H measurements were
significantly taller than pre-harvest H measurements taken on standing trees (p < 0.05; n = 26;
Figure A1b). WD values from our measurements and the GWDD were similar (our values were
1% greater; Supplementary Material S.6). Finally, there was no systematic difference between AGB
estimated from TreeQSM and our destructively-sampled reference data (Figure A1f).
3.2. Allometric Models Using TLS-Derived Measurements
We created five allometric models using combinations of the TLS-derived attributes D, H and CD
and WD from the GWDD (Table 3). For models using CD (m4 and m5) we found that the residuals
were not normally distributed using Anderson-Darling test. Upon further visual inspection of normal
quantile-quantile plots, we considered the residuals to be reasonably normally distributed and that
these models are reliable (Supplementary Material S.7). For model forms m2 and m3, models built
using field and TLS-derived data were significantly different (p < 0.05), thus we applied RDVC to the
TLS models (Table 3).
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Table 3. Models description for the TLS-derived aboveground biomass estimations including diameter
(D), wood density (WD), height (H), crown diameter (CD), Reference Dummy Variable Corrector
(RDVC) and associated statistical parameters based on 72 trees.
Model Type Form a b c d e RDVC df RSE adj-R2 AICc
m1 D ln(AGB) = a+ b · ln(D) + ε 0.6788 1.9337 . . . . . . . . . . . . 70 0.360 0.90 61.52
m2 D.WD ln(AGB) = a+ b · ln(D) + c · ln(WD) + RDVC + ε 0.6765 2.0246 1.0932 . . . . . . −0.1968 69 0.274 0.94 23.61
m3 D.WD.H ln(AGB) = b · ln(D) + c · ln(WD) + d · ln(H) + RDVC + ε . . . 1.9091 1.0978 0.3224 . . . −0.2138 69 0.266 NA 19.48
m4 D.WD.H.CD ln(AGB) = b · ln(D) + c · ln(WD) + d · ln(H) + e · ln(CD) + ε . . . 1.7282 0.2603 1.1522 0.3698 . . . 68 0.240 NA 6.23
m5 D.WD.CD ln(AGB) = a+ b · ln(D) + c · ln(WD) + e · ln(CD) + ε 0.5366 1.8124 1.1512 . . . 0.3878 . . . 68 0.246 0.96 9.28
Notes: df are degrees of freedom of the model, RSE is residual standard error of estimates, R2 is adjusted
R2, AICc is the corrected Akaike’s information criterion and NA is not applicable. In the models where the
intercept was removed, R2 was not calculated.
3.3. Evaluation of Allometric Models
We assessed how well the five TLS-derived allometric models developed in this study and five
pantropical allometric models estimate AGB of our destructively-harvested reference data on the
original scale (in Mg; Figure 4 and Table 4). Results were similar to the assessment done on the
log-transformed scale, and our models including CD estimated AGB better than all other models.
On the original scale (Table 4), AGB estimates from TLS-derived allometric models were slightly better
(R2 0.87–0.93; CCC 0.89–0.96) than the pantropical models assessed (R2 0.85–0.89; CCC 0.92–0.94).
However, TreeQSM models m4 and m5 outperformed the pantropical models (CCC = 0.96, R2 = 0.92,
CV RMSE = 33%). Pantropical models showed slightly lower level of agreement (CCC = 0.92–0.94);
with a R2 ranging 0.85–0.89 and CV RMSE ranging 37–44%.
Table 4. Summary of AGB estimates from TLS-derived and pantropical allometric models—R2, root
mean square error (RMSE), concordance correlation coefficient (CCC), sum of errors (sum, mean,
standard deviation (SD)), mean percent error and relative error (n = 26). Models are arranged based on
the statistical parameters from the best model to the worst model.
Model Type R2 RMSE CCC
Error (Mg) Relative Error (%)
Sum Mean SD Mean SD
m5 D.WD.CD 0.93 1.91 0.96 1.03 0.04 1.95 28.25 61.35
m4 D.WD.H.CD 0.92 1.99 0.96 1.36 0.05 2.03 28.33 57.91
Ch05.II.3 WD.D.D2.D3 0.89 2.32 0.94 −7.49 −0.29 2.35 5.54 48.26
Ch05.I.5 D2.WD.H 0.85 2.75 0.92 −9.86 −0.38 2.78 7.35 41.98
Ch14.H (D2.WD.H) 0.85 2.67 0.92 −11.89 −0.46 2.69 9.59 43.31
m1 D 0.87 2.52 0.93 13.65 0.53 2.51 68.01 105.95
Rj17.E D.WD.E 0.88 2.43 0.93 −19.28 −0.74 2.36 −1.62 44.04
Ch14.E D.WD.E 0.88 2.49 0.93 −21.56 −0.83 2.39 −3.62 43.52
m3 D.WD.H 0.88 2.92 0.89 −32.11 −1.23 2.69 14.80 60.97
m2 D.WD 0.89 2.96 0.92 32.21 1.24 2.74 73.80 98.95
Our TLS-derived allometric models with CD performed better than all other models in terms
of R2, RMSE, CCC, and absolute errors (Table 4 and Figure 4). The pantropical models tended to
underestimate AGB but had lower relative errors (Table 4 and Figure 4). In contrast to the model
evaluation with the 72 TLS-trees on the logarithmic scale, m5 (without H) performed slightly better
than m4 (with H). By several metrics, model m2 and m3 performed the worst of all models evaluated.
Adding WD and H to model m1 (with D only) did not improve estimates. In fact, adding these
attributes increased overall error. However, adding CD to models with WD and H improved estimates
by all metrics. Adding H to models never improved their accuracy. In both cases, models m5 vs. m4
and m3 vs m2, the model without H performed better than the counterpart model with H.
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Figure 4. Relationship between reference AGB (harvested trees; n = 26) and AGB estimated by
TLS-derived and pantropical allometric models. Black solid line is 1:1 relationship; dashed coloured
lines depict linear fit; and dotted grey lines indicate 95% confidence interval for the linear fit.
Among the pantropical models, Ch05.II.3 with just D and WD, had the highest R2 and CCC and
the lowest RMSE, but it slightly underestimated AGB (Table 4 and Figure 4). The two models including
the “environmental stress” attribute (E; Ch14.E and Rj17.E) produced the largest underestimates of
AGB in absolute terms but lowest relative error (Table 4). Pantropical models including H (Ch05.I.5
and Ch14.H) also underestimated AGB and were, by several metrics, the least accurate among all
models evaluated (lowest R2, lowest CCC, and highest RMSE).
Because allometric models often over- or underestimate AGB differently systematically with tree
size, we also assessed the performance of the TLS-derived and pantropical models for small trees
(D ≤ 70 cm; n = 17) and large trees (D > 70 cm; n = 9) separately (Figure A2). The inclusion of CD
in the models reduced error in AGB estimates for both size classes, but the effect was much more
substantial in the large trees. The mean error of TLS-derived models m4 and m5 is very close to zero
for both small and large trees, but mean relative error is very high for small trees (44%). The inclusion
of H in TLS-derived models improved AGB estimations for small trees but reduced the accuracy of
AGB estimates for large trees when compared to their counterpart model without H. All pantropical
models underestimated AGB, and the underestimation is greater for large trees (Table A1).
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For themost accurate AGB estimates in Guyanese forests, we recommendmodelm5 (Equation (3)),
especially for large trees. AGB is measured in kg dry mass, D in cm, H and CD in m and WD in
g cm−3. The back-transformation correction factor has been incorporated:
AGB = exp(0.5669+ 1.8124 · ln(D) + 1.1512 · ln(WD) + 0.3877 · ln(CD)) (3)
4. Discussion
4.1. Developing Allometric Models from TLS-Derived Attributes
This study presents the first assessment of the potential of TLS and TreeQSM to develop
TLS-derived allometric models to estimate AGB for trees in Guyana and takes Guyana one step closer
to its aim of developing a national MMRV system. Previous work by Gonzalez de Tanago et al. [18]
tested TLS-derived tree volume estimates against field-based volume estimates and then converted to
AGB wood density values from the Global Wood Density Database [8]. Here, we weighed trees directly
to build our reference data and tested the effects of tree hollowness on the accuracy of TLS-QSM AGB
estimates. We found that TLS-QSM AGB estimates were not biased, even with the presence of hollow
and irregularly shaped trees.
This is one of the first studies to have explicitly used TLS-derived attributes and wood density
to develop allometric models to estimate AGB of tropical trees. In a similar study, Stovall et al. [29]
reconstructed 329 trees in Virginia, USA and found that TLS-derived allometric models predicted AGB
better than national models. Another study, Momo Takoudjou et al. [26] calibrated an allometric model
from Chave et al. [11] using TLS tree point clouds from a semi-deciduous forest in Cameroon and
yielded a good fit (R2 = 0.95). Both studies [26,29] used TLS-derived attributes (D and H) to predict
AGB with accurate results. While one reconstructed AGB from coniferous trees [29], the other one
was applied to tropical forest trees in Cameroon. Our results showed better results for TLS-derived
allometric models that include CD compared to the pantropical models tested [11,12,46], which
included trees from the same region (French Guiana, n ≈ 390 trees). In the absence of CD data,
the oldest and simplest of the pantropical models (Ch05.II.3) provides the most accurate AGB estimates
in this region. This is one of the first studies to have explicitly used TLS-derived attributes and wood
density to develop allometric models to estimate AGB of tropical trees.
4.2. Choosing the Adequate Tree Attributes for Allometric Models
Recent studies have highlighted the relevance of including crown dimension in allometric
models [5,15,48]. Models including CD had the highest R2 in Goodman et al. [5] and Jucker et al. [48]
and lower bias [48]. These authors had independently agreed that CD improves tropical tree biomass
estimates, especially for large trees (D > around 100 cm in Goodman et al. [5] and Ploton et al. [15];
and ≥10Mg for Jucker et al. [48]). From our results, we found that allometric models using CD
provide better AGB estimates for trees in Guyana, especially for large D size classes (Figure A2). While
crown diameter is generally not collected in traditional forest inventories; UAV (unmanned aerial
vehicles) with structure for motion algorithms allows you to delineate tree crowns [49]; increasing the
potentiality of using crown models in allometric models.
Our results agree with Goodman et al. [5] that allometric models with H performed worse
underestimating AGB than their counterparts without H in this region too. Goodman et al. [5] also
found that models including H underestimated AGB and suggested the inclusion of CD instead of H
in allometric models. Our results contrast those of Feldpausch et al. [10], in which their models with H
performed better estimating AGB than models without H, and agree with Goodman et al. [5], which
found that pantropical models that include H tend to be systematically inaccurate when applied to
other locations.
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We found significant differences in the pre-harvest, post-harvest, and TLS-derived D and H
values, demonstrating the difficulty and ambiguity of measuring the diameter and height of tropical
trees, as seen in Table 2. While it is nearly impossible to say what “true” and repeatable diameter
above buttresses and total H are, TLS offers new insights. For example, even with rigorous protocols,
determining the top of buttresses is a judgement call, and our data show variation in measurements
on standing and felled trees. Pre-harvest D measurements were significantly higher, reflecting
the difficulty of measuring high above the ground; and post-harvest measurements were much
more conservative. Our novel method of determining D from TLS point clouds was perhaps too
conservative but probably more repeatable. It is important to note that conservative D measurements
yield conservative AGB estimates from allometric equations, but the opposite is true when building
allometric models.
Measuring tree height in tropical forests is notoriously difficult, especially for trees above forest
canopy. In Hunter et al. [50], the precision of repeated height measurements from the ground ranged
from 3 to 20% of the total height, which resulted in 16% mean error of AGB estimates. In our study we
did not record repeated measurements, but our pre-harvest height measurements were on average
10% lower and TLS-derived measurements were 2% lower than our reference (post-harvest) heights.
Pre-harvest measurements had a greater variation and higher underestimation than our TLS-derived
height. A novel alternative for would be to use a UAV-LS (UAV laser scanning) to estimate tree height
and crown diameter. Brede et al. [51] were able to derived D and canopy height models using a RIEGL
RiCOPTER with VUX R© -1UAV and compared those with a RIEGL VZ-400 TLS with high agreement
for DBH (correlation coefficient of 0.98 and RMSE of 4.24 cm). However their study area was composed
mostly by European Beech (Fagus sylvatica) and future work is needed to explore UAV-LS techniques
in tropical forests.
4.3. Local or Pantropical Allometric Models?
We also estimated AGB for our trees using five well-known pantropical models (Table 1), showing
that all five models underestimated AGB. Our results contrast with some studies and support others
that used pantropical models for local studies. In Colombia, Alvarez et al. [4] found that using
Chave et al. [12] moist pantropical equations (with and without H) all overestimated AGB (with
relative errors up to 52.8%); while Gonzalez de Tanago et al. [18] found that AGB was underestimated
15.2 to 35.7% when compared to estimated AGB from TreeQSM models in Guyana, Indonesia, and Peru.
As in Alvarez et al. [4], Kuyah et al. [52] found that AGB in Kenya was overestimated in 22% using
Chave et al. [12] moist forest equation (with H) and suggested that overestimations were due to the
dominance of small trees (D < 10 cm) and lack of larger trees in their plots. We theorized that with
more trees scanned, we could understand the reasons for these differences. When disaggregating
by diameter size, we found that pantropical models tended to underestimate small and large trees
(Figure A2). This matches Chave et al. [12], whose models tended to underestimate small trees.
Our results are also aligned with Chave et al. [11], insofar as their models tended to be fairly accurate
with medium size trees, and underestimate larger trees. In this study, our TLS-derived allometric
models (n = 72) were based on 32 different species and 18 different families. Just one ha of tropical
forest can have 300 different species [53]; thus, we aimed to cover all different tree species in our
sample, with a more precise range of wood density and avoid bias by selecting few species.
Interestingly, our study also showed that locally developed allometric models are not always
better than pantropical allometric models. We found out that the pantropical allometric model Ch05.II.3
(without H) consistently performed best (R2 = 0.89) among the other pantropical allometric models
assessed in this study (R2 = 0.85–0.88) and even better than some of the TLS-derived allometric models
developed (m1, m2, and m3). Thus, our approach can be used also to select the most appropriate
allometric model available without the need of destructively harvested validation data. Moreover,
our best TLS-derived allometric models (m4 and m5) estimated the AGB of large trees (D > 70 cm) very
accurately, with mean AGB overestimate of just 1%, while the pantropical models assessed yielded
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mean underestimates between −4% and −24% (Table A1). This is of much relevance due to the
significance of large trees to total forest biomass [14–16] and the fact that pantropical allometric models
systematically underestimated large tree biomass [5,17,18].
4.4. Challenges and Outlook
Scanning tropical trees in situ remains challenging, not only because of the harsh environment but
also because the novel sampling design we developed for this study (Supplementary Material S.2.3).
In our study, we increased the scanning resolution from 0.06◦ to 0.04◦ (Supplementary Material S.2.1) as
suggested by Wilkes et al. [23] to balance trade-off between accuracy and scanning time requirements.
Gonzalez de Tanago et al. [18] and Lau et al. [54] pointed out that low-density point clouds created
unrealistic branching reconstructions (i.e., where cylinders were constructed due to low point cloud
density rather than actual branching). Still, we discarded 8 tree point clouds due to under-story
occlusion. Occlusion by dense vegetation might reduce TLS acquisition range and future TLS
campaigns in tropics will cope with occlusion; either increasing their sampling rate, using a different
type of TLS (single or multiple returns), or increasing their scanning resolution [17,23]. Because a
detailed analysis of quality of tree point clouds is usually undertaken after the fieldwork, we suggest
scanning 10% more trees than the desired sample size in case some trees need to be removed due to
poor quality.
Our methodology provided unbiased AGB estimates regardless of tree structure, even with
partially hollow and irregular stems. However, we suggest that this outcome is further tested with
destructively harvested data from other forests. In Guyana, developing a national monitoring system
based on the now known most appropriate pantropical model or their own national model could
contribute to more accurate biomass estimates for REDD+ MMRV. Our results demonstrated that
TLS-derived AGB estimates can be used as a decision-making tool in MMRV selection of an adequate
pantropical allometric model, and in case TLS-derived allometric models using CD are out of scope,
Ch05.II.3 would be an adequate model (on average conservative and reasonably accurate).
Being able to obtain TLS-derived AGB estimates without destructively harvesting trees is also
environmentally desirable. We are able to quantify AGB for trees that would be illegal, expensive,
impractical, or simply unnecessary to harvest. We are aware that our methods and analyses require
expensive equipment and expert knowledge, but the process is much faster, less labour intensive,
and more environmentally sustainable than destructive harvesting, especially for large trees. Research
has already begun to semi-automatize the modelling processes by separating individual trees [55] and
segregating wood from soft tissues [22].
With the advances on tree segmentation algorithms [42,56], the modelling of trees is being
semi-automatized. Tree segmentation algorithms would allow us to segment and estimate AGB
using TreeQSM for entire TLS scanned forest plots. While this is a case study of creating site-specific
allometric models for Guyana, we showed that TLS-derived allometric models (including CD) can be
an unbiased estimator of AGB, even in a logged forest where a high proportion of the remaining trees
were damaged and hollow. Our method’s potential to rapidly produce large, unbiased calibration
tree datasets is of great significance to remote sensing missions, which rely on field data for their
calibration. With TLS and 3D modelling, plot-level AGB could be estimated directly, and these plots
could be used as calibration sites for upcoming satellite missions. However, this is a major undertaking.
As mentioned by Disney et al. [57], data acquisition standardization, automatization of processing,
and more accurate 3D reconstructions are needed first to narrow the bridge between TLS and remote
sensing space missions. We strongly encourage other studies to expand upon our findings to determine
whether TLS always provides unbiased AGB estimates and could replace destructive sampling in
the future.
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5. Conclusions
We advanced TLS methods to estimate tree metrics and explored the accuracy of field and
TLS-derived data to develop local allometric models for Guyana. We showed that AGB from
TreeQSM estimations were not biased. Moreover, we found that allometric models can be built
from TLS-derived tree volume and wood density, even with the occurrence of hollow and irregular
stems. We demonstrated that tree AGB estimates from TLS-derived allometric models including crown
diameter (models m4 and m5) provide better agreement with reference data than AGB estimates from
pantropical allometric models, especially for large trees (D > 70 cm). AGB estimates from TLS-derived
allometric models and pantropical models including H provided poor agreement with reference data
when compared to their counterpart without H. The simplest pantropical model (Ch05.II.3 [12] with
only D and WD) provided very good estimates of our data. While our results are based on 72 TLS
scanned trees, a small number of trees compared to other studies, our new approach can be further
applied for developing allometric models without the need to harvest vast numbers of trees. Further,
this new approach can be used to test and choose existing allometric models calibration remote sensing
metrics to forest biomass, and improve the future estimates of forest biomass from tropical forest.
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Abbreviations
The following abbreviations are used in this manuscript:
AGB Aboveground biomass
adj-R2 Adjusted R-square
AICc Akaike’s information criterion
CCC Concordance correlation coefficient
CD Crown diameter
CF Correction factor
Ch05.I.5 Chave et al. [12] Equation I.5
Ch05.II.3 Chave et al. [12] Equation II.3
Ch14.E Chave et al. [11] Equation (7)
Ch14.H Chave et al. [11] Equation (4)
CV RMSE Coefficient of variation of RMSE
D Diameter at breast height
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df degrees of freedom
dmf dry mass fraction
GWDD Global wood density database [8]
H Height
LiDAR Light Detection And Ranging
MMRV Monitoring, measurement, reporting and verification
POM Point of measurement
Rj17.E Réjou-Méchain et al. [46] Equation (1)
QSM Quantitative structure models
TLS Terrestrial laser scanning
RDVC Reference Dummy Variable Correction
REDD+ Reducing emissions from deforestation and degradation
RMSE Root mean square error
RSE Residual standard error
UAV Unnamed aerial vehicle
UAV-LS Unnamed aerial vehicle laser scanning
WD Wood density
Appendix A
Figure A1. Relationship between pre-harvest against post-harvest values for D (a) and H (b),
TLS-derived against post-harvest values for D (c) and H (d), TLS-derived against pre-harvest values
for CD (e), and against harvested tree AGB (f), Solid line is 1:1 relationship.
Table A1. Summary of AGB estimates from TLS-derived and pantropical allometric models—R2,
RMSE, CCC, sum of errors (sum, mean, standard deviation (SD)), mean percent error and relative error
(n = 26) separated in small trees (D ≤ 70 cm) and large trees (D > 70 cm). Models are arranged based
on the statistical parameters from the best model to the worst model.
Model Type R
2 RMSE CCC Mean Error (Mg) Sum Error (Mg) SD Error (Mg) Mean rel. Error (%) SD. rel. Error (%)
Small Large Small Large Small Large Small Large Small Large Small Large Small Large Small Large
m5 D.WD.CD 0.83 0.84 1.27 2.69 0.87 0.90 0.03 0.06 0.50 0.53 1.31 2.86 44.08 0.11 70.75 22.73
m4 D.WD.H.CD 0.83 0.81 1.22 2.89 0.89 0.89 0.08 0.01 1.23 0.13 1.26 3.07 44.29 −0.04 65.74 23.30
Ch05.II.3 WD.D.D2.D3 0.70 0.78 1.57 3.30 0.79 0.86 −0.21 −0.43 −3.61 −3.88 1.60 3.47 10.71 −4.22 57.51 22.36
Ch05.I.5 D2.WD.H 0.76 0.67 1.40 4.25 0.84 0.79 −0.11 −0.88 −1.95 −7.91 1.44 4.42 15.26 −7.57 47.45 24.95
Ch14.H (D2.WD.H) 0.75 0.67 1.41 4.11 0.84 0.79 −0.09 −1.16 −1.45 −10.44 1.45 4.19 19.54 −9.21 48.42 23.74
m1 D 0.74 0.59 1.55 3.71 0.81 0.76 0.64 0.32 10.81 2.84 1.46 3.92 99.92 7.74 118.63 26.22
Rj17.E D.D2.WD.E 0.70 0.77 1.65 3.45 0.75 0.85 −0.40 −1.39 −6.72 −12.55 1.65 3.34 3.61 −11.50 52.33 20.40
Ch14.E D.D2.WD.E 0.70 0.77 1.68 3.55 0.74 0.84 −0.44 −1.57 −7.45 −14.11 1.67 3.37 1.39 −13.08 51.60 20.94
m3 D.WD.H 0.67 0.74 1.67 4.39 0.75 0.72 −0.16 −3.27 −2.66 −29.45 1.71 3.11 35.20 −23.72 65.90 19.41
m2 D.WD 0.64 0.77 1.90 4.30 0.76 0.81 0.84 1.99 14.30 17.91 1.75 4.04 105.06 14.74 109.05 28.47
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Figure A2. Mean error in estimates (estimated AGB minus reference AGB in Mg) by DBH size class:
small trees (D ≤ 70 cm; n = 17) and large trees (D > 70 cm; n = 9) for the TLS-derived allometric models
and pantropical models.
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Abstract: The accurate estimation of leaf area is of great importance for the acquisition of information
on the forest canopy structure. Currently, direct harvesting is used to obtain leaf area; however, it is
difficult to quickly and effectively extract the leaf area of a forest. Although remote sensing technology
can obtain leaf area by using a wide range of leaf area estimates, such technology cannot accurately
estimate leaf area at small spatial scales. The purpose of this study is to examine the use of terrestrial
laser scanning data to achieve a fast, accurate, and non-destructive estimation of individual tree leaf
area. We use terrestrial laser scanning data to obtain 3D point cloud data for individual tree canopies
of Pinus massoniana. Using voxel conversion, we develop a model for the number of voxels and
canopy leaf area and then apply it to the 3D data. The results show significant positive correlations
between reference leaf area and mass (R2 = 0.8603; p < 0.01). Our findings demonstrate that using
terrestrial laser point cloud data with a layer thickness of 0.1 m and voxel size of 0.05 m can effectively
improve leaf area estimations. We verify the suitability of the voxel-based method for estimating the
leaf area of P. massoniana and confirmed the effectiveness of this non-destructive method.
Keywords: Pinus massoniana; specific leaf area; leaf area; terrestrial laser scanning; voxelization;
forest canopy
1. Introduction
As an important organ of trees, leaves play a substantial role in plant photosynthesis, transpiration,
and many other physiological activities [1–3]. The leaf area (LA) is an important parameter for
expressing the amount of leaves in a tree canopy, and is an important measurement for understanding
the growth, development, productivity, and physiology of plants [4,5]. Evaluations of leaf traits at
the leaf are receiving more attention in forest ecology and remote sensing studies [6,7], LA directly
affects the accumulation of plant dry matter and also directly determines the interception capacity and
utilization rate of light energy, as well as changes in transpiration rates. Another indicator related to
LA is the specific leaf area (SLA), which refers to the fresh leaf surface area per unit mass of dry matter;
its value is directly affected by leaf thickness, shape, and quality. Many ecosystem process models
utilize plant SLA as an important input parameter [8]. Therefore, rapid and non-destructive acquisition
of parameters is very important for the estimation of the stand structure and the quantification of
stand quality.
Currently, commonly used leaf area measurement methods include direct methods and indirect
methods [9–11]. Many direct methods require the excision of leaves from plants; this method is
labor-intensive and limited in the scope of its application. Indirect measurement methods primarily
use a variety of instruments and software to obtain leaf area measurements, such as portable scanning
planimeters, hand scanners, laser optic apparatuses, and image analysis software. LA can be obtained
by a variety of instruments and software [12]. Most terrestrial laser scanners (TLSs) cannot separate
branches and leaves directly. Methods using TLSs are also time consuming, expensive, complex,
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Forests 2019, 10, 660
and only suitable for a few specific species of plants [13]. Especially when studying species with
non-flattened blades (e.g., coniferous species, such as P. thunbergii and Pinus massoniana), such
methods result in poor comparability, owing to differences in the understanding of principles of leaf
interception [14]. Therefore, new instruments and methods to separate individual trees from the other
trees must be explored [6,15].
Recently, many studies have estimated LA by terrestrial light detection and ranging (voxeli).
LiDAR is an active remote sensing technology that records the details of three-dimensional information
by acquiring the three-dimensional coordinate data and digital images of the research target [16],
thereby providing an opportunity to extract the 3D geometry of an individual tree. The estimation of
tree characteristics such as height and diameter at breast height (DBH), has been widely used to fully
compensate for the limitations of traditional optical remote sensing monitoring in the vertical structure
of forest canopy [17,18]. TLSs are also used in measuring vegetation structure information. TLSs are
lightweight and portable, have high laser resolution and are safe. Most TLSs use a level 1 laser, which
does not harm the human eye. The tree canopy structure is quickly and accurately measured by a
pulsed laser in a non-contact manner, thereby obtaining a large-area, complex, irregular forest point
cloud data [19,20]. Another advantage of TLSs is their capability to separate a target tree from other
trees using its unique distance information. There are three methods for estimating the leaf area of
individual trees: regression analysis, gap-based probability, and voxel method.
Regression analysis is mainly based on TLSs to obtain structural parameters of a single tree—such
as crown width, breast diameter, tree height—to establish a regression equation of the leaf area [21].
This method is more labor-saving than field measurement and is conducive to data preservation and
extraction. There is an error in the extraction process of the forest structure parameters, and this error
tends to have an uncertain effect on the subsequent regression equations.
Based on the gap probability and the law of angular distribution, the LAI of the individual tree is
derived, and the influence of the relevant parameters on the LAI estimation is analyzed [22], but the
trunk effect in the interference probability model is not eliminated.
The voxel-based 3Dmodelingmethod has been used for years in the fields of scientific computation
and medical imaging. This method is convenient for creating architectural models and for 3D imaging.
It is, in fact, a method based on regression models. In forestry research, voxel-based 3D modeling
is used to estimate LAI and leaf area density (LAD) by directly counting the contact frequency of
each layer of the studied tree [23,24]. However, this method is primarily applied to broad-leaved tree
species, and further study is required to adapt this method to conifer species and obtain the leaf areas
of conifer needles.
Masson’s pine (Pinus massoniana Lamb.) is one of the most important tree species in southern
China. Because of its high adaptability to drought and barren soils and its capacity to retain water and
nutrients, P. massoniana has been widely planted in China [25,26]. LA usually represents the quality of
a tree [27–29]. However, because of the non-flattened blades of P. massoniana, such methods result in
poor comparability, owing to differences in the understanding of principles of leaf interception [14].
This study combines different horizontal layers and different voxel sizes to estimate the LA of
P. massoniana based on the 3D voxel method. Here, ‘horizontal layer’ indicates the bottom layer of the
canopy. The purpose of this study was to: (1) construct a conifer tree LA estimation method based on
ground-based remote sensing data; (2) study the optimal voxel size and model in the LA estimation
process; and (3) study the LA estimation under the optimal stratification height.
2. Materials and Methods
Figure 1 illustrates the developed LA estimationworkflow, including the extraction of the reference
LA and the estimation of the LA. The specific steps are as follows:
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Figure 1. Flowchart of leaf area (LA) estimation.
2.1. Site Characteristics
This study site was located in Hetian Town (25◦33′–25◦48′ N, 116◦18′–116◦31′ E), in Fujian
Province, China. The site is dominated by P. massoniana plantations. The site is characterized by low
hills and the average elevation is ~310 m above sea level [30]. The mean annual air temperature is
19 ◦C, and the annual precipitation is 1621 mm (occurs mainly from April to June) [31].
2.2. Specific Leaf Area Acquisition
A total of 26 canopy samples of P. massoniana were selected for sampling. Samples of 10 needles,
with no signs of disease and of the same color, were collected from the upper, middle, and lower
layers of the canopy. We first used the YMJ-C Digital Leaf Area Meter (HINOTEK, Hangzhou City,
China) system to scan the coniferous area, and then loaded the needles into numbered envelopes and
brought them back to the laboratory to dry to a constant weight. Then, each sample was weighed and
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a single mean dry weight was calculated [32]. The specific leaf area of P. massoniana was obtained by
the least-squares method [4].
SLA =
∑n
i=1 LAi∗Xi∑n
i=1 Xi2
(1)
where n is the number of leaves tested, LAi is the leaf area of the ith leaf, and Xi is the dry mass of the
ith leaf.
2.3. Point Cloud Data Acquisition
We obtained point cloud data for 26 P. massoniana samples using a Stonex X300 laser scanner
(Italy), which is a pulsed-static 3D laser scanner. The configuration of the Stonex X300 is shown in
Table 1. In order to avoid the influence of light intensity and weather on measurement error, we
selected three different angles (Figure 2) [23], corresponding to (1) an instrument shooting angle of
220◦, (2) a scanning mode set to fast, and (3) a horizontal field of view of the scanning area with partial
station overlap, such that any two stations could be found between multiple points of the same name
with a vertical field of view of −25◦ to 65◦. The scan resolution accuracy was <6 mm. Three plastic
balls, with a diameter of 20 cm each, were placed next to each sample tree and on the top of a tripod to
serve as a fixed target, ensuring that each station could scan at least two targets and match the three
stations through the target using the original point cloud data.
Table 1. Configuration of the STONEX X300 laser scanner
Model STONEX X300
Measuring range 2–300 m (100% Reflectivity)
Visual range Level 360
◦ (Panoramic view)
vertical 90◦ (−25◦ to +65◦)
Accuracy <6 mm (50 m)
<40 mm (300 m)
Scanning speed >40,000 points/s
Scan resolution 0.37 mrad
Data storage 32 GB
Figure 2. Instrument station locations for individual trees.
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2.4. Point Cloud Data Processing
In this study, the area of each layer was calculated according to the edge length, L. Choosing a
suitable voxel size solved the difference in the number of point clouds in voxels:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
a = xmin +
(
int(x−xmin)
L
)
× L
b = ymin +
(
int(y−ymin)
L
)
× L
c = zmin +
(
int(z−zmin)
L
)
× L
(2)
where a, b, and c are the coordinates in the voxel array, int is a function for rounding off the coordinates
to one decimal place to the nearest integer; x, y, and z represent the point coordinates of the registered
LiDAR data; xmin, ymin, and zmin are the minimum values of x, y, and z, and L represents the voxel
element size [33,34]. In this article, the voxel type selected is the filled voxels that contain a group of
points [35,36].
First, we layered the point cloud data according to different layer thicknesses and subsequently
calculated the number of voxels under different layer thicknesses. Through layering treatment,
the overlap between the blades was effectively reduced, so that the number of transformed voxels was
more representative of the blade area. The rounding algorithm is shown in Figure 3.
 
Figure 3. Point cloud data voxelization.
2.5. Point Cloud Data Extraction
Firstly, the original point cloud data obtained by TLS Stonex X300 is used to convert the original
point cloud data, and the true color photos are extracted. The leaves, branches and other selections in
the original color image are used as training samples to unify other training samples, and then use the
maximum likelihood method to classify the image. In order to make the color clear after classification,
this article sets the canopy leaves to red, the branches and trunks to green, and the other training
samples to white (Figure 4).
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a b 
Figure 4. (a) Point cloud data of tree; (b) Point cloud data of leaf.
2.6. Model Validation
In order to develop models, the data from 26 individual trees were first classified into two
independent subsets for model establishment and model validation. A subset of 18 individual trees
was used for model establishment, and the data of five individual trees were used for model validation.
With the subset of 18 individual trees used for modelling, the correlations between leaf area and leaf
mass were first analyzed, and then single-variable models were established. Single-variable models
contained linear, quadratic, and exponential forms, using each of the 10 layer and 10 voxel sizes.
The models were validated according to the root mean square error (RMSE) and mean relative error
(MRE) using Equations (3) and (4), respectively:
RMSE =
⎛⎜⎜⎜⎜⎜⎝
1
n
n∑
i=1
(Ei −Mi)2
⎞⎟⎟⎟⎟⎟⎠
1
2
(3)
MRE =
1
n
n∑
i=1
abs(Ei −Mi)
Mi
× 100% (4)
Statistical analyses were performed using SPSS version 12.0 (Amos Development Corporation,
Chicago, IL, USA).
3. Results
3.1. Specific Leaf Area of Pinus massoniana
The dataset was divided into training data and test data by the random selection of 30% of the
total data set as testing data and 70% as training data. The reference leaf mass, reference LA, and SLA
of the training data are shown in Table 2. The reference values for leaf mass and LA were obtained as
the average of 10 values. The correlations between the reference leaf mass and the reference LA are
shown in Figure 5.
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Table 2. Leaf parameters
Sample Number
1-1 1-2 1-3 1-4 1-5 1-6 1-7 1-8 1-9
Reference leaf mass (g) 0.038 0.057 0.032 0.071 0.038 0.046 0.048 0.038 0.052
Reference leaf area (cm2) 1.528 1.743 1.187 2.002 1.269 1.459 1.592 1.367 1.800
SLA (cm2/g) 39.705 30.397 37.390 28.142 33.130 31.463 33.394 35.891 34.810
2-1 2-2 2-3 2-4 2-5 2-6 2-7 2-8 2-9
Reference leaf mass (g) 0.049 0.035 0.039 0.085 0.063 0.040 0.052 0.036 0.047
Reference leaf area (cm2) 1.769 1.226 1.535 2.354 1.930 1.653 1.677 1.209 1.774
SLA (cm2/g) 36.464 35.035 39.196 27.570 30.623 41.159 32.169 33.268 37.365
Abbreviations: Specific leaf area, SLA.
y = 20.64x + 0.6199
R² = 0.8603
p漣0.01
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Figure 5. Relationship between reference leaf area (LA) and reference leaf mass.
To obtain a more accurate LAI, we calculated the LA of individual trees based on the SLAs of the
upper, middle, and lower parts of P. massoniana (Figure 5). Significant correlations were found between
reference LA and reference leaf mass, with a coefficient of determination (R2) of 0.8603. LA was
positively correlated to leaf mass (p < 0.01). The SLA of P. massoniana was obtained by the least-squares
method (Table 1).
SLA may be affected by light, temperature, nutritional status, leaf age, and other factors. It can
be seen that the average dry weight of P. massoniana did not differ much, but the difference in the
dry weight of leaves with different leaf ages was larger, indicating that there is a certain difference in
dry matter accumulation between new leaves and old leaves. Among these, the maximum LA was
2.354 (sample 2-4), the minimum LA was 1.187 (sample 1-3), the maximum leaf mass was 0.085 (sample
2-4), and the minimum LA was 0.032 (sample 1-3). The maximum SLA was 41.159 (sample 2-6) and
the minimum SLA was 27.57 (sample 2-4).
3.2. Leaf Area Estimation at Different Scales
In order to reduce the influence of terrain and scanning distance on the data volume of point
clouds in the process of using 3D laser scanners in the field, and to establish amore accurate relationship
between point cloud data and LA, a voxel conversion method was adopted in this study based on
different voxel size to establish a LA estimation model. Based on the subset of 18 data points, a total
of 300 single-variable models were established for each of the 10 needle types, and the R2 values of
these models are shown in Table 3. The largest R2 was for the quadratic model between 0.1 m and
0.08 m (R2 = 0.886), the lowest was for the exponential model between 0.1 m and 0.01 m (R2 = 0.4),
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and the average of all single-variable models was R2 = 0.757. The average R2 values of each of the
75 single-variable models were ranked as: quadratic (0.811) > linear (0.799) > exponential (0.661).
As for the layered levels, the average R2 increased with increasing layer thickness, as 1 m (0.788) >
0.9 m (0.771) > 0.8 m (0.763) > 0.7 m (0.77) > 0.6 m (0.767) > 0.5 m (0.756) > 0.4 m (0.755) > 0.3 m (0.754)
> 0.2 m (0.738) > 0.1 m (0.709). It is notable that the average R2 of the models based on 0.01 m was
the lowest. This indicates that the voxel value was too small to reduce the influence of the 3D laser
scanning distance on the point cloud density. A ‘best’ single-variable model was selected for each of the
layer types and voxel sizes according to the R2 values and model stabilities (Table 3). The independent
variables of these selected models contained 10 voxel sizes for different layers, and most were quadratic.
Table 3. Coefficient of determination (R2) for LA estimates.
R2 of Different Scales of LA Estimation
Layers (m) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.01 (m)
L 0.532 0.575 0.59 0.594 0.603 0.603 0.606 0.609 0.61 0.63
E 0.4 0.428 0.44 0.444 0.454 0.452 0.457 0.459 0.459 0.481
Q 0.649 0.654 0.659 0.659 0.661 0.662 0.661 0.663 0.662 0.673
0.02 (m)
L 0.652 0.686 0.707 0.71 0.717 0.72 0.723 0.727 0.729 0.753
E 0.497 0.528 0.548 0.551 0.561 0.561 0.569 0.57 0.571 0.599
Q 0.69 0.71 0.725 0.728 0.732 0.735 0.736 0.74 0.74 0.761
0.03 (m)
L 0.708 0.746 0.765 0.768 0.773 0.777 0.781 0.782 0.786 0.809
E 0.548 0.586 0.606 0.61 0.62 0.622 0.631 0.629 0.631 0.662
Q 0.729 0.757 0.773 0.776 0.781 0.785 0.787 0.788 0.791 0.812
0.04 (m)
L 0.749 0.785 0.804 0.806 0.611 0.817 0.821 0.817 0.823 0.844
E 0.587 0.625 0.646 0.652 0.662 0.665 0.676 0.67 0.673 0.703
Q 0.76 0.79 0.807 0.809 0.815 0.82 0.824 0.82 0.825 0.845
0.05 (m)
L 0.755 0.793 0.81 0.812 0.832 0.838 0.841 0.836 0.844 0.847
E 0.583 0.624 0.645 0.647 0.691 0.693 0.704 0.698 0.701 0.715
Q 0.767 0.798 0.813 0.814 0.835 0.84 0.843 0.839 0.845 0.849
0.06 (m)
L 0.8 0.831 0.844 0.844 0.847 0.854 0.847 0.845 0.859 0.871
E 0.641 0.68 0.7 0.702 0.712 0.716 0.705 0.706 0.723 0.749
Q 0.804 0.833 0.846 0.846 0.849 0.856 0.848 0.847 0.86 0.87
0.07 (m)
L 0.815 0.845 0.857 0.856 0.857 0.862 0.865 0.858 0.865 0.877
E 0.659 0.698 0.715 0.718 0.728 0.732 0.742 0.733 0.735 0.763
Q 0.819 0.847 0.858 0.857 0.858 0.864 0.866 0.86 0.866 0.878
0.08 (m)
L 0.834 0.851 0.869 0.865 0.868 0.873 0.876 0.869 0.877 0.886
E 0.681 0.706 0.732 0.732 0.747 0.749 0.762 0.75 0.75 0.779
Q 0.837 0.852 0.87 0.866 0.869 0.875 0.877 0.871 0.878 0.886
0.09 (m)
L 0.82 0.862 0.871 0.868 0.868 0.873 0.873 0.868 0.876 0.878
E 0.689 0.722 0.741 0.74 0.75 0.755 0.764 0.755 0.757 0.778
Q 0.829 0.863 0.872 0.869 0.869 0.875 0.874 0.869 0.877 0.878
0.1 (m)
L 0.859 0.87 0.875 0.873 0.873 0.881 0.878 0.829 0.879 0.881
E 0.71 0.738 0.761 0.755 0.764 0.768 0.775 0.739 0.764 0.788
Q 0.861 0.871 0.877 0.874 0.873 0.882 0.879 0.835 0.88 0.882
Model types: linear, L; exponential, E; quadratic, Q.
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3.3. Model Validation
Using the 10 selected models (Equations (5–14) in Table 4), LA were calculated for different
voxel sizes with the eight sets of independent validation data. For the 10 voxel sizes, the maximum,
minimum, and mean RMSE of the multivariate models were 13.36, 1.94, and 5.75 (Figure 6), respectively.
At first, as the scale factor increased, and the scatterplot of the model was more closely distributed
along the 1:1 line (Figure 7). When the scale factor was greater than 0.5, the scatterplot of the model
was more sparsely distributed along the 1:1 line. Among the 100 models established, the voxel size
of 0.05 models for the 10 types performed best (i.e., the models based on a layer thickness of 1 m
performed better than those based on a layer thickness from one radiometric correction image). This
indicates that the ability to utilize 3D laser point cloud data is well-grounded at a layer thickness of
0.1 m and a voxel size of 0.05 to improve LA estimation [23].
Table 4. Selected single-variable models for estimating LA.
Voxel Model R2
0.01 y = 1× 10−8x2 − 0.0005x+ 35.498 0.673
0.02 y = 3× 10−8x2 − 0.0009x+ 15.204 0.761
0.03 y = 4× 10−8x2 − 0.0024x+ 9.6254 0.812
0.04 y = 5× 10−8x2 − 0.0042x+ 6.4524 0.845
0.05 y = 1× 10−7x2 − 0.0055x+ 7.1991 0.849
0.06 y = 0.0088x + 2.8488 0.871
0.07 y = 2× 10−7x2 − 0.0093x+ 5.5129 0.878
0.08 y = 2× 10−7x2 − 0.0115x+ 4.8836 0.886
0.09 y = 3× 10−7x2 − 0.0133x+ 5.536 0.878
0.1 y = 4× 10−7x2 − 0.0156x+ 5.2663 0.882
Note: y = leaf area; x = number of voxels.
y = 9.955ln(x) + 82.946
R² = 0.9348
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Figure 6. LA of P. massoniana trees for different voxel sizes.
Figure 7. Cont.
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Figure 7. Comparison between field measured leaf area and model estimated leaf area. The voxel sizes
are: (a) 0.01; (b) 0.02; (c) 0.03; (d) 0.04; (e) 0.05; (f) 0.06; (g) 0.07; (h) 0.08; (i) 0.09; (j) 0.1.
4. Discussion
4.1. Measurement of Specific Leaf Area
Using leaf length and leaf width to establish LA is not feasible, and there are better measurements
using leaf weight [37,38]. Furthermore, it is found that the blade quality has a better correlation with the
blade area [19,39]. In order to improve the efficiency and obtain a more accurate canopy LA, a method
of partially replacing the whole had been used in this study, and the canopy is divided into upper,
middle, and lower parts to collect leaves. To ensure the consistency of the canopy structure and reduce
the scanning error of the terrestrial LiDAR to the height of different canopy layers of P. massoniana,
the P. massoniana canopy was divided into upper, middle, and lower parts, and the LA of each layer
was calculated and subsequently used as the overall LA. However, the obtained leaf mass and LA still
contain errors (Figure 5). This is due to the peculiarity of the leaf of the needle of the P. massoniana,
and it is impossible to accurately measure the LA [12]. Significant correlations were found between
the reference LA and reference leaf mass (Figure 1) [39–41]. We found that this rule also applies to
P. massoniana (R2 = 0.8603). The SLA of P. massoniana was obtained by the least-squares method. Based
on the prediction of a linear model, estimates of LA and leaf quality [42] have been obtained, and
the correlation is very high, suggesting that the model is still applicable to the LA of P. massoniana.
Compared with the new leaves, the organic matter of the old leaves is more developed, and old leaves
exhibit a higher dry matter content, with smaller LA [39,40].
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4.2. Effects of Different Voxel Sizes
There is a clear linear relationship between LA and leaf mass. Many researchers have developed
multiple regression models based on leaf width and leaf length [37,43]. However, the LA acquisition
of P. massoniana remains very difficult. Therefore, in this study, TLSs were selected to estimate the
leaf area of P. massoniana. In order to improve the spatial coverage and lessen the effects of occlusion,
complete point cloud data were obtained by multiple scans. However, moving TLS parts (including
supporting bases and reference targets) for multiple scans is labor-intensive and time consuming.
Different scanning distances produce different numbers of point cloud data. The closer the scanning
distance is, the larger the number of generated point cloud data becomes. Due to the influence of
terrain and trees, it is often impossible to ensure the TLS scanning distance in the field. Therefore,
we selected the voxel method to convert point cloud into voxel to improve the accuracy of leaf area
estimation [44].
Different voxel sizes may affect the estimation of LA. The estimated LA was positively related to
the voxel size, which was also related to the algorithm operating efficiency [34]. The smaller the voxel
is, the larger the number of data is, and the slower the calculation becomes. If the voxel size is too
large, there will be many blanks in the process of converting the point cloud into voxels. These blanks
can then be calculated as the leaf area, increasing the estimated LA. The LA of P. massoniana increased
with increase in voxel size. When the voxel value increases to 0.1 m, the estimated R2 of the model
reaches 0.886 (Table 4). The highest R2 of the tree was 0.939. Therefore, choosing the appropriate voxel
size was beneficial for reducing the leaf area estimation error. Our findings demonstrate that using
terrestrial laser point cloud data with a layer thickness of 0.1 m and voxel size of 0.05 m effectively
improved leaf area estimations [34,45].
Here, we show that a voxel value of 0.5 is ideal because it can reduce the impact of scanning
distance on the establishment of a point cloud-LA model and can also avoid excessive calculations
while providing optimal LA estimation results [25]. The purpose of voxelization is to reduce the
influence of distance on the density of cloud points in the field during 3D scanning. If the voxel value
is too small, it cannot reduce the impact of distance, and if it is too large, the point cloud density is too
sparse, reducing the impact of point cloud density too much [46].
5. Conclusions
In this study, we investigated 26 P. massoniana trees. We determined the relationship between
the number of voxels and LA, we used voxel size and layer thickness as the influencing factors for
constructing the leaf area estimation model. The LA of P. massoniana was estimated and modeled,
and the reference LA was used for model validation.
The results showed that it is feasible to extract P. massoniana LA based on terrestrial 3D laser
techniques. Larger voxel values result in a greater delamination density and higher estimation accuracy.
These findings highlight the feasibility of non-destructive acquisition of single LAs of P. massoniana
based on TLS data. When the voxel value is 0.05, the optimal layer size is 1 m, and the best estimate
model is the quadratic model. Using three stations for scanning, a complete canopy LA can be
obtained and fully realized. Methods for estimation of LA are needed, and these findings will help
develop and contribute to development of efficient TLS applications for forest inventories. In addition,
the voxel-based 3D modeling method involves only a regression model. This study only applied the
voxel-based modeling method to the estimation of the leaf area of P. massoniana. This method was not
applied to other species It may only be effective for this species, and it can be used in future research of
other species.
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Abstract: Research Highlights: A transparent approach to developing a forest reference emissions level
(FREL) adjusted to future local developments in Southern Cameroon is demonstrated. Background
and Objectives: Countries with low historical deforestation can adjust their forest reference (emission)
level (FREL/FRL) upwards for REDD+ to account for likely future developments. Many countries,
however, find it difficult to establish a credible adjusted reference level. This article demonstrates
the establishment of a FREL for southern Cameroon adjusted to societal megatrends of strong
population—and economic growth combined with rapid urbanization. It demonstrates what can be
done with available information and data, but most importantly outlines pathways to further improve
the quality of future FREL/FRL’s in light of possibly accessing performance-based payments. Materials
and Methods: The virtual FREL encompasses three main elements: Remotely sensed activity data;
emission factors derived from the national forest inventory; and the adjustment of the reference level
using a land use model of the agriculture sector. Sensitivity analysis is performed on all three elements
using Monte Carlo methods. Results: Deforestation during the virtual reference period 2000–2015 is
dominated by non-industrial agriculture (comprising both smallholders and local elites) and increases
over time. The land use model projections are consistent with this trend, resulting in emissions
that are on average 47% higher during the virtual performance period 2020–2030 than during the
reference period 2000–2015. Monte Carlo analysis points to the adjustment term as the main driver of
uncertainty in the FREL calculation. Conclusions: The available data is suitable for constructing a
FREL for periodic reporting to the UNFCCC. Enhanced coherence of input data notably for activity
data and adjustment is needed to apply for a performance-based payment scheme. Expanding the
accounting framework to include forest degradation and forest gain are further priorities requiring
future research.
Keywords: REDD+; Cameroon; reference level; deforestation; agriculture; forest baseline
1. Introduction
The REDD+ mechanism was designed to reward countries financially for reducing emissions
from deforestation and forest degradation (DD), which significantly contributes to total greenhouse
gas (GHG) emissions worldwide [1]. REDD+ also includes the promotion of sustainable management
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of forests and increasing and conserving forest carbon stocks [2]. The underlying idea is that avoided
deforestation offers a large and very cost-effective potential to curb GHG emissions [3,4]. To measure
progress in this regard, a benchmark measure is needed to define how much would be emitted in the
absence of REDD+ interventions. This benchmark is called a forest reference level (FRL) or forest
reference emission level (FREL). The former refers to an accounting framework where forest gain
is considered, the latter refers to forest loss only. FRL/FREL was institutionalized in the Warsaw
Framework as one of the four elements required to participate in REDD+ [5].
The establishment of a FRL/FREL is preceded by a number of important policy-related decisions
including a national definition of what constitutes a forest; the scale in terms of geographical coverage
where FRL/FREL for sub-national jurisdictions or regions can be developed as an interim measure
en route to developing a national baseline (Decision 1/CP.16 - FCCC/CP/2010/7/Add.1); the scope of the
FRL/FREL in terms of the relevant activities causing changes in forest carbon stock, the carbon pools
and the gases to be considered; and a reference period in the recent past. Together, these decisions
provide the framework for measuring the area extent of change (activity data or AD) and emission
factors (EF), which is the difference between carbon stored before and after conversion of forest to
another land use. The combination of AD x EF for a given scale, scope, and period results in a historic
baseline. Some countries such as Brazil and Indonesia used these historical baselines as their FREL, i.e.,
as the benchmark to measure their progress towards reducing future emissions from deforestation.
Historical deforestation rates are very high for these two countries.
The thus established FRL/FREL can then be submitted to the United Nations Framework
Convention on Climate Change (UNFCCC) for technical assessment. This is to assess the degree to
which information provided is in accordance with the guidelines for submissions of information on
FREL/FRL and offer a facilitative, non-intrusive, technical exchange of information on the construction of
the FREL/FRL (FCCC/CP/2013/10/Add.1.). The information provided (including historical information)
should be guided by the most recent Intergovernmental Panel on Climate Change (IPCC) guidance
and be transparent, complete, consistent, and accurate (FCCC/CP/2011/9/Add.2).
Many countries and jurisdictions such as so-called high-forest-low-deforestation (HFLD) countries,
which are characterized by high remaining forest cover and comparatively low rates of deforestation,
dispose of atypical starting situations for REDD+ [6]. Historical rates of deforestation alone are
inadequate to define an FRL/FREL for HFLD countries, especially in cases where there are clear
indications of changes (increase) in drivers of DD. The risk of using a historical baseline in HFLD
countries is that the efforts necessary to contain future deforestation could be underestimated.
The FRL/FREL will therefore have to take socioeconomic development into consideration, which
influence the trajectories of future drivers of change and the effort to be compensated will have to be
based on the effectiveness of national/international policies and measures to address these.
However, the potential for inflation of the FRL/FREL and the subsequent creation of “hot air” when
historical baselines are adjusted, have been the subject of much thinking about design principles [7–9]
and criticism of applied methodologies [10–13]. How to define a benchmark for emissions remains an
issue in the era of the Paris Agreement where many countries mention REDD+ in their Nationally
Determined Contributions (NDC’s) [14] and state that GHG emissions from land use, land-use change
and forestry (LULUCF) are likely to increase in the future under the business-as-usual scenario [15,16].
Methodologies used to justify a perceived increase of future emissions vary greatly and often go
unreported [15,16].
Engagement in REDD+will ultimately depend on a country’s capacity to demonstrate the level of
emissions from forests with and without REDD+ interventions. The lack of data or capacity, or both,
to measure, project, and monitor emissions has been put forward as a possible major hindrance, notably
for African countries, to effectively participate in REDD+ [17–21], although the stepwise approach
of improving reference levels as new and better data become available (See COP decision 12/CP17)
recommended by the UNFCCC, largely facilitates the task. Globally, more than 30 countries have
already submitted FREL/FRLs to the UNFCCC for technical assessment, some of which have also
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claimed upwards adjustment [16]. The methodology used to justify the upwards adjustment is often
poorly documented.
This paper focuses on the development of a virtual subnational FRL as an interimmeasure towards
the development of a national FRL for Cameroon. Southern Cameroon serves as a case study area since
it is facing a bundle of societal megatrends that are poised to have an impact on the still very high forest
cover in coming years: The country’s economy has recovered from the crisis of the early 2000s [22–24];
the local population is growing rapidly, especially in urban centers where the population tends to have
different food consumption patterns; and the area is known as a bread basket for export to neighboring
Gabon, Republic of the Congo, and Equatorial Guinea. These trends, combined with continued low
agricultural yields, are generally expected to drive agriculture further into forest areas [25–28].
From the perspective of a stepwise approach towards the development of a national FREL,
the study uses available datasets to establish an adjusted subnational FREL for Cameroon and critically
analyses future steps for improving the FREL as the country aims to access performance-based finance.
The working hypothesis underlying the adjustment term of the FREL is that there is a clear set of
quantifiable variables related to the development of a society leading to forest conversion that can
be projected into the future [29] while aiming at a high degree of transparency. The methodology for
FREL development presented in this paper is easily replicable in other HFLD countries.
2. Materials and Methods
The study area is presented in Section 2.1 and a set of policy-related working definitions adopted
by the country is presented in Section 2.2. These are the boundary conditions for the establishment
of the subnational FREL. The virtual reference level for the reporting period 2020–2030 for the study
area is computed based on historical emissions derived from activity data (Section 2.3) combined
with emission factors (Section 2.4) and adjusted to national circumstances using a land use model
(Section 2.5). The approach to sensitivity analysis of all components of the FREL is presented in
Section 2.6.
2.1. The Study Area
The study area encompasses seven (out of a total of 58) administrative divisions located in the
humid tropical part of southern Cameroon (Figure 1). It covers a total area of 9.3 million ha, which is
equivalent to the land area of Hungary. The climate is dominated by ample rainfall of 1500–4000 mm
per year, which allows for the growth of moist evergreen forests that cover close to 90% of the study
area [30].
The population density of around 14 people per km2 is relatively low and concentrated around
the coast and in towns and villages along the road to the capital city Yaoundé, located around 50 km
north of the boundary of the study region. The main drivers of deforestation in the region are shifting
smallholder agriculture, agro-industrial plantations that mainly focus on tree crops and the expansion
of transport infrastructure [31].
2.2. Working Definitions: Scale, Scope, Forest Definition, and Virtual Reporting Periods
Cameroon’s draft national REDD+ strategy provides the theoretical working definitions that frame
the conditions under which an FRL/FREL can be developed. In the scope of REDD+ in Cameroon,
the term “forest” is defined by three criteria: Crown cover of 10% or more, an attainable tree height of
3 m or more, and a patch size of 0.5 ha or more. Mono-specific tree crops such as plantations of oil
palm, rubber, and full-sun cocoa are explicitly excluded from the forest definition. The country also
considers all eligible REDD+ activities (reducing emissions and increasing removals) in their draft
strategy. All carbon pools should be considered in the establishment of the FRL, with an emphasis
on accounting for significant pools at a Tier 2 level. CO2 is the most relevant GHG in the forestry
sector but in specific cases CH4 and N2O may also be considered. The country has not formally fixed a
reference period and a performance period.
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The establishment of an FRL is further constrained by available data. First, there is no dataset
available to reliably trace the degradation or gain of forests, which restricts the scope of this article to
establishing an FREL of CO2 emissions from deforestation only, where other gases potentially emerging
from smaller fires are considered negligible. Pools are restricted to above and below-ground biomass
due to the uncertainty associated with more liable pools. This study uses the periods 2000–2015 and
2020–2030 as virtual reference and reporting periods, respectively, based on the availability of relevant
datasets. “Virtual” reference and reporting periods refer to the working definition made in the context
of this article as opposed to the political decision that lies in the sovereignty of the country.
2.3. Remote Sensing of Activity Data
Activity data was derived from a countrywide reference land cover map for a base year (2000)
and the assessment of forest loss over the reference period (2000–2015), clipped to the extent of the
study area. The reference maps for 2000 and 2015 were developed using a hierarchical supervised
decision tree-based wall-to-wall mapping methodology implemented in PCI Geomatica Software.
The assessment was run on a composite of 10,517 terrain corrected (L1T) Landsat images (bands 3,4,5,7)
with low cloud coverage sourced from the United States Geological Survey (USGS) Earth Explorer
and resulted in seven thematic classes: (1) Primary and (2) secondary terra firma and (3) primary
and (4) secondary swamp forests, (5) mangroves, (6) agro-industrial plantations of perennial crops,
(7) non-forest land, and (8) forest loss since the year 2000. The workflow largely builds on a recent
study conducted in the Democratic Republic of the Congo [32]. A minimum mapping unit of
0.5 ha compliant with the national forest definition was applied to forest loss areas to eliminate
small-scale degradation and natural disturbances from the resulting deforestation map for 2000–2015.
The assessment of accuracy, deforestation dynamics within the 2000–2015 period and identification of
drivers of deforestation was performed using a stratified random sampling method [33,34]. To that end,
348 dated reference samples fromLandsat and high-resolution images fromGoogle Earthwere collected,
visually interpreted, and used to validate the reference and the forest change map, respectively [32].
The pre-defined protocol for the assessment of drivers of deforestation distinguishes eleven classes
and is presented in Appendix B alongside a link to the online sample visualization.
2.4. Emission Factors from the National Forest Inventory
Emission factors were developed on the basis of the country’s first, and thus far only, national
forest inventory (NFI) performed during the years 2003–2004 [35]. Tree biomass in Cameroon was
inventoried using 204 valid census tracts distributed according to a systematic stratified sample design
across the country - 45 of which are located inside the study region. Tree biomass in both forest
and non-forest (such as agroforests, fallows, tree plantations, etc.) areas was considered, although
non-forest classes are only sparsely present in the final sample.
Re-analyzed for the purpose of REDD+, the NFI data allows for distinguishing carbon stocks
in five land cover types in the study area: (1) Forest, (2) settlements, (3) grassland, (4) fallow land,
(5) annual crops, and (6) perennial crops. Carbon stocks were calculated by combining data and
information on tree diameter and tree height from the NFI with pan-tropical allometric equations [36]
and proxy shoot-to-root ratios for moist tropical forests [37]. Emission factors were computed as the
difference between initial forest carbon stocks of the living biomass and the carbon stocks left in the
vegetation after forest conversion and presented in the results section. Further details on NFI data and
assessments can be found in the background report [38].
2.5. Adjustment of the Reference Level to National Circumstances
Given that non-industrial agriculture is by far the main driver of deforestation in the region [39],
the main adjustment of the reference level was calculated for non-industrial agriculture using a land
use model. The model’s rationale builds on demand for agricultural products that needs to be satisfied
by a matching supply. The model is implemented in MS Excel and is available for download from
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http://dare.iiasa.ac.at/56. It provides results in five-year intervals from 2000 until 2030 for each of the
five agro-ecological zones of Cameroon [40] and the study area, and in terms of the contributions of
the 15 most prevalent agricultural crops in the country (see a list of crops in the annex). The model
comprises six computation steps, each of which is parameterized using available data for Cameroon:
(1) Population, (2) food and feed consumption, (3) trade within Cameroon and with the rest of the
world, (4) agricultural production, (5) cultivated area, and (6) resulting forest cover change.
2.5.1. Population
Demographic development plays a key role in the land use model. It is fed by national data
and projections by division (third administrative level) and separately for urban and rural areas.
In this study, towns with more than 50,000 inhabitants are considered urban areas. Population data for
the years 1987 and 2005 is available from the national population censuses conducted by the Central
Bureau of Census and Population Studies of Cameroon (BUCREP).
The population for reference year 2000 of the FREL is calculated based on 1987 census data and
the average growth rate between 1987 and 2005. Existing population projections according to the
shared socioeconomic pathway (SSP) [41,42] scenario number 3 of the SSP Framework were used to
project the population growth available from the censuses to the future for the years after 2005 until
the end of the virtual performance period in 2030. Rather than the middle-of-the road scenario SSP2,
SSP3 is used as it is very close to the official national population projections [43]. SSP scenarios about
future population growth for Cameroon are only available at the national level and were therefore
used to project national data in the future only.
The data shows that the population in the study area has increased from 706,000 people at the
time of the first census in 1987 to 1.05 million in 2005 with the share of the urban population increasing
from 16% in 1987 to 22% in 2015. According to the SSP3 scenario, the population will increase further
to 1.33 million by 2030, with 38% of the population living in urban areas.
2.5.2. Consumption
Living conditions and relative wealth in Cameroon are improving with an average of 4.2% GDP
growth per annum over the last 10 years [44]. This has direct repercussions on people’s dietary habits.
Income growth and urbanization, for instance, lead to changes in consumption such as a more diverse
diet that includes a larger share of animal protein, fats, and oils (a phenomenon known as Bennett’s
Law [45]).
Data on diets for the different regions of Cameroon comes from the UN World Food Program [46]
and projected to the future using GDP projections from the World Bank and income elasticities for food
consumption [47] that translate into future diets specific to Cameroon. These socioeconomic changes
result in a projected increased per-capita consumption of beans and groundnuts (+35% each until
2030), bananas and plantains (+27%), as well as pork and poultry (+45%).
The resulting per capita consumption, combined with population projections result in an estimate
of future food consumption that can be met either by local production, imports from other regions of
the country, or imports from other countries.
2.5.3. Trade
Themodel considers flowsof agricultural goodswithinCameroon, aswell as to and fromneighboring
countries and the international market. Trade of crops and foodstuff with third countries is documented
by national publications [48] and the Food and Agriculture Organization Corporate Statistical Database
(FAOSTAT). Statistics on internal trade within Cameroon are not available and therefore estimated as
the complement of local agricultural production needed to feed the local population. The share of the
consumption in each of the five agro-ecological zones (AEZ) and rural/urban area that is satisfied by each
source, that is local, each other AEZ or the rest of the world. This estimation is made according to three
guiding principles: (1) The (over) supply status of a certain crop; (2) the proximity of the other regions
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with the importing region; and (3) it is assumed that imported goods from other countries mostly go to
the urban areas. Further, the shares of imported versus locally produced food are assumed to be constant
over time.
2.5.4. Agricultural Production
Production in each region is computed based on the local demand times the share that is
domestically produced in case the region is a net importer, plus the sum of the shares of the region
in the consumption of other regions times their projected level of consumption if the region is a net
exporter. The local demand for crops is the sum of the demand for human consumption and for animal
feed such as poultry.
A significant share of production is lost or wasted at different stages in the value chain [49,50].
This leads to a higher computed production compared to the computed consumption requirement.
According to the Food and Agriculture Organization (FAO) [51], post-harvest losses reached 32% of the
cassava production in 2010. For periods beyond 2010, constant post-harvest losses shares are assumed.
2.5.5. Harvested Area and Arable Land
Once the production level is computed, the harvested area results from dividing production by
agricultural yields. Yields in the model are specified per administrative region based on data from the
ministry of Agriculture’s (MINADER), the AGRISTAT statistics report series, and counter-checked
with country-level production data from FAOSTAT. Yields are kept constant at reported levels for
future projections.
In order to compute the impact on arable land, two other parameters are used: (1) The average
number of harvests per year and (2) the share of fallow land in total arable land. The average number
of harvests per year is crop and region specific and is taken from the AGRISTAT reports over 2000–2004.
The area that lies fallow is mainly driven by the fallow period, which varies with the population
density, that is to say, fallow periods are shorter in densely populated areas [52]. Furthermore, fallow
periods are longer in humid tropical regions than in drier savannah areas. In the model these are
capped to two years (fallow multiplier: 1). A typology of fallow periods is presented in Table 1, where
the resulting fallow coefficient is applied in the model. No fallow period is assumed for perennial
crops such as oil palms, cocoa, rubber, and banana plantations.
Table 1. Typology of fallow duration as a function of population density in Cameroon. Source:
Modified after Gillet et al. (2014).
Population Density (inhab./km2) Cultivation vs. Fallow Duration Fallow Multiplier
<20 2y cultivation, 7y fallow 3.5
20–30 2y cultivation, 5y fallow 2.5
>30 2y cultivation, 3y fallow 1.5
At this stage, the model predicts the amount of arable land required to satisfy the demand for
food and feed, which are the key drivers of deforestation, in intervals of five years.
2.5.6. Deforestation and Emissions
Forest clearing is a direct result of cropland expansion into forest areas. However, the share
of cropland claimed from forests as opposed to other, non-forested lands varies from one region to
another and is determined by the availability of non-forest land. For Cameroon, the share of new
cropland claimed from forest ranges from 6% in the Far North region, which is dominated by open
vegetation, to 90% for the tropical humid zone [53]. For the study area in southern Cameroon, the same
study finds a share of 85% of new cropland claimed from forest.
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Next, projected deforestation is combined with carbon stocks for the land cover types presented
in Section 3.2. Carbon stock values are derived from the first and thus far only NFI performed in
2003 [35] (see details in Section 2.4). In this context, the results of the NFI are preferred over those of
other studies, since reporting for REDD+ requires a long-term monitoring framework where carbon
stocks can be traced over time using one coherent methodology.
2.5.7. Model Validation—Comparison of Model Results with Observed Variables
Obtaining a good match of model results with independently observed data is key in terms
of making a credible argument for an adjustment to national circumstances. To this end, checks
that allow the comparison of intermediary model outputs at each calculation step with independent
statistics—such as agricultural production computed by the model as described in 2.5—is compared
with statistical data from the ministry of agriculture (MINADER) or the FAO.
The deforestation dynamics computed by the model are also compared to data from available
remote sensing products such as that used to define activity data as described in Section 2.3 and
independent global-scale remote sensing products [54,55] clipped to the extent of the study area.
2.5.8. Projecting Other Drivers—Industrial Agriculture and Infrastructure
The expansion of industrial agriculture and infrastructure in the context of Cameroon are based
on discrete political decisions, and their future impact is estimated in terms of legal claims to land
clearing. Legal claims to clearing land takes the form of sales of standing volumes (SSVs) that allow for
unsustainable wood harvesting, and typically precedes the establishment of agro-industrial plantations
and infrastructure projects [56,57]. That being said about land allocation, future land use in these areas
is uncertain as only a small fraction of planned agricultural development projects in the country are
actually implemented [58].
A total of 66,971 ha of SSVs that are almost entirely (97%) covered by forests are currently
located inside concession areas flagged for the development of agro-industrial oil palm and rubber
plantations, while another 17,980 ha are allocated around the Kribi deep water port to make way for
port infrastructure. To account for the uncertainty associated with the development of these areas, it is
conservatively assumed that only 10% of SSVs will be cleared and replaced by perennial crops and
infrastructure for agro-industrial concessions and the deepwater port, respectively, by 2035.
 
Figure 1. Overview of land cover and land allocation in the study area. Land allocation in the form
of agro-concessions (thick white outline) and unsustainable logging concessions (Sales of Standing
Volumes - SSVs; thin white outline) are located at the coast and in the center of the area.
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2.6. Sensitivity Analysis of Input Data and Methods
Monte Carlo methods iterate greenhouse gas calculations many times where input variables
randomly take different values from the variables AD*EF*Adjustment (Adj hereafter) in each iteration
according to a pre-defined probabilistic distribution. The resulting solution space for the FRL emerges
from a random combination of input variables and therefore gives a complete picture of the uncertainties
associated with the FRL calculation.
For the southern Cameroon case study, a Monte Carlo analysis with 1000 iterations was defined
based on the arithmetic mean and the standard deviation at a 90% confidence interval for a normal
distribution of the AD, EF, and Adj variables listed in Table 2. For the adjustment term, the variation
comes from the deployment of alternative SSP scenarios. From the optimistic SSP 1 “Sustainability”
with moderate population and GDP growth to the most pessimistic SSP 5 scenario “Conventional
development”, a gap of 9% for population, and 21% for GDP, respectively, can be observed for the year
2030. It should be noted that this is a somewhat simplified assessment for demonstration purposes:
For AD it only considers smallholder deforestation, for EF two biomass pools (before and after
conversion as opposed to land use specific ones) and various socioeconomic development scenarios
leading to varying adjustment factors (as opposed to variation of each input variable).
Data describing the mean and the shape of AD is sourced from the remote sensing exercise
described in Section 2.3, which is backed by 127 validation points. EF is composed of biomass in
a forest before conversion (50 sample plots) and biomass after conversion (26 sample plots), where
the latter is an average over annual and perennial cropland (see Section 3.2). The variation of the
adjustment term is calculated from the standard deviation across the six scenarios of socioeconomic
pathways for Cameroon (Table 2, Line 4 - Adj).
Table 2. Activity data, emission factor, and adjustment variables drive the uncertainty of a forest
reference level.
Domain Potential Source of Error toAnalyze Unit
Number of
Samples Mean SD (CV)
AD Deforestation observed2000–2015 ha/year 127 10,602 1837 (17%)
EF Forest biomass sampling tCO2/ha 45 490.13 35.39 (7%)
EF Non-Forest biomass sampling tCO2/ha 26 174.99 48 (27%)
Adj Potential developmenttrajectories
Adjustment
multiplier(dimensionless) 6 1.44 0.12 (42%)
SD = Standard Deviation; CV = Coefficient of Variation (SD/mean); Mean = Arithmetic mean; Adjustment multiplier:
Applied to historical smallholder deforestation.
3. Results
3.1. Forest Loss during the Reference Period 2000–2015
Remotely sensed deforestation accounts for 219,948 ha (14,633 ha/yr or 0.16% per annum of the
initial forest cover) over the period 2000–2015 with a standard error of 10.45%. The analysis of drivers
of deforestation revealed that the expansion of industrial agriculture, notably palm oil and rubber
plantations, contributed 30,128 ha (13.7%), while the expansion of infrastructure—notably the deep
water port of Kribi and various projects involving the construction or upgrading of roads, contributed
10,260 ha or 4.7%. Non-industrial agriculture with 159,037 ha or more than 72%, contributed the most
by far to forest loss during the reference period 2000–2015. Almost 10% of forest clearings cannot be
clearly attributed to an anthropogenic driver and are therefore not further considered as relevant for
REDD+ (Table 3).
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Trend analysis further shows a strong increase from 36,807 ha of forest loss from 2000–2005,
to 48,737 during 2005–2010 and 134,403 ha during 2010–2015. The relative standard error of remotely
sensed forest loss at a 90% confidence interval is 60. These results are in the range of other remote
sensing products available for Cameroon (Figure 2, different colored dots).
Table 3. Per-driver presentation of the area and proportion of remotely-sensed deforestation observed
during the reference period.
Driver of Deforestation (2000–2015)
Area
Standard Error (%)
(ha) %
Non-industrial agriculture 159,037 72.3
Infrastructure 10,260 4.7
Industrial agriculture 30,128 13.7
Other 20,521 9.3
Total 219,947 100 10.45
3.2. Emission Factors from the NFI
Emission factors are developed from the difference in above- and below-ground biomass between
forest and the land use after clearing, as derived from the NFI. The highest EF is associated with
the conversion of forest to built-up areas where all the forest carbon (490 tCO2/ha) is lost (Table 4).
Transitions of forest to grassland, annual crops, and fallow/wasteland are also emissions intensive.
Perennial cropland houses more than half of the carbon stored in forests and therefore have a relatively
low EF of 226.8 tCO2/ha. Uncertainties are smallest in the forest class with a standard error of 4.3% but
are significantly higher for the agricultural land cover classes that relate to the lower number of NFI
sample plots located in these land cover classes.
Table 4. Emission factors and associated uncertainty for five land use transitions developed from
the NFI.
Transition of Forest to Emission Factor (tCO2/ha) * Standard Error (±%)
Annual crops ** 347.7 14.1
Perennial crops 226.8 31.2
Fallow land 332.1 11.2
Grassland 462.3 5.9
Built-up areas 490.1 4.3
* Comprised of above ground biomass (AGB) and belowground biomass (BGB). ** Comprising 15 crops listed in Table A2 in
the annex.
3.3. Adjustment of the Reference Level to National Circumstances
The rate of forest clearing is projected to increase in the future. This results in projected cleared
areas of 15,900 ha/yr on average through 2020–2030 across all anthropogenic drivers of deforestation,
which is 20% above the remotely sensed deforestation rate during the 2000–2015.
Non-industrial agriculture is responsible for the majority of the projected increase. Fueled by
increases in population and consumption rates, the land use model predicts an increasing demand
for land for the virtual performance period 2020–2030. This leads to projected forest loss from
non-industrial agriculture of 14,600 ha/yr, which is 3900 ha/yr (+76%) higher than during the virtual
reference period of 2000–2015 (Figure 2, left; light blue bar). This increase occurs gradually where the
model for the period 2000-2015 estimates an average cleared area of 8300 ha/yr which then increases to
13,100 ha/yr during 2020–2025 and 16,100 ha/yr in the following period 2025–2030.
This expansion of non-industrial agriculture is mainly fueled by staple crops such as groundnuts,
corn, cassava, plantains and bananas, and to a lesser extent by smallholder oil palm plantations and
beans (Figure 2, right). Further drivers of deforestation include the expansion of infrastructure (almost
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constantly at 2500 ha/yr accounting for 16% of total deforestation), and industrial plantations that
contribute substantially (12,300 ha or 14% of total deforestation) but are assumed to slow down to
780 ha or 5% during the performance period. As a result, the overall projected deforestation for the
virtual performance period is 3250 ha/yr (26%) higher than during the virtual reference period.
Figure 2. Reconstructed and projected deforestation from the land use model (stacked bars) as observed
by three independent remote sensing products (diamond symbols) on the left and decomposition of
modeled non-industrial agricultural drivers per crop (stacked % chart on the right).
Both historical and projected deforestation, as presented in Figure 2 are translated into emissions
by applying the relevant emission factors derived from carbon stocks presented in Table 4.
The resulting forest reference level (Figure 3) for the virtual performance period 2020–2030
with 5.63 MtCO2/yr is 1.26 MtCO2/yr or 29% higher than the emissions for the reference period.
This adjustment is driven by the expansion of smallholder agriculture, from which the associated
annual emissions are projected to increase by 48% from 2020–2030, as compared to the virtual reference
period 2000–2015.
Figure 3. Projected emissions during the performance period (top bar) are 29% higher than emissions
during the reference period (left bar); the increase is driven by expanding smallholder agriculture for
which emissions are projected to increase by 48%.
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3.4. Sensitivity of the Reference Level to Input Data
The spread of the results of the Monte Carlo analysis as shown in Figure 4. gives an indication of
the sensitivity of the reference level calculation (AD*EF*Adj) where the adjustment term varies across
five SSP scenarios. The resulting distribution is skewed to the right (with a skew factor of around 0.40) as
can be expected due to themultiplication of normally distributed variables. The assumption of a normal
distribution of the data can however be maintained since the skew factor is predominantly < 0.5 [59].
The mean FREL is 4.96 MtCO2/year and the confidence interval is ± 2.19 MtCO2/yr at a 90% confidence
level (the z-score multiplier for the SD is 1.64). This means that the true mean value for the FREL lies
between 2.73 and 6.78 MtCO2/yr in 90% of the iterations. The aggregated variation of the reference
level expressed as the coefficient of the variation (SD divided by the mean) is 27%.
Figure 4. The results of 1000 Monte Carlo iterations of the reference level calculation; the mean
(bold black line) lies within the 2-tailed standard deviation (α = 0.1; thin black lines).
4. Discussion
This article demonstrates the establishment of a forest reference emission level (FREL) adjusted to
national circumstances using southern Cameroon as a case study. The results show that during the
virtual reference period of 2000–2015, deforestation was mostly driven by the expansion of smallholder
agriculture. Using a land use model based on food and feed consumption, deforestation is projected to
the future using a virtual performance period spanning 2015–2030, thus leading to an adjusted FREL
that lies 26% above historical emission levels over the virtual reference period. There is a great number
of parameters in the land use model—population growth, agricultural yields, food losses, to name
a few—that influence the future demand for land. A sensitivity analysis of activity data, emission
factors, and the adjustment factor computed with the land use model using Monte Carlo techniques
demonstrates that at a 90% confidence level calculated from 1000 calculation iterations, the FREL’s
coefficient of variation (CV) is ± 27%, while the CV of its single components varies between 7% and
43%. The remainder of this section is structured into two blocks: The first reviews the limitations
of the approach and the uncertainties of the results, whereas the second block discusses the policy
implications derived from the findings.
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4.1. Uncertainties and Limitations of Approach and Results
Increasing domestic food consumption is the main driver of deforestation. This finding
complements and confirms the conclusions of other pieces of research showing that the expansion
of non-industrial agriculture is the principle driver of land conversion. This fact has been confirmed
through various methodologies including analyses through the political economy lens [60–62], expert
knowledge [25], analyses of the spatial drivers of deforestation [39,63], scenario trend projection [64]
and, last but not least, a review of the Congo Basin countries’ submissions to the UNFCCC [65].
In this study the non-industrial agriculture sector comprises smallholders and medium-sized “elites”
landowners without distinction. Local or urban elites are gaining importance in the land use sector in
Cameroon [63,66,67]. Not distinguishing between both agent groups is nevertheless justifiable because
both groups respond to the same immediate market signals, which are subject to increasing demand
for food and feed, as depicted in the land use model (Section 2.5). The results of this study show a
relatively modest and even decreasing proportion of agro-industrial plantations. This is due to the
conservative methodology adopted: Only clearings with a legal basis, provided by the allocation of
sales of standing volumes, are projected to be cleared within the ten years timeframe of the study.
This is in line with approved proposals for performance-based jurisdictional REDD+ funding provided
by other countries [68,69]. Moreover, the allocation of new concessions is a political endeavor [70] with
discretionary elements unknown to the public and therefore neither scale nor location can be predicted
in sufficient detail to contribute to an FREL.
Consistency of the FREL with a GHG monitoring system is a challenge for many REDD+
countries [71]. A GHG monitoring system should allow the consistent tracking of AD, EF, and
adjustments over time, meaning that each land cover transition should find its respective emission and
adjustment factors. The currently available data does not allow for this consistency. This has to do
with the aimed-for granularity of the analysis (Tier 3), which generally increases the complexity of
monitoring [72] and in this case, over-stretches the degree of granularity of the available data.
For example, the national forest definition (Section 2.2) considers oil palm plantations as non-forest.
Activity data (Section 2.3) map agro-industrial oil palm plantations but fail to map out the smallholder
oil palm plantations that supply up to two-thirds of the national palm oil harvest [40,73] but are
nonetheless classified as forest (if established before 2000) or deforestation in the currently available
land cover map. This is mainly due to the technical difficulty of the task and the fact that technical
advances in reliably mapping oil palm plantations at different scales have only recently become
available [74,75]. Acknowledging this lack, the land use model used for the adjustment of the FREL
(Section 2.5) relies on national statistics of oil palm supply rather than on the AD and uses emission
factors (Section 2.4) developed for all perennial crops. However, the emission factor for perennial crops
is partly derived from sample plots located within cocoa agro-forests. These are, however, considered
forests according to the national forest definition (Section 2.2) and should therefore be accounted for as
forest degradation. More generally, currently available AD data maps deforestation with unknown
post-forest land use that inhibits the application of land use specific EF derived from the NFI, in other
words no EF can be associated with remotely sensed deforestation but the land use following the
clearing would need to be determined. Further, a definition of land use after conversion, rather than
land cover, generally results in lower estimated deforested area as temporarily unstocked areas such as
fallow are not considered [76]. Assessment of the land use should potentially be done a few years after
clearing, to ensure the correct post-forest land use (or forest regrowth) is identified.
The uncertainty of the FREL calculation is considerable but within the range of results of
comparable studies. The coefficient of variation as a measure of uncertainty in biomass estimates
ranges from 7% for remaining forest to 27% for cropland. To put this in context, the IPCC recommends
applying a default uncertainty of ± 75% for its default (Tier 1) emission factors. Global biomass
maps—when aggregated to the national level for Cameroon—and the FAO’s forest resources assessment
(FAO FRA) yield relatively consistent results with differences across sources being in the range of
7% to 16% [77]. The authors however also note that on a local scale, differences across global maps
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are significantly higher. The land use modeling approach to adjusting the FRL certainly increases
the transparency of the adjustment term as compared to other approaches. It is an approach that
requires a wide range of input data, which raises questions about data reliability beyond the scale
of the sensitivity analysis performed in Section 2.6. The literature does notably point out potential
problems with national datasets relating to population [78,79] and international trade [80]. Further,
challenges relate to data on domestic trade, consumption rates and the characterization of complex
multi-crop and multi cropping cycle systems, and the general political situation and stability that could
evolve in the next 15 years.
Pertinent datasets and information are not available at present. The UNFCCC reporting guidelines
stipulate that all significant gases, pools, and activities shall be covered [16] where the threshold for
“significant” is often defined as 10% of total emissions [81]. Forest degradation is a significant source
of emissions, as suggested by both qualitative national analyses [25,31] and global studies [25,82,83],
the latter placing forest degradation in the range of 25% of total land-based emissions. The main drivers
of forest degradation are—listed in decreasing order of available documentation—industrial logging
aimed at the international timber market [57,84,85], cocoa encroaching into forests [86–88], informal
logging for the domestic and regional timber market [89–96], and fuel wood collection [97,98]. None of
these drivers of degradation is considered in this study because they are not assessed by activity data
mapping and only the industrial logging and cocoa is tracked by national export statistics. In addition,
it is not possible to retrieve emission factors for degradation from the one-time national forest inventory
performed in 2003/2004. Moreover, not included is forest gain, which is the main element absent from
many countries’ submissions to the UNFCCC [65,71]. In the case of southern Cameroon, the forest
definition (threshold ≥ 10% canopy cover), available AD and EF from the one-time NFI, as well as
the dynamic nature of clearing and regrowth in the shifting cultivation landscape [95,99] make it
challenging to effectively report on forest gain.
GHG reporting should be fit for the specific purpose. The virtual FREL described in this paper
would qualify for the comparatively lenient requirements of jurisdictional REDD+ results reporting to
the UNFCCC. This process is a facilitative, non-intrusive, technical exchange of information rather
than a critical assessment of data and approach. However, this FREL requires further improvement, if
the aim is to obtain performance-based payments such as those offered by the FCPF Carbon Fund [81].
This is notably due to the lack of coherence between AD, EF, and adjustment as listed above in this
section and the resulting use of Tier 1 proxies in the absence of alternative national data. Further,
the crediting period should start no longer than two years after the end of the reference period [81],
not five years as is the case in this virtual reference level.
4.2. Policy Implications
As outlined in Section 2.1, a number of policy-related choices preceded the virtual FREL developed
in this article. Most are straightforward as they adopted the widest possible definition. The forest
definition and the scale of the project, however, deserve further discussion.
Forest definitions should be tailored to the specific policy question they address [100]. The current
forest definition for Cameroon as stated in the forest code does not have any quantitative parameters.
The definition used for the FAO forest resources assessment (FAO FRA) set a high bar of 30% canopy
cover to what is considered forest. In contrast, the forest working definition in place for REDD+ and
other climate change-related processes in Cameroon aims to cover the widest possible ranges of forest
with a minimum canopy cover of 10%. The choice of either forest definition has minimal effects on
the forest area in the dense evergreen forests of southern Cameroon which easily fulfill both canopy
cover thresholds. It will, however, make a difference in the open forests of the savannah-like northern
regions of the country [31,101]. More importantly, picking the appropriate forest definition is crucial
for Cameroon as a whole to be or not be considered an HFLD country and is expected to provide
preferential access to climate finance [81,102]. While the working definition of forests for REDD+ has
not yet been officially adopted in political circles, the entire issue of multiple and conflicting forest
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definitions raises questions of legitimacy given that each definition serves only the specific needs of
the policy process that is en vogue at a given time [103,104].
High-level political risks are pending in the current project area that might drive future
deforestation beyond the regular development trajectory. The development of the Heveasud plantation
(Figure 1a,b), for instance, is not completed yet and information about the area to be cleared or logged
unsustainably [57] in the future is not available. There have also been other development projects
initiated but then stalled, such as the Mballam iron ore mine and the associated Kribi-Mballam railway
stretching 500 km through thus far densely forested zones of the virtual project area [105,106]. On the
other hand, considering these projects for the FREL is difficult to justify, given the low implementation
rate of large-scale projects in the past [58]. The ongoing conflict in the Northwest and Southwest
administrative regions of the country has had negative impacts on agricultural production and
expansion in the conflict region, which might lead to some forest regrowth there. On the other hand,
recent agricultural statistics point to a leakage of agricultural production away from the conflict zone
to other parts of the country. Implicitly, the socioeconomic pathways underlying the Monte Carlo
analysis likely cover the effects of this regional conflict.
To date, 39 countries have submitted FREL’s, some of which have also claimed adjustment.
The most commonly used approach in doing so is projecting trends of past deforestation into the future,
which is generally considered a robust and conservative approach. Does the modeling approach
presented here give rise to “formulating incredibly high deforestation scenarios” [13], as has been reported
for other HFLD countries? Not for our case of Southern Cameroon. The average modeled deforestation
for the virtual performance period 2020–2030 is 15,900 ha/yr, which is +50% above the reference period
2000–2015 but is exactly equal to deforestation observed in the period 2005–2015. Hence, shortening the
reference period from 15 to the last 10 years (which is often the recommended duration of a reference
period suggested by performance-based payment schemes [81]) would have the same effect on a
reference level as deploying the mechanistic land use model, but without the benefits of having the
breakdown per supply chain of the drivers of deforestation.
The scenarios underlying the most contested reference levels proposed for HFLD countries
or regions (see for instance [10,13]) follow an ad-hoc narrative, i.e., “what would happen if . . . ?”.
This approach differs significantly from the bottom-up, data driven approach presented here, which
stands in the scientific tradition of mechanistic land use modeling (for instance [29,107]). For other
countries and jurisdictions to capitalize on this methodology, solid data on population, food, and feed
consumption and agriculture and wood production are needed. For countries with a low population
and low level of agricultural activity, the methodology presented here will yield in low adjustments of
the reference level (see [108]).
5. Conclusions and Recommendations
This article aims at determining a transparent FREL adjusted to likely future developments and
highlights significant uncertainties associated with this process. Adjustment of reference levels, such as
other outcomes of international climate negotiations [109], are sometimes perceived as loopholes
putting actual GHG reductions at risk [10]. In that sense, this article contributes to narrowing these
loopholes by proposing a transparent approach to determining a FREL adjusted to future circumstances.
This section, consequently, focuses on making concrete suggestions for improving each element of
the FREL with the ultimate objective of developing a FREL for a performance-based payment program.
To that end, the overall objective is to create a GHG monitoring system that consistently spans
across all components (AD, EF, and adjustment) of a FREL, subject to TCCAprinciples andpolicy-related
decisions described in Section 2.2.
Creating and improving the necessary data, information and infrastructure is costly and funding
is limited. This section therefore aims to define priorities for future working directions.
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5.1. Priorities for Improving Activity Data
The alignment of forest definition and AD mapping would also require differentiating natural
forest from mono-specific plantations such as rubber and oil palms in the activity data. The technical
feasibility of doing so has been demonstrated for other regions in Cameroon [27,110]. Further, the proof
of concept is also made for distinguishing cocoa agroforests from full sun cocoa [111], which will be a
requirement for aligning the forest definition and AD for REDD+ in the country.
The reference map of all six IPCC classes should place more emphasis on mapping agricultural
land uses, given its role as a primary driver of deforestation. The reference map should split agriculture
at least by annual and perennial crops with very different carbon densities (see Table 4). Radar-based
systems with the capacity to penetrate clouds and detect canopy texture features (such as Sentinel 1)
enable the differentiation of different crops and have been applied both in research [111–113] and in an
operational context [111,114].
Forest loss mapping of all REDD+ activities: AD mapping should encompass all D’s in REDD:
Deforestation and forest degradation, as well as carbon stock enhancement.
Deforestation mapping should allow to trace the fate of cleared forest patches, as having data
about land use after forest clearing is critical in terms of choosing the relevant emission factor. This will
require a frequent update of the reference land cover map, which appears possible using radar sensors
such as Sentinel 1 [111,112,115] and the definition of cut-off dates [116,117] given the often rapid
consequential transitions between various land uses. For example, perennial plantains are often
planted immediately after clearing [118] since they seem to benefit from the nutrient cocktail remaining
in the wood ashes but after around three years they are replaced by other (often annual) crops. In short,
spatially explicit tracking of drivers of deforestation and degradation across all relevant sectors will
be needed.
Forest gain mapping will require long-term time series analysis to retrieve stand age data [119]
combined with long-term forest inventory plots [120]. The inclusion of forest gain and/or forest stock
enhancement would allow Cameroon to be one of the few REDD+ countries to report an FRL to the
UNFCCC, which would testify to a significant improvement in reporting capacity [71]. It should also
be noted that defining forest by a minimum crown cover of ≥ 10% might be an impediment to tracking
forest gain in the dense forest areas of southern Cameroon [100].
Mapping of deforestation is mandatory. Activity data other than deforestation can be assessed
according to two methods: remote sensing, which gives direct evidence of the extent and intensity
of an activity [121–123], or through the use of proxy data. Using proxy data means that emissions
from degradation are inferred from land use activity intensities, typically national statistics on forest
use, such as national wood harvest. To assess emissions from selective logging, for instance, national
wood harvesting data is combined with biomass expansion factors plus a logging damage factor
to the remaining forest stand [57,124,125]. Proxy data are only as reliable as the statistics, which
underpin them. Another, issue using proxy data is the overlap of different land uses in space and
time. For instance, logging for timber and fuel wood for the local market occurs primarily in fallow
areas [95], which have already been cleared once and accounted for as such and therefore pose the risk
of double-counting.
The combination of both methods as demonstrated on the local scale [123] might improve results.
Acknowledging the technical difficulty of detecting degradation, using forest fragmentation and the
associated decrease in tree height and biomass in degraded forest edges has been proposed as a robust
spatially explicit workaround [126].
5.2. Priorities for Improving Emission Factors and the Next NFI
A long-term network of forest inventory plots will be a requirement for measuring progress
towards sustainable forest management and the enhancement of carbon stocks [120], which necessitates
a rapid repetition of the NFI dating from 2003/2004.
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Spatial misalignment errors of EF and AD should be avoided by using a stratified approach
focused on moist and dry forest regions and systematic sampling inside the strata to ensure adequate
coverage of forest types proportional to their area coverage with a higher density compared to the NFI
from 2003/2004.
Implementation of a cost-effective NFI repetition cycle of 5-10 years building on the clusters
and plots from the NFI 2003/3004 will be key to allow assessment of the change in carbon storage.
A too long time-lapse since the last assessment should be avoided to not diminish the value of the
NFI 2003/2004.
Densifying the sample grid is important in order to represent (1) all five agro-ecological zones of
Cameroon, (2) all land use classes, and (3) drivers of deforestation and forest degradation with due
statistical representation.
Forest degradation and enhancement of forest carbon stocks, as well as changes in the carbon
stocks in remaining forests need to be, and can be, assessed by repeated measurements of the
sample plots.
Balancing density and frequency: There should be a reasonable balance of the number of
inventory plots and a short (ideally five-year) repetition cycle to enable a timely assessment of forest
degradation and enhancement.
Technical and financial resources to the forest inventory unit in theministry in charge of forestry
should be made available to enable it carry out forest inventory in a repetitive manner 5.3. Adjustment
to National Circumstances
Demographic dynamics are expected to be better represented by including data from the third
national census of 2015. Alternatively, the possibility of using remotely sensed population data should
be exploited [127].
Reliable agricultural statistics at the best possible granular level of detail should be collected.
Previously, agricultural statistics were available at the department level in Cameroon but in recent
years statistics are only available at the regional level—this is a major degradation of data availability.
Drivers of forest degradation should be represented in the model once relevant AD and EF
data become available. This should encompass industrial and smallholder logging, cocoa, and fuel
wood consumption.
5.3. From UNFCCC Reporting to Performance-Based Payments
The enhancement of coherence both at the institutional- and technical level are major priorities.
Moreover, a content analysis of approved applications for performance-based payments from Central-
and West Africa [128] and associated technical assessment reports have revealed simplification as an
overarching strategy.
This is true for activity data mapping where a re-aggregated binary forest-non-forest land cover
map, for example, yields higher accuracies than a thematic one [128]. This is also true for adjusting
reference levels: Declaring deforestation for agro-industrial concessions in the most remote parts of the
country as “planned” [68] might indeed appear more intuitive than going to lengths in elucidating the
socioeconomic drivers underlying deforestation.
When it comes to ex-ante estimation of emissions reductions (ER’s), the focus will probably need to
be put on two to three well-organized supply chains (such as cocoa, oil palm, or industrial logging) with
high potential to reduce emissions. The land use modelling approach offers a convenient framework for
quantification potential ER’s at the design stage of an ER program, notably for supply chains pursuing
a land-sparing strategy. Thereby, projected yield increases resulting from REDD+ interventions
translate into potential land sparing, moderated by a discount factors for imperfect translation of yield
improvements to spared land. It should be noted, however, that the short-term policy framework of
performance-based payment schemes (for instance, the FCPF prescribes a performance period of five
years) will make effective implementation and results delivery by REDD+ a major challenge.
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Appendix A
Table A1. Results of the land use model in terms of cropland expansion 2000–2035 for the Southern
Cameroon Area (in 1000 ha per 5-year period).
2000–2005 2005–2010 2010–2015 2015–2020 2020–2025 2025–2030 2030–2035
Cassava 4.84 9.59 8.52 5.68 5.99 7.22 7.99
Mais 5.13 6.64 9.55 8.75 11.63 15.57 19.47
Beans 0.02 0.02 0.03 0.02 0.01 0.01 0.00
Millet/Sorghum 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Oil palm 0.34 0.33 0.52 0.51 0.60 0.67 0.73
Plantain 4.82 5.16 6.68 8.43 11.23 14.22 17.67
Ground nuts 4.57 4.61 6.31 7.63 9.24 10.22 11.66
Banana 1.44 1.21 2.07 2.10 2.68 3.37 4.10
Cacao 19.84 23.08 47.57 15.55 33.56 33.56 33.56
Cotton 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Appendix B
Table A2. List of crops represented in the model and classification as annual or perennial (only with
regard to the Emission factor to apply).
Crop Name Annual/Perennial (for EF Calculation)
Banana Annual
Beans Annual
Cassava Annual
Cocoa Perennial
Ground nut Annual
Maize Annual
Oil palm Perennial
Plantain Perennial
Rubber Perennial
Appendix C
Table A3. Protocol used to drivers assessment.
Disturbance Class Description of Disturbance
Infrastructure Geometric areas with very high reflectance value
Croplands Permanent small and medium-scale agriculture
Logging (Road, selective) – Industrial Located inside allocated logging concessions; signs oflogging infrastructure visible
Mining Permanent openings with high, stable reflectance
Natural (Wildfires, windfalls, river meandering
and other natural disturbances) Immediate proximity to rivers; fires database
Non-industrial logging Very short (annual) openings
Road construction Linear shapes with high reflectance values
Smallholder clearing Openings for smallholder agriculture (≤ca 1ha)visible for 2–3 years; remainder of all above
The collection of images is available from this website: http://glad.geog.umd.edu/Potapov/Cameroon/Cameroon_index_
part2.html.
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