In this work, we focus on the problem of learning a classification model that performs inference on patient Electronic Health Records (EHRs). Often, a large amount of costly expert supervision is required to learn such a model. To reduce this cost, we obtain auxiliary confidence labels that indicate how sure an ex pert is in the class labels she provides. If this additional confidence information can be incorporated into a classifier, than the number of labeled patient instances required to learn an accurate model may be reduced. To this end, we develop a novel metric learning method called Confidence bAsed MEtric Learning (CAMEL) that not only supports inclusion of confidence labels, but specifically emphasizes model interpretability in three ways. First, CAMEL produces metrics that use only the EHR features relevant to the task, omitting those that are not. Second, CAMEL naturally produces confidence scores that can be considered when making treatment decisions. Third, because it is a metric, CAMEL allows for insightful comparisons to be made, such as finding the past patients are most similar to a new patient. In our experimental evaluation, we show that CAMEL can use confidence labels to learn models as accurate as current classification methods while using only 10% of the training instances. Finally, we perform qualitative assessments on the metrics learned by CAMEL and show that they identify and clearly articulate important factors in how the model performs inference.
I. INTRODUCTION
As recent technological advancements become more inte grated into the practice of clinical medicine, more opportunities arise to support clinicians in making decisions for patient care. This has lead to the advent of Clinical Decision Support Systems (CDSSs), computer systems that use data to aid clinicians in decision-making. CDSSs can simply act as a portal for clinicians to access relevant information, but can perform more sophisticated tasks such as suggesting treatment options or warning of dangerous drug interactions. For a CDSS to accomplish such inference tasks, it requires a meaningful model of how previously observed patients relate to new patients. To build such a model, data regarding previous patients and task specific supervision on those patients is required. Fortunately, Electronic Health Records (EHRs) are being adopted by more and more health care providers [1] . EHRs provide data that uniquely characterizes different patients in an easily accessible form. For supervision, clinicians themselves can provide quality feedback if explicitly prompted for it. By combining these two sources of information, an insightful inference model of patients can be built using supervised learning techniques.
Much of the previous work in supervised patient modeling leverages standard classification methods [2] , [3] , [4] . Here, supervision appears in the form of class labels (e.g. the patient is at risk for a condition or not), and the learned inference models output a predicted class label when given an unseen patient. For CDSSs, these predictions can be used to alert clinicians of 978-1-4673-6799-8115/$31.00 ©2015 IEEE 331 important information that supports decision making. However, there are practical issues with standard classification models for use in CDSSs. First, it is vital that a clinician is able to understand how a CDSS comes to conclusions [5] . Otherwise, the clinician may not trust the model due to lack of clear reasoning. Many standard classification methods focus solely on maximizing some measure of classification accuracy without any focus on learning a model that can be easily interpreted by humans. Consequently, clinicians may not be able to understand why they are being alerted, even the classifier is accurate.
Another practical concern lies in the cost of obtaining sufficient clinical supervision to learn an accurate classification model. Because the expertise of a clinician is valuable, the cost of obtaining clinical supervision is substantially more than obtaining feedback from the layman. Compounding this cost is that clinicians must spend a substantial amount of time to consider multiple, interacting factors before providing feedback. If standard classification methods are to be used, clinicians would be prompted for a class label after considering a patient. However, class labels convey only a simple notion of how patients relate, despite the fact that clinicians have more in-depth knowledge about the patient that they could provide. Thus, often a large amount of labeled instances needed to learn accurate classifiers for more complex inference tasks. All of these factors together make the cost of learning an accurate classification model from class labels alone an expensive endeavor.
In consideration of these issues, this work proposes a novel metric learning method called Confidence-bAsed MEtric Learning (CAMEL). CAMEL was designed with a specific emphasis on learning human-interpretable models of patients. Our method produces sparse models that use only task-relevant information when modeling patients. As a result, clinicians can easily identify which features are used when making inferences. Also, metrics produced by CAMEL naturally induce confidence scores that indicate how confident the model is in its predictions. Clinicians can take these scores into consideration when making important treatment decisions. Finally, our method learns a parametric metric that projects patients into multidimensional metric space where each dimension is as a separate "factor" in how the model reasons about patients. Clinicians can use these factors to compare new patients to those previously observed in terms of the task for which supervision was obtained.
Insight into how to reduce the cost of obtaining clinical supervision can be gained with the following observation. When tasked with providing supervision, clinicians spend most of their time on considering the vast amount of information EHRs can contain. Once they learn what is needed to produce a class label for a patient, providing additional information about a patient instance requires a relatively short amount of time and effort. Based on this observation, we prompt clinicians for auxiliary confidence labels that indicate how certain they are about a given class label, and formulate a variation of CAMEL that can utilize this additional information to learn more accurate classifiers from fewer labeled instances.
II. BACKGROUND AND METHODOLOGY
We begin this section by briefly reviewing basic concepts in Mahalanobis distance metric learning. Then, we introduce our method, CAMEL, and discuss how it can utilize both class and confidence labels to learn classification models.
A. Mahalanobis Distance Metric Learning
A metric is a function d : X x X -+ IR that defines a measure of distance between pairs of objects. In metric learning [6] , the goal is to learn a metric from data. Most commonly, supervision detailing which objects are "similar" and which are "dissimilar" is used to guide this process. One of the most popular classes of metric learning methods are those that learn a squared Generalized Mahalanobis Distance Metric (GMDM):
Here, X = IRm. The metric defined in (1) is parameterized by ME IRm x m. Intuition into GMDMs can be gained by factoring the square matrix parameter M = LTL, where L E IRm ' x m. The last line of (2) shows that a GMDM is equivalent to the standard Euclidean distance metric squared after the m dimensional objects are transformed into an m' -dimensional metric space. GMDM learning (henceforth, metric learning) methods use M, or equivalently L, as a parameter to be learned.
In doing so, they create a linear transformation of objects from a given feature space to a metric space in a data-driven way.
One of the tasks metric learning methods are used for is classification. In this case, L (or M) is learned such that objects of the same class are closer to each other than those of different classes. Then, at test time, the predicted label for an object is determined by its distance to labeled objects in the learned metric space. However, metrics can be used to gain additional insight into object relationships. Consider the following example where the objects in question are patients. A metric is learned over patients using class labels indicating the presence or absence of a particular disease. Not only can the learned metric be used to predict whether a new patient is at risk for disease, but also it defines which previous patients are most similar to a new patient with respect to that disease, allowing clinicians to identify the specific past cases that could be most relevant to undiagnosed patients. In the following section, we outline our method to learn such a metric.
B. Confidence-Based Metric Learning from Class Labels
We begin by more formally defining our problem setting. Yi is a class label gathered from a clinician (e.g. a positive or negative diagnosis), and Ci is a confidence label indicating how confident she is in Yi. In this work, we consider binary class labels and confidences in [0, 1] , though much of the subsequent can easily be extended to other settings.
We wish to learn a metric parameter L from observed patient data that can be used to accurately predict the class labels of unobserved patient instances. To this end, we begin by defining a measure of similarity between objects, given L:
Equation (3) is an application of the Gaussian kernel function (also known as the radial basis function) [7] that measures how similar two objects are. If the distance between Xi and Xj is zero, then (3) assigns the pair a similarity of one. As objects become farther apart, their similarity quickly goes to zero. The Gaussian kernel function is normally parameterized by a bandwidth that greatly affects the performance of the methods in which it is used. In (3), the bandwidth parameter is absorbed into the learned parameter L. As a result, by learning L we also implicitly learn the bandwidth of a Gaussian kernel.
With this measure of similarity, we can define the relation ship a patient instance has with others. Most importantly, we can define how similar an patient is to those with class label y:
XI VXjEX� i
Here, X� i = {Xj EX: Yj = Y A Xj -I-Xi}' In essence, (4) is the mean similarity Xi has with all observed objects with label y, excluding itself. This similarity score measures how similar a patient is to observed patient instances of a single class. However, this score is independent of a object's relationship to other classes. For this, we formulate a confidence score:
In the binary class case, f) = 0 if Y = 1, and f) = 1 if Y = O.
Equation (5) can be interpreted as a class conditional probability that an object is a member of class Y given L. As such, confidence scores define both a criteria to fit L to observations, and a way to predict class labels for unlabled patient instances once L is learned. Confidence scores allow inference to be performed through setting of a decision threshold (e.g. predict 1 if ct (Xi) > 0.4, otherwise predict 0), and also allow the computation of evaluation metrics such as area under the Receiver Operating Characteristic curve (AUROC).
In order to learn a metric that models class membership of observed patient instances well, one could maximize Cf' (Xi) directly for all observed patients. However, doing so leads to a difficult non-convex optimization problem. To avoid this source of nonconvexity, we maximize an approximation of the confidence scores for the observed data: n m t x L Sf' (Xi) -st, (Xi) (6) 
i = l
In (6) we maximize the similarity each observed data object has with its observed class label, while minimizing the the similarity it has with the opposite class. The objective "pulls" all observed objects of the same class towards each other, and "pushes" all objects of different classes away. In doing so, (6) increases the numerator of (5), while decreasing a term the denominator, and by doing so, approximates learning a metric where the confidence scores of the observed data is high.
Unfortunately, (6) can result in solutions where observed objects of the same class are projected to nearly the same point in the metric space, while observed objects of different classes are infinitely far apart. This leads to models that can drastically over-fit to the observed data. To combat this, we include l-1 norm regularization into the objective:
Here, the l-1 norm is taken element-wise on L, that is II L lll = 2:::12: ; 1 IL i , j I· Higher settings for the hyperparameter A force elements of L to exactly zero, preferring sparse solutions to more dense ones. More sparse solutions may then be found that fit less to the observed data, thus reducing the risk of over fitting. This also has a more practical benefit. Te ns, hundreds, even thousands of features can be extracted from EHR data. It can be difficult to tell, a priori, which are useful to model patient relationships. If many features are used to represent patients (m is large) and the learned model is dense, then a clinician has to consider many, potentially irrelevant, features to understand how the model is making decisions. If L consists of a large number of zeros, then the learned metric only utilizes a few features, giving the clinician a concise model to interpret. We call our gradient descent method to solve (7) CAMEL.
C. Incorporating Confidence Labels
As stated previously, we wish to use confidence labels provided by clinicians to reduce the overall cost of obtaining expert supervision. The most obvious way of incorporating confidence labels into CAMEL would be to ensure that the confidence score for an observed patient matches the confidence label the clinician provides. However, it has been shown that humans tend to find it difficult to produce exact numerical assessments on objects and are much better suited to provide simpler forms of feedback such as class labels or relative comparisons [8] , [9] . Because of this, bolstering CAMEL with the exact values of the confidence labels can introduce unwanted noise, leading to an inaccurate model of patient relationships.
Instead, we choose to simplify the labels by assuming that, while the exact value of a confidence label is noisy, its value relative to others of the same class is not (or at least reasonably less noisy). By this assumption, we create a ranking Rc of patients such that (xa, Xb) E Rc if and only if C a > Cb and Y a = Yb· From Rc we can induce a set of constraints to be imposed on (7) that allows us to incorporate the information contained in the confidence labels:
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The added constraints ensure that the approximated confidence score for X a is greater than Xb for all (xa, Xb) E Rc. In practice, it is unlikely that all of the constraints can be satisfied, so we opt to solve a similar, unconstrained optimization:
(xa,x b )ERc
Here [ ' l+ is the hinge-loss function (equivalent to max (0, . » .
The last term in (9) is zero when the corresponding constraint in (8) is satisfied and positive when it is not. In short, if an observed object should have a higher confidence score than others because the labeler is more confident in its class label, that object's contribution to the objective is increased by a factor of A2 for each observed object its confidence score should be higher than. If an observed object's confidence score is too high, its contribution is similarly decreased by a factor of A2. By introducing the ranking term into the objective, we also introduce an additional hyperparameter A2. Much like higher values of Al increase the influence of regularization in the objective, higher values of A2 put a heavier emphasis on ordering the confidence scores according to Rc. As such, the hyperparameters determine a balance of fitting to the class labels, fitting to the confidence labels, and sparsity. We call our gradient descent method for solving (9) CAMEL-CL.
III. RELATED WORK
Over the previous two decades, numerous metric learning methods have been developed, the two most similar to CAMEL being Large-Margin Nearest Neighbors (LMNN) [12], and Metric Learning for Kernel Regression (MLKR) [13] . LMNN learns a metric from class labels to be used in a nearest neighbor classifier. To do so, the authors formulate an optimization that "pulls" objects close to each other that are of the same class, and "pushes" objects of different classes away to ensure that the k nearest neighbors to all labeled instances are of the same class, similar to what CAMEL does using a similarity measure. The similarity measure used by CAMEL is much like one used in MLKR. However, MLKR learns a kernel to be used for regression. In Sec. IV we compare CAMEL and CAMEL-CL to both LMNN and MLKR in our experimental evaluation.
Two previous works have considered auxiliary labels similar to the confidence labeled considered in our problem setting. Both use probabilistic labels that indicate how likely an object belongs to a class. The first work [14] introduced the problem of learning from probabilistic auxiliary labels and formulates a method that uses the popular Support Ve ctor Machine (SVM) framework. Their method learns linear classifier by solving an optimization problem that balances two energies: standard SVM classification hinge loss and a function that encourages the model to rank the objects by their probabilistic labels. Another work uses Gaussian Process Regression [15] to learn a classifier from the probabilistic labels, but because the SVM based method is most similar to our work in both methodology and application, we compare CAMEL and CAMEL-CL to SVM-Combo from [14] in Sec. IV.
Name Supervision
Hyperparameters Al and A2
OUf own Our algorithm for solving (9) TA BLE I: Methods used in experimental evaluation
IV. EXPERIMENTAL EVALUATION
To evaluate CAMEL and CAMEL-CL, we performed experiments on real-world clinical data, the results of which we discuss in this section, Note that further analysis can be found in the extended version of this work [16] . We begin by describing the data set used, Then, we outline how the experiments were performed, Next, we present and discuss quantitative results comparing both CAMEL methods to related, current methods. Finally, we qualitatively analyze the models learned by CAMEL by looking at how it uses patient data to make inferences.
A. Data Set Description
Our experiments were performed on data extracted from the Post-Surgical Cardiac Patient (PCP) Database in combination with supervision provided by clinicians indicating whether a patient is at risk for Heparin-Induced Thrombocytopenia (HIT). A lengthy description of this data can be found in [14] . Here, we provide a shorter sununary of our view of the data. From the PCP Database 4,486 unique EHRs were chosen. From these over 51,000 patient-state instances were extracted using 24-hour segmentation. Uniformly random sampling from the pool of patient instances would result in an overwhelmingly disproportionate number of negative labels for HIT. Because there was a finite budget in obtaining supervision, a stratification procedure was used to bias sampling towards patients that could be at risk for HIT. Using this procedure, patient instances were chosen to be labeled by three experts in clinical pharmacology.
The experts were asked two questions for each patient instance: "How strongly does the clinical evidence indicate that the patient is at risk of HIT?" and "Assume you have received an HIT alert for this patient. To what extent you agree/disagree with the alert?". For the first question, the experts were prompted for a number between 0 and 100, which we normalize to [0, 1] and use as confidence labels. For the second question, the experts were prompted to for one of four ordinal categories ranging from "strongly agree" to "strongly disagree" from which we derive binary class labels between the "agree" and "disagree" categories. Both in our experiments and those in [14] show that feedback from the third expert was too noisy for meaningful experiments, thus we omit them from this work.
From the EHRs of the selected patient instances, 50 features were extracted to form feature vectors characterizing each patient. These features measure both trends and static measurements in one of five attributes: Heparin administration record (features 1-4), hemoglobin count (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) , white blood cell count (19-31), platelet count (32-45), and major heart surgeries (46-49). For example, platelet count features include: "latest platelet value taken", "difference between last two platelet values taken", and "overall trend in platelet values".
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B. Experimental Methodology
The methods used in this evaluation are listed in Table I . These methods were chosen as a sample of current techniques that learn from one or both forms of supervision considered in this work. The "Orig" method uses no supervision and provides us with a rudimentary baseline in our evaluation. All methods can produce confidence scores: The classification models can be interpreted to have uncertainty measures in class predictions, and the real-valued predictions from the regression models can be taken as confidences. Thus, we evaluate the accuracy of each method using AUROC on a held out test set. We performed separate but identical experiments on each experts' supervision. From the pool of selected patient instances we randomly selected 100 patients to be the train set, and split the remaining patients randomly into evenly-sized test and validation sets. This was done 20 times to form 20 trials. For each trial, an increasing number of the 100 training points were used to train the models in the evaluation (10, 20, ... 100). We did this to assess each method as a function of the amount of obtained supervision. For each training partition, hyperparameter settings for each method were chosen to be those that maximized AUROC on the validation set. Figure 1 shows plots of the AUROC values on the test set as function of the number of training points for all methods used in our experiments. The error bars represent a 95% confidence interval. The top two plots are for Expert l's supervision, and the bottom two are for Expert 2's. The left plots show results for methods that do not use confidence labels and the right plots are methods that do (with CAMEL in both for comparison between the plots). All methods achieved better results using Expert l's labels when given few training points, though methods were able to achieve higher AUROC values using Expert 2's supervision. In terms of classification accuracy, CAMEL and CAMEL-CL performed as well or better than many of the competing methods, especially as more training instances were used. LMNN and MLKR learn metrics like CAMEL, but do not include regularization in their optimizations. Because of this, they are prone to over-fit to train sets, resulting in poor generalization, especially when there are few training instances. LASSO includes sparsity-inducing regularization, but learns a simple single-dimensional, linear model. Also, like MLKR, LASSO fits directly to the confidence labels. Because the exact values of the confidence labels contain a great deal of noise, LASSO and MLKR are unable to learn models that produce accurate confidence values on the test instances.
C. Discussion
The most competitive models to CAMEL and CAMEL CL, using the same supervision, were SVM and SVM-Combo. CAMEL performed at least as well and sometimes significantly better than SVM. The same is true for CAMEL-CL and SVM Combo, though SVM-Combo outperformed CAMEL-CL for 10 and 20 training instances using Expert 2's supervision. With only this exception, CAMEL and CAMEL-CL were able to achieve AUROCs as high or higher than the SVM methods, given the same supervision. These results indicate that to our sparse, multidimensional models are able to more accurately predict whether a patient was at risk for HIT, than methods that learn dense and/or single-dimensional models.
This evaluation not only allowed us to compare our CAMEL methods to competing methods, but also enabled us to see the effect the confidence labels had on CAMEL. The inclusion of confidence labels only improved the AUROC of CAMEL for both experts. Using Expert l's supervision, CAMEL-CL was able to achieve an AUROC with 10 training instances that could not be matched by CAMEL until it received 60. Furthermore, the AUROC of the CAMEL-CL model trained on 10 instances was statistically as high as any model trained on any number of instances with 95% confidence. Similarly for Expert 2, CAMEL CL required 30 instances to achieve peak performance. This indicates that to learn an accurate predictive model, CAMEL CL requires substantially fewer labeled instances than methods that do not use confidence labels.
While prediction accuracy is important for a patient model, for it to be useful in a CDSS it must also be interpretable. In the remainder of this section, we assess the metrics produced by CAMEL and CAMEL-CL in terms of human-interpretability.
For the metric parameter L, each row is a transformation to A sparse L that produces accurate inferences would use only a subset of the features in few, useful combinations, which could be easier to interpret than many, complex combinations. We define our sparsity statistic as the number of zero-valued elements of L divided by the total number of elements. A higher value means that the fewer features are being used fewer times in the model. We can see that models learned by CAMEL contain a very large number of zero-valued elements, but CAMEL-CL is able to be even more selective in choosing features by leveraging the confidence labels. Also in Tab. II, we include the mean row rank of the L matrices. The row rank of a matrix is the number of linearly independent rows. In our models, a lower rank indicates there is a more simple, lower dimensional space that describes how the CAMEL models are making inferences. The table shows that our methods are able to project the 49 dimensional patient instances into a lower dimensional metric space in which accurate inferences can be made. The low-rank property of L can be attributed to the fact that strict l-1 norm regularization often made many of the rows contain all zeros. For some trials, our methods produced an L with as many as 45 rows that contained solely zeros.
While sparsity indicates the models are simple, it does not reveal how the features are being used. Figure 2 shows the mean and maximum absolute weight put on the top 30 features in the models produced by CAMEL-CL, averaged over all experiments done using Expert 2's supervision. In short, Fig.  2 displays the relative importance CAMEL-CL put on each feature. The clear top two features chosen by CAMEL-CL were "last platelet value taken" (32) and "Heparin on" (1). Clearly, whether a patient was given Heparin should influence whether they are at risk for HIT. Thrombocytopenia is indeed the deficiency of platelets in blood [17] , thus the most recent value of platelet count intuitively should indicate risk of HIT. Other top features include "difference between the last and first hemoglobin level taken" (17), and "time since last major heart procedure" (46). A downward trend in hemoglobin level could indicate bleeding, leading to low platelet counts, making feature 17 a potential indicator of HIT. The time from last heart procedure could also be important as it indirectly measures how long the patient was on heparin. Note that the top four features all come from different attributes/lab values. This indicates that CAMEL-CL chooses which feature in a group is most informative and emphasizes it the most, as to not include redundant information. Also note that no feature measuring white blood cell count was featured prominently in the model. This model choice is supported by the convention that white blood cell count is not commonly-used to indicate HIT.
V. CONCLUSION AND FUTURE WORK
In this work, we developed a method called CAMEL that produces sparse, multidimensional, classification models that can perform inference on patient Electronic Health Records (EHRs). In order to combat the necessarily high cost of obtaining expert clinical supervision needed to learn an accurate model, we formulated a version CAMEL that can incorporate auxiliary confidence labels. In our experiments, we showed that CAMEL can produce models at least as accurate as others we tested, and CAMEL bolstered with confidence labels can 336 produce models as accurate as any tested with using as few as 10% of the training instances as the other models. The qualitative analysis that followed highlighted the fact that CAMEL produces models that include few important "factors" composed of small subsets of the EHR features. Because CAMEL induces sparsity, it is able produce simple, concise patient models, potentially enabling clinicians to more clearly interpret how it makes decisions.
We will explore multiple avenues of future work. First, many of the features we extracted from the EHRs were binary, characterizing subpopulations of patients. Such subpopulations should likely be modeled in different ways. We will investigate learning different metrics over separate subspaces defined by these binary features to more accurately model the different relationships within and between subpopulations of patients. Second, we performed our experiments using each expert's supervision separately. We will investigate pooling supervision from all experts to learn a combined model, potentially creating a more general view of how patients relate to one another.
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