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Introducción
La evolución de las tecnologías de la información nos permite abordar problemas en ciencia
e ingeniería cada vez más grandes, complejos y con mejor resolución, obteniendo soluciones
adecuadas en un tiempo razonable. Pocas áreas de conocimiento quedan que no se hayan bene-
ficiado de los avances en esta disciplina. La revisión continua de los fundamentos teóricos de
la informática, combinado con el desarrollo de metodologías y algoritmos sofisticados para
procesar datos y validar hipótesis, junto con la disponibilidad de altas capacidades compu-
tacionales, representan las herramientas básicas de nuestra forma de hacer ciencia a día de
hoy.
En cualquier caso, la necesidad, o posibilidad, de resolver problemas complejos requieren, ca-
da día más, del uso de grandes infraestructuras computacionales, como son los supercompu-
tadores o la computación Grid. Los grandes centros de supercomputación albergan máquinas
cada vez más potentes, con velocidades de procesamiento que superan los petaFLOPs. Por
otro lado, la computación Grid permite llevar todavía más allá la disponibilidad de estos re-
cursos, ya que proporciona una mayor simplicidad y transparencia en el uso coordinado de
los mismos, ya se trate de recursos puramente computacionales, de almacenamiento y/o apli-
caciones específicas, sin necesidad de un control centralizado.
La programación de estas arquitecturas distribuidas es cada vez más popular, y, muchas ve-
ces, imprescindible, entre los miembros de la comunidad científica. Hay diferentes formas de
tratar con este problema y con frecuencia surgen nuevos desarrollos que se centran en alguno
de sus puntos fuertes. En este escenario, factores como la heterogeneidad de los nodos de
computación y las redes de interconexión o la localidad de los datos resultan ser de la mayor
importancia para optimizar el uso de los recursos. Redundancia, resistencia y escalabilidad
son otros valores a tener en cuenta.
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Muchas veces se deben reciclar viejas técnicas para tratar con las nuevas arquitecturas. Así,
los métodos de predicción de rendimiento, usados frecuentemente tanto por los arquitectos de
computadores para evaluar el diseño de nuevos sistemas, como por los creadores de compi-
ladores para explorar nuevas optimizaciones o los desarrolladores avanzados para afinar sus
códigos, pueden ser adaptados para tener en cuenta las peculiaridades de los sistemas distri-
buidos. Poder conocer a priori características de la ejecución de un algoritmo en cada nodo
del sistema, según los recursos disponibles en el mismo y la carga de trabajo presente y futura,
ayuda a planificar la distribución de trabajos a lo largo de todo el sistema computacional. Pero
no todos los algoritmos pueden ser tratados de la misma forma. Hay una categoría especial
de problemas, llamados códigos irregulares, en los que cálculos, control de flujo, patrón de
acceso a memoria y comunicaciones durante la ejecución dependen fuertemente de los datos
de entrada, y no pueden ser caracterizados correctamente de forma estática. Estos problemas
aparecen con frecuencia en el software científico y de ingeniería.
No hay una clasificación estándar de códigos irregulares, pero hay algunas situaciones básicas.
Una aplicación irregular accede a posiciones de memoria no estructuradas que varían durante
la ejecución. O contiene niveles de indireccionamientos que impiden determinar, en tiempo
de compilación, el conjunto de accesos a memoria realizados por la aplicación. Durante este
trabajo se considera un tercer tipo, una aplicación irregular donde el control de flujo, accesos
a memoria y operaciones de cálculo durante la ejecución dependen fuertemente de los datos
de entrada y de la evolución del estado, y que no pueden ser caracterizados con precisión de
manera estática. Los códigos irregulares pueden estar localizados en las secciones críticas del
programa y se caracterizan por tener un mal comportamiento en la evaluación de rendimiento.
Presentan gran dificultad de análisis estáticos, muestran una explotación compleja e ineficien-
te de la jerarquía de memoria, implementan estructuras de datos complejas con las cuales se
logra un aumento del rendimiento del programa mediante una reducción del volumen de datos
almacenados, y alternan entre vías de ejecución del código alternativas en un patrón que no
puede ser caracterizado a priori.
En este documento describimos una metodología que permite crear modelos de predicción
de rendimiento de códigos irregulares para arquitecturas paralelas y distribuidas, metodología
que se ha aplicado a un grupo escogido de algoritmos sobre diferentes tipos de sistemas. Los
algoritmos seleccionados corresponden todos a aplicaciones reales, que representan distintas
categorías de códigos irregulares. Estos algoritmos cubren diferentes ámbitos de interés en
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ciencia y tecnología, incluyendo desde la resolución de sistemas de ecuaciones con matri-
ces dispersas hasta métodos heurísticos de optimización. Sobre todos estos algoritmos se han
llevado a cabo diferentes tipos de análisis para caracterizar su comportamiento ante diver-
sas configuraciones de los sistemas computacionales y de los datos de entrada. Este proceso
supone distintas aproximaciones al problema de la modelización de códigos irregulares.
Objetivos
El objetivo principal de este trabajo es explorar y desarrollar distintas aproximaciones meto-
dológicas a la modelización analítica de códigos irregulares paralelos. Para ello nos centramos
en los siguientes subobjetivos:
1. Obtener un modelo temporal para comunicaciones en el entorno de desarrollo del pro-
yecto CrossGrid
2. Obtener un modelo de computaciones y comunicaciones para los métodos iterativos
implementados en la librería PARAISO
3. Obtener un modelo de computaciones y comunicaciones para la versión paralela del
simulador de dispersión de contaminantes STEM-II
4. Obtener un modelo de computaciones para un algoritmo de optimización estocástica
basado en el Simulated Annealing de la herramienta de planificación territorial RULES.
Paralelizarlo, y obtener a continuación el modelo de comunicaciones
Metodología
El presente trabajo está centrado en códigos paralelos irregulares, donde el control de flujo,
accesos y cálculo durante la ejecución dependen fuertemente de los datos de entrada, y no
pueden ser caracterizados con precisión de manera estática. Los valores de los parámetros que
rigen el comportamiento son establecidos estadísticamente a partir del análisis del algoritmo
ante distintas combinaciones en los parámetros de entrada.
Con el objetivo de obtener modelos analíticos para estos códigos, hemos establecido una me-
todología basada en mediciones exhaustivas de tiempos de ejecución en un entorno controlado
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o, alternativamente, mediciones del número de operaciones en punto flotante, comunicacio-
nes, etc. La idea principal es correlacionar las resultados de rendimiento y los valores de la
magnitudes monitorizadas, lo que ha permitido establecer expresiones analíticas del rendi-
miento que permitan predecirlo con precisión en diferentes escenarios.
La metodología se divide en dos etapas. En la primera se estudia del comportamiento de los
códigos en una ejecución estándar, que servirá para determinar los parámetros más influyentes
en el modelo final. En la segunda etapa se obtienen los modelos correlacionando las medicio-
nes bajo distintas configuraciones del sistema y de los datos de entrada, utilizando un rango
adecuado de valores en los parámetros.
Inicialmente los códigos son caracterizados estáticamente en términos del número preciso de
eventos relevantes, por ejemplo, el tiempo de ejecución o el número de FLOPs requeridos
por el código. Este número es contabilizado manualmente a partir del conocimiento del al-
goritmo, analizando el código fuente, o automáticamente, mediante el uso de los contadores
hardware disponibles en los procesadores del sistema. Este resultado es finalmente expresado
con ecuaciones algebraicas que involucran parámetros del código y de los datos de entrada,
como son, entre otros, el tamaño de las matrices de entrada, el número de elementos no nulos
que contienen, el grado polinomial del precondicionador de un resolutor iterativo, el número
de iteraciones en un lazo crítico o diferentes parámetros de control del usuario.
En resumen, a partir de información estática básica sobre computaciones y comunicaciones,
hemos desarrollado modelos de rendimiento de los diferentes códigos. Utilizando herramien-
tas de monitorización, el coste de cada código se evalúa a través de un número significativo de
ejecuciones bajo diferentes condiciones iniciales para obtener los modelos analíticos finales
de computación y comunicaciones. La idea de la metodología es obtener una correlación entre
la información estática y de monitorización y las características intrínsecas del código con los
tiempos de ejecución o el número de operaciones en punto flotante medidos, por ejemplo.
Organización del trabajo
Capítulo 1
En este capítulo se hace una breve revisión de aspectos esenciales de la computación paralela
necesarios para el trabajo. Primeramente, se discute la clasificación tradicional de estos siste-
mas, con un interés especial en el modelo de computación Grid. A continuación, se muestran
Introducción 5
los paradigmas de programación paralela, para finalizar centrándose en el análisis de rendi-
miento de las arquitecturas paralelas: metodologías desarrolladas para evaluar el rendimiento,
métricas para simplificar en unos pocos valores toda la información del sistema, límites de
aplicabilidad, modelos analíticos paralelos tradicionales y herramientas software de apoyo en
la tarea.
Capítulo 2
Este capítulo examina la implementación de una librería de pase de mensajes en el Grid. Se
inicia con una descripción breve de los principios básicos de este paradigma de programación
paralela, en un sistema basado en la plataforma Globus, para, a continuación, pasar a construir
un modelo que caracteriza el tiempo de ejecución de las operaciones de comunicación punto a
punto y colectivas. El análisis y modelado posterior están diseñados para el software utilizado
en el proyecto CrossGrid, en desarrollo entre 2002 y 2005. En la actualidad, existen nuevas
versiones del software Grid para las que es posible que el análisis llevado a cabo no sea
totalmente aplicable a los sistemas actuales, pero, en cualquier caso, los fundamentos de la
metodología desarrollada son válidos.
Capítulo 3
Este capítulo analiza y modeliza una librería de álgebra matricial dispersa que hace uso simul-
táneamente de paralelismo de datos y paralelismo por pase de mensajes. En primer lugar, se
muestran someramente las principales técnicas de resolución iterativa de sistemas lineales de
ecuaciones. A continuación, se discuten las características de la librería PARAISO. Finalmen-
te, se caracterizan las computaciones y comunicaciones de la librería para definir un modelo
de coste de los diferentes algoritmos que la componen.
Capítulo 4
Este capítulo examina un programa de simulación de contaminación atmosférica basado en
modelos meteorológicos, centrándose en la rutina que consume la mayor parte de su tiempo
de ejecución. Se presenta brevemente el problema al que está orientada la simulación, para
continuar con un análisis del código que ha permitido identificar la parte más costosa. Una




Este capítulo tiene como objetivo paralelizar y modelizar el rendimiento de un algoritmo
estocástico de optimización usado en una herramienta de ordenación del territorio para la for-
mulación de planes de uso del suelo. Para comenzar, se muestran brevemente los fundamentos
teóricos y características particulares de esta implementación, para continuar con la identifica-
ción, análisis y modelado de las secciones útiles con las que caracterizaremos computaciones
y comunicaciones. En este caso, el algoritmo de partida es secuencial, por lo que se propone
y modela una paralelización en MPI a sistemas multiprocesador.
Conclusiones
En este capítulo se resumen las principales aportaciones del trabajo y se enumeran las princi-
pales publicaciones derivadas del mismo.
CAPÍTULO 1
MODELOS DE RENDIMIENTO EN SISTEMAS
PARALELOS
En este capítulo se hace una breve revisión de aspectos esenciales de la computación paralela
necesarios para el trabajo. Primeramente, se discute la clasificación tradicional de estos siste-
mas, con un interés especial en el modelo de computación Grid. A continuación, se muestran
los paradigmas de programación paralela, para finalizar centrándose en el análisis de rendi-
miento de las arquitecturas paralelas: metodologías desarrolladas para evaluar el rendimiento,
métricas para simplificar en unos pocos valores toda la información del sistema, límites de
aplicabilidad, modelos analíticos paralelos tradicionales y herramientas software de apoyo en
la tarea.
1.1. Arquitecturas paralelas
Un sistema paralelo es una colección de elementos de procesamiento independientes que
cooperan y se comunican entre sí con la finalidad de resolver un problema de forma más
eficiente de la que resultaría al utilizar sólo uno de ellos [215]. Es una definición poco precisa
que abarca distintos niveles de paralelismo y puede referirse tanto a los sistemas multinúcleo
como a la computación Grid y Cloud, por ejemplo.
Diferentes aproximaciones al paralelismo dificultan una única clasificación de las arquitectu-
ras paralelas. Una clasificación es la de Flynn [94], que se basa en el movimiento de instruc-
ciones y datos por el conjunto del sistema. Diferencia entre SISD (Simple Instruction, Simple
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Data), MISD (Multiple Instruction, Simple Data), SIMD (Simple Instruction, Multiple Data)
y MIMD (Multiple Instruction, Multiple Data).
Una clasificación más útil de los sistemas paralelos utilizados en entornos de computación de
altas prestaciones (HPC, High Performance Computing) se basa en el paradigma de progra-
mación. Básicamente distingue entre tres grandes familias: procesamiento paralelo de datos o
stream processing; arquitecturas de memoria compartida, llamadas multiprocesadores; y ar-
quitecturas distribuidas, llamadas multicomputadores. Esta clasificación es genérica y existen
aproximaciones diferentes, pero es una aproximación suficiente para los sistemas más habi-
tuales.
1.1.1. Procesamiento paralelo de datos
En estos sistemas una operación se ejecuta en paralelo en cada elemento de una estructura
regular, actuando una misma instrucción sobre diferentes datos. Este modelo encaja en la
categoría de SIMD y es la base de los procesadores vectoriales. Las mismas técnicas siguen
vigentes en otras áreas como la programación de GPUs. Los sistemas híbridos CPU y GPU
obtienen buenos rendimientos en muchas aplicaciones [159][209][231][62].
1.1.2. Memoria compartida
Los multiprocesadores intercambian información a través de un espacio de memoria compar-
tida. Todos los elementos de computación pueden leer cualquier dirección de la memoria del
sistema utilizando las instrucciones básicas de acceso a memoria. El mecanismo más popu-
lar para programar estos sistemas es OpenMP [3] que, mediante directivas de compilación,
proporciona una interfaz sencilla para generar automáticamente código paralelo.
Los multiprocesadores, de acuerdo a cómo se implemente la memoria compartida [58], pue-
den ser procesadores simétricos, llamados SMP (Symmetric Multiprocessors) o UMA (Uni-
form Memory Access), o sistemas NUMA (Non Uniform Memory Access) [126][67][210][60].
Los UMA (figura 1.1) son sistemas fuertemente acoplados donde los accesos a memoria tie-
nen un retardo independiente de su localización, aunque pueden incorporar cache privadas
que matizan esta característica. Utilizan un bus de comunicaciones para conectar procesa-
dor y memoria, garantizando un mismo coste de acceso a memoria independientemente de
la dirección solicitada. Los problemas de contención en el buffer limitan la escalabilidad. Se
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Figura 1.1: Arquitecturas de memoria compartida. (1) UMA. Cada nodo está formado por un procesador y una
cache. La memoria es global. (2) NUMA. Cada nodo está formado por un procesador, su propia
memoria local y una cache. (3) COMA. Cada nodo está formado por un procesador y una cache. Los
datos están repartidos entre los nodos y cada solicitud de lectura/escritura los desplaza.
diferencia entre UMA simétrico, donde todos los procesadores pueden ejecutar el software de
sistema, y UMA asimétrico o con procesadores dedicados, donde hay procesadores de sistema
y procesadores de cálculo [182][149].
En los sistemas NUMA la memoria está físicamente distribuida por los nodos del sistema,
pero existe una memoria lógica compartida gracias a la red de interconexión. Esto provoca
costes diferentes según la distancia entre el procesador solicitante y la dirección solicitada,
donde pueden existir caches privadas, y esta jerarquía de memoria produce latencias de ac-
ceso heterogéneas [138][155]. En esta versión, los procesadores tienen acceso privilegiado
de baja latencia a un nivel la memoria, que es local a ellos, mientras que localizaciones de
memoria asociadas a otro procesador implican mayor latencia, que depende de la jerarquía
de memoria implementada en el sistema. Reduciendo la memoria compartida de un sistema
NUMA a sólo memorias caches privadas, obtenemos arquitecturas COMA (Cache-Only Me-
mory, con un único nivel de jerarquía de memoria y directorios cache distribuidos por todo el
sistema [211][221].
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1.1.3. Arquitecturas distribuidas
Los multicomputadores están formados por una colección de elementos computacionales (no-
dos) independientes y con procesador, memoria y entrada y salida individualizadas, conecta-
dos por una red de interconexión [65]. Un nodo no puede acceder a la memoria de otro. Para
el acceso a los datos no locales se exige una comunicación explícita entre los implicados. Los
intercambios de datos y sincronizaciones utilizan un protocolo de pase de mensajes.
El paradigma de programación por pase de mensajes es el mecanismo de programación habi-
tual en estos sistemas, con MPI [97][159] como protocolo principal. Son altamente escalables,
flexibles y versátiles, y las arquitecturas más comunes para grandes supercomputadores en los
últimos años.
Las arquitecturas distribuidas se clasifican según el nivel de acoplamiento entre unidades de
procesamiento en clusters, constelaciones y computadores masivamente paralelos [10].
Un cluster es, en esencia, un sistema formado por procesadores independientes conectados a
través de una red dedicada [30][80][52][183]. Son sistemas poco acoplados, robustos, flexi-
bles. La latencia y ancho de banda típicos de estos sistemas puede variar en órdenes de mag-
nitud frente a las empleadas en supercomputadores. Al mismo tiempo, el sistema operativo y
software de operación de estos sistemas es genérico en lugar de estar diseñado y optimizado
en exclusiva para la arquitectura como en los multicomputadores acoplados. Aunque estas
diferencias implican un rendimiento subóptimo respecto a arquitecturas alternativas, su po-
pularidad proviene de una buena relación precio/rendimiento, ya que la mayor parte de estos
sistemas están construidos con componentes genéricos para nodos y para la red. En relación a
otros supercomputadores, los clusters ofrecen una mayor flexibilidad a la hora de integrar los
componentes del sistema en función de las necesidades del usuario final, sin incurrir en gas-
tos adicionales para una configuración a medida. Permiten una rápida respuesta a los avances
tecnológicos, incorporando con facilidad nuevos dispositivos [200].
La configuración más sencilla del cluster consiste en PCs comunicados por una variante de
red Ethernet. Actualmente la mayoría de procesadores en PCs son multinúcleo, que produce
niveles de comunicación internodo e intranodo. Los programas que mejor se adapten a esta
jerarquía de comunicaciones serán más eficientes.
Las constelaciones es un subtipo de cluster, donde el número de procesadores por nodo sobre-
pasa al número de nodos del sistema, y por tanto el paralelismo más importante para explotar
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es el intranodo [80]. En general, sus nodos son sistemas de memoria compartida UMA o NU-
MA, y el paradigma de programación es un híbrido entre pase de mensajes entre nodos y
paralelismo de datos dentro del nodo.
Por último, las arquitecturas masivamente paralelas son sistemas distribuidos con un nivel de
paralelismo muy alto. En los computadores masivamente paralelos, MPP (Massively Parallel
Processors), los nodos son independientes, con un nivel de acoplamiento muy alto, utilizando
una red de interconexión de alta velocidad para gestionar el conjunto como un único sistema
multiprocesador.
Puesto que la arquitectura está optimizada y el hardware diseñado específicamente para estas
arquitecturas, obtienen muy buen rendimiento a costa de precios altos.
1.1.4. Arquitecturas altamente distribuidas
Dos tipos de arquitecturas distribuidas se han desarrollado y popularizado en la última década
de manera que requieren una mención especial: la computación Grid [8] y la computación
Cloud [21].
La computación Grid es una evolución de las arquitecturas de memoria distribuida, equiva-
lente a un cluster distribuido geográficamente, heterogéneo y al cargo de dominios adminis-
trativos diferentes.
Es una arquitectura distribuida optimizada para acceder a recursos no locales y pertenecientes
a dominios administrativos diferentes. A pesar de que los recursos no están gestionados por un
único control centralizado, pueden ser coordinados para ofrecer capacidades de computación
agregadas. De esta forma puede coordinar recursos heterogéneos en gran número, pertene-
cientes a distintas instituciones, y hacer que cooperen en un objetivo común. Necesita de la
gestión dinámica de recursos, pero también de una infraestructura de seguridad. El objetivo es
procesar grandes problemas de la ciencia y la industria sin necesidad de depender de sistemas
específicos.
Por otra parte, la computación Cloud es un nuevo modelo de prestación de servicios de compu-
tación o de negocio a través de la virtualización de recursos, que obliga a que por debajo se
implemente un sistema distribuido, y que permite al usuario acceder a un catálogo de servi-
cios estandarizados y trabajar en un entorno que se adapte dinámicamente a sus necesidades
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técnicas [21]. Se puede entender como una reserva de recursos hardware, plataforma de desa-
rrollo o servicios, que pueden ser asignados dinámicamente al usuario que los solicite según
la evolución de su carga de trabajo [90][189].
1.1.5. Redes de interconexión
La escala a la que se implementan las arquitecturas paralelas actuales convierte a la red de
comunicación en un elemento clave de la eficiencia del sistema. La topología y características
técnicas tienen un impacto crucial en la ejecución de códigos paralelos.
Las redes de interconexión se clasifican en cuatro tipos básicos que, a su vez, se dividen en
subclases [81][174]: redes de medio compartido, redes directas o estáticas, redes indirectas
o dinámicas y redes híbridas. En una red directa, los enlaces punto a punto interconectan
los nodos el sistema multicomputador de forma fija. Las topologías regulares como mallas,
toroides o hipercubos eran habituales en los centros de cálculo, mientras que ahora se prefieren
mallas simples. En el caso de redes indirectas, se permite una variación en la conexión de los
nodos de procesamiento, lo que implica alguna forma de sistema de conmutación. Aquí se
encuentran ejemplos de fat trees o redes multietapa.
Las familias de redes de comunicación que tienen una presencia importante en los centros de
cálculo son las extensiones del estándar Ethernet (Gigabit Ethernet, 10-Gigabit Ethernet), y
las de la familia InfiniBand, que fue diseñada para ser escalable y proporciona baja latencia,
alto ancho de banda, tolerancia a fallos y soporte para QoS.
La primera de ellas realiza comunicaciones a través de funciones del kernel. Estas comunica-
ciones requieren que la memoria sea copiada ente buffers de usuario y del kernel, que ejecuta
la comunicación y lleva los datos al destino, que los vuelca a memoria de usuario. En esta tec-
nología, el exceso de copia de datos añade latencia a la propia red. Además, por cada mensaje
se procesa la pila TCP/IP.
Para mejorar las latencias [130], la segunda familia utiliza protocolos que le permiten comu-
nicarse directamente a través de la capa de usuario sin la intervención del kernel ni interpretar
TCP/IP. los datos se mueven directamente de memoria de usuario origen a memoria de usua-
rio destino. Estos protocolos pueden ser reutilizados para implementar las capas de TCP y
UDP y que, de esta forma, las comunicaciones del kernel puedan beneficiarse.
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Otras alternativas presentes en los centros de cálculo son redes Cray o Myrinet, redes asíncro-
nas y con control distribuido, y las interconexiones propietarias y hechas a medida.
1.2. Tecnologías Grid
El Grid es un paradigma de computación distribuida que hoy día trata de responder a dos
necesidades: disponer de entornos para resolver grandes problemas con altas demandas de
capacidad computacional [25][77], y simplificar la cooperación entre grupos interdisciplinares
geográficamente dispersos [104][100][103].
Aunque distintos centros de cálculo ofrecían sistemas con arquitecturas distribuidas en los
años 90, la necesidad de mayor cálculo relanzó la investigación en este campo. En una primera
etapa los desarrolladores se concentraron en diseñar nuevas formas de combinar recursos
existentes en nuevas aproximaciones al problema. No había ningún tipo de estándar, era una
exploración de posibilidades tecnológicas, y el énfasis estaba en el rendimiento con sistemas
ad hoc antes que en la cooperación o extensibilidad de las soluciones.
El primer Grid moderno aparece en el proyecto I-WAY [31][11], del año 1995, donde se pre-
sentó un sistema que unía múltiples centros de cálculo de EEUU con una red de alta velocidad.
Se creó un superordenador virtual y se ejecutaron aplicaciones sobre él en una demostración
de sus posibilidades. Ya desde el principio trabajó los aspectos de la seguridad y del envío y
gestión de trabajos.
I-WAY es también el germen de The Globus Toolkit [98][103], uno de los middleware Grid
más utilizados y que permitió empezar una estandarización de las plataformas Grid sobre una
base común. Aparecieron otros middleware, como Legion [119] o UNICORE [193][18], pero
el Globus Toolkit se estableció como la plataforma Grid de referencia. Incluye componentes
software para desplegar de forma sencilla la infraestructura Grid y proporcionar servicios con
los que gestionar los aspectos de seguridad, ejecución de trabajos y gestión de recursos. Esta
plataforma permite que los recursos trabajen de forma coordinada y proporcionen un acceso
a ellos transparente a los usuarios. Versiones posteriores de Globus Toolkit se enfocaron en la
interoperabilidad entre Grids, no solo a nivel de desarrollo de aplicaciones que pudieran mi-
grarse entre Grids, sino al nivel de desarrollo de componentes fundamentales que convivieran
dentro de un mismo Grid.
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En 2002 se funda la OGSA [99], que define un estándar para los componentes fundamen-
tales de seguridad, gestión de recursos, administración de trabajos, interoperabilidad entre
usuarios... y que busca una convergencia entre tecnologías Grid y servicios web. Pretende es-
tablecer una arquitectura abierta basada en servicios para desarrollar entornos Grid a través
de implementar servicios con estado.
En 2003 surge la OGSI [223], que detalla una implementación de la arquitectura propuesta
por OGSA mediante una versión modificada de los servicios web, servicios Grid, que permite
incorporar estado a los nuevos servicios (GWSDL [2]). La versión 3 de The Globus Toolkit
toma esta aproximación.
En 2004 surge una nueva implementación de la arquitectura OGSA que no dependía de una
diferenciación entre servicios web sin estado y servicios Grid con estado. Esta especificación
es WSRF [217] e integra OGSA con servicios web puros, aunque sigue usando el término
servicio Grid para referirse a un servicio web que proporcione una interfaz WSRF. La versión
4 de The Globus Toolkit se basa en esta implementación.
En respuesta a esta nueva tendencia la Unión Europea tomó un papel activo en fomentar y
subvencionar las actividades orientadas a Grid dentro del Quinto Programa Marco (FP5),
principalmente mediante el programa Information Society Technology (IST) que dirigía las
iniciativas de computación relacionadas con el concepto de Sociedad de la Información. Los
proyectos europeos de Grid se organizaron cronológicamente en tres grandes grupos, con
supuestos y objetivos diferentes [176][50] (ver figura 1.2).
Proyectos que comenzaron en 2001
Hay tres proyectos en esta categoría: EuroGrid, DataGrid y DAMIEN.
EuroGrid es un proyecto que sirve como demostración del uso de Grid paneuropeos en comu-
nidades científicas e industriales importantes, y se enfoca en los requisitos específicos de un
Grid orientado a ellas. Establece centros de trabajo líderes en tecnología Grid, da soporte al
middleware UNICORE, desarrolla nuevos componentes de Grid (resource brokers dinámicos,
sistemas de contabilidad, interfaces para acoplamiento de aplicaciones y acceso interactivo) y
sirve como plataforma de evaluación de software Grid orientado a áreas significativas: simu-
laciones biomoleculares, predicción meteorológica, CAE y computación HPC.





























Figura 1.2: Primeros proyectos europeos de computación Grid, orientados a infraestructura, middleware y
aplicaciones de usuario.
DataGrid [116] tiene como objetivo permitir el acceso a capacidad computacional y almace-
namiento distribuidas geográficamente y pertenecientes a organizaciones diferentes. Su orien-
tación es construir middleware para colaboración. Esto proporcionará los recursos necesarios
para procesar altos volúmenes de datos provenientes de experimentos de tres disciplinas: físi-
ca de altas energías, biología y observación de la tierra.
DAMIEN es un proyecto que continúa en la misma línea del proyecto europeo METODIS,
orientado a la industria. Su objetivo es continuar desarrollando bloques de construcción pa-
ra un middleware que permita simulación industrial distribuida y visualización en el Grid.
Se centra en facilitar la computación paralela mediante pase de mensajes, acoplamiento de
aplicaciones, análisis de rendimiento en aplicaciones finales y visualización.
Proyectos que comenzaron a principios de 2002
Aparecen otros siete proyectos: AVO, GridLab, CrossGrid [49], EGSO, GRIA, DataTAG y
GRIP. La mayoría de éstos se desarrollan sobre los productos de los anteriores (fundamental-
mente middleware de DataGrid). Siguen orientados a diseñar infraestructura básica a través de
la optimización de aplicaciones específicas, y a extender su funcionalidad para cubrir nuevas
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áreas de interés: fusión de datos dispersos y herramientas en una única organización virtual,
entornos Grid altamente dinámicos, ejecución interactiva de aplicaciones, fusión de fuentes de
datos heterogéneas en un único repositorio virtual, desarrollo de modelos de negocio para un
mercado de recursos computacionales entre ellos. El proyecto DataTAG trata de interconectar
sistemas de ejecución europeos (formato DataGrid) y de socios americanos (formatos iVDGL,
GriPhyN), y el proyecto GRIP trata de introducir compatibilidad entre Globus y UNICORE.
Proyectos que comenzaron a finales de 2002
Nueve proyectos pertenecen a esta categoría: FlowGrid (simulaciones de fluidos), OpenMol-
Grid (entorno para resolución de problemas de diseño molecular), GRACE (búsqueda y cata-
logación descentralizada de texto no estructurado), COG (unificación de datos heterogéneos
con metodologías ontológicas), MOSES (desarrollos en web semántica), BioGrid (interacción
de software, metodologías y datos para la industria biotecnológica), GEMMS (simulación
avanzada para la planificación quirúrgica preoperatoria), SeLeNe (web semántica para recur-
sos educativos) y MammoGrid (gestión y compartición de imágenes médicas). La mayoría
de éstos están dedicados al área de aplicaciones específicas y no a aspectos de middleware o
servicios, ya que generalmente reutilizan soluciones ya desarrolladas por proyectos anteriores.
Entre todo este conjunto de proyectos se observa que la tendencia en la investigación en Grid
se mueve desde el desarrollo de middleware al desarrollo de aplicaciones. El esfuerzo de los
proyectos seminales como EuroGrid y DataGrid en el desarrollo de estándares comunes, y
evaluación de paquetes y componentes, permitieron que los últimos esfuerzos construyeran
sobre lo que estaba disponible y extendieran la funcionalidad del Grid con nuevos problemas:
las nuevas iniciativas estaban fundamentalmente orientadas a aplicaciones, aún sin ignorar
del todo las capas de middleware y servicios. Además, las iniciativas de computación evo-
lucionaron desde iniciativas a largo plazo a proyectos más pequeños y enfocados a un único
problema. Y las aplicaciones dejan de ser en exclusiva de computación intensiva, y van apa-
reciendo aplicaciones de alto nivel para indexación, catalogación y acceso a recursos y datos
heterogéneos.
Además de estas proyectos se encuentran iniciativas en Grid a nivel nacional (NorduGrid,
GRIDPP, AstroGrid, GEODISE, GGSA-DAI...), e internacionales (GrADDS, GriPhyN, IPG,
iVDGL, PPDG, TeraGrid...).
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Como las directrices del Sexto Programa Marco (FP6) de la Comisión Europea incluían una
mejor coordinación de las actividades de investigación europeas y objetivos, surge la necesi-
dad de consolidar las aproximaciones técnicas de proyectos de Grid en Europa. Para cumplir
este objetivo, los principales proyectos europeos fueron agrupados en la GridStart Initiative,
lanzada en 2002.
De manera similar, el consorcio EGEE [1] fue establecido para crear una infraestructura Grid
de calidad en producción sobre la infraestructura existente de centros de investigación nacio-
nales, reaprovechando los esfuerzos de los proyectos europeos pioneros y en colaboración
con la industria. Actualmente ha sido reemplazado por la organización EGI (European Grid
Infrastructure).
1.2.1. Arquitectura básica de un Grid
The Globus Toolkit 2.4 [98][103] es la implementación de referencia del Grid que hemos
utilizado en este trabajo. Se estructura en capas [105], de manera que las capas más próximas
a servicios y aplicaciones de usuario pueden utilizar protocolos e interfaces que les abstraen de
los desarrollos y tecnologías de las capas inferiores, que gestionan el uso de recursos locales.
Incluye un conjunto de protocolos, servicios y herramientas que facilitan la implementación
de un sistema Grid, y el desarrollo de aplicaciones que puedan aprovechar el sistema.
En esta plataforma distinguimos:
– Una capa de infraestructura [104], que proporciona el acceso de bajo nivel sobre recur-
sos para explotar en las otras capas.
– Una capa de conectividad, con protocolos básicos para autenticación y comunicación
segura.
– Una capa de recursos, con protocolos necesarios para gestionar el acceso e interacción
con los recursos y servicios.
– Una capa colectiva, con protocolos para gestión de recursos múltiples: diagnóstico,
monitorización, etc.
– Una capa de aplicaciones, formada por las aplicaciones de usuario para dar respuesta a
un problema único.
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Esta versión se estructura en tres bloques principales: gestión de recursos, de datos y servicios
de información. Sobre ellos se construyen las herramientas y aplicaciones de usuario. Y todo
ello descansa sobre una infraestructura de seguridad que lo controla todo, para garantizar co-
municaciones seguras entre los elementos del Grid, y autenticación y autorización de usuarios
entre fronteras administrativas.
El componente básico para la seguridad es el Grid Security Infrastructure (GSI), que permite
la identificación única del usuario ante todos los recursos del Grid a través de criptografía de
clave pública (PKI) y certificados X.509. Satisface la necesidad de ofrecer acceso simplificado
a los usuarios, y delegar sus credenciales a los trabajos que se ejecuten en cualquier parte del
Grid: el usuario se autentica una única vez, localmente, y ya puede utilizar los recursos para
los que esté autorizado.
El componente para la gestión de recursos es el Grid Resource Allocation Manager (GRAM).
Permite la ejecución remota de un trabajo interpretando las peticiones de los usuarios y ofre-
ciendo los comandos que serán ejecutados en los recursos reservados. Las peticiones se ex-
presan en un lenguaje (RSL) que permite describir de forma estructurada las características
del trabajo: necesidad de recursos, ficheros de datos, ejecutables, argumentos, límites, priori-
dades, etc.
El componente de gestión de datos es el Global Access to Secondary Storage (GASS). Ges-
tiona globalmente los ficheros de datos almacenados a lo largo de todo el Grid. Se encarga
de transferir los ficheros requeridos por el usuario a los recursos que se ha asignado para la
ejecución del trabajo. Para esta tarea se apoya en otros componentes presentes en el Toolkit:
GridFTP, una herramienta y protocolo optimizados para transferencias entre recursos física-
mente distribuidos; Globus Replica Catalog, un catálogo de las distintas direcciones físicas
que tiene cada fichero replicado en el Grid; y Globus Replica Manager, que decide qué copia
del fichero va a ser transferida.
El componente para información es el Monitoring and Discovery Service (MDS). Define una
infraestructura de directorios uniformes para todos los recursos basada en el estándar para ser-
vicios de directorio X.500 y LDAP [131]. Se apoya en el Grid Resource Information Service
(GRIS), que recoge las características de los recursos localmente, y en el Grid Index Informa-
tion Service (GIIS), que coordina los servicios para ofrecer una visión global del sistema.
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Se han desarrollado entornos que facilitan el acceso y uso de estos sistemas a usuarios no
especializados, para ignorar los detalles de implementación, pasando de la línea de comando
a implementar interfaces web. Es una evolución importante porque permite al usuario acceder
al Grid en cualquier momento y lugar a través de una interfaz conocida y que no requiere
instalación de componentes específicos.
1.2.2. El proyecto CrossGrid
CrossGrid [49][48][5] fue un proyecto europeo de exploración de las posibilidades del con-
cepto de computación interactiva en Grid. Mientras otras instalaciones Grid sólo permiten
que las aplicaciones se ejecuten en lotes y utilizan el resultado final para tomar decisiones de
control, con CrossGrid era posible monitorizar el progreso de la ejecución de la aplicación,
cambiar sus parámetros y recibir información de salida al momento. Extendía la funcionali-
dad del Grid cubriendo un nueva categoría de aplicaciones, aquellas que requerían interacción
frecuente con un agente humano y, por tanto, tiempos de respuesta rápidos [48][5].
El objetivo básico del proyecto era maximizar el rendimiento de un conjunto de aplicaciones
piloto seleccionadas entre distintas áreas de la ciencia y, al mismo tiempo, identificar y resol-
ver los problemas que surjan en el Grid interactivo. Por supuesto, el sistema final todavía era
capaz de ejecutar aplicaciones genéricas.
Las características más innovadoras del proyecto CrossGrid fueron orientadas a desarrollar
aplicaciones interactivas en el Grid. Pero también promocionó otros componentes para ser
reutilizados en nuevos proyectos:
– El Migrating Desktop/RAS [150][148]: un método orientado al usuario para acceder
a los recursos del Grid desde cualquier ordenador conectado a la web, con entornos
personalizados para cada usuario reconocido por el servicio.
– El planificador de tareas CrossGrid, que soporta colas de trabajos paralelos y secuen-
ciales para múltiples usuarios, interactivos o desatendidos por lotes, expresados en un
lenguaje de descripción de trabajos que reconoce prioridades, y con mecanismos de
supervisión.
– Las herramientas OCM-G/G-PM, para monitorización avanzada del rendimiento de
aplicaciones durante su ejecución.
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La tarea del Departamento de Electrónica e Computación de la USC dentro del proyecto
CrossGrid consistió en construir el Performance Predictor Component (PPC), una herramien-
ta que proporcionaba información sobre el comportamiento de códigos críticos durante su
ejecución en el Grid. Contenía el modelo analítico de rendimiento para un grupo escogido de
algoritmos, que representaban distintas categorías de códigos irregulares. El cálculo de estos
modelos implicó distintas aproximaciones al problema de la modelización de códigos irregu-
lares paralelos que se muestran en este trabajo. Los códigos considerados eran de bajo nivel,
útiles para cualquier usuario que utilizara MPI en CrossGrid, y de alto nivel, computacional-
mente intensivos y dependientes de la aplicación específica.
El PPC incluía una herramienta de visualización de la información de rendimiento integrada
en el Migrating Desktop. Los resultados mostrados para cada modelo dependían de:
– El estado del Grid. PPC se conectaba con los servicios de monitorización y de predic-
ción del estado para conocer la ocupación y disponibilidad de recursos en el sistema, o
se definía de manera manual un estado deseable. La información necesaria dependía de
la aplicación concreta, pero los parámetros básicos eran la potencia computacional del
nodo, y el ancho de banda y latencia entre cada pareja de nodos.
– El código seleccionado. Estos modelos necesitaban los mismos datos de entrada que
los códigos originales, normalmente grandes matrices específicas del dominio de la
aplicación que dirigían la evolución de los parámetros internos del código
– El usuario final. La información de predicción podía ser examinada desde diferentes
ángulos, podía cambiar los parámetros que caracterizaban la simulación para analizar
la influencia de cada uno, o simular distintos entornos de ejecución.
1.3. Modelos de programación paralela
En algún momento la computación paralela sustituirá a la computación secuencial. Si hasta
ahora no ha sucedido es porque la tecnología de desarrollo de programas paralelos no está
suficientemente madura. Hay un consenso en que, para que esto suceda de forma natural,
debe aparecer un modelo de computación paralela que sea igual de útil que el modelo von
Newmann lo ha sido en secuencial [207].
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A este modelo se le pide (1) que introduzca una metodología de desarrollo del código pa-
ralelo, que permita inferir una visión detallada de la ejecución del código paralelo; (2) que
sea independiente de la arquitectura; (3) que sea fácil de entender por los usuarios; (4) que
sea fácil de programar, escondiendo los detalles de ejecución paralela del código en la des-
composición del problema en los diferentes niveles de paralelismo, el mapeo a las diferentes
unidades de procesamiento y comunicaciones entre ellas; (5) que sea posible inferir el coste
de la ejecución de los programas paralelos, donde influye necesariamente la arquitectura del
sistema y la red de interconexión: capacidades de los nodos, topología de las comunicaciones
y problemas de congestión.
Este modelo de programación paralelo ideal tiene objetivos contradictorios. Pero se han desa-
rrollado distintos modelos de programación con algunas de estas características. Los más
importantes son la programación por pase de mensajes, programación lógica y funcional, re-
ducción de grafos, flujo de datos, varios tipos de memoria virtual compartida con coherencia
cache, paralelismo de datos, PRAM, BSP, LopG, etc.
1.3.1. Programación por pase de mensajes
En este modelo de programación, una colección de procesos, escritos en un lenguaje secuen-
cial extendido por llamadas a una librería de comunicaciones, envían mensajes para intercam-
biar datos con otros procesos necesarios para la computación del algoritmo.
Varias librerías implementaron este modelo. Desde los años 90 se estandarizó en el interfaz
MPI que está presente en la mayoría de las arquitecturas paralelas distribuidas [97][179]. So-
porta comunicaciones síncronas, asíncronas, punto a punto, colectivas, y las últimas versiones
pueden incluir información de topologías para optimizar su uso.
1.3.2. Programación sobre memoria compartida
En este modelo, distintas directivas de paralelización de alto nivel se utilizan para indicar ope-
raciones de redistribución de datos y la sincronización entre los procesos. Todos los procesos
comparten el mismo espacio de memoria, por lo que desaparece la necesidad de comunica-
ciones explícitas en el intercambio de datos. Actualmente, OpenMP [61][3] es el estándar de
este modelo de programación.
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1.3.3. Paralelismo de datos
El modelo de programación por paralelismo de datos se refiere al paralelismo obtenido en los
casos en que una misma operación se ejecuta simultáneamente sobre un conjunto de datos.
Un programa es una secuencia de estas operaciones [127].
Con este modelo de programación, el programador es responsable de definir la descomposi-
ción de las estructuras de datos del algoritmo en el dominio del problema, que son distribuidas
por el sistema al inicio de la ejecución, y el compilador es el encargado de particionar las
computaciones entre elementos de computación. Cuanto mejor definidas resulten las estruc-
turas de datos, para lo que se utilizan elementos específicos del lenguaje como nuevos tipos
de datos, constructores paralelos de tipos conocidos o directivas de distribución de datos, más
sencillo resultará al compilador optimizar la ejecución del algoritmo. Éste debe localizar y
explotar el posible paralelismo de las operaciones realizadas en las estructuras de datos distri-
buidas.
Lenguajes como HPF [96], Fortran D [107] o pC++ [43] implementan este tipo de parale-
lismo. Es un modelo de programación de alto nivel, donde el usuario no necesita especificar
el esquema de comunicaciones explícitamente, sino que son generadas por el compilador a
partir de la descomposición de las estructuras de datos del problema hecha por el usuario. No
todos los algoritmos son susceptibles de ser expresados con este modelo de programación.
1.4. Análisis de rendimiento
El reto principal de la computación paralela es aprovechar el máximo potencial de un sistema
con más de un procesador. Con el uso correcto de los recursos se pueden tratar problemas
de mayor tamaño. En arquitecturas paralelas esto implica tanto un conocimiento detallado de
la arquitectura como el uso de entornos de programación adaptados. Si bien el coste de un
código secuencial depende de las capacidades de la máquina y el tamaño del problema, en
un código paralelo influye también el número de elementos de procesamiento, sus diferencias
en capacidad de computación y el volumen de comunicaciones generado por el algoritmo. Es
decir, que un programa paralelo no puede ser evaluado de manera aislada de la arquitectura
paralela donde se aplica y el estado en que se encuentra.
Todo el esfuerzo dedicado al desarrollo de la aplicación paralela se ve desperdiciado si el
rendimiento del conjunto no cumple con los requisitos de eficiencia esperados para la instancia
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del problema. Para reducir estas situaciones, herramientas como el análisis de rendimiento
sirven para evaluar y predecir el comportamiento de la aplicación en futuras ejecuciones en
el sistema bajo condiciones controladas y planificar la utilización de los recursos hardware,
guiando el desarrollo. Pero también identifica carencias y debilidades del sistema, derivadas
de la propia arquitectura.
El aspecto del comportamiento de una aplicación en una arquitectura paralela que más intere-
sa es el coste computacional de su ejecución, porque optimizarlo implica directamente una
mejora en la productividad. El análisis del rendimiento debe ofrecer información suficiente al
usuario para permitir mejorar el comportamiento de la aplicación en el sistema paralelo. Entre
las magnitudes que pueden ser usadas para evaluar algún aspecto del rendimiento, la métrica
más importante en el análisis es el tiempo de ejecución, seguida del número de FLOPs. Otras
alternativas no son tan cómodas de manipular. En los sistemas paralelos también es habitual
utilizar métricas como el speedup o la eficiencia para caracterizar la escalabilidad del conjun-
to y cuantificar los beneficios de la paralelización. Estas magnitudes se expresan en función
de características relevantes de la arquitectura y el problema, relacionados con la cantidad de
paralelismo que podemos explotar en los diferentes niveles disponibles.
Debido a la complejidad inherente de los sistemas paralelos, el análisis de rendimiento es una
herramienta fundamental. La ejecución en sistemas paralelos lleva asociada una variedad de
ineficiencias que deben ser cuantificadas de manera adecuada. En una ejecución típica, junto
con el coste computacional básico, equivalente al de un programa secuencial que resolviera el
mismo problema, el programa paralelo sufre pérdidas de rendimiento debido a:
– Comunicaciones entre procesos. Cualquier programa paralelo no trivial requiere que
sus nodos se comuniquen datos. El tiempo empleado en transmitir esta información es
la principal fuente de ineficiencia paralela.
– Tiempos de espera. Los procesadores paralelos pueden estar esperando por distintos
motivos. En muchas aplicaciones es imposible predecir con precisión el tamaño ade-
cuado con el que subdividir el conjunto de tareas que se ejecutan y de manera que se
mantenga una carga de trabajo uniforme en todos ellos. Si el problema se descompone
de forma ineficiente, se obtiene un mal balanceo de la carga entre los procesos. Lo mis-
mo sucede si los procesadores están demasiado ocupados y no aceptan nuevas asigna-
ciones de tareas, ya preparadas para ser ejecutadas. En otras ocasiones, los procesadores
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deben sincronizarse en ciertos puntos del algoritmo para intercambiar resultados parcia-
les y, si no todos están preparados al mismo tiempo, se generan tiempos de espera. Por
último, puede que el algoritmo original no sea completamente paralelizable y alguna
sección deba ejecutarse en secuencial. Si no se puede solapar con otras computaciones,
se convierte en un cuello de botella para el conjunto.
– Computaciones redundantes. Cuando los mejores algoritmos secuenciales para el pro-
blema no pueden no ser paralelizados, se utilizan otros algoritmos paralelizables menos
eficientes. En estos casos, hay una diferencia en cálculos entre el mejor secuencial y el
mejor paralelo. Incluso usando un mismo algoritmo, el paralelo puede necesitar recal-
cular varias veces información que no esté disponibles en el mismo nodo, pero que el
secuencial reutiliza.
No hay una metodología única para realizar un análisis completo de una aplicación paralela en
un sistema paralelo, sino que se aplican distintas técnicas que se centran en aspectos concretos
del rendimiento.
1.5. Caracterización del rendimiento
Hay tres métodos básicos que se emplean para caracterizar el rendimiento de un sistema
computacional cuando ejecuta una aplicación [230], y que se pueden combinar: las medi-
ciones directas, las simulaciones y los modelos analíticos.
1.5.1. Medida directa
La forma más efectiva de conocer el rendimiento de una aplicación particular en un sistema
es ejecutar, de hecho, la aplicación en el sistema. Pero los resultados caracterizan exclusiva-
mente esa ejecución particular. La generalización de los datos obtenidos está limitada sólo a
las condiciones de ejecución utilizadas y a la configuración concreta del sistema, y no pro-
porciona referencias inmediatas al comportamiento de la aplicación bajo otras condiciones o
sistemas. Sin embargo, desde un punto de vista subjetivo, basado en la experiencia y habilidad
del usuario, a veces es posible extrapolar estos resultados a las condiciones de ejecución bajo
sistemas similares.
1.5. Caracterización del rendimiento 25
Cuando se dispone de acceso al sistema real, este método se utiliza como un mecanismo
de detección de posibles problemas de rendimiento durante el desarrollo de las aplicaciones,
apoyado y complementado por herramientas interactivas de visualización para descubrir e
interpretar relaciones no triviales en los datos de rendimiento [203][112][172].
Un elemento importante para caracterizar la arquitectura en vez de la aplicación de usuario son
los benchmarks. Son un conjunto de aplicaciones, reales o sintéticas, representativas de una
categoría de problemas. El rendimiento de los componentes del benchmark proporcionan una
caracterización del potencial del sistema y un mecanismo efectivo para la comparación con
otros similares. Sin embargo, aunque proporcionan una estimación realista de la eficiencia
del sistema, no son referencias válidas para predecir el comportamiento de una aplicación
determinada que no esté incluida en el propio conjunto del benchmark [78][23][228].
1.5.2. Simulación
Se toman medidas de la aplicación funcionando sobre un software que replica el comporta-
miento de los distintos elementos que forman el sistema real. Este método proporciona un
entorno controlado para tomar datos de rendimiento con mayor control y replicabilidad y sin
intrusismo en el sistema real. Es necesario que el sistema sea suficientemente fiel al original
para que los resultados sean realistas, pero también suficientemente sencillo para evitar un
elevado coste de desarrollo y obtener tiempos de ejecución razonables [180].
Se utiliza para el diseño de nuevas arquitecturas, ya que permite estimar valores de rendimien-
to de aplicaciones en sistemas que aún no se han construido.
Hay dos tipos de simuladores [136]. Los simuladores por código utilizan el propio código de
la aplicación para controlar la simulación, al igual que hace un sistema real. Aunque los resul-
tados son muy precisos, el coste de usarlos es prohibitivo en simulaciones largas y complejas.
Los simuladores por traza reutilizan una traza obtenida de la ejecución de la aplicación sobre
un sistema real suficientemente similar al simulado [75][232][21][120].
1.5.3. Modelos analíticos
En ellos se caracteriza la aplicación utilizando expresiones analíticas, de manera que el ren-
dimiento pueda evaluarse, cuantitativamente o cualitativamente, de forma independiente al
acceso a la arquitectura en que será ejecutado. Se obtiene gran flexibilidad, a costa de tener
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que realizar suposiciones y simplificaciones sobre el sistema para poder extraer estos modelos,
lo que reduce la precisión del resultado [14][184][44].
Estos modelos son una abstracción que permite describir el conjunto de la aplicación, los sis-
temas paralelos y las relaciones entre ellos, no de forma exhaustiva, pero sí las características
destacadas de los mismos, y dejar que la interacción entre los componentes represente el sis-
tema en su totalidad. Para distintos usos se puede diferenciar entre modelos de arquitectura
y de aplicación. Los modelos de arquitectura definen máquinas abstractas con interacciones
entre sus componentes representadas mediante parámetros escalares. Los modelos de aplica-
ción describen el comportamiento de aplicaciones al interaccionar con el sistema donde se
ejecutan, lo que establece la descripción de la aplicación en función de los parámetros de la
arquitectura y permite que el modelo sea aplicable en las arquitecturas que coincidan con la
descripción de la máquina abstracta.
Parámetros de entrada
Para el desarrollo de los modelos analíticos se debe disponer de un volumen importante de
información del rendimiento real de la aplicación en estudio bajo diferentes configuraciones
de entrada.
Los procesadores actuales incluyen contadores hardware que permiten extraer esta informa-
ción especializada de rendimiento con bajo coste, y que son accesibles a través de librerías
externas. Se pueden introducir, en el código de la aplicación, llamadas a estas librerías para
acceder, procesar y almacenar estos valores durante la ejecución.
La forma en que estas librerías recogen información de rendimiento puede ser por muestreo.
En ese caso, un contador externo a la aplicación, de forma periódica, registra el contexto de
la aplicación en ese instante de muestreo. Al terminar, se dispone de un histórico de los di-
ferentes contextos, pero no de información del comportamiento del programa entre cada dos
de esos instantes. Este método tiene la ventaja principal de que depende de una temporiza-
ción externa, por lo que el grado de intrusismo es mínimo. Y la desventaja de que requiere
tiempos de ejecución largos para obtener una distribución representativa de la ejecución, o,
alternativamente, muestreos más frecuentes.
Otras librerías utilizan un muestreo accionado por evento, que permite registrar la ocurrencia
de eventos en colaboración con el usuario, quien especifica aquellos en los que está interesado.
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La forma más común de hacerlo es instrumentalizando el código. Es decir, modificando el
código de la aplicación para añadir explícitamente, en puntos seleccionados, instrucciones
específicas de señalización para la librería de muestreo, y que permiten identificar acciones
específicas sobre el código que influyen en métricas y parámetros del rendimiento. La ventaja
principal es un mayor control. Pero tiene la desventaja de mayor intrusismo del proceso de
medida sobre el comportamiento del sistema [7][47][204].
Esta instrumentalización del código puede realizarse a diferentes niveles. Por ejemplo:
– Desde el código fuente, con un lenguaje de alto nivel, de forma manual o automática.
Es la más frecuente, y proporciona una mayor flexibilidad. Pero requiere recompilar el
código y tiene implicaciones en el coste de ejecución [156].
– Desde el código fuente con traductores de código, que utilizan directivas del compilador
que el preprocesador convierte en instrucciones de código fuente instrumentalizadas. Se
obtiene una mayor sencillez en la gestión de los puntos de medida, pero todavía necesita
recompilar el código [169][41].
– Una librería accesible en tiempo de ejecución se sustituye por una librería equivalente
preinstrumentalizada. Ofrece simplicidad de la instrumentalización, pero requiere un
filtrado posterior de datos para seleccionar los relevantes para la aplicación [97].
– En tiempo de ejecución. El entorno de ejecución, una máquina virtual, se encarga auto-
máticamente de hacer la instrumentación de los eventos que aparecen. El intrusismo es
mínimo, pero los datos son poco relevantes porque falta información de alto nivel y se
vuelve complicado relacionarlos con el comportamiento de la aplicación [51].
Independientemente de la técnica utilizada, se genera un gran volumen de datos de rendimien-
to, en forma de valores de métricas y parámetros, del que se extraen dos tipos de producto: los
perfiles y las trazas de ejecución1. El perfil es un resumen estadístico de los valores de rendi-
miento. En cada instante se registran y se unen a los anteriormente registrados para obtener
un valor global instantáneo. Permite obtener una visión general del rendimiento, y reducirlo
a unos pocos valores, pero se pierde la dimensión temporal. Las trazas registran la secuencia
1En un sistema paralelo, estos valores se calculan para cada elemento de computación.
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temporal de valores de rendimiento en cada instante de medida. De esta forma se puede repro-
ducir el comportamiento de estos valores durante la ejecución de la aplicación. El volumen de
datos que se maneja con las trazas es elevado, y se han desarrollado herramientas especializa-
das para filtrar, comprimir, y visualizarlos. La visualización de las trazas permite un análisis
visual sencillo de la evolución de la ejecución de la aplicación [79][22][158].
Los perfiles y las trazas se generan habitualmente al terminar el programa, cuando ya no
hay más código instrumentalizado en ejecución. Sin embargo, hay herramientas de monito-
rización en tiempo real que permiten una evaluación instantánea del rendimiento, durante la
ejecución, para permitir un ajuste dinámico de los parámetros del sistema y optimizar el com-
portamiento en la arquitectura. Esto es más habitual en aplicaciones con largos tiempos de
ejecución [79][196][173][53].
1.6. Métricas
Al usuario de una aplicación paralela le interesa reducir el tiempo de respuesta o de ejecución
del programa. Se asocia de manera natural un mejor rendimiento a las aplicaciones que, ha-
ciendo la misma tarea, consuman menos tiempo. Es importante considerar el rendimiento en
función del tamaño del problema o del consumo de memoria o de energía. En este apartado
se considera sólo la dimensión temporal del rendimiento.
El tiempo de ejecución de una aplicación en un sistema paralelo depende no solo de las parti-
cularidades del problema, sino también del número de procesadores disponibles para ejecutar
simultáneamente, de las características computacionales de las unidades de procesamiento, de
las características de los enlaces de comunicación, de las dependencias entre procesos y de
la cantidad de la información intercambiada entre ellos. En principio, para un mismo tamaño
del problema, aumentar el número de procesadores asignados podría suponer un aumento del
volumen de comunicaciones, y encontrar un balance entre ambos términos es un problema
complejo. Por tanto, el tiempo de ejecución paralelo está relacionado principalmente tanto
con aspectos del cálculo como de las comunicaciones.
En sistemas paralelos se utilizan las siguientes métricas para evaluar la adaptación del progra-
ma a la plataforma.
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Granularidad
La granularidad es una medida de la proporción entre tiempo de computación y tiempo de
comunicación. Las tareas de granularidad fina tienen un tiempo de ejecución, relativamente,
reducido entre comunicaciones, terminan enseguida y devuelven un resultado. En las tareas
de mayor granularidad las comunicaciones son poco frecuentes y van a producirse después de
largos períodos de cómputo.
Aceleración
La aceleración, o speedup, es una medida directa del rendimiento del código, relacionada
con el beneficio que supone en el sistema ejecutar la aplicación paralela frente a su versión
secuencial. Cuanto mejor paralelizada esté la aplicación, lo que depende del problema, de la





Hay diferentes formas de considerar el tiempo de ejecución secuencial y cada una produce una
diferente definición. En el speedup relativo, el tiempo secuencial es el tiempo en que tarda en
ejecutarse el código paralelo en un único procesador. La alternativa es usar el tiempo en que
tarda en ejecutarse el mejor programa secuencial posible.
El tiempo de ejecución paralela depende de múltiples parámetros: características del proble-
ma, características del sistema y características de la red de comunicaciones. Normalmente
se emplea una versión simplificada del speedup donde se consideran sólo las relaciones más
evidentes, como son el tamaño del problema y el número de procesadores. De esa manera se
obtiene un speedup parametrizado por estos dos valores: s(tamaño problema, numero proce-
sadores).
Eficiencia
La eficiencia es el porcentaje de speedup obtenido en el algoritmo por procesador. Su expre-






p · tiempo ejecución paralelo
(1.2)
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El valor más bajo se obtiene cuando el proceso presenta una aceleración muy baja con muchos
procesadores. Observamos que si s → 0, E → 0. El valor más elevado, cuando el proceso es
puramente paralelo, s → p y E → 1.
Redundancia
La redundancia es el inverso del speedup relativo. Proporciona una forma de comparar entre
el paralelismo software y hardware. Tiene la expresión siguiente:
R(p) =
tiempo ejecución paralelo(p procesadores)
tiempo ejecución paralelo(1 procesador)
(1.3)
Utilización
La utilización es el porcentaje de recursos que se utilizan durante la ejecución del programa
paralelo, y se relaciona con las dos anteriores de la siguiente forma:
U = R ·E (1.4)
Escalabilidad
La escalabilidad es el cambio en el rendimiento cuando se modifican las características de
alguno de los parámetros sobre los que se calculaba. Es habitual considerar la escalabilidad
de la aplicación al aumentar el número de procesadores sobre los que se ejecuta, ya que es el
parámetro más fácil de corregir en un mismo sistema paralelo.
De esta forma, un sistema es escalable si mantiene constante la eficiencia al aumentar el
número de procesadores, para tamaños de problema fijos y suficientemente grandes. Es decir,
es escalable si cuando aumenta el número de procesadores, disminuye en la misma proporción
la fracción de tiempo utilizada para el cálculo paralelo.
La escalabilidad es una magnitud que se puede definir para algoritmos, pero también para
arquitecturas, a través de benchmarks. Normalmente, todos los sistemas presentan un deter-
minado número de procesadores a partir del cual la eficiencia disminuye de forma notable. Un
sistema es más escalable que otro si es mayor el número de procesadores donde comienzan
a hacerse evidentes los problemas de eficiencia. La eficiencia de los sistemas disminuye en
parte debido a las características de la red de interconexión, ya que, ante la congestión de la
red, los tiempos de ejecución aumentan.
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1.7. Límites
La adaptación de un código secuencial no trivial a una plataforma paralela tiene su eficiencia
limitada por las características de la interacción entre los distintos procesos en que se divide
la tarea principal. Expresado en términos de las métricas anteriores, el valor de la eficiencia
es (casi siempre) inferior a la unidad.
1.7.1. Ley de Amdahl
La Ley de Amdahl ofrece un cálculo inmediato para el límite teórico de aprovechamiento
óptimo del sistema paralelo. Debido a la presencia de distintos procesos colaborando para
ofrecer una solución global, en una aplicación paralela, aumentar el número de procesadores
que se utilizan no implica un aumento proporcional del rendimiento. La aceleración máxima
posible está relacionada con la fracción del código paralela frente a la fracción de código
secuencial, y estará limitada en el límite superior por el número de procesadores. Se puede
formular del siguiente modo:
s =
1
((1− f )+ f/p)
(1.5)
donde s es la aceleración conseguida, f es la fracción de la porción paralelizada frente a la
secuencial y p es el número de procesadores [19].
En el límite superior s → p, cuando f → 1, es decir, cuando la aplicación es paralelizable
completamente, que es equivalente a tener varias instancias de un proceso que no se comu-
nican entre sí. En el límite inferior s → 1, cuando f → 0, es decir, cuando la aplicación es
secuencial, y resulta independiente del número de procesadores que le asignemos.
De forma alternativa se puede expresar como:
s =
p
(1+ c · (p−1))
(1.6)
donde c = (1− f ) es la fracción secuencial del código.
1.7.2. Ley de Gustafson
La Ley de Gustafson se aplica a otro tipo de problemas escalables. En ordenadores masiva-
mente paralelos la Ley de Amdahl tiene poca relevancia para casos prácticos. Generalmente,
en estos sistemas, se aprovecha el aumento de capacidad de cálculo para aumentar el tamaño
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del problema por parte del usuario, controlando la resolución con la que se trabaja, número
de etapas del algoritmo, complejidad de las operaciones o cualquier otro parámetro de ajuste
que permita obtener una solución en un tiempo razonable. No es tan importante mejorar el
tiempo de ejecución como la escala del problema. Por tanto, en estas máquinas es más realista
considerar que el tiempo de ejecución es constante y que el tamaño del problema varía.
Las ecuaciones resultantes son similares al caso anterior:
f (n)+ c(n) = 1 (1.7)
donde n es el tamaño del problema, en el parámetro que mejor lo describa, f la fracción
paralela del código y c la fracción secuencial.
Para p procesadores, de forma simplificada, se obtiene lo siguiente:
s = c(n)+ p · f (n) (1.8)
Se observa que si la fracción del problema procesada secuencialmente disminuye cuando se
aumenta el tamaño del problema, es decir, c(n) → 0 cuando n → ∞, el speedup se vuelve
proporcional a la fracción paralela, es decir, s → p cuando n → ∞ y f (n)→ 1. Expresado de
otra forma, cuando aumenta el problema, la parte secuencial es cada vez más irrelevante, de
manera que la parte paralela asume un comportamiento lineal con el número de procesadores,
en una aplicación perfectamente paralelizada.
1.7.3. Ley de Sun y Ni
Esta Ley se aplica a problemas escalables limitados por la capacidad de la memoria. Es similar
a las leyes de Amdahl y de Gustafson, pero en lugar de mantener fijo el tamaño del problema
o el tiempo de ejecución, fija la cantidad máxima de memoria disponible para el problema.
La ley se establece bajo la suposición de que, al aumentar la memoria disponible, por ejemplo
aumentando el número de procesadores o la capacidad de cada uno, aumenta también la carga
de trabajo asignada a cada proceso. Siendo G(p) el incremento de la carga al aumentar la
memoria p veces, se obtiene la siguiente expresión:
s =
(c+G(p) · f )
(c+G(p) · f/p)
(1.9)
Se identifican tres casos especiales:
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– G(p) = 1 corresponde al caso donde el tamaño del problema es fijo, de manera que la
ecuación se simplifica a la Ley de Amdahl.
– G(p) = p corresponde al caso donde la carga se incrementa en la misma proporción
que la memoria, que corresponde con la Ley de Gustafson con un tiempo de ejecución
fijo.
– G(p) > p corresponde al caso donde la carga se incrementa más que la memoria y, en
este caso, probablemente se genera un speedup superior al caso anterior.
1.7.4. Superlinealidad
La Ley de Amdahl ofrece un límite superior al speedup por el número de procesadores:
mejor tiempo paralelo = tiempo ejecución secuencial/p (1.10)
Hay ocasiones donde, por el propio diseño del algoritmo, el algoritmo paralelo en conjunto
hace menos trabajo que el algoritmo secuencial y se obtiene speedups que resultan superiores
a p. Estas situaciones se conocen como casos superlineales. Los procesadores actuales in-
corporan técnicas para mejorar el rendimiento secuencial: varios niveles de cache, ejecución
segmentada en pipelines, hyperthreading, ejecución fuera de orden, ejecución especulativa,
etc. El fenómeno de la superlinealidad aparece cuando el código paralelo puede explotarlas
de manera más eficiente, porque, al dividir el problema secuencial, mejora la localidad espa-
cial y temporal del código en cada nodo.
1.8. Modelos analíticos de programas paralelos
Un modelo analítico para un sistema paralelo debe reflejar el coste de ejecución del código
paralelo, simplificando y ocultando detalles del sistema real, para permitir comparar la imple-
mentación de distintos algoritmos ante el mismo problema y seleccionar el mejor en términos
de las métricas mostradas. Es, por tanto, una herramienta orientada al diseño, análisis y eva-
luación del rendimiento de algoritmos paralelos.
La precisión obtenida en el modelo depende del nivel de abstracción considerado. No solo se
necesita que sea suficientemente detallado para reflejar de forma realista aspectos importantes
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del sistema, sino también suficientemente abstracto para que sea independiente de la máquina
concreta y, además, sencillo de evaluar.
Los modelos analíticos paralelos más utilizados se centran o bien en modelar máquinas para-
lelas ideales o bien la red de interconexión.
1.8.1. Modelos PRAM
La familia de modelos PRAM hace referencia a una máquina paralela con p procesadores que
ejecutan el mismo código de manera síncrona sobre una memoria global de acceso aleatorio
compartida. Cada procesador puede acceder a cualquier dirección de memoria en un tiempo
unidad. Los diferentes tipos de PRAM se especializan en problemas de contención en los
accesos simultáneos para leer y escribir en memoria [95][143].
Estos modelos proporcionan una estimación sencilla del grado de paralelismo que se puede
esperar de los códigos, pero ignoran completamente los costes de la red de interconexión.
Distintas extensiones de estos modelos intentan mejorar la aplicabilidad del modelo definien-
do reglas para resolver los conflictos de acceso a memoria mediante serialización, como los
CRCW PRAM (Concurrent Read Concurrent Write PRAM), los EREW PRAM (Exclusive,
Exclusive) y los CREW PRAM (Concurrent, Exclusive). Otras variaciones intentar incorporar
características más avanzadas, como latencias, modos asíncronos, fallos de acceso o modelar
la congestión.
1.8.2. Modelos basados en la red de interconexión
Estos modelos exponen detalles simplificados de la arquitectura de la red de conexión en la
evaluación del sistema [154].
Se ha mostrado en la sección anterior que la comunicación entre procesos limita el rendimien-
to de las aplicaciones paralelas. Por tanto, el modelo debe poder informar sobre el tiempo
empleado en esa tarea. Pero también debe permitir analizar factores de alto nivel, como los
problemas de control de flujo y de congestión de red.
Estos modelos permiten enfrentarse a problemas de red. Normalmente el rendimiento de las
redes de interconexión en sistemas paralelos con una tasa de tráfico de datos uniforme, sin
llegar a la condición de saturación o a problemas de contención, es una función lineal del
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volumen de datos que fluyen por la red. En presencia de congestión de la red, los patrones
de tráfico no uniformes dan lugar a una degradación del rendimiento. Estos conflictos de la
red de interconexión, o bien dependen de algoritmos de encaminamiento deterministas, que
responde siempre con degradación ante una misma combinación de mensajes de saturación, y
se minimizan utilizando algoritmos adaptativos y caminos redundantes, de ser posible, o bien
son resultado de una implementación deficiente de los códigos paralelos que producen fuertes
desbalanceos en el patrón de tráfico hacia nodos concretos de la red.
El modelo postal
Este modelo [24] considera un sistema con p procesadores, cada uno de ellos con la posibili-
dad de usar simultáneamente un puerto de entrada y uno de salida, por lo que pueden enviar y
recibir al mismo tiempo un mensaje de tamaño fijo. Un mensaje enviado en un instante t, con
una latencia l, que incluye el efecto de empaquetar el mensaje y desplazarlo por la red, será
recibido en el destino en el instante t + l−1. Cuando l = 1, el modelo se reduce a la situación
de nodos completamente conectados.
El modelo de Hockney
Este modelo asume que el tiempo necesario para enviar un mensaje de tamaño m entre dos
nodos se comporta linealmente, y es caracterizado mediante dos parámetros de la red [129].
La expresión es:
t = a+b ·m (1.11)
siendo t el tiempo de comunicación, a la latencia y b el recíproco del ancho de banda.
En este caso los costes de la red de interconexión se centran en un mensaje único e ignoran
las interacciones entre múltiples mensajes, como el solapamiento o la congestión de la red.
Los modelos BSP
Esta familia modela una máquina con p procesadores, cada uno con una memoria local, uni-
dos mediante una red de interconexión que permite mensajes de tamaño fijo m. Las compu-
taciones se dividen en pasos, donde en cada uno de ellos el procesador trabaja sobre datos
locales y envía o recibe mensajes. Un mensaje enviado en un paso llega en el siguiente y
requiere una comunicación global. Cada paso implica una sincronización global de todos los
procesadores [206].
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Las comunicaciones se modelan con dos parámetros: un parámetro g asociado al ancho de
banda y una latencia l asociada al coste mínimo de enviar un paquete por la red, lo que
implica un cambio de paso y una sincronización global [225].
El modelo LogP
Este modelo utiliza máquinas básicas conectadas a una red caracterizada por cuatro paráme-
tros: (1) latencia de comunicación, límite superior para enviar un mensaje unidad por la red
en ausencia de problemas; (2) overhead, tiempo empleado por un procesador para tareas de
envío/recepción y que no puede utilizar para cómputo; (3) gap, límite inferior para enviar dos
mensajes consecutivos por el mismo procesador; y (4) inverso del ancho de banda. La capa-
cidad de cálculo se modela a partir del número de procesadores presentes en el sistema [68].
LogP es un modelo sencillo que sirve como base para otros [142][198]. Los parámetros del
modelo son independientes de arquitecturas concretas y permiten el desarrollo de algorit-
mos portables, obviando detalles específicos de implementación. El principal inconveniente
es que está definido para un tamaño de mensaje fijo y no contempla mensajes de longitud
variable [20][87][66][82][133][212].
El modelo LogGP
El modelo LogGP extiende al modelo LogP para modelar las comunicaciones de mensajes
grandes [16]. Añade como parámetro el coste del envío de una unidad de mensaje, 1 byte, para
mensajes grandes. Es una generalización de LogP donde latencia y overhead son constantes,
pero el gap depende linealmente del tamaño del mensaje [29]. El resultado se ajusta con
comodidad al comportamiento de las redes de interconexión habituales.
El modelo pLogP
El modelo pLogP es una extensión de LogP para sistemas de área amplia y mensajes de lon-
gitud arbitraria, con la finalidad de obtener tiempos estimados de comunicaciones más preci-
sos [144]. Añade varios parámetros adicionales que están en función al tamaño del mensaje:
(1) overhead del envío; (2) overhead de recepción; y (3) el intervalo entre mensajes. En este
modelo el tiempo del mensaje en la red está acotado por límites máximos y mínimos de la red
física y no puede ser formulado con una expresión analítica.
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1.9. Herramientas
Las etapas básicas para el desarrollo de una aplicación en un sistema paralelo se repiten cí-
clicamente en una serie de pasos, hasta alcanzar el rendimiento esperado. Corresponden a (1)
el diseño e implementación de la aplicación, (2) la ejecución con la monitorización necesaria
para generar un fichero de traza, y (3) el análisis de las trazas utilizando alguna herramienta
que extraiga información estadística.
Muchas veces los análisis se complementan con una representación visual de la traza para que
sea el propio desarrollador quien identifique, gracias a sus experiencias previas y conocimien-
to íntimo del código, el rendimiento global esperado y los puntos de ejecución dónde éste se
reduce.
En el contexto de la computación de altas prestaciones, se identifica el uso de las siguientes
herramientas: herramientas de instrumentación, de diagnóstico y de predicción.
1.9.1. Herramientas de instrumentación
Son librerías utilizadas para generar eventos en la ejecución del programa que permitan me-
didas puntuales de las métricas de rendimiento o el acceso a los contadores hardware de los
procesadores.
PAPI
Proporciona una interfaz y metodología para acceder a los contadores hardware. Es una es-
tandarización, por parte de fabricantes y vendedores, de un interfaz y un conjunto común de
eventos relevantes, a través de una librería independiente de la plataforma [47][7]. Está forma-
da por capas, lo que le permite reimplementar la parte dependiente de la arquitectura mientras
mantiene los interfaces de usuario.
PCL
Establece una plataforma común para realizar medidas de rendimiento en las máquinas actua-
les [4][32]. Está formada por una estructura en dos capas, para tener un interfaz de usuario
estable mientras implementa el acceso a los contadores de forma dependiente de la arquitectu-
38 Capítulo 1. Modelos de rendimiento en sistemas paralelos
ra. Soporta llamadas anidadas a las funciones de medición, pudiendo dar una visión jerárquica
de las mismas.
1.9.2. Herramientas de diagnóstico
Están orientadas a realizar un diagnóstico del comportamiento de cara a detectar problemas
de rendimiento, a partir de los resultados de una ejecución. Dentro de ellas se incluyen las
visualizaciones de trazas.
TAU
Se trata de un entorno de análisis de rendimiento de sistemas y aplicaciones paralelas [203].
Está formado por un conjunto integrado de herramientas de instrumentación, medida y aná-
lisis, que soporta varios lenguajes de programación. Incluye distintos mecanismos de instru-
mentación, a nivel de código fuente o código compilado, pero también de las comunicaciones
mediante pase de mensajes o paralelismo de datos. Permite seleccionar entre distintas mé-
tricas temporales y el acceso directo a contadores hardware de los procesadores. Ofrece una
herramienta integrada de visualización y permite exportar las trazas para utilizar visualiza-
dores independientes. Por último, integra también una herramienta de minería de datos que
permite realizar un análisis transversal sobre múltiples instancias de experimentos, utilizando
técnicas de clustering y análisis de correlación, entre otros.
SCALASCA
SCALASCA es un entorno de código abierto especialmente diseñado para el análisis de ren-
dimiento de sistemas paralelos masivos, aunque también es aplicable a sistemas de menor
escala [9][112]. Este entorno se centra principalmente en aplicaciones paralelas de carácter
científico o de ingeniería. Utiliza instrumentación para obtener perfiles o trazas. Dispone de
un mecanismo de análisis post mortem de las trazas obtenidas, que permite la identificación
de potenciales cuellos de botella del rendimiento, en particular, de aquellos relacionados con
las comunicaciones y las sincronizaciones. La información de perfiles y el resultado de aná-
lisis de las trazas puede visualizarse en una herramienta interactiva integrada en el entorno.
Además, incluye conversores para exportar las trazas a otros formatos compatibles.
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HPCTOOLKIT
El análisis que realiza HPCTOOLKIT se basa en la correlación de las métricas obtenidas di-
námicamente durante la ejecución del programa y la estructura del código fuente [6][13]. Para
obtener un análisis independiente del lenguaje, la estructura lógica del programa se obtiene
directamente a partir del código binario correlacionando las métricas de rendimiento y la es-
tructura lógica de la aplicación. Esto permite la creación de una descripción independiente del
hardware para la predicción del comportamiento de la aplicación en otras arquitecturas.
VAMPIR - ITAC
Vampir es una herramienta comercial ampliamente utilizada en HPC. Durante la ejecución de
un programa, una herramienta genera una traza que se visualiza interactivamente con Vam-
pir. Instrumenta automáticamente las funciones MPI mediante la técnica de interposición de
librería, pero también permite añadir eventos definidos por el usuario utilizando una API para
instrumentación de código fuente [172].
ITAC (Intel Trace Analyzer and Collector) es un entorno para la instrumentación y el análisis
de códigos paralelos MPI. Este entorno está compuesto por una herramienta de instrumenta-
ción (ITC) y una herramienta de visualización interactiva (ITA).
Paraver
Paraver utiliza un formato de traza flexible, que permite realizar diferentes tipos de análisis.
Estas trazas pueden obtenerse a partir del código fuente de aplicaciones paralelas escritas
en OpenMP o MPI, pero también pueden obtenerse a partir del simulador Dimemas. Ofrece
representación visual personalizable de los eventos registrados, y puede realizar un análisis
cuantitativo de las diferentes métricas consideradas en la traza, la generación de nuevas mé-
tricas derivadas o el análisis concurrente de varias trazas [71][151].
Pablo, svPablo
Está orientado al análisis y visualización de rendimiento, Dispone de una librería de ins-
trumentación para códigos MPI, y un módulo para extraer información de traza del código
emitido por compiladores de HPF. Este módulo se ha utilizado para extraer la información de
rendimiento de los núcleos de la librería PARAISO [188][195][39].
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1.9.3. Herramientas de predicción
Agrupa software que predice el comportamiento de una aplicación al ejecutarla en un siste-
ma determinado, a partir de la caracterización del comportamiento obtenido por ejecuciones
reales, inspección del código, simulación o modelos analíticos.
Paradyn
Evalúa el rendimiento de sistemas paralelos y distribuidos. Es fácilmente extensible, y está
orientado a problemas temporalmente costosos y sistemas con muchos nodos. Se centra en
la búsqueda de problemas de rendimiento mediante un módulo que minimiza la instrumen-
tación sobre el sistema medido, realizándola de forma dinámica al tiempo que se ejecuta la
aplicación. Automatiza una gran parte del proceso de búsqueda de problemas de rendimiento,
proporcionando, además, herramientas para una visualización interactiva [167].
Dimemas
Es un simulador dirigido por eventos para predecir el comportamiento de programas paralelos
que utilicen el paradigma de paso de mensajes [71][151]. Es capaz de reconstruir el compor-
tamiento temporal de la aplicación paralela a partir de un fichero de traza que contiene datos
de rendimiento de una ejecución real.
Los eventos registrados en la traza son reproducidos en una máquina virtual, descrita por
un conjunto de parámetros arquitecturales y de rendimiento. Las diferentes configuraciones
de parámetros permiten la simulación de diferentes tipo de arquitecturas. En particular, la
arquitectura de Dimemas se corresponde con una red de multiprocesadores SMP. La red de
interconexión está formada por varios buses, que determinan el número máximo de mensajes
simultáneos, y varios enlaces con cada nodo SMP. El coste de la comunicación, tanto de
mensajes punto a punto como de comunicaciones colectivas, se calcula mediante modelos
lineales, aunque se contemplan efectos no lineales como conflictos de red. El resultado de




Es un entorno de simulación que se basa en la separación del problema en dos dominios
diferentes: simulación y aplicación [120]. En el dominio de la simulación, el sistema virtual
se construye mediante la conexión de modelos abstractos de los componentes individuales.
En el dominio de la aplicación, la información proporcionada por perfiles y trazas se utiliza
conjuntamente para obtener una caracterización precisa de la aplicación.
WARPP
Está diseñado para analizar el rendimiento de aplicaciones MPI en sistemas MPP mediante la
simulación de eventos discretos [123][122]. Este entorno ha sido desarrollado a partir del en-
torno PACE [175]. Implementa un proceso automático de caracterización de las aplicaciones
que genera una descripción de su comportamiento en función de los eventos interpretables
por el simulador. Por otro lado, el entorno también implementa un proceso automático que se
basa en el análisis de la ejecución de benchmarks paralelos para obtener una caracterización
del coste de cada evento en el sistema paralelo sobre el que se realizará la simulación. El
simulador de eventos reproduce el flujo de eventos de la aplicación, evaluando el coste de la
sucesión de eventos en la arquitectura considerada.
Prophesy
Es un entorno de análisis que permite obtener automáticamente un modelo analítico de la
ejecución de aplicaciones a partir de la información de rendimiento obtenida de ejecuciones
reales [8][216]. Contiene tres módulos: instrumentación, bases de datos y análisis. El primero
permite la instrumentación automáticamente a nivel de código fuente, pero también permite
insertar directivas de forma manual. Además de los datos de rendimiento el último módulo
construye el modelo utilizando una base de datos de plantillas de modelos y una base de datos




COMUNICACIONES EN EL GRID
Este capítulo examina la implementación de una librería de pase de mensajes en el Grid. Se
inicia con una descripción breve de los principios básicos de este paradigma de programación
paralela, en un sistema basado en la plataforma Globus, para, a continuación, pasar a construir
un modelo que caracteriza el tiempo de ejecución de las operaciones de comunicación punto a
punto y colectivas. El análisis y modelado posterior están diseñados para el software utilizado
en el proyecto CrossGrid, en desarrollo entre 2002 y 2005. En la actualidad, existen nuevas
versiones del software Grid para las que es posible que el análisis llevado a cabo no sea
totalmente aplicable a los sistemas actuales, pero, en cualquier caso, los fundamentos de la
metodología desarrollada son válidos.
2.1. Paralelismo por pase de mensajes
De las múltiples tecnologías desarrolladas para aprovechar eficientemente las capacidades
de cálculo de arquitecturas paralelas, el paradigma de pase de mensajes es uno de los más
antiguos y, a la vez, de los más usados en la actualidad. Sus características principales son:
– Un modelo de memoria distribuida con un espacio de direcciones privado para cada
proceso
– Paralelismo explícito. Los procesos colaboran para realizar una tarea computando de
forma independiente con sus datos locales e intercambiando mensajes para comunicar
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estos resultados parciales. Este intercambio de información se debe incluir explícita-
mente en el código
La ventaja principal de esta forma de paralelismo es el no tener excesivos requisitos del hard-
ware base, pero, a cambio, exige un mayor esfuerzo de planificación por parte del desarrolla-
dor. Éste debe analizar los algoritmos secuenciales originales, identificando cómo descompo-
nerlos en secciones concurrentes de manera eficiente, y programar explícitamente los puntos
de intercambio de información necesarios para mantener sincronizado el cálculo entre proce-
sadores al ejecutarlo en un sistema de múltiples nodos.
La gran alternativa a este paradigma es el paralelismo de memoria compartida. En éste, cada
procesador tiene la capacidad de acceder directamente a la memoria del resto, y esta caracte-
rística se utiliza para compartir los resultados parciales de los nodos. Su principal problema es
su limitación a arquitecturas paralelas que permitan construir un espacio de direccionamiento
global de la memoria. Otras posibilidades para la programación paralela son las extensiones
de paralelismo de datos a lenguajes secuenciales clásicos, siendo HPF (High Performance
Fortran) [96] una de las soluciones que alcanzó mayor popularidad, así como lenguajes basa-
dos en paralelismo funcional, como Sisal [92].
Históricamente se han utilizado dos aproximaciones a la implementación de paralelismo por
pase de mensajes en una plataforma [227]. La primera es a través de un lenguaje que inclu-
ya las directivas básicas para especificar concurrencia en el código, comunicación y sincro-
nización. La segunda implica el uso de librerías de pase de mensajes explícitamente desde
lenguajes secuenciales clásicos.
Uno de los lenguajes que siguen la primera aproximación es Occam [132], que incorpora pri-
mitivas para especificar la ejecución paralela o secuencial de código, con soporte para aritmé-
tica, bloques condicionales y repeticiones mediante bucles, así como el mapeado de procesos
a procesadores. Las comunicaciones se realizan de manera síncrona mediante canales unidi-
reccionales con tipo y están soportados los patrones de comunicación básicos punto a punto
y uno a muchos condicional. Su sencillez permite probar matemáticamente la corrección del
código. Otro ejemplo similar es el lenguaje Fortran M [106], que utiliza canales dinámicos, y
está construido a partir el lenguaje estándar Fortran 77 con directivas paralelas para convertirlo
en una plataforma de desarrollo más accesible.
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Por otra parte, las soluciones basadas en pase de mensajes definen librerías que incorporan
llamadas para realizar algún tipo de comunicación punto a punto entre procesos, operaciones
colectivas en grupos de procesos y gestión de procesos. Con estas nuevas capacidades, los
códigos resultantes tienen disponible un modelo funcional realista de la arquitectura paralela,
proporcionando oportunidades para un mayor control sobre la localidad espacial de los datos
y de la jerarquía de comunicaciones, lo que permite implementaciones con diferentes niveles
de eficiencia.
Soluciones de este tipo han sido desarrolladas por empresas de hardware paralelo específica-
mente para sus arquitecturas, pero también se han creado implementaciones portables con la
colaboración entre industria, organizaciones y centros de investigación. Entre éstas se cuen-
tan: PVM, MPI, Express, PICL, PARMACS, p4 o Zipcode.
Como ejemplo de estas librerías, PVM (Parallel Virtual Machine) [213] tuvo gran populari-
dad en la última década del siglo XX. Permite que una colección de elementos de compu-
tación pueda ser accedido como una única máquina paralela para colaborar en la resolución
de un problema. Los nodos no tienen que ser homogéneos y gestiona de manera transparen-
te las conversiones de datos. Está pensado como un sistema completo para el desarrollo de
computación paralela que incluye (1) la librería de pase de mensajes para comunicación, sin-
cronización y gestión de procesos o tareas, (2) un demonio que se ejecuta en cada nodo para
identificar y gestionar los recursos locales, (3) un servicio para gestionar grupos de procesos, y
(4) un interfaz de usuario con el que se configura la máquina virtual. En este sistema, un nodo
privilegiado es el responsable de la interacción con el usuario y operaciones de entrada/salida
de datos. Para resolver un cálculo, éste crea e inicializa en el resto de nodos el conjunto de
procesos necesario. En conjunto, PVM se enfrenta a los mismos problemas del Grid, pero a
menor escala.
En la actualidad, MPI (Message Passing Interface) [97] es la librería de pase de mensajes
más utilizada. MPI hace referencia a un estándar propuesto para librerías de pase de mensajes
interoperables con las que desarrollar programas paralelos portables en lenguajes secuencia-
les [121]. El estándar define tanto la sintaxis como la semántica de un conjunto básico de
funciones de la librería orientadas a comunicaciones punto a punto, comunicaciones colec-
tivas, gestión de grupos de procesos y soporte para varias topologías de mapeo proceso a
procesador. Por el contrario, MPI no define un mecanismo para crear procesos y es responsa-
bilidad del sistema ofrecer el mecanismo para crearlos y ubicarlos (en modo SIMD o MIMD).
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Características propias de MPI son el uso de comunicadores para aislar comunicaciones y el
uso de tipos de datos abstractos para facilitar la portabilidad; también la posibilidad de defi-
nir topologías virtuales con los procesadores. Este estándar está implementado por librerías
como MPICH, MPICH-G2, Open MPI, PACX-MPI, LAM, CHIMP-MPI, STAMPI, MagPIe
o IMPI, además de desarrollados específicos para hacer compatibles arquitecturas concretas
con el estándar (y que conocemos como implementación MPI del fabricante).
2.2. MPI en el Grid
MPICH [121] es una de las implementaciones más populares del estándar MPI. Su objetivo
principal es reducir las barreras de entrada para el uso de computación paralela convirtiendo
la programación por pase de mensajes en un modelo de programación portable y de alto
rendimiento para clusters heterogéneos y sistemas distribuidos [141][102][101].
Fue iniciada como una colaboración entre el Argonne National Laboratoy y la Mississipi State
University en el año 94, y ha evolucionado con el estándar. La disponibilidad y eficiencia
de MPICH sobre múltiples arquitecturas ha contribuido al éxito de MPI en la comunidad
científica.
Tiene soporte para las arquitecturas más frecuentes, como los supercomputadores paralelos
de memoria distribuida, donde las comunicaciones MPI reutilizan el hardware propietario de
alto rendimiento presente; los supercomputadores paralelos de memoria compartida, donde
la librería utiliza características hardware de estas arquitecturas para simular operaciones de
pase de mensajes directamente sobre la memoria de los nodos; los clusters de computadores
débilmente acoplados, donde la interoperabilidad se apoya en comunicaciones TCP/IP entre
nodos de computación; y los sistemas Grid, un caso particular del anterior, donde la librería
utiliza los servicios Grid para soportar las particularidades del sistema.
Esta portabilidad deriva de un diseño en capas, que permite a los fabricantes aprovechar de
forma inmediata mecanismos específicos de la arquitectura para transferir los datos mientras
respeta el interfaz MPI. Con objeto de maximizar esta propiedad, la mayor parte del código
de MPICH es independiente de la plataforma. La implementación de las estructuras, objetos
y operaciones internas de la librería se realiza en función de elementos portables más simples,
abstracciones de datos y macros que forman una especificación denominada ADI (Abstract
Device Interface) y que ofrece un modelo de comunicaciones mucho más simple que MPI en-
2.2. MPI en el Grid 47
tre la aplicación de usuario y los procesos paralelos. MPICH implementa las funcionalidades
del ADI mediante un diseño en múltiples capas con interfaces estándar, que combinan abstrac-
ciones de más bajo nivel con funciones dependientes de la arquitectura. Cada adaptación de la
librería a una determinada arquitectura reemplaza algunas de las rutinas de la implementación
básica dejando intacta la sintaxis de la librería.
Una adaptación de la librería MPICH a sistemas Grid basados en la plataforma Globus Toolkit
2 es MPICH-G2. Se trata de una colección de componentes software diseñados para dar sopor-
te al desarrollo de aplicaciones en entornos de computación de alto rendimiento heterogéneos
y altamente distribuidos, de manera que en el conjunto puedan participar simultáneamente
varias organizaciones. Permiten ejecutar tanto aplicaciones secuenciales como aplicaciones
paralelas MPI [140][102].
La librería oculta la heterogeneidad del sistema utilizando los servicios definidos por esta
colección de software para tareas de autenticación, autorización, creación de procesos, migra-
ción de ejecutables, planificación, gestión de procesos, ejecución, comunicación, redirección
de entradas y salidas, y gestión de recursos para el acceso remoto a ficheros de datos. Como
resultado, el usuario puede utilizar nodos en máquinas distribuidas entre diferentes organiza-
ciones utilizando los mismos comandos que utiliza en un computador local:
– Los servicios de información de The Globus Toolkit se utilizan para determinar cómo
obtener acceso a los ordenadores seleccionados. Los servicios de seguridad se utilizan
para gestionar la autenticación y autorización en cada localización
– Los servicios de ejecución se utilizan para mover el código a los distintos computadores
– Los servicios de gestión de recursos se utilizan para iniciar los procesos en cada compu-
tador a través de los planificadores locales
– Los servicios de comunicación se utilizan para gestionar los diferentes métodos de co-
municación que aparezcan en el conjunto del sistema, tales como protocolos específicos
del fabricante, memoria compartida, implementaciones MPI o comunicaciones TCP
– Los servicios de acceso a ficheros se utilizan para redirigir la entrada y salida estándar
a la terminal de usuario independientemente de su localización
– Los servicios de gestión de procesos permiten al usuario monitorizar el progreso de la
aplicación y terminarla si fuera necesario
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Figura 2.1: Esquema de inicio de una tarea MPICH-G2, mostrando los servicios del Globus Toolkit que ocultan los
detalles de implementación de los clusters.
Al mismo tiempo MPICH-G2 también permite explotar la gestión de la heterogeneidad a nivel
de aplicación de usuario. Los comunicadores de MPI pueden se utilizados para representar la
estructura jerárquica del sistema completo y así adaptar el esquema de las comunicaciones
para una mayor eficiencia. Esto permite implementar estrategias de QoS, pero también las
operaciones colectivas multinivel conscientes de la topología que veremos más adelante.
El procedimiento básico para la preparación y ejecución de una aplicación con MPICH-G2
sigue los siguientes pasos (figura 2.1):
Antes de iniciar una aplicación MPICH-G2, el usuario debe obtener las credenciales que lo
autenticarán en cada nodo del Grid a través de servicios del GSI (Grid Security Infrastruc-
ture). Una vez autenticado puede seleccionar las máquinas donde ejecutar el código según la
disponibilidad de recursos, uso o capacidades de red, interrogando al sistema MDS (Monito-
ring and Discovery Service).
El usuario utiliza el comando estándar mpirun para iniciar la aplicación que, en esta versión,
requiere ficheros en formato RSL (Resource Specification Language) [69][70] para identificar
las necesidades del programa y establecer restricciones y parámetros. Un ejemplo de este
tipo de fichero se muestra en la figura 2.2. La implementación MPICH-G2 llama al servicio
DUROC (Dynamically-Updated Request Online Coallocator) para trasladar la aplicación a
las máquinas especificadas.
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DUROC se apoya en el servicio GRAM (Grid Resource Allocation and Management) para
iniciar y supervisar el conjunto de procesos paralelos, uno por máquina. Por cada proceso
se genera una petición a un servidor GRAM remoto, quien autentica al usuario, realiza la
autorización local e interactúa con el planificador local para iniciar la ejecución. DUROC
también mantiene los diferentes procesos MPI vinculados a una única tarea.
MPICH-G2 implementa una barrera implícita en la función de inicialización MPI que espera
a que todos los procesos sean cargados sobre las máquinas antes de empezar la ejecución.
Una vez iniciada la aplicación, elije automáticamente el protocolo de comunicaciones más
eficiente entre cada par de procesos. De esta forma, puede utilizar protocolos específicos del
fabricante para comunicaciones internas, memoria compartida, o versiones MPI locales; o
bien delegar en el dispositivo globus2 para comunicaciones TCP/IP. De ser necesario, también
se encarga de hacer conversiones de datos entre diferentes arquitecturas.
Para transferir los ficheros entre la máquina local y los nodos remotos se utilizan los servicios
de GASS (Global Access to Secondary Storage), ofreciendo una API y comandos de usuario
para llevar a cabo la trasferencia remota. En Globus es el usuario el responsable de la trans-
ferencia de los ficheros de entrada a las máquinas donde se va a ejecutar la aplicación y la
transferencia de los ficheros de salida a la máquina local al finalizar la ejecución. Esta tarea
puede automatizarse dentro del fichero RSL.
2.3. Comunicaciones punto a punto
En el modelo de paralelismo por pase de mensajes un programa paralelo se trata como una
colección de programas secuenciales que se ejecutan en los nodos del sistema paralelo y se
intercambian información con primitivas de comunicación punto a punto.
Para realizar una caracterización del comportamiento del programa hay que añadir, al coste
del programa secuencial original y los costes derivados de las comunicaciones. Esto no es
inmediato, ya que la evolución de las comunicaciones depende de múltiples características
sobre las que no siempre se tiene control, como la semántica del problema, los protocolos
software, las características hardware, la topología de la red, el tipo de enrutado y el modelo
de gestión del tráfico [153][73]. Estas dependencias se pueden reducir utilizando el modelo
de comunicaciones adecuado.
























Figura 2.2: El script RSL proporciona la sintaxis básica para componer descripciones de recursos complejas,
permitiendo que los distintos componentes de gestión introduzcan pares de valores (atributo,valor) en la
estructura común.
2.3.1. El modelo LogP de comunicaciones
El modelo LogP es un modelo de la red de comunicaciones para sistemas multiprocesador de
memoria distribuida, donde cada nodo se considera un computador completo con su procesa-
dor, cache, y memoria, estando los nodos conectados entre sí por una red de comunicaciones,
comunicándose a través de mensajes punto a punto. El modelo tiene la gran ventaja de evi-
tar una especificación detallada de la red de interconexión, sustituyendo su influencia por la
definición de parámetros de coste asociados al procesamiento de mensajes [68].
Este modelo se define a partir de tres reglas básicas. Primera, las comunicaciones entre pro-
cesadores suponen un gran costo con respecto a los accesos a la memoria local. Segunda, las
redes de interconexión limitan el ancho de banda por procesador comparado con el ancho de
banda de acceso a la memoria local. Y tercera, existe un coste computacional para los proce-
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sadores al final de una comunicación entre dos de ellos, que es independiente de la latencia
de transmisión entre ellos.
Con estas propiedades, el rendimiento de una comunicación viene caracterizado por los si-
guientes parámetros (figura 2.3):
– l, límite superior en la latencia o retraso en el que incurre un nodo cuando envía un
mensaje a su nodo destino
– o, sobrecoste, definido como el tiempo que un procesador está ocupado en la transmi-
sión o recepción de un mensaje; durante este periodo de tiempo, el procesador no puede
realizar otro tipo de operaciones. El modelo diferencia entre os, sobrecoste de envío (el
tiempo que tarda un procesador en enviar un mensaje) y or, sobrecoste de recepción, (el
tiempo que le lleva a un procesador recibir un mensaje), pero asume que son similares
y de coste o
– g, gap, definido como el intervalo de tiempo mínimo entre dos transmisiones o recep-
ciones consecutivas de mensajes en un procesador; el inverso de g es al ancho de banda
de comunicaciones disponible por procesador
– p, número de nodos en el sistema distribuido; las características del nodo no se especi-
fican en el modelo
l, o y g se expresan en unidades de tiempo y no todos ellos son de igual importancia. El mo-
delo asume que todos los mensajes son del mismo tamaño, pequeño, pero, tal como se ha
comentado en la sección 1.8.2, existen versiones modificadas de este modelo para soportar
mensajes de gran tamaño que se desplazan en una red de comunicaciones no congestiona-
da. Se pueden tratar problemas de congestión en la red, pero implica introducir información
acerca de la topología de red con lo que se pierde la generalidad de este modelo.
2.3.2. El modelo simplificado
El anterior es un modelo de bajo nivel. También tiene demasiados parámetros dependientes
de la arquitectura y de las capacidades de la red de conexión que no son monitorizados dentro
del proyecto CrossGrid, para el que se ha desarrollado el trabajo presentado en esta tesis. Para
evaluar el rendimiento dentro de las limitaciones impuestas por los datos disponibles se debe
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Figura 2.3: Parámetros del modelo LogP: latencia (L), gap (g), sobrecoste de envío (os) y de recepción (or).
trabajar con un modelo más sencillo. En concreto, no interesa tanto representar el solape de
mensajes en el tiempo como representar la secuencia lógica de comunicaciones.
Para abordar este problema, al igual que antes, se definen unas reglas básicas que debe seguir
el modelo. Primera, que las comunicaciones suceden en pasos discretos. Es decir, un nodo no
puede enviar y recibir mensajes al mismo tiempo, un nodo no puede realizar dos comunica-
ciones simultáneas y no puede recibir simultáneamente dos comunicaciones. Segunda, no hay
solape entre envíos, de manera que un nodo que está realizando una comunicación no puede
comenzar una nueva hasta terminar con la que está en curso. Tercera, cuando se termina de
enviar o recibir un mensaje se puede comenzar inmediatamente con el siguiente, lo que im-
plica que escondemos las particularidades de comunicación de los nodos dentro del propio
tiempo de envío del mensaje. Y cuarta, que el coste de las comunicaciones no introduce carga
computacional en los nodos.
Con estas características y asumiendo que el tiempo para comunicar dos nodos en el sistema
paralelo es la combinación del tiempo para preparar el mensaje para su transmisión y el tiempo
que tarda en atravesar la red hasta su destino, hemos desarrollado un modelo sencillo cuyos
parámetros son los siguientes:
– ts, tiempo de inicialización; es el tiempo de preparación del mensaje en el nodo inicial,
incluyendo la construcción de las cabeceras, la información de corrección de errores, la
información de enrutado y el tiempo de activar el interfaz entre el nodo y el sistema de
enrutado. Este tiempo se contabiliza una vez para cada mensaje
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– th, tiempo de salto; es el tiempo desde que el mensaje abandona un nodo hasta que su
cabecera llega al siguiente nodo con el que tiene conexión directa; está relacionado con
la latencia de los sistemas de enrutado.
– tw, tiempo de transferencia; es el tiempo de transferencia que le lleva al mensaje atra-
vesar un enlace de red y es inversamente proporcional al ancho de banda de los enlaces.
En este modelo un mensaje de tamaño m entre dos nodos separados entre sí por l conexiones
emplea en su ejecución un tiempo t, que cumple:
t = ts+(th+ tw ·m) · l (2.1)
Sin embargo, un sistema descrito por esta ecuación hace un uso ineficiente de los enlaces
entre nodos. Cada mensaje se mueve en pasos discretos entre enlaces, de manera que no
puede transmitirse nada del mensaje al siguiente enlace hasta que finalice la recepción del
mensaje completo en el actual.
Cuando el mensaje es dividido en paquetes más pequeños y se envía de manera segmentada,
se puede demostrar [118] que la ecuación anterior se convierte en la siguiente, donde tw′
combina el ancho de banda original con la nueva carga en la red debida al aumento del número
de paquetes:
t = ts+ th · l + tw′ ·m (2.2)
Según esta ecuación, para obtener comunicaciones eficientes en un sistema paralelo las alter-
nativas pasan por minimizar el número de mensajes cortos sustituyéndolos por uno largo (se
reduce el número de veces que se contabiliza ts), minimizar el volumen de comunicaciones
(se reduce m), minimizar el número de enlaces necesarios para comunicar nodos (se reduce l)
o mejorar las características tecnológicas del sistema (se reducen tw′ y th).
Este modelo aún se puede simplificar. Para las comunicaciones con la librería MPICH-G2,
ts es un parámetro que no puede ser ignorado, ya que agrupa el coste de autorización en los
mensajes de usuario, relacionado con la política de QoS y de gestión de recursos en cada or-
ganización a lo largo del Grid. Por el contrario, th está dominado por tw para mensajes largos
o por ts para mensajes cortos, a la vez que el número de enlaces entre nodos de computación
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es muy reducido. Sin excesiva pérdida de precisión, podemos ignorar este parámetro para
obtener como ecuación básica:
t = ts+ tw′ ·m (2.3)
Éste es un modelo válido para un sistema completamente conectado, que admite comunica-
ción directa entre cada pareja de nodos, donde todos los enlaces presentan las mismas ca-
racterísticas, y con una red de comunicaciones no congestionada. En redes congestionadas,
el modelo sigue la misma ecuación sustituyendo el ancho de banda por un ancho de banda
efectivo que tenga en cuenta la pérdida de rendimiento debida a la congestión.
Para facilitar el análisis de las comunicaciones, estos parámetros se pueden resumir en una
matriz de costes que represente el tiempo de comunicación entre nodos para un tamaño de
mensaje fijado, donde las comunicaciones entre cada pareja de nodos pueden tener caracterís-
ticas particulares, de la siguiente manera:
ti j(m) = tsi j + thi j + tw′i j ·m (2.4)
o, ignorando las latencias:
ti j(m) = tsi j + tw′i j ·m (2.5)
El resultado es un modelo compacto que facilita el análisis de comunicaciones complejas. Los
resultados obtenidos pueden ser más adelante interpretados dentro del modelo LogP, si fuera
necesario.
Este análisis asume que los parámetros de la red se mantienen estables en el tiempo, al menos
durante una cantidad de tiempo superior al tiempo de cada operación de comunicación. En
el mundo real aparecen efectos inesperados no despreciables que convierten estos cálculos
en aproximaciones teóricas. Por ejemplo, en la referencia [45], la evolución de un algoritmo
simple de comunicación en el Grid se desvía de la esperada debido a cargas aleatorias en los
nodos por la propia infraestructura de monitorización.
Dentro del proyecto CrossGrid, utilizando los servicios de monitorización centrales, el usuario
obtenía información actualizada del estado de la red en términos de ancho de banda y latencia
para cada pareja de nodos con la que definir la matriz de costes del modelo simplificado.
2.3. Comunicaciones punto a punto 55
2.3.3. MPI_Send y MPI_Recv
El intercambio básico de información entre nodos en el estándar MPI se realiza mediante
comunicaciones punto a punto, donde las operaciones elementales son send y recv. Los
prototipos de estas funciones son:
send(∗buffer, numero de elementos, procesador destino)
recv(∗buffer, numero de elementos, procesador origen)
(2.6)
donde el buffer en send apunta a las posiciones de memoria que almacenen los datos que van a
ser enviados, el buffer en recv apunta a las posiciones de memoria que van a recibir los datos,
número de elementos hace referencia a la longitud del mensaje y procesador destino y origen
son identificadores de los nodos que participan en el intercambio. El procesador identificado
como origen va a ejecutar la operación send, y el procesador destino la operación recv.
El tratamiento de esta interacción básica depende de la implementación concreta de la libre-
ría MPICH. Muchas plataformas que implementan pase de mensajes disponen de hardware
adicional en las interfaces de red y acceso directo a memoria para liberar a la CPU de las
tareas de gestión de los buffers. En ese caso, los comandos send y recv pueden iniciar la
transferencia de datos y retomar la ejecución, solapando de manera efectiva computación y
comunicación.
En el estándar MPI 1.1 las operaciones básicas send y recv están disponibles como las
funciones MPI_Send y MPI_Recv. Además, el estándar ofrece varios modos más de comu-
nicación punto a punto que permiten controlar con mayor precisión las relaciones e interacción
entre el proceso emisor y el proceso receptor. Cada uno de ellos se implementa con una nueva
función send. Son los siguientes:
– Modo estándar, función MPI_Send. En este modo, es la librería MPI y no el usuario
quien decide si los datos se copian a un buffer local antes de ser enviados, liberando
al procesador origen de esperar a que el destino comience con la operación de recep-
ción, o si las condiciones actuales de los recursos del sistema recomiendan enviar los
datos y dejar al origen esperando a que el destino realice la comunicación. Este modo
existe para favorecer la portabilidad del estándar, por lo que se recomienda no depen-
der de buffers del sistema, pero aprovecharlos cuando están disponibles para mejorar la
eficiencia.
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– Buffered, función MPI_BSend. El emisor copia los datos a un buffer local y termina,
independientemente del estado del destino
– Síncrono, función MPI_SSend. El emisor puede comenzar la transmisión indepen-
dientemente del destino, pero no termina hasta asegurarse de que éste inicia la recep-
ción
– Ready, función MPI_RSend. El emisor no puede comenzar la transmisión hasta que el
destino esté disponible
MPI_Send es una función bloqueante, lo que significa que no termina hasta que el proceso
es libre de acceder y reutilizar los buffers de datos, ya sea porque han sido copiados al buffer
del proceso receptor o a un buffer del sistema local. Lo mismo sucede con MPI_BSend,
MPI_SSend y MPI_RSend. MPI_Recv es también bloqueante. Cuando termina, el buffer
contiene los datos de la comunicación definitivos.
Todas estas funciones tienen también una versión no bloqueante: MPI_ISend, MPI_IBSend,
MPI_ISSend, MPI_IRSend y MPI_IRecv. En ellas la función termina antes de que la
operación se complete y antes de que el usuario tenga permitido reutilizar los buffers especi-
ficados en ellas.
El modelo de costes simplificado presentado en la sección anterior sólo puede ser usado cuan-
do el comportamiento del procesador origen esté completamente desacoplado del procesador
destino. Es un modelo de comunicaciones que no incorpora mecanismos para tratar con una
sincronización artificial entre emisor y receptor del mensaje. De esta forma, sólo va a ser ade-
cuado para las comunicaciones en los modos buffered y estándar (en una arquitectura que no
tenga problemas en proporcionar buffers).
Sin embargo, para el caso que estamos caracterizando (comunicaciones punto a punto y colec-
tivas en MPICH-G2, versión 1.2.4) el procesamiento presente en los nodos es despreciable y
todos los modos devuelven resultados similares para comunicaciones punto a punto. Además,
las comunicaciones colectivas multinivel conscientes de la topología están implementadas a
partir de las funciones MPI_ISend (no bloqueante, modo estándar) y MPI_Recv (bloquean-
te, modo estándar), por lo que es posible utilizar este modelo para nuestras comunicaciones.
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2.4. Comunicaciones colectivas
Las operaciones colectivas MPI permiten iniciar, con una única instrucción, un conjunto de
comunicaciones punto a punto para procesar datos contenidos en distintos procesos en una
tarea de alto nivel, como son las barreras de sincronización, la difusión de información desde
un proceso a todos los demás, la recolección de datos solicitada por un proceso, la distribución
de datos hacia todos los procesos o el procesado distribuido de una función para reducir todos
los datos a un único valor en un proceso.
En la librería MPICH estas operaciones están implementadas sobre primitivas de operacio-
nes punto a punto. La implementación por defecto, haciendo uso de un comunicador oculto
que aísla estas comunicaciones de las de usuario, utiliza para estas funciones un algoritmo
binomial por sus características de escalabilidad y un algoritmo hipercubo para las barreras.
También existen versiones especiales para algunas arquitecturas, optimizadas por el fabrican-
te.
La librería MPICH-G2 incluye algunas optimizaciones genéricas de bajo nivel y algunas op-
timizaciones específicas orientadas a las operaciones colectivas. Así, por un lado, ofrece un
mejor ancho de banda en la máquina local trabajando de manera más estrecha con la ver-
sión MPI del fabricante, si está disponible; consigue una menor latencia en la máquina local,
limitando la manera en que consumen los mensajes TCP, e implementa el uso de sockets
bidireccionales entre procesos.
Por otro lado, MPICH-G2 ofrece nuevas operaciones multinivel conscientes de la topología a
partir de mecanismos automáticos de autodescubrimiento de la misma [140]. Versiones inicia-
les clasificaban las comunicaciones en locales al cluster y externas. La versión bajo estudio
construye automáticamente toda una jerarquía de niveles de agrupamiento de procesos, en
función del protocolo más eficiente, que pasa a estar disponible como un atributo del comu-
nicador. Esta información permite que cada nodo pueda conocer desde qué proceso recibirá
un mensaje y a qué otros procesos debe reenviarlo, sin que esto requiera comunicaciones
adicionales de control. El objetivo es reducir el número de comunicaciones a través de los
protocolos más lentos. La información de topología conocida por cada nodo se corresponde
con el esquema mostrado en la tabla 2.1.
El ejemplo anterior representa una ejecución paralela en un sistema de 12 nodos como el que
se muestra en la figura 2.4. Todos ellos pueden comunicarse con todos ya que comparten el
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rango 0 1 2 3 4 5 6 7 8 9 10 11
profundidad 4 4 4 4 3 3 3 3 3 3 3 3
protocolos:
wan 0 0 0 0 0 0 0 0 0 0 0 0
lan 0 0 0 0 1 1 1 1 1 1 1 1
local 0 0 0 0 1 1 1 1 2 2 2 2
MPI del fabricante 0 0 0 0
Tabla 2.1: Información de topología en MPICH-G2 conocida por cada nodo.
mismo identificador en el nivel wan. Éste es el nivel más lento. La comunicación es más efi-
ciente para comunicar los 4 primeros entre sí, o los 8 siguientes entre sí (nivel lan), porque
están ubicados en clusters diferentes. Dentro del primer cluster no hay situaciones privilegia-
das. Pero dentro del segundo, las comunicaciones entre los 4 primeros y entre los 4 siguientes
son más eficientes por la forma en que los procesos se agrupan en las mismas máquinas (nivel
local). Además, los procesos del primer cluster pueden utilizar una implementación especial
específica de la arquitectura (nivel MPI del fabricante).
Con esta información, el nodo sabe que enviar directamente información del proceso (rango)
0 al 1 es eficiente, ya que la librería utilizará la implementación propia de MPI. Pero que
para enviar información del 0 al 11, lo más eficiente es delegar en el proceso 4, que es el
representante del grupo identificado como 1 en el nivel lan. A su vez, este proceso delega en
el 8, que es el representante del grupo identificado como 2 en el nivel local. Por último, este
proceso puede enviar directamente la información al 11 porque están al mismo nivel. Aunque
el usuario puede conocer este esquema, no es probable que lo utilice para comunicaciones
punto a punto, pero MPICH-G2 sí la utiliza para aumentar automáticamente la eficiencia de
las operaciones de comunicación colectivas.
MPICH-G2, versión 1.2.4, es la librería disponible durante el desarrollo del proyecto Cross-
Grid entre los años 2002 a 2005. Implementa cinco de estas operaciones colectivas multinivel
conscientes de la topología: MPI_Barrier, MPI_Bcast, MPI_Gather, MPI_Scatter
y MPI_Reduce. La siguiente versión, 1.2.5.1, se amplía a once operaciones, añadiendo
MPI_Allgather, MPI_Allgatherv, MPI_Alltoall, MPI_Allreduce,
MPI_Reduce_scatter y MPI_Scan.
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Figura 2.4: Información de topología en MPICH-G2 conocida por cada nodo. Los procesadores P0 a P4 están en la
misma máquina, conectados por una red de alta velocidad. Los procesadores P5 a P8 y P9 a P11 están
en las mismas máquinas, pero con conexión estándar.
2.4.1. MPI_Bcast
Esta función difunde un mensaje desde un proceso inicial, llamado proceso raíz, a todos los
procesos del mismo comunicador. Al terminar, los contenidos del buffer de comunicaciones
del primero estarán disponibles en el buffer del resto de procesadores.
MPICH-G2 utiliza para la comunicación entre distintos clusters un esquema de comunicacio-
nes flat tree: el proceso raíz envía secuencialmente el mensaje a un procesador representante
de cada cluster. Es una solución poco sofisticada, pero se espera que en este nivel (wan) las
comunicaciones sean escasas. En cualquier otro nivel (lan, local o la mejor conexión del ven-
dedor) se utiliza un esquema de comunicaciones binomial tree, ya sea a un representante de
otro grupo o a un proceso. Un árbol binomial Bk de orden k ≥ 0 es un árbol ordenado de
2k nodos que se define de manera recursiva: el árbol binomial B0 consiste en un nodo úni-
co; el árbol binomial Bk (k > 0) tiene una raíz con k descendientes, donde el descendiente i
(0 < i ≤ k) es la raíz de un árbol binomial Bi (figura 2.5).
Esta división de algoritmos según el nivel de la comunicación se repite en la mayor parte de
las nuevas operaciones multinivel colectivas de la librería. En el sistema de 12 nodos de la
figura 2.4, MPI_Bcast genera el esquema de comunicaciones mostrado en la figura 2.6.
A continuación vamos a definir un modelo para el tiempo de comunicación de la operación
Bcast, utilizando i como el procesador raíz, a partir de una matriz de coste para un tamaño de
mensaje concreto. Se considera que el tiempo de la operación colectiva es el tiempo necesario
para que todas las comunicaciones punto a punto generadas por la librería terminen (nótese
que estas operaciones colectivas incluyen también una comunicación entre el procesador raíz
y él mismo).
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Figura 2.5: Árboles binomiales B0, B1, B2 y B3. Cada uno contiene a todos los anteriores en una rama.
Figura 2.6: Esquema de comunicaciones generado por MPI_Bcast en el sistema de la figura anterior. El mensaje
con etiqueta 1 se realiza como parte del algoritmo flat tree entre clusters, mientras que los demás son de
los algoritmos binomiales en su cluster. Las etiquetas indican el ordena en que los mensajes se envían.
Dos etiquetas iguales indican que los mensajes son simultáneos.
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La topología del Grid impone en las operaciones colectivas un patrón concreto de comunica-
ciones, que depende tanto del agrupamiento de procesos por protocolos como de la identifi-
cación por rango de los procesos dentro de cada grupo. El tiempo de ejecución del algoritmo,
designado por T o T (i), porque depende de la elección del nodo raíz, corresponde a la suma
de los coeficientes de la matriz de coste ti j para las comunicaciones entre los nodos i y j en ese
patrón. El usuario, de manera general, no tiene control sobre qué máquina recibe cada proceso
y no puede conocer qué coeficientes de la matriz utilizar para el cálculo. Sin embargo, puede
calcular un tiempo máximo y mínimo que acoten el valor real, y analizar en qué porcentaje
pueden desviarse los valores reales de los límites fijados. En este sección realizaremos ese
análisis.
La primera parte de la operación Bcast utiliza un algoritmo flat tree para comunicar el pri-
mer proceso con un representante de cada uno de los clusters del Grid. En este nivel, el tiempo
de comunicación corresponde a la suma secuencial del tiempo empleado en las distintas co-
municaciones entre el proceso raíz y cada uno de los representantes. El límite superior para el
tiempo del algoritmo flat tree desde el proceso i se obtiene cuando la comunicación se realiza
con el proceso de mayor coste en cada localización. Para evitar utilizar información de la to-
pología, se puede sustituir el mayor coste de cada cluster por el mayor coste en todo el sistema
y repetirlo tantas veces como clusters estén presentes. El límite inferior sigue una expresión
similar:
Lmáx = S ·máx(ti j)
Lmı́n = S ·mı́n(ti j)
(2.7)
donde S es el número de clusters, y los coeficientes ti j corresponden a las comunicaciones
entre el proceso raíz, i, y todos los demás procesos del sistema.
Se puede analizar el error entre el tiempo real del algoritmo, T , y estos límites teóricos cal-
culados. Para ello, se considera el caso ideal donde todas las comunicaciones son iguales,
ti j = t ′. En estas condiciones el límite superior coincide con el valor real:
Lmáx = T (2.8)
y, al mismo tiempo,
T = S · t ′
Lmáx = S · t ′
(2.9)
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Supongamos que se realiza una perturbación mínima en uno de los enlaces, tkl , pasando el
valor del coeficiente de t ′ a t ′+d, con d ≥ 0. Podemos distinguir tres casos. El primero supone
que el enlace afectado no corresponde a una comunicación desde el nodo raíz a otro nodo, es
decir, k ̸= i. En este caso, el valor real no se ve afectado, pero el límite teórico superior se
redefine a partir del nuevo valor:
T = S · t ′
Lmáx = S · (t ′+d)
(2.10)
Operando, se obtiene la nueva relación entre ellos:
Lmáx = T · (1+d/t ′) (2.11)
Esta ecuación implica que cuando d → ∞, Lmáx → ∞ y cuando d → 0, Lmáx → T . Es decir,
para calcular el máximo, utilizar un coeficiente que no intervenga en una comunicación del
esquema flat tree introduce errores arbitrariamente elevados en el límite.
Sucede algo similar con el límite inferior. Partiendo del caso ideal, si se realiza una pertur-
bación mínima en uno de los enlaces, tkl , pasando el tiempo de t ′ a t ′ − d, con d ≤ t ′, se
encuentra:
T = S · t ′
Lmı́n = S · (t ′−d)
(2.12)
Operando, se obtiene:
Lmı́n = T · (1−d/t ′) (2.13)
Esta ecuación implica que cuando d → t ′, Lmı́n → 0 y cuando d → 0, Lmı́n → T . Es decir,
para calcular el mínimo, utilizar un coeficiente que no intervenga en la comunicación en el
esquema flat tree también introduce errores arbitrariamente grandes en el límite inferior (en
este caso, tiende a cero).
En resumen, del análisis del primer caso se deduce que la limitación de tanto el límite superior
como el inferior deben calcularse sobre los coeficientes de la matriz de coste ti j donde el
primer índice corresponda con el proceso raíz. En caso contrario, los valores llevan asociados
errores arbitrariamente grandes que no pueden ser identificados de forma precisa.
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El segundo caso posible supone que el enlace afectado se corresponde a una comunicación
desde el nodo raíz a otro nodo, es decir, k = i, pero que el enlace concreto no se utiliza
durante el algoritmo flat tree. Es inmediato verificar que se obtienen ecuaciones idénticas al
caso anterior:
Lmáx = T · (1+d/t ′)
Lmı́n = T · (1−d/t ′)
(2.14)
Se deduce que tanto el límite superior como el inferior deben calcularse estrictamente sobre
los coeficientes de la matriz de coste ti j donde el primer índice corresponde con el proceso raíz,
y el segundo índice corresponde con los nodos que se utilicen en la comunicación flat tree.
En caso contrario, los valores llevan asociados errores arbitrariamente grandes. En resumen,
no se puede ignorar la topología en el caso del cálculo de los límites para este esquema de
comunicaciones sin perder precisión.
Por último, podemos considerar la situación en la que una perturbación mínima en un enlace
del sistema ideal afecta a un enlace que participa en las comunicaciones. En ese caso, se
encuentra para el tiempo y para el límite superior, que:
T = S · t ′+d
Lmáx = S · (t ′+d)
(2.15)
Operando, se obtiene:
Lmáx = T · (1+d · (S−1)/(S · t ′+d)) (2.16)
Esta ecuación implica que cuando d → ∞, Lmáx → S · T y cuando d → 0, Lmáx → T . Es
decir, cuando se conocen los coeficientes ti j reales, aquellos que efectivamente participan en
la comunicación, y se define el valor teórico máximo en función del mayor de ellos, el error
que se comete está acotado:
T ≤ Lmáx = S ·máx(ti j)≤ S ·T (2.17)
donde los ti j corresponden exclusivamente a los enlaces que participan en el esquema de
comunicaciones flat tree.
De manera análoga, para el límite inferior:
Lmı́n = T · (1−d · (S−1)/(S · t ′−d)) (2.18)
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Esta ecuación implica que cuando d → t ′, Lmı́n → 0 y cuando d → 0, Lmı́n → T . Es decir,
cuando se conocen los coeficientes ti j correctos, y se define el valor teórico mínimo en función
del menor de ellos, el error que se comete está acotado:
0 ≤ Lmı́n = S ·min(ti j)≤ T (2.19)
donde los ti j corresponden exclusivamente a los enlaces que participan en el esquema de
comunicaciones flat tree.
En resumen, del análisis del algoritmo flat tree se extrae la conclusión de que no es posible
modelar con precisión el comportamiento de las comunicaciones en el nivel wan sin conocer
qué enlaces participan en el mismo. Se puede ignorar esta advertencia y utilizar los valo-
res máximos y mínimos de los coeficientes en la matriz de costes, más sencillos de obtener,
para dar límites máximos y mínimos al algoritmo, pero en ese caso se desconocerá el error
introducido en el modelo. Sólo cuando se conocen los enlaces y coeficientes ti j que efecti-
vamente participan en las comunicaciones se pueden establecer los errores asociados, usando
las ecuaciones anteriores.
La segunda parte de la operación Bcast utiliza un algoritmo binomial para copiar la infor-
mación a los procesos dentro de cada cluster. El nodo que ha recibido la comunicación flat
tree se convierte en el procesador raíz para este cluster. Sin pérdida de generalidad, vamos a
centrar el análisis en uno cualquiera de ellos, donde el nodo i va a comunicarse con todos los
demás utilizando un esquema de comunicaciones binomial.
La operación termina cuando todos los procesos reciben el mensaje. El tiempo de comuni-
cación corresponde a la comunicación más costosa en las distintas ramas del árbol binomial,
que solapan entre sí. Este tiempo puede ser acotado por un límite superior que corresponde a
la rama que acumule las comunicaciones más costosas del cluster.
La primera aproximación para simular la comunicación más costosa es utilizar el mayor coefi-
ciente de coste del cluster repetido tantas veces como enlaces tenga la rama más larga. Para el
límite inferior sucede algo similar. A partir del menor coeficiente de coste del cluster, repetido
tantas veces como enlaces tenga la rama más corta, se calcula el modelo de la comunicación
menos costosa.
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Figura 2.7: Árbol B3 y los dos modos de definir las ramas. Para los cálculos temporales, las ramas de cada árbol
binomial incluyen también los mensajes que se han enviado antes de llegar a ella.
Para analizar el algoritmo se redefine el concepto de las ramas del árbol binomial a nivel de
tiempo de comunicación para incluir también las comunicaciones que han tenido que emitirse
antes de comenzar cada rama (figura 2.7).
A partir del esquema de comunicaciones binomial, se encuentra que en un árbol binomial de
k nodos se realizan comunicaciones encadenadas, donde la comunicación más larga implica
M = ⌈log2(k)⌉ enlaces. Como las ramas del árbol binomial están balanceadas, el camino
más corto implicará N = ⌊log2(k)⌋ enlaces. Se vuelve a designar como T el tiempo real del
algoritmo binomial, que depende de la elección del nodo raíz.
Las ecuaciones del modelo que se obtienen para el caso binomial son similares a las obtenidas
para el caso del esquema flat tree:
Lmáx = M ·máx(ti j)
Lmı́n = N ·mı́n(ti j)
(2.20)
donde ahora los cálculos corresponden a los coeficientes de la rama que suma el mayor cos-
te y el menor coste, respectivamente. En ese caso, se pueden asignar valores de error a los
límites calculados. Y con un desarrollo similar al del caso anterior (todas las comunicacio-
nes en el árbol tienen el mismo valor ti j = t ′, excepto una, que pasa a tener t ′+ d o t ′− d),
se obtiene también información sobre la influencia del valor de los coeficientes en las ramas
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consideradas:
Lmáx = T · (1+d · (M−1)/(M · t ′+d)))
Lmı́n = T · (1−d · (N −1)/(N · t ′−d)))
(2.21)
Con lo que se pueden acotar los límites:
T ≤ Lmáx = M ·máx(ti j)≤ M ·T
0 ≤ Lmı́n = N ·mı́n(ti j)≤ T
(2.22)
obteniendo los coeficientes de la rama que suma el mayor coste y menor coste, respectiva-
mente.
Hay dos diferencias respecto al esquema flat tree a la hora de deducir cuál es la rama concreta
de mayor coste en un esquema binomial, para así escoger los coeficientes ti j correctos. La
primera es que ahora los procesadores pertenecen al mismo cluster y se espera que los enlaces
entre ellos sean similares. La segunda es que todas las ramas del árbol se procesan, y todos los
coeficientes se utilizan, por lo que se puede establecer una relación entre escoger el máx(ti j)
en la rama de mayor coste y escogerlo en el árbol binomial completo. Por simetría, se obtiene
que:
máx(ti j)rama más costosa ≤ máx(ti j)árbol binomial ≤ M ·máx(ti j)rama más costosa (2.23)
Por tanto, podemos utilizar máx(ti j)árbol binomial, que es inmediato de obtener, y seguir teniendo
un error acotado. Algo análogo sucede con el límite inferior y min(ti j)árbol binomial. Las nuevas
ecuaciones del modelo son:
Lmáx = M ·máx(ti j)árbol binomial
Lmı́n = N ·mı́n(ti j)árbol binomial
(2.24)
donde ahora ti j recorren el árbol binomial completo. Y sus errores están acotados de la si-
guiente manera:
T ≤ Lmáx = M ·máx(ti j)árbol binomial ≤ M2 ·T
0 ≤ Lmı́n = N ·mı́n(ti j)árbol binomial ≤ T
(2.25)
Hay un caso particular que se debe considerar. Es posible que dentro de cada cluster existan
grupos de procesadores que se comunican con protocolos más eficientes. En ese caso el es-
quema binomial al nivel analizado sólo va a contactar con el representante del grupo, dejando
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las comunicaciones internas al protocolo más eficiente, probablemente también con un esque-
ma de comunicaciones binomial. Eso significa que parámetros como número de procesos y
coeficientes de coste de los enlaces de todo el árbol binomial hacen referencia únicamente a
los procesos que estén al mismo nivel y a los representantes de cada uno de los grupos, pero
no a los procesadores contenidos en el interior de ellos.
Nótese también que, para cada árbol binomial, los valores de M, N y ti j serán diferentes, por
lo que se definen tantos límites superiores e inferiores como clusters haya en el Grid.
Resumiendo, hasta el momento hemos obtenido valores máximos y mínimos para caracterizar
la comunicación flat tree en el nivel más externo de la operación colectiva, así como valores
máximos y mínimos para la comunicación binomial tree en cada cluster. Sus resultados son:
Lflatmáx = S ·máx(ti j)
Lflatmı́n = S ·mı́n(ti j)
Lbinomialmáx = M ·máx(ti j)
Lbinomialmı́n = N ·mı́n(ti j)
(2.26)
donde los coeficientes ti j de las ecuaciones flat tree hacen referencia a los enlaces que efectiva-
mente se usan en este nivel, mientras que los ti j de las ecuaciones binomiales hacen referencia
a todos los enlaces internos del árbol binomial en el cluster. Bajo estas condiciones se conocen
los errores aceptados de los valores máximos y mínimos:
T flat ≤ Lflatmáx ≤ S ·T flat
0 ≤ Lflatmı́n ≤ T flat
T binomial ≤ Lbinomialmáx ≤ M2 ·T binomial
0 ≤ Lbinomialmı́n ≤ T binomial
(2.27)
A continuación estableceremos las ecuaciones para la operación completa a partir de estos
límites superiores e inferiores.
El tiempo total de la operación debe tener en cuenta tanto el tiempo calculado para el algoritmo
flat tree como el calculado para el algoritmo binomial tree dentro de cada cluster, atendiendo
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a que las comunicaciones dentro de cada uno no comienzan hasta haber sido seleccionados
por el algoritmo de primer nivel. El límite superior global se construye de manera inmediata
como la combinación secuencial del límite superior del esquema flat tree y del binomial. De
manera general, estas comunicaciones pueden solaparse en el tiempo, por lo que considerarlas






Si se cumplen las condiciones de selección de coeficientes, estos tiempos están acotadas por:
T flat +T binomial ≤ Lbcastmáx ≤ S ·T flat +(Mmc)2 ·T binomial (2.29)
donde S es el número de clusters, mc es el cluster con el mayor Lbinomialmáx , M
mc es la parte entera
por exceso del logaritmo en base 2 del número de nodos del cluster mc, y T flat y T binomial son,
respectivamente, el valor real del tiempo de comunicación en el flat tree y el valor real del
tiempo de comunicación en el binomial tree en ese cluster.
De manera análoga, se puede definir un límite inferior global como la combinación paralela






De nuevo, con las condiciones impuestas sobre los coeficientes de cada término, estos valores
están acotados por:
0 ≤ Lbcastmı́n ≤ mı́n(T flat,T binomial) (2.31)
En resumen, el tiempo de ejecución de la operación colectiva Bcast en un Grid genérico
está acotado entre Lbcastmáx y L
bcast
mı́n , que pueden ser calculados a partir de la matriz de costes de
comunicación. Estos costes dependen de características físicas de los enlaces, de la topología
del Grid y del tamaño del mensaje. Y, bajo ciertas condiciones, los límites globales, pueden
ser acotados para proporcionar una medida del error de la aproximación.
El principal problema de esta aproximación es conocer a priori cuáles son los coeficientes ti j
involucrados en las comunicaciones entre clusters y dentro de los clusters. Las asociaciones
entre procesos y nodos, de manera general, no están bajo el control del usuario. De manera
que hay que introducir conocimiento de la topología en el modelo para obtener estos valores.
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2.4.2. MPI_Scatter
En una operación MPI_Scatter, el proceso raíz envía el contenido de su buffer de comuni-
caciones, dividido en n fragmentos, a los procesos del grupo, de tal manera que el proceso de
rango i recibe sólo el i-ésimo fragmento. Conceptualmente equivale a enviar desde el proce-
so raíz un mensaje a cada proceso, ordenados por rango, con sólo un fragmento del mensaje
total.
La implementación utiliza un esquema de comunicaciones combinación de flat tree y bino-
mial tree como en el caso del Bcast. Sin embargo, el tamaño de las comunicaciones no es
constante sino que depende del nivel en que esté situado el nodo destino. Cada comunicación
tiene que llevar los datos pertenecientes al nodo destino y a todo el árbol de comunicaciones
que parte de ese. En el nivel superior, con el algoritmo flat tree, cada comunicación tiene un
tamaño proporcional al número de nodos de cada cluster. En los siguientes niveles, en cada
paso discreto del algoritmo binomial tree, cada comunicación reduce su tamaño a la mitad.
En el modelo de la matriz de costes, cada valor ti j depende del tamaño del mensaje. Siendo
el menor mensaje de tamaño w, que consideraremos como tamaño base, el mayor mensaje
tendrá un tamaño Nm ·w, donde Nm es el número de nodos en el cluster con mayor número de
nodos (cluster m). Este mensaje sucede en el nivel del algoritmo flat tree. Alternativamente,
para ocultar detalles de la topología, su puede sustituir el número de nodos del cluster, Nm,
por el número total de nodos del Grid, N.
Hacemos dos suposiciones. Primera, que los valores de la matriz de coste aumentan al aumen-
tar el tamaño del mensaje. Segunda, que el coeficiente ti j para el mensaje de tamaño N ·w es
aproximadamente igual a N · ti j, donde ti j corresponde a la matriz de costes para el mensaje w.
En ese caso, se puede utilizar esta nueva matriz de coste, con el tamaño de mensaje ampliado,
para calcular el límite superior con las mismas ecuaciones que en el caso del Bcast. Para el
límite inferior se puede utilizar la misma expresión que en el caso del Bcast utilizando la
matriz de coste con el tamaño de mensaje base, es decir:
Lscattermáx (mensaje de tamaño w) = L
bcast
máx (mensaje de tamaño w ·N)
= N ·Lbcastmáx (mensaje de tamaño w)
Lscattermı́n (mensaje de tamaño w) = L
bcast
mı́n (mensaje de tamaño w ·N)
= N ·Lbcastmı́n (mensaje de tamaño w)
(2.32)
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2.4.3. MPI_Gather
Es la operación recíproca a MPI_Scatter. Cada proceso del grupo, incluido el proceso raíz,
envía el contenido de su buffer de comunicaciones al proceso raíz. Éste recibe los mensajes y
los almacena ordenados por el rango del emisor. El resultado es conceptualmente equivalente
a que todos los procesos, ordenados por rango, envíen un mensaje al proceso raíz que los
almacena de forma consecutiva para obtener el conjunto de todos los valores.
Utiliza un esquema de comunicaciones combinación de flat tree y binomial tree como en
el caso del Bcast, recorriéndose ahora de abajo hacia arriba. De nuevo el tamaño de las
comunicaciones no es constante, sino que depende del nivel en que esté situado el nodo origen.
Cada comunicación tiene que enviar los datos pertenecientes a su nodo y a todo el árbol
de comunicaciones que parte de ese. En el nivel superior, con el algoritmo flat tree, cada
comunicación tiene los mensajes más grandes, con un tamaño que es, de nuevo, proporcional
al número de nodos de cada cluster. Las ecuaciones coinciden con las del caso anterior:
Lgathermáx (mensaje de tamaño w) = L
bcast
máx (mensaje de tamaño w ·N)
= N ·Lbcastmáx (mensaje de tamaño w)
Lgathermı́n (mensaje de tamaño w) = L
bcast
mı́n (mensaje de tamaño w ·N)
= N ·Lbcastmı́n (mensaje de tamaño w)
(2.33)
2.4.4. MPI_Reduce
La operación MPI_Reduce combina los elementos proporcionados en el buffer de comu-
nicaciones de cada proceso del grupo, utilizando una operación de reducción, y devuelve el
valor combinado al proceso raíz. La operación de reducción puede ser cualquiera de una lista
predefinida de operaciones (máximo, mínimo, suma, producto, AND lógico, AND binario, OR
lógico, OR binario, XOR lógico, XOR binario, valor máximo con el índice de cluster o valor
mínimo con el índice de cluster) o estar definida por el usuario. La operación debe ser aso-
ciativa. El esquema de comunicaciones resultante de esta operación depende de si la función
solicitada es o no conmutativa.
Para funciones conmutativas, se utiliza un esquema de comunicaciones combinación de flat
tree y binomial tree como en el caso del Bcast, que se recorre desde abajo hacia arriba. El
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tamaño de las comunicaciones es constante. Las ecuaciones coinciden con las del Bcast:
Lreducemáx (mensaje de tamaño w) = L
bcast
máx (mensaje de tamaño w)
Lreducemı́n (mensaje de tamaño w) = L
bcast
mı́n (mensaje de tamaño w)
(2.34)
Para funciones no conmutativas, no se pueden utilizar estos esquemas de comunicaciones
porque la distribución de procesos a lo largo del Grid impone un orden en el cálculo de la
operación. Para asegurar un orden y resultado correctos, el cálculo distribuido de la reducción
se sustituye por una operación de Gather hacia el proceso raíz y una reducción secuencial
en el mismo. Las ecuaciones coinciden con las del Gather. Se ignora conscientemente el
tiempo de cálculo de la función de reducción en el nodo raíz.
Lreducemáx (mensaje de tamaño w) = L
bcast
máx (mensaje de tamaño N ·w)
Lreducemı́n (mensaje de tamaño w) = L
bcast
mı́n (mensaje de tamaño N ·w)
(2.35)
La versión 1.2.4 de MPICH-G2 muestra una particularidad en la implementación de las ope-
raciones MPI_Scatter y MPI_Gather. En los mensajes punto a punto generados como
consecuencia de la operación colectiva se envían el tipo de datos especial MPI_PACKED en
lugar de los datos MPI_INT, MPI_LONG, MPI_FLOAT, MPI_DOUBLE, MPI_CHAR o simi-
lares, que tiene el mismo tamaño de los datos que empaqueta más un byte de control, de mane-
ra que el tamaño de mensaje aumenta en un byte respecto al esperado. Debido al intercambio
de mensajes de este tipo de datos, aparece, para cada nodo, un nuevo mensaje al terminar las
comunicaciones flat tree y binomial tree que sirve para convertir entre el tipo empaquetado
y el tipo de datos nativo. Esta comunicación es interna al nodo, se implementa utilizando la
operación SendRecv, pero no pasa a la red. Puesto que la función MPI_Reduce reutiliza
las implementaciones de MPI_Bcast y MPI_Gather, también aparecen comunicaciones
con el tipo de datos nativo para funciones de reducción conmutativas y con el tipo de datos
MPI_PACKED para funciones de reducción no conmutativas.
2.4.5. MPI_Barrier
Esta función bloquea el proceso hasta que todos los miembros del grupo la hayan ejecutado,
momento en el que termina. De esta manera se obtiene una barrera de sincronización entre
todos los procesos.
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Figura 2.8: Algoritmo de comunicación en hipercubo. Los nodos se codifican mediante una secuencia binaria de
bits, de manera que los nodos conectados difieren en un único dígito. En la figura aparecen las primeras
comunicaciones (señal esperar) de los nodos 000 y 100 a sus vecinos.
Utiliza un algoritmo flat tree para sincronizar los procesos entre los distintos clusters del Grid
y un algoritmo de comunicación en hipercubo para sincronizar los procesos dentro de cada
cluster. El algoritmo binomial tree no se considera adecuado por tener una latencia variable.
En el nivel superior cada proceso del conjunto, un proceso representativo por cada cluster,
envía un mensaje vacío, funcionando como señal esperar, a todos los otros procesos y
recibe también un mensaje vacío del resto de procesos, mensaje que funciona como señal
continuar, como se ve en la figura 2.8. Nótese que en el modelo de comunicaciones de
matriz de costes, el coste del mensaje vacío no es nulo. En las operaciones colectivas ante-
riores se ha asumido que este coste es proporcional al tamaño del mensaje, lo que es una
aproximación válida para grandes tamaños de mensaje. La matriz de coste que estamos utili-
zando ya tiene en consideración un valor no nulo para el tamaño de mensaje nulo.
En el nivel superior cada nodo envía S mensajes consecutivos y recibe S mensajes conse-
cutivos, siendo S el número de clusters presentes en el Grid. En total se realizan 2 · S pasos
discretos. Las ecuaciones son:
Lflatmáx = 2S ·máx(ti j)
Lflatmı́n = 2S ·mı́n(ti j)
(2.36)
donde ti j son las comunicaciones entre un proceso representativo por cada cluster y los pro-
cesos de las otras.
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En los niveles inferiores, cada proceso envía un mensaje vacío a sus log2(k) vecinos en el
hipercubo definido en el cluster, siendo k el número de procesos en el cluster, y espera un
mensaje vacío de sus log2(k) vecinos en el hipercubo. En caso de que el hipercubo esté in-
completo porque no haya procesadores disponibles suficientes, se simulan los procesos vir-
tuales necesarios pero que no reciben ni generan mensajes. Cada nodo de cada cluster envía
K mensajes consecutivos y recibe K mensajes consecutivos, siendo K = log2(k). En total son
2 ·K pasos discretos. Las ecuaciones son:
Lhipercubomáx = 2K ·máx(ti j)
Lhipercubomı́n = 2K ·mı́n(ti j)
(2.37)












La versión 1.2.4 de MPICH-G2 muestra una particularidad en la implementación de la función
MPI_Barrier. La librería lanza una barrera al terminar el programa en caso de que lo
considere necesario, por ejemplo, cuando se han realizado operaciones colectivas en algún
momento pero no se ha forzado una barrera posterior.

CAPÍTULO 3
MÉTODOS ITERATIVOS EN ARQUITECTURAS
DISTRIBUIDAS
Este capítulo analiza y modeliza una librería de álgebra matricial dispersa que hace uso simul-
táneamente de paralelismo de datos y paralelismo por pase de mensajes. En primer lugar, se
muestran someramente las principales técnicas de resolución iterativa de sistemas lineales de
ecuaciones. A continuación, se discuten las características de la librería PARAISO. Finalmen-
te, se caracterizan las computaciones y comunicaciones de la librería para definir un modelo
de coste de los diferentes algoritmos que la componen.
3.1. Métodos iterativos
Muchas aplicaciones de cálculo científico necesitan la resolución de grandes sistemas de ecua-
ciones lineales. Su forma básica es una ecuación matricial A · x = b, donde, a partir de A y b,
se resuelve x. La estructura de la matriz A depende de la aplicación [86][17][229].
Los sistemas con una matriz de coeficientes densa pueden ser atacados por métodos direc-
tos, basados en factorizaciones. Pero cuando las matrices de coeficientes tienen una forma
característica y un elevado número de entradas nulas, formando lo que se denominan matrices
dispersas, se utilizan otro tipo de técnicas que, como son los métodos iterativos, que se adap-
tan mejor a estos patrones y que resultan más eficientes en términos de tiempo y restricciones
de memoria [86][17].
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Los métodos iterativos [28] son un amplio conjunto de técnicas que usan aproximaciones su-
cesivas para obtener una solución más precisa de un sistema lineal en cada etapa, bien a través
de la relajación de coordenadas o basándose en procesos de proyección que representan una
forma canónica de un subespacio para la extracción de la solución aproximada. Los primeros
son los métodos estacionarios. Basados en la relajación de coordenadas, se comienza con una
solución aproximada y se modifican los componentes de la aproximación hasta que alcanza
la convergencia. Las iteraciones pueden expresarse como: Xk = A · xk−1 +b. Por el contrario,
los métodos no estacionarios están basados en la idea de secuencias ortogonales de vectores.
Los más populares pertenecen al denominado conjunto de los métodos del subespacio de Kry-
lov. Dado un sistema lineal A · x = b, un vector solución inicial x0 y un vector residuo inicial
r0 = b−A ·x0, se define el subespacio de Krylov Ki(A,r0) de dimensión i como el subespacio
cubierto por los vectores r0, A · r0, A2 · r0... Ai−1 · r0.
Dependiendo de las características de la matriz que define el problema es preferible aplicar
unos métodos u otros. La elección del método iterativo adecuado para un problema representa-
do por un sistema lineal concreto es de especial importancia para obtener un buen rendimiento,
o incluso para alcanzar la convergencia.
El mejor método a aplicar depende del patrón y características de la matriz de coeficientes,
por lo que esta información debe estar disponible para el usuario. Un posible esquema para la
selección del método iterativo se ofrece en la bibliografía [28][186]. Muchas veces, es posible
modificar la matriz de coeficientes buscando unas características más favorables al método
iterativo, lo que da lugar a una mejora del rendimiento al reducir el número de iteraciones pa-
ra obtener la solución. Un precondicionador es una transformación del sistema lineal original
en otro con la misma solución, pero más rápido de resolver con un método iterativo. Usando
precondicionadores se mejora la convergencia y la eficiencia de los métodos iterativos, aun-
que, en general, su eficacia depende de la elección particular de precondicionador y método.
La reducción en el número de iteraciones debe compensar el coste de creación y aplicación
del precondicionador.
En cualquier método iterativo se encuentran varios núcleos computacionalmente costosos:
productos escalares, actualizaciones de vector, producto matriz dispersa-vector o cálculo del
precondicionador. Entre ellos, el producto matriz dispersa-vector consume la mayor parte de
tiempo de cálculo en cada una de las iteraciones del método, lo que exige una implementación
eficiente.
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Figura 3.1: Formato de matriz dispersa comprimido por columnas, CSC.
Las matrices dispersas son estructuras de datos irregulares. En ellas, la mayoría de los ele-
mentos son nulos. Para sistemas lineales grandes, no es posible almacenarlos como arrays,
sino que deben ser representadas utilizando formatos especiales, comprimidos, para aprove-
char los recursos del sistema [28]. Esto genera un patrón de accesos irregulares que hace más
difícil implementar algoritmos eficientes. Se almacenan únicamente los elementos no nulos
y las posiciones que ocupan. Existen diversos esquemas de almacenamiento para matrices
dispersas, como Compressed Sparse Column (CSC) y Compressed Sparse Row (CSR).
El formato CSC, por ejemplo, utiliza tres vectores para describir la matriz. El primero (d)
contiene los valores de las entradas no nulas de la matriz ordenadas por columnas. El segundo,
el índice de la columna de esas mismas entradas (rowind). Y el tercero, indica el comienzo de
cada fila (col ptr). Un ejemplo simple de este almacenamiento se muestra en la figura 3.1.
Los métodos iterativos son populares en implementaciones paralelas, y existen diversas pro-
puestas disponibles como librerías. En este capítulo examinaremos la implementación de una
de estas librerías para extraer un modelo de su rendimiento.
3.2. PARAISO
La resolución de sistemas lineales de ecuaciones con un modelo de programación de para-
lelismo de datos, por ejemplo en High Performance Fortran (HPF), es poco eficiente para
matrices dispersas irregulares. El problema principal reside en la dificultad de adaptar los
accesos irregulares propios de estas operaciones matriciales a los modelos de datos disponi-
bles en el lenguaje. El uso de formatos comprimidos para almacenar las matrices dispersas
dificulta aún más el análisis de las distribuciones de datos, e impiden que los compiladores
reconozcan el paralelismo existente y eliminen sincronizaciones y comunicaciones redundan-
tes. En la bibliografía se ofrecen técnicas para resolver estos problemas con nuevas directivas
de distribución de datos y funciones intrínsecas [72][76]. En las especificaciones de HPF-2 se
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incluyeron distribuciones y directivas que pueden facilitar la implementación de problemas
irregulares, pero que no estaban disponibles en el momento del desarrollo de esta librería.
PARAISO (Parallel Iterative Solver) [186] es una librería de métodos iterativos desarrollada
en el Departamento de Electrónica y Computación de la USC. Implementa nuevas técnicas
para explotar el paralelismo de los métodos iterativos aplicados a sistemas lineales disper-
sos usando funciones intrínsecas de HPF en los núcleos computaciones críticos: productos
escalares, actualizaciones vectoriales, producto matriz dispersa-vector y precondicionado-
res [34][36]. Una segunda versión de la librería se ha desarrollado añadiendo el modelo de
programación de pase de mensajes para ciertas operaciones críticas [42][35]. Originalmente
fue diseñada para una arquitectura concreta, pero el uso de HPF y MPI facilita su portabilidad
a otros sistemas distribuidos.
La librería incluye los métodos iterativos de Gradiente conjugado (CG), Gradiente biconju-
gado (BiCG), Gradiente biconjugado estabilizado (BiCGStab), Gradiente conjugado cuadrá-
tico (CGS), Mínimo residuo generalizado (GMRES), Jacobi, Residuo casi mínimo (QMR)
y Sobrerrelajación sucesiva (SOR). Incorpora también los precondicionadores Jacobi, So-
brerrelajación sucesiva simétrica (SSOR), Factorización Incompleta (ILU(0)), Factorización
Incompleta con Umbral ILUT, precondicionador polinomial de Neumann y precondicionador
polinomial por mínimos cuadrados.
El modelo de programación de paralelismo de datos requiere que la distribución de los datos
en las memorias locales ofrezca un buen balanceo para ser eficiente. La matriz dispersa de
coeficientes es almacenada en un formato apropiado, por ejemplo en CSC, que utiliza tres
vectores unidimensionales, y el vector de términos independientes como un array unidimen-
sional.
Los métodos iterativos no estacionarios realizan en cada iteración operaciones de producto
escalar, actualización de vectores y productos matriz-vector. Como los vectores y la matriz
están distribuidos entre los procesadores, son necesarias comunicaciones en cada iteración.
Una implementación eficiente tratará de minimizarlas mediante la alineación apropiada de
vectores, uso de funciones propias del lenguaje, y distribuciones de datos permitidas por HPF.
En este capítulo se caracterizan los códigos irregulares MPI de PARAISO antes de su ejecu-
ción, desarrollando modelos para la predicción del rendimiento. Esto proporciona información
valiosa acerca de aspectos teóricos y prácticos de los métodos iterativos que pueden ayudar al
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usuario a comprender y optimizar la ejecución de estos métodos sobre problemas concretos.
El objetivo es caracterizar el coste de la resolución de sistemas lineales por métodos iterati-
vos a partir información específica del problema, como el tamaño o el patrón de la matriz de
coeficientes que lo describen. Si además incorporamos modelos analíticos simples de la ar-
quitectura de la máquina, es posible estimar el coste de las computaciones y comunicaciones,
y, así, realizar una estimación del tiempo de computación de cada iteración del método.
3.3. Caracterización de las computaciones
La librería PARAISO fue desarrollada para una arquitectura concreta que incluía herramientas
de análisis de datos de traza sobre código instrumentalizado en forma de número y volumen
de mensajes de cada línea. El análisis se extendió con métricas propias, instrumentalizando el
código y las librerías del sistema, para obtener información precisa sobre qué procesador envía
y recibe cada mensaje. Con todo ello, se obtiene un resumen completo de las computaciones
y comunicaciones, más una visión detallada de los eventos de comunicación, que permiten
reconstruir el patrón de comunicaciones para los distintos núcleos computacionales.
Entre los núcleos más costosos computacionalmente dentro de la librería PARAISO encontra-
mos el producto matriz dispersa vector, que aparece dentro de cada iteración de todos los mé-
todos disponibles en la librería. Su implementación debe ser lo más eficiente posible porque
determina el rendimiento global del método. Éste es uno de los núcleos que se han convertido
a MPI para su optimización. Otro de los núcleos computacionales costosos es la resolución
triangular dispersa, que se utiliza en ciertos precondicionadores como las factorizaciones in-
completas o el SSOR. Estos métodos reutilizan las mismas rutinas que en el caso producto
matriz dispersa vector, y necesitan una etapa previa de preprocesamiento para la formación
del precondicionador, para luego aplicar dicho precondicionador en cada iteración.
3.3.1. Producto matriz dispersa-vector en HPF
El producto matriz dispersa-vector tiene un coste crítico en las funciones de PARAISO. La
librería implementa este núcleo para matrices almacenadas en formatos CSC y CSR. En estos
códigos, los vectores x e y del problema están alineados y distribuidos en forma BLOCK, pa-
ra aumentar la eficiencia de las actualizaciones de vector y los productos escalares. Los lazos
del producto matricial son paralelizables, pero las indirecciones y el desalineamiento de los
vectores de la matriz dispersa impiden detectarlo automáticamente [72]. Se ha podido reorga-
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1 INTEGER, DIMENSION(N+1) :: colptr
2 INTEGER, DIMENSION(Z) :: rowind
3 REAL, DIMENSION(Z) :: d
4 REAL, DIMENSION(N) :: x
5 REAL, DIMENSION(N) :: y
6 REAL, DIMENSION(Z) :: aux
7 LOGICAL, DIMENSION(Z) :: segment
8
9 !HPF$ ALIGN (:) WITH x(:) :: y
10 !HPF$ ALIGN (:) WITH d(:) :: rowind, aux, segment
11 !HPF$ DISTRIBUTE (BLOCK) :: d, x
12 !HPF$ DISTRIBUTE (*) :: colptr
13
14 y = ZERO
15 aux(colptr(:N)) = x
16 aux = COPY_PREFIX(aux, SEGMENT = segment)
17 aux = d * aux
18 y = SUM_SCATTER(aux, y, rowind)
Figura 3.2: Código optimizado del producto matriz dispersa-vector en HPF para la librería PARAISO.
nizar el código, apoyándose en vectores auxiliares para reemplazar estos lazos por llamadas a
procedimientos intrínsecos y de librería, de manera que se obtiene una implementación efec-
tivamente paralela [76][224][197]. El código aparece en la figura 3.2. Los detalles pueden
consultarse en la bibliografía [36].
La segunda versión de la librería PARAISO sustituye núcleos básicos basados en operaciones
intrínsecas por una implementación basada en programación por pase de mensajes, utilizando
MPI, donde se programan explícitamente los intercambios de datos y cálculos. De esta mane-
ra, las operaciones que involucran vectores, como actualizaciones o productos, se mantienen,
pero las operaciones con la matriz se reimplementan. Esto proporciona mayor control sobre
los datos y permite obtener un buen balanceo de la carga de computación.
El principal problema para implementar el nuevo núcleo del producto matriz-dispersa vector
es la distribución de los datos entre las memorias locales. Las distribuciones disponibles en
HPF no son adecuadas para operaciones con la matriz dispersa. Así que resulta necesario hacer
redistribuciones de datos desde la distribución BLOCK utilizada por los vectores provenientes
de los núcleos HPF, a una que sea eficiente para la matriz en MPI, distribución cíclica, y
viceversa. Este intercambio origina altos volúmenes de comunicaciones. Se debe escoger una
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Figura 3.3: Distribución BSC de una matriz dispersa en una red de 2×2 procesadores.
nueva distribución más apropiada para explotar el pase de mensajes con buen balanceo de la
carga, y se ha comprobado que BCS (Block Column Scatter) obtiene buenos resultados para
los métodos de esta librería [194].
La distribución BCS utiliza una proyección cíclica de la matriz sobre una malla de P×Q
procesadores. La matriz se divide de acuerdo a una plantilla P×Q y cada procesador toma
los valores no nulos que coinciden con su posición en la plantilla, y los almacena localmente
en un esquema CSC, con tres vectores, tal como se ejemplifica en la figura 3.3.
3.3.2. Producto matriz dispersa-vector en MPI
Como se ha comentado, para la ejecución eficiente del producto matriz dispersa-vector, te-
niendo en cuenta la distribución BCS de la matriz, es necesario, en cada iteración del método,
redistribuir el vector de entrada x, desde una distribución por bloques a otra cíclica por colum-
nas. A continuación se realiza el producto, obteniendo un vector con una distribución cíclica
por filas. Finalmente, se redistribuye a bloques para obtener el vector de salida y. En la figura
3.4 se muestra este proceso.
Las operaciones para la primera redistribución son las siguientes:
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1 FOR i in iteraciones:
2 operaciones HPF




7 xcc = redistribuir_block2cyclic_cols(x)
8 ycr = producto_matriz_dispersa_vector(A, xcc)
9 y = redistribuir_cyclic_rows2block(ycr)
10 return y
Figura 3.4: Esquema del producto matriz dispersa-vector en MPI para la librería PARAISO.
– etapa de preprocesamiento, donde se calcula una única vez, y sin comunicaciones, qué
datos van a ser enviados a cada procesador y con qué desplazamiento (stride).
– comunicaciones por filas con una operación colectiva MPI
– comunicaciones por columnas con una operación colectiva MPI, para completar los
datos en cada procesador
En la segunda redistribución, dada la redundancia de datos, sólo es necesaria una etapa de
comunicaciones por columnas.
El modelo de rendimiento propuesto determina el número de FLOPs de cada núcleo compu-
tacional de PARAISO en función de parámetros del problema y, basándose en ese dato, mo-
dela el número de FLOPs para una iteración de cada método. Debemos diferenciar entre el
número de FLOPs para la primera iteración y el número de FLOPs para cada una de las restan-
tes iteraciones, ya que la primero iteración suele ser más costosa por las inicializaciones y el
cálculo del criterio de parada. A pesar de que no poder predecir a priori el número de iteracio-
nes necesarias para la convergencia, se puede comparar el coste computacional relativo de los
métodos a partir del coste por iteración. En este caso, los FLOPs son una medida adecuada,
porque los métodos iterativos en PARAISO dependen fundamentalmente de computaciones
en punto flotante.
En el análisis se incluye también el número de FLOPs por cada precondicionador. En estos
casos se consideran los costes de construcción y de aplicación del precondicionador en la ite-










Tabla 3.1: Núcleos básicos. Modelo de FLOPs para núcleos básicos, siendo n la dimensión de la matriz y a el
número de entradas no nulas de la matriz. El núcleo spmatvec corresponde al producto matriz
dispersa-vector, spmatvectrans a su traspuesta y dot product al producto escalar.
ración. Pero son sólo estimaciones ya que pueden ser necesarios parámetros solo disponibles
en tiempo de ejecución para modelar el funcionamiento de algunos precondicionadores.
Tanto en precondicionadores como en núcleos computacionales, la estimación obtenida ofre-
ce expresiones algebraicas sencillas que tienen en cuenta parámetros de la matriz dispersa,
como el número de elementos no nulos (a) o su dimensión (n), y cierta información sobre
las operaciones, como el grado del polinomio en algunos precondicionadores (g). En aquellos
casos donde la estimación depende de parámetros dinámicos, como el patrón de la matriz de
coeficientes, se asumen valores por defecto para estos parámetros para realizar la estimación
sobre un caso representativo.
A partir de los valores obtenidos utilizando contadores hardware en la ejecución de los dife-
rentes núcleos computacionales, métodos y precondicionadores, hemos obtenido las ecuacio-
nes básicas simplificadas para operaciones en punto flotante. Un análisis detallado de cómo
derivar estas ecuaciones se puede consultar en [186][35][37][39][40][38]. Los resultados se
muestran en las tablas 3.1, 3.2 y 3.3.
3.4. Caracterización de las comunicaciones
El esquema de comunicaciones generado por estos métodos es fundamental para predecir su
rendimiento. La mayor parte de las herramientas para análisis automático se enfocan en el pro-
tocolo de pase de mensajes, haciendo una recolección de datos en tiempo de ejecución para
posteriormente analizar las trazas y evaluar el rendimiento. El proceso implica instrumen-
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Tabla 3.2: Métodos iterativos. Modelo de FLOPs para los métodos iterativos, siendo n la dimensión de la matriz, a
el número de entradas no nulas de la matriz y r el parámetros restart para el método GMRES.





iluT: 2a+(2n3 −n2 +n)/2 2a+(2np −1)n
+log(np +a)
lsquares: a+(11(g+1)+19)(g+1)/2 2g(a+n)
Tabla 3.3: Precondicionadores. Modelo de FLOPs para los precondicionadores, siendo n la dimensión de la matriz,
a el número de entradas no nulas de la matriz, g el grado del polinomio en los precondicionadores de
Neumann y Mínimos Cuadrados, y np el número de entradas nuevas permitidas por fila en la
descomposición ILU(t).
talizar las rutinas de pase de mensajes y ejecutar para distintas configuraciones del sistema
paralelo.
Se analizan las comunicaciones presentes en el producto matriz dispersa-vector de la imple-
mentación MPI del núcleo, que está esquematizado en la figura 3.4 y representado visualmen-
te en la figura 3.5. El comportamiento del producto matriz dispersa vector desde el punto de
vista de las comunicaciones se divide en tres fases:
Primera. Redistribución del vector por bloques a cíclico por columnas. En primer lugar hay
una etapa de preprocesamiento en la que se determina dónde se ubican los datos que se van
a enviar a cada procesador, con que stride y qué numero de ellos. Este procesamiento sólo
se ejecuta una vez al principio del método y, dada la regularidad de las distribuciones, carece
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Figura 3.5: Producto matriz dispersa-vector en MPI en una red de 2×2 procesadores.
de comunicaciones. Para realizar la redistribución se efectúa una etapa de comunicación por
filas y, a continuación, otra por columnas para completar los datos que necesita cada proce-
sador. Cada una de estas etapas corresponde a una llamada a una operación de comunicación
colectiva en MPI: alltoallv por filas y allgatherv por columnas (figura 3.6).
Segunda. Reducción para obtener el vector de salida en todos los procesadores (distribución
cíclica por filas): allreduce.
Tercera. Redistribución del vector de salida de cíclico por filas a bloques. Vuelve a ser necesa-
ria una etapa de preprocesamiento en la que se determina la estructura el flujo de información,
otra vez carente de comunicaciones. En este caso, y puesto que hay redundancia de datos, hay
elementos que pueden ser descartados y sólo es necesaria una etapa de comunicación por
columnas. Corresponde a una comunicación colectiva de tipo alltoallv (figura 3.7).
3.4.1. Comunicaciones colectivas
Como acabamos de comentar, la reimplementación de los métodos de la librería se han uti-
lizado tres operaciones de comunicación colectiva. Cada una de ellas se utiliza varias veces,
tanto en las redistribuciones de datos entre MPI y HPF como en los núcleos. Las operaciones
son:
– alltoallv, donde se intercambian datos dirigidos por un vector de índices
– allgatherv, donde se hace una recolección de datos para repartirlos posteriormente
– allreduce, una reducción con una operación de suma
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Figura 3.6: Redistribución de un vector (N=19) de bloques a cíclico por columnas en una red de 2×2 procesadores.
En la literatura hay varios modelos para la implementación eficiente de estas colectivas como
árboles binarios, modelo postal [109], LogP [142] o LogGP [133], y algunas específicas de
la topología de red, como mallas, toroides o hipercubos [128][164]. En cualquier caso, una
implementación que minimice el coste de estas operaciones depende fuertemente de diversos
parámetros de la arquitectura y de cómo se ajuste el modelo abstracto de máquina paralela a
la usada para la implementación del algoritmo.
En cualquier caso, el coste de las operaciones colectivas que se precisa caracterizar pue-
de describirse como una combinación de ciertos bloques básicos: broadcast, reduce
y gather/scatter [168][26][27].
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Figura 3.7: Redistribución de un vector (N=19) de cíclico por filas a bloques en una red de 2×2 procesadores.
Operación broadcast. Envía un dato de un procesador determinado al resto de procesa-
dores que se usan en el ámbito de la operación. La implementación tradicional en un multi-
procesador se basa en un modelo de árbol minimum spanning tree, donde, recursivamente, la
difusión agrupa los nodos restantes en dos subconjuntos y envía los datos necesarios sólo a
los representantes de cada subconjunto hasta que se cubran todos los nodos del sistema. Para
p procesadores el coste de la operación se puede modelar por la siguiente expresión:
t(n) = ⌈log2(p)⌉ · (a+b ·n) (3.1)
donde a y b caracterizan la comunicación punto a punto usando un modelo lineal, siendo n es
el tamaño del vector.
Operación reduce. Obtiene un único resultado a partir de los datos distribuidos en todos los
nodos, aplicando una operación de combinación (aritmética en este caso). Las operaciones
son similares a las de difusión, pero en orden inverso, realizando en cada caso la operación
aritmética correspondiente. El coste de la operación puede expresarse del siguiente modo:
t(n) = ⌈log2(p)⌉ · (a+b ·n+ c ·n) (3.2)
donde c representa el coste de la operación de combinación.
Operación gather o scatter. Se implementa de forma análoga al broadcast, pero en
cada paso sólo son transferidos los datos con origen o destino en el subconjunto de nodos. Si
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el reparto de datos entre nodos está equilibrado, el coste puede caracterizarse por la siguiente
ecuación:
t(n) = ⌈log2(p)⌉ ·a+((p−1)/p) ·b ·n (3.3)
Combinando estos bloques podemos obtener expresiones algebraicas que modelen las opera-
ciones colectivas presentes en PARAISO. Los parámetros de ajuste se obtienen mediante un
ajuste por mínimos cuadrados sobre los tiempos de ejecución en sistemas reales.
Operación alltoallv
Se utiliza esta función en las redistribuciones de datos, usando comunicadores para operar sólo
entre las filas o columnas de la malla de procesadores. El modelo analítico es conceptualmente
equivalente a la concatenación de un gather de datos seguido de un broadcast. Usando
los bloques básicos, el modelo queda del siguiente modo:
t(n) = 2 · ⌈log2(p)⌉ ·a+((p−1)/p+ ⌈log2(p)⌉) ·b ·n (3.4)
Para aplicar estas ecuaciones, se deben realizar ajustes por tramos para mensajes pequeños,
intermedios y grandes para encontrar los coeficientes. Los límites dependen de la arquitectura
concreta del sistema paralelo y están definidos por parámetros de la arquitectura enmascarados
por el modelo. Las variaciones obtenidas entre el modelo y la realidad dan una medida de los
efectos de la arquitectura no modelados por esta ecuación de coste: topología de red, jerarquía
de memoria, efectos del sistema operativo, etc. Dependiendo del tamaño de mensaje n, los
parámetros a, b y c tendrán más o menos peso en la función de coste.
Operación allgatherv
Se utiliza esta función en las redistribuciones de datos de bloques a cíclico por columnas y
a cíclico por filas. El modelo corresponde a una operación de recolección donde el resultado
queda almacenado en todos los nodos, dirigido por un vector de índices. Resulta similar a
alltoallv, pero en este caso se envía el mismo conjunto de datos a todos los nodos:
t(n) = 2 · ⌈log2(p)⌉ ·a+((p−1)/p+ ⌈log2(p)⌉) ·b ·n (3.5)
La diferencia entre ambos modelos aparece en la interpretación de los parámetros a y b, que re-
flejan la diferencia entre acceder siempre a los mismos datos, como sucede en allgatherv,
o acceder a diferentes conjuntos de datos, en alltoallv.
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Operación allreduce
La operación de reducción es una suma de los productos parciales que se han calculado local-
mente en cada procesador dentro del núcleo del producto disperso matriz-vector, y el resulta-
do está accesible en todos los nodos. El modelado se hace en base a una reducción más una
difusión y el coste es equivalente a:
t(n) = 2 · ⌈log2(p)⌉ ·a+((p−1)/p+ ⌈log2(p)⌉) ·b ·n+ ⌈log2(p)⌉ · c ·n (3.6)
Para localizar el valor de los coeficientes se hace un ajuste en dos fases. Primero se ajusta la
ecuación 2 · ⌈log2(p)⌉ · a+K(p) · n para varios valores del número de procesadores. En un
segundo paso se ajuste K(p) sobre el número de procesadores p.
Con las ecuaciones obtenidas en los apartados anteriores para computaciones y comunica-
ciones se puede obtener una estimación completa del coste. Estos valores se desviarán de
los reales debidos a eventos no considerados, como costes de acceso a memoria, tiempos
de espera en comunicaciones o fallos cache. En particular, el modelo para la predicción del
rendimiento refleja una estimación optimista, pues no considera los tiempos de espera y desin-
cronizaciones propios de la implementación MPI de los núcleos básicos.







Este capítulo examina un programa de simulación de contaminación atmosférica basado en
modelos meteorológicos, centrándose en la rutina que consume la mayor parte de su tiempo
de ejecución. Se presenta brevemente el problema al que está orientada la simulación, para
continuar con un análisis del código que ha permitido identificar la parte más costosa. Una
vez determinada la rutina a estudiar, se ha llevado a cabo el modelado de sus computaciones
y comunicaciones.
4.1. Contexto
Consideramos los modelos de calidad del aire que se utilizan para el control de las emisiones
producidas por fuentes contaminantes como un caso particular de los problemas de ciencia e
ingeniería que procesan gran cantidad de datos, realizan cálculos computacionalmente costo-
sos y que requieren representaciones complejas para visualizar los resultados.
El objetivo de estas herramientas es encontrar una relación entre las sustancias que son emi-
tidas a la atmósfera, debidas a la actividad humana o causas naturales, y las concentraciones
de estas sustancias, y otras originadas por ellas, en la atmósfera. El análisis de esta relación
es esencial en los estudios de contaminación atmosférica. La potencia de cálculo de los siste-
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mas actuales hace posible construir modelos elaborados que consideran el comportamiento de
los procesos físicos, químicos y biológicos reales involucrados, sin necesidad de considerar
simplificaciones excesivas, y con un elevado nivel de precisión.
En este campo, una de las soluciones más extendidas para alcanzar este objetivo son los mo-
delos constituidos por conjuntos de ecuaciones que describen los aspectos físicos y químicos
del proceso y que, basándose en la representación matemática de los diferentes fenómenos
de transporte y transformación que puede experimentar, tratan de calcular la distribución de
una sustancia que se emite a la atmósfera. Matemáticamente, estas aplicaciones requieren la
integración de un sistema de ecuaciones diferenciales ordinarias no lineales acopladas, que se
resuelven, por ejemplo, utilizando un método de diferencias finitas. Estos métodos son compu-
tacionalmente costosos y la paralelización es fundamental para obtener tiempos de ejecución
adecuados en aplicaciones reales.
STEM-II (Sulphur Transport Eulerian Model 2) es un modelo de calidad del aire que simula la
dispersión de elementos contaminantes a través de la atmósfera [57][55][56]. En este capítulo
se extrae un modelo computacional de la versión paralela de este código para caracterizar y
evaluar su rendimiento.
De manera independiente, este modelo también puede ser utilizado en estrategias de balanceo
dinámico de la carga para determinar buenas distribuciones del espacio de simulación entre
los recursos disponibles. El problema del balanceo es crítico para la aplicación de este código.
Para obtener el rendimiento óptimo es necesario realizar un balanceo efectivo de la carga del
programa entre los diferentes nodos de computación, evitando que alguna de las unidades de
procesamiento esté ociosa. Encontrar una solución óptima al balanceo es un problema NP
completo, por lo que es habitual hacer uso de soluciones heurísticas y aproximadas, que se
pueden obtener aplicando estos modelos.
4.2. STEM-II
Las centrales térmicas constituyen una de las fuentes de contaminación atmosférica más sig-
nificativas en la actualidad. Para llevar a cabo el control y prevención de la contaminación
generada y minimizar el impacto ambiental es necesario un control estricto del proceso de
producción, pero también resulta imprescindible la capacidad de simular escenarios posibles
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sobre la base de los datos reales. Para ello se necesitan modelos eficientes de los procesos
involucrados.
Los modelos STEM fueron desarrollados para proporcionar una base teórica en el estudio de
las relaciones existentes entre las emisiones de contaminantes, el transporte atmosférico y los
procesos químicos y de transformación, y la distribución resultante de los contaminantes en
el aire, así como, los patrones de deposición. STEM-II es un modelo numérico que no está
limitado a una escala o región específica, excepto por los datos de entrada disponibles y por
que los modelos físicos, químicos y meteorológicos son relativos a ciertas escalas de tiempo
y de longitud.
Este modelo necesita como datos de entrada información meteorológica como datos sobre
el viento, nubes, temperatura, precipitaciones, etc., junto con el inventario de emisiones, ve-
locidades de deposición, topografía y condiciones límite iniciales y finales. La fuente que
proporciona la información meteorológica es independiente del modelo. Como resultado, el
modelo proporciona las concentraciones de las especies tanto en fase gas como en fase lí-
quida, las velocidades de reacción, los flujos hacia el interior y el exterior del dominio, la
cantidad de especie depositada y las concentraciones de radicales e iones.
El modelo matemático en que se basa STEM-II se describe por medio de ecuaciones diferen-
ciales parciales tridimensionales y dependientes del tiempo. La ecuación base es la ecuación
de difusión atmosférica. La solución de esta ecuación requiere la integración de un sistema
de ecuaciones diferenciales ordinarias no lineales y acopladas. STEM-II resuelve este sistema
utilizando un método de diferencias finitas, que implica la definición de una malla tridimen-
sional, de modo que las variables del modelo se calculan en cada punto de esa malla.
El modelo se ha utilizado para verificar el impacto ambiental originado por una central térmi-
ca (en concreto, la localizada en As Pontes, A Coruña) en la producción de energía eléctrica
por medio de la combustión de carbón [74]. Debido a la alta humedad presente en el entorno
de la central y a las elevadas concentraciones de SO2 en las emisiones, era necesario modelar
procesos químicos en fase gas y en fase líquida para llevar a cabo un estudio completo del
comportamiento de los contaminantes. El entorno de interés para la central cubría una super-
ficie de 61×61 km2 centrada en las instalaciones, con resolución de 1×1 km2. Verticalmente,
alcanzaba los 4200 metros de altura, distribuidos en 15 niveles.
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Figura 4.1: Esquema funcional del modelo de difusión atmosférica STEM-II.
STEM-II tiene una estructura modular que le permite realizar, de manera separada, los distin-
tos pasos que comprende la simulación final de dispersión de contaminantes (figura 4.1). Los
módulos son:
– Módulo de transporte. En este bloque funcional se tienen en cuenta la emisión de po-
lutos desde fuentes puntuales y zonales, el transporte por advección, convección y di-
fusión turbulenta, y la variación espacial y temporal del viento, temperatura, presión,
vapor de agua, precipitaciones y los campos de nubes.
– Química. Este bloque engloba la modelización del desarrollo diurno y la disipación de
la capa de mezcla aérea, el tratamiento detallado de la topología y la radiación solar, y
la transformación de especies químicas en fases líquida y gaseosa.
– Deposiciones. Este bloque realiza la simulación del movimiento de polutos a niveles
bajos y a través de nubes, así como los procesos de precipitación de los mismos (depo-
sición seca y húmeda). STEM-II es un modelo diseñado para tratar procesos de deposi-
ción con detalle.
4.3. El código de la aplicación
STEM-II usa un gran número de variables: concentración de especies, temperatura, velocidad
del viento, índice de precipitaciones, etc. El programa necesita matrices de gran tamaño para
almacenar esta información en cada punto de la malla de simulación. La memoria total que
necesita el programa es proporcional al tamaño de la malla de simulación, siendo, además,
una aplicación computacionalmente muy intensa [205][171].
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1 STEM-II:
2 i1 <- calcular datos independientes del tiempo
3 for t in tiempo_de_simulación:
4 i2 <- calcular datos dependientes del tiempo
5 transporte_horizontal()
6 vertlq:
7 for loop_y in 1..nlz:












Figura 4.2: Pseudocódigo del programa STEM-II, donde iclfl corresponde a la comprobación fase_gas() y
fase_acuosa(). Los módulos más relevantes en la evaluación del rendimiento son asmm(), que calcula
parámetros de la interconversión de fases, vertcl(), que resuelve las ecuaciones del transporte vertical
para especies gaseosas y rxn(), que calcula las reacciones químicas en el eje z.
El programa se divide, según su funcionalidad, en tres grandes bloques: el módulo de trans-
porte horizontal, el módulo vertlq y el módulo de entrada y salida (figura 4.2). En el módulo
de transporte horizontal se calcula el transporte de especies en las dimensiones horizontales
x, y. La química más el transporte vertical se simulan en el módulo vertlq. Las principales
rutinas de este módulo son tres: asmm, que calcula los parámetros asociados a las nubes,
vertcl, que realiza los cálculos correspondientes al transporte vertical, y rxn, que implementa
las operaciones relacionadas con la química del programa. Por último, el módulo de entrada
y salida se encarga de proporcionar los datos necesarios para realizar los cálculos y devolver
los resultados.
STEM-II presenta una estructura de lazos similar a cualquier simulación basada en el método
de diferencias finitas. El programa secuencial consiste principalmente en cinco lazos anidados,
que destacan por su importancia en el peso computacional de la aplicación. El más externo
de estos lazos, loop_t, especifica la duración temporal del proceso de simulación, ya que cada
iteración del lazo simula un minuto de tiempo real. Dentro del módulo vertlq se encuentran
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los lazos loop_x y loop_y que recorren las dimensiones horizontales del espacio simulado, así
como un lazo interno, loop_trfl, que controla la velocidad de las reacciones en fase líquida.
Un último lazo, loop_z, se encuentra en el interior de la subrutina rxn y recorre la dimensión
espacial vertical.
La versión original del programa no es paralelizable de manera inmediata, ya que el lazo
temporal debe ser ejecutado de forma secuencial. Este lazo presenta dependencias verdaderas
entre iteraciones consecutivas, de manera que los resultados obtenidos en una iteración son la
base para los cálculos de la siguiente.
El módulo vertlq es la parte computacionalmente más costosa del programa y la paraleliza-
ción se ha centrado en ella [170]. Este módulo se ejecuta una vez en cada iteración del lazo
temporal y se encarga de realizar los cálculos relacionados con el transporte de las especies
en la dimensión espacial vertical y con la química de los procesos considerados en el mo-
delo. Recorre las dimensiones horizontales (x, y) a través de los dos lazos externos loop_x
y loop_y. En cada iteración de estos dos lazos se realizan operaciones relacionadas con la
dimensión vertical asociada a las coordenadas, es decir, se trabaja con la columna de puntos
de la malla 3D de simulación. Así mismo, se determina el tipo de fase que se debe emplear,
gaseosa o líquida. Las operaciones relacionadas con la fase líquida tienen una mayor comple-
jidad y peso computacional que las relacionadas con la fase gaseosa. Los lazos paralelizables
de este módulo, loop_x y loop_y, están perfectamente anidados y no presentan dependencias
entre iteraciones. Para poder aprovechar mejor de la jerarquía de memoria, se ha encontrado
que es preferible paralelizar únicamente el lazo más externo de los dos, loop_y.
Dentro de vertlq (figura 4.3), la rutina rxn, que se encarga de la química del problema, es, con
diferencia, la que consume la mayor parte de los operaciones en punto flotante del módulo,
utilizando típicamente del orden del 80% del tiempo total de ejecución del programa secuen-
cial [160]. Pero este valor es muy dependiente de los datos meteorológicos de entrada. En
particular, el número de puntos de la malla de simulación en los que haya que emplear la fase
líquida determinará realmente el peso computacional de rxn en el programa, ya que los cálcu-
los relacionados con la química en esta fase son mucho más costosos que los correspondientes
a la fase gas. Por tanto, la importancia de esta subrutina en el comportamiento del programa
viene determinado, en gran medida, por el tamaño del lazo que establece el número de ve-
ces que se ejecuta rxn dentro de vertlq, que está directamente relacionado con las reacciones
químicas que tienen lugar en esta fase.
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1 vertlq:
2 for loop_y in 1..nlz:







10 for loop_trfl in 1..mend:














Figura 4.3: Esquema de la estructura interna de la rutina vertlq.
La estructura interna de rxn es muy irregular y compleja, y presenta un gran número de saltos
condicionales (figura 4.4). Además, el número de iteraciones del principal lazo interno de esta
subrutina depende fuertemente de los parámetros de entrada. Para el modelado de su compor-
tamiento, por su importancia, se tiene que considerar el lazo externo loop_z que recorre la
dimensión vertical, once bifurcaciones y un bucle.
Realizando un análisis de las dependencias de datos de STEM-II se obtiene que la rutina rxn
puede paralelizarse en los tres lazos espaciales (x, y, z). Sin embargo, en un multicomputador
de memoria distribuida la paralelización de loop_z no es rentable debido a la sobrecarga in-
troducida por las comunicaciones que necesita [171]. En el esquema del código paralelo se
ve que, antes de comenzar con la región paralela del programa, las matrices que contienen
datos dependientes del tiempo son distribuidos entre los diferentes procesos. Por su parte, los
datos independientes del tiempo son distribuidos antes de comenzar el lazo temporal ya que
se mantienen constantes durante toda la ejecución. Cada procesador ejecuta el mismo código
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1 rxn:




6 if CE: sion()





12 for loop_tr in 1..mend1:
13 if C: liqrxn()









23 if C: sion()
24 if R: sion()
Figura 4.4: Esquema de la estructura interna de rxn.
paralelo sobre sus datos, y finalmente las matrices modificadas en la parte paralela son reco-
gidas para continuar con la parte secuencial del código. Este esquema se muestra en la figura
4.5.
Una de las conclusiones más importantes de este estudio es el hecho de que todas las varia-
bles que influyen en el comportamiento de estos bucles y bifurcaciones están relacionados
exclusivamente con parámetros meteorológicos, circunstancia que denota la relevancia de las
condiciones meteorológicas en el flujo de ejecución. El significado de los parámetros que
controlan las bifurcaciones están relacionados con la concentración de agua en las diferentes
fases, debido a que, como ya se comentado, el coste computacional de la rutina rxn es mucho
más elevado para la fase líquida que para la fase gaseosa.
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1 STEM-II se ejecuta en el proceso raíz
2 scatterv: datos independientes del tiempo
3 for t in tiempo_de_simulación:
4 scatterv: datos dependientes del tiempo
5 ejecutar en secuencial: transporte_horizontal()
6 scatterv: datos modificados
7 ejecutar en paralelo en cada procesador: vertlq()
8 gather: recuperar datos modificados
Figura 4.5: Esquema de comunicaciones entre procesadores para una ejecución paralela del código STEM-II. Hay
una sección de código que se calcula secuencialmente en el procesador raíz, para realizar a
continuación un reparto de la malla de simulación entre procesadores y ejecutar vertlq
independientemente en cada uno.
4.4. Caracterización de las computaciones
En este análisis se utilizó la librería PAPI [7][47] para acceder a los contadores hardware y
modelar el comportamiento de las regiones críticas del código. PAPI es altamente portable
está y bien soportada bajo Fortran, lo que resulta necesario para el código de STEM-II
Es factible abordar la modelización del tiempo de ejecución de vertlq a partir de los FLOPs
de rxn, puesto que existe una relación lineal entre ambos. Por lo tanto, para conseguir una
ejecución paralela balanceada es necesario obtener, para cada coordenada (x, y), una aproxi-
mación de los FLOPs ejecutados por la rutina rxn. Este resultado será empleado más adelante
como referencia en el reparto de tareas para conseguir una distribución balanceada de la carga
computacional.
Debido a la complejidad de su estructura interna (figura 4.6) no es fácil predecir el coste
computacional de la rutina rxn. El flujo principal de ejecución de la rutina es el principal
factor a tener en cuenta para estimar su volumen computacional. Se identificaron 9 parámetros
relacionados con los bucles y bifurcaciones más importantes de la rutina, aparte del lazo
loop_z, con los que se puede predecir el comportamiento del flujo de ejecución principal.
Estos parámetros tienen un carácter binario en el caso de las bifurcaciones, evaluando como 1
si se cumple la condición para bifurcar o con 0, en caso contrario. En el caso de los bucles, los
parámetros, reflejan el número de iteraciones. Estos parámetros presentan una fuerte relación
entre ellos ya que las condiciones de bifurcación son muy similares entre ellas o, en ocasiones,
antagónicas.
100 Capítulo 4. Simulación de contaminación atmosférica en arquitecturas distribuidas
1 rxn:




6 if [P1]: sion()





12 for loop_tr in 1..[P8]:
13 if [P4]: liqrxn()









23 if [P4]: sion()
24 if [P5]: sion()
Figura 4.6: Esquema de la estructura interna de rxn, en la que se muestran los parámetros Pi que controlan el flujo
principal de ejecución.
A priori no se puede identificar la influencia de estos parámetros en el comportamiento de la
rutina. Pero conociendo estos parámetros, es posible caracterizar el flujo principal de ejecu-
ción de rxn.
Por lo tanto, es necesario, por un lado, desarrollar un procedimiento que permita determi-
nar, con un bajo coste asociado, los valores de estos parámetros antes de ejecutar la parte
paralela del código y, por otro lado, obtener la relación entre los parámetros binarios y los
FLOPs ejecutados por rxn. Realizando un análisis de las variables que determinan el com-
portamiento de bifurcaciones y bucles, se puede comprobar que éstas dependen únicamente
de los datos de entrada meteorológicos y de los datos independientes del tiempo. Por tanto
es factible precalcular los parámetros antes de realizar el reparto de la carga, siempre que se
puedan conocer los datos meteorológicos correspondientes al instante simulado emulando la
ejecución de vertlq, pero utilizando tan sólo las operaciones relacionadas con el cálculo de las
4.4. Caracterización de las computaciones 101
P0 P1 P2 P3 P4 P5 P6 P7 P8 FLOPs desv
0 0 0 0 0 0 0 0 0 7715 724
1 0 0 0 0 0 0 0 0 10337 15
1 0 1 1 0 1 1 0 4 25531 1455
1 0 1 1 0 1 1 0 12 46298 2503
1 0 1 1 0 1 1 0 20 59153 979
1 0 1 1 0 1 1 0 60 167840 11262
1 1 0 1 1 0 0 1 4 21825 148
1 1 0 1 1 0 0 1 12 42885 707
1 1 0 1 1 0 0 1 20 60489 203
1 1 0 1 1 0 0 1 60 159078 2733
1 1 1 1 1 1 0 0 4 32124 972
1 1 1 1 1 1 0 0 12 66474 1743
1 1 1 1 1 1 0 0 20 97780 1722
1 1 1 1 1 1 0 0 60 264797 5139
Tabla 4.1: Media de los FLOPs de cada iteración del lazo externo loop_z de rxn para las distintas combinaciones de
parámetros Pi.
variables que afectan a los parámetros binarios. El volumen computacional de la operación es
despreciable frente al total de la rutina vertlq.
Para obtener la relación entre los parámetros y los FLOPs de rxn, se ejecutaron simulaciones
utilizando datos meteorológicos en los que están representados una amplia variedad de situa-
ciones climatológicas. Para cada iteración de loop_z en rxn se obtuvo el número de FLOPs y
los valores de los parámetros binarios.
Un primer análisis de los resultados refleja que, efectivamente, existe una fuerte relación entre
los parámetros, ya que sólo aparecen 14 combinaciones diferentes que se repiten a lo largo
de la ejecución del programa. Para distintas iteraciones del lazo con la misma combinación
de parámetros, se observa que los FLOPs medidos presentan valores muy similares, con una
desviación típica siempre menor del 10%, por lo que podemos considerar la media aritmética
de todos los valores asociados a cada una de las combinaciones como representante de cada
combinación. De esta forma, asociamos directamente cada combinación de parámetros con
su valor medio de FLOPs. Esta información se muestra en la tabla 4.1.
Aún se puede hacer una simplificación más en los parámetros, ya que se aprecian claramente
patrones. Un análisis de la tabla muestra que con tan sólo cuatro parámetros es posible deter-
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P0 P1 P2 P8 FLOPs desv
0 0 0 0 7715 724
1 0 0 0 10337 15
1 0 1 4 25531 1455
1 0 1 12 46298 2503
1 0 1 20 59153 979
1 0 1 60 167840 11262
1 1 0 4 21825 148
1 1 0 12 42885 707
1 1 0 20 60489 203
1 1 0 60 159078 2733
1 1 1 4 32124 972
1 1 1 12 66474 1743
1 1 1 20 97780 1722
1 1 1 60 264797 5139
Tabla 4.2: Media de los FLOPs de cada iteración del lazo externo loop_z de rxn para las distintas combinaciones de
parámetros Pi simples.
1 if P0==0:
2 FLOPs_z = 7715
3 else:
4 if P1==0 and P2==0:
5 FLOPs_z = 10337
6 else:
7 if P1==0 and P2==1:
8 FLOPs_z = 2500*P8 + 13000
9 if P1==1 and P2==0:
10 FLOPs_z = 2440*P8 + 12400
11 if P1==1 and P2==1:
12 FLOPs_z = 4150*P8 + 15700
Figura 4.7: Modelo del número de operaciones en punto flotante en un punto de la malla de simulación.
minar el comportamiento de rxn en FLOPs. Estos parámetros son P0, P1, P2 y P8, y producen
la simplificación que aparece en la tabla 4.2.
Cuando P1 o P2 toman un valor distinto de 0, el valor de los FLOPs asociados aumenta pro-
porcionalmente a P3. Así, a partir de los resultados obtenidos experimentalmente es posible
estimar el valor de FLOPs para cada iteración del lazo loop_z de rxn, una vez conocidos los
valores de estos cuatro parámetros, aplicando el algoritmo de la figura 4.7.
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El número total de operaciones para una ejecución de rxn será la suma de los valores calcu-
lados para cada una de las iteraciones del lazo loop_z. Por otra parte, teniendo en cuenta que
cada ejecución de rxn está asociada a una coordenada (x,y) del espacio simulado, los FLOPs
de vertlq estimados para cada coordenada se obtienen multiplicando los FLOPs calculados pa-
ra una ejecución de rxn por el número de veces que se ejecuta esta subrutina. Los parámetros
Pi dependen únicamente de los datos meteorológicos y éstos permanecen constantes duran-
te una ejecución de vertlq. El valor de la variable que determina el número de ejecuciones
de rxn dentro de vertlq depende exclusivamente de la meteorología y de datos atemporales,
y puede obtenerse de manera simultánea a la determinación de los valores de dichos cuatro
parámetros.
Al haber utilizado contadores hardware, los valores numéricos de las expresiones de la figura
4.7 tienen una dependencia directa con el tipo de arquitectura utilizada para realizar las me-
didas de los FLOPs. Si fuera necesario utilizar el modelo en otras arquitecturas habría que
recalcular los coeficientes de las expresiones, ya que sí se mantiene la dependencia entre el
tiempo de ejecución y los FLOPs. Un análisis detallado de la obtención de estas ecuaciones
puede encontrarse en la bibliografía [161][108][171].
4.4.1. Balanceo de carga
La primera versión paralela de STEM-II adopta una estrategia estática para el reparto de tareas
entre los procesadores, centrándose en el paralelismo de los lazos externos de la rutina vertlq
que recorren las dimensiones espaciales horizontales x, y. El principal problema que presenta
la estrategia de reparto equitativa es que el comportamiento de vertlq depende fuertemente
de los datos de entrada meteorológicos, que varían temporal y espacialmente a lo largo de
la ejecución del programa. Por tanto, aunque todos los procesadores actúen sobre el mismo
volumen de datos, el tiempo y los FLOPs consumidos pueden resultar muy dispares, dando
lugar a fuertes desbalanceos. Es difícil conseguir un balanceo de carga computacional repar-
tiendo equitativamente las coordenadas x, y del espacio simulado sin una caracterización más
profunda del comportamiento de las computaciones [110][177][103][89][63][152].
Para lograr un balanceo adecuado de la sección paralela de STEM-II es necesario un meca-
nismo que permita, antes de realizar el reparto de tareas, estimar el tiempo de ejecución de
cada una de las unidades indivisibles de datos que se reparten entre los procesadores, es de-
cir, el tiempo asociado a cada coordenada (x, y). De esta manera se puede determinar cuál
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Figura 4.8: Comparación entre los tiempos de ejecución obtenidos mediante reparto estático y reparto dinámico
para diferente número de procesadores.
es la mejor distribución de estos bloques para conseguir un reparto compensado de la carga
computacional. El uso de este mecanismo no puede degradar el rendimiento del programa de
manera que la carga computacional que suponga debe ser mínima.
Usando el modelo que acabamos de describir para realizar estimaciones del número de FLOPs
para cada coordenada (x, y) puede abordarse el problema del balanceo de carga de manera
dinámica para la rutina vertlq, analizando los datos meteorológicos antes de ejecutar el reparto
de tareas. Dado que la estimación de FLOPs en cada punto de la malla de simulación varía
únicamente en función de los datos meteorológicos que no cambian de manera brusca a lo
largo del tiempo, los desbalanceos de carga se producirán de manera lenta y progresiva.
La heurística desarrollada para balancear la carga está basada en una distribución de la carga
computacional de las columnas de la malla de simulación, dimensión y, para posteriormente
hacer otra distribución equilibradas de la carga de las filas de cada una de las particiones
resultantes, dimensión x. En la figura 4.8 se muestran las diferencias, en tiempo de ejecución,
entre la estrategia de reparto estático inicial y la nueva estrategia de balanceo dinámico de la
carga.
4.5. Caracterización de las comunicaciones
Como ya se ha mencionado, la primera versión paralela de STEM-II adopta una estrategia
estática para el reparto de tareas entre los procesadores, centrándose en el paralelismo de los
lazos externos de la rutina vertlq que recorren las dimensiones espaciales horizontales x, y.
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En la práctica, y como ya se ha comentado, para obtener un mayor aprovechamiento de la
localidad espacial de los datos, se ha optado por paralelizar únicamente la dimensión espacial
y, por lo que todos los vectores que tienen una dependencia esta dimensión son distribuidos
entre los elementos de procesamiento. Con este reparto estático el número de comunicaciones
es fijo y depende del tamaño del problema y de las características de la arquitectura paralela.
Para cada instante temporal de la simulación, el código de STEM-II necesita ejecutar seccio-
nes de código secuencial, relacionada con el transporte horizontal, por contener dependencias
que no pueden ser resueltas de manera eficiente en paralelo. Este código es ejecutado por el
nodo raíz. Al terminar, desde este nodo raíz, se actualizan datos en los procesadores a través
de una comunicación colectiva. Inicialmente, el nodo raíz ya ha enviado a los procesadores
datos que son estables durante toda la ejecución. Los procesadores ejecutan simultáneamente,
en paralelo, el código de vertlq y, al terminar, informan al procesador raíz de los nuevos va-
lores en los puntos de simulación con otra operación colectiva. El proceso continúa hasta que
se alcanza el límite temporal preestablecido.
Esto significa que, en esta versión paralela de STEM-II, las comunicaciones son debidas a:
– el envío de información inicial desde el procesador raíz al resto
– en cada instante temporal, el envío de nueva información calculada desde el procesador
raíz al resto
– en cada instante temporal, la recepción de nueva información en el procesador raíz
originada en los otros procesadores
La cantidad de información que se intercambia depende del número de puntos de simulación
asignados a cada procesador. Esta distribución es estática, por lo que el patrón de comunica-
ciones se mantiene estable a lo largo del proceso. Cada procesador recibe aproximadamente el
mismo número de puntos de simulación. Para un sistema de computación de N procesadores,
la malla de simulación se reparte equitativamente en la dimensión y, de manera que a cada
uno le corresponden aproximadamente (dim_y/N) ·dim_x ·dim_z puntos de simulación.
Considerando M1, el volumen inicial de comunicaciones originadas en el procesador raíz, M2,
el volumen de comunicaciones entre el procesador raíz y el resto en cada instante temporal,
y M3, el volumen de comunicaciones entre los procesadores y el procesador raíz en cada
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instante temporal, y que al menos las dos últimas son proporcionales al volumen de simulación
asignado a cada procesador, las comunicaciones entre el procesador raíz y otro cualquiera
siguen el esquema siguiente:
comunicaciones(procesador i)∼ M1+ t ·M2 ·M3 ∼
M1+ t · (dim_y/N) ·M
(4.1)
donde hemos agrupado en una constante M otros términos.
El volumen de comunicaciones entre el procesador que ejecuta el código secuencial y cual-
quier otro procesador sigue un comportamiento lineal en el tiempo durante la ejecución de
una simulación. Debido al reparto estático elegido, con una distribución equitativa de puntos
de simulación por procesador, el volumen de comunicaciones entre ellos es inversamente pro-
porcional al número de procesadores en el sistema; considerando el sistema en conjunto, el
volumen de comunicaciones es el mismo.
Para la nueva estrategia de paralelización, donde en cada procesador se asigna un número
diferente de puntos de simulación, las comunicaciones entre el procesador con el código se-
cuencial y cualquier otro sigue una relación más compleja. Sin embargo, considerando el
sistema en conjunto, el volumen de comunicaciones es el mismo de antes. Para el sistema
completo, el número de comunicaciones dependen principalmente del número de puntos de
la simulación, no de cómo estén repartidos entre los procesadores.
En resumen, en este capítulo hemos presentado una modelización de vertlq, el bloque compu-
tacional más costoso de STEM-II, y se ha obtenido un conjunto de ecuaciones dependientes
únicamente de los datos de entrada meteorológicos, para predecir la distribución de carga
computacional de la rutina vertlq en las dimensiones espaciales horizontales x, y para un ins-
tante de simulación determinado. Debido a su pequeño coste computacional este mecanismo
puede ser reaprovechado como elemento de decisión en una estrategia de balanceo dinámi-
co para conseguir un reparto equilibrado de la carga computacional entre los elementos de
computación disponibles. El volumen de comunicaciones del modelo, tanto en el reparto es-




Este capítulo tiene como objetivo paralelizar y modelizar el rendimiento de un algoritmo
estocástico de optimización usado en una herramienta de ordenación del territorio para la for-
mulación de planes de uso del suelo. Para comenzar, se muestran brevemente los fundamentos
teóricos y características particulares de esta implementación, para continuar con la identifica-
ción, análisis y modelado de las secciones útiles con las que caracterizaremos computaciones
y comunicaciones. En este caso, el algoritmo de partida es secuencial, por lo que se propone
y modela una paralelización en MPI a sistemas multiprocesador.
5.1. Contexto
El problema de la gestión del territorio, en un sentido amplio, involucra tanto factores sociales,
económicos y políticos, como técnicos. El objetivo último es una ocupación útil del espacio
con una mejor localización de asentamientos humanos y actividades para un desarrollo soste-
nible. La tarea requiere un enfoque interdisciplinar.
El diseño de planes de usos del suelo es la herramienta básica para adaptar físicamente el
entorno y situar los usos en las mejores localizaciones posibles atendiendo principalmente
a su aptitud, a la vez que se maximizan objetivos relacionados con aspectos económicos,
sociales o ecológicos particulares de la zona, y se respetan todas las restricciones presentes en
el área destino.
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La complejidad del proceso de planificación aumenta por la necesidad de realizar la tarea
considerando un número cada vez mayor de objetivos en conflicto. También por la tenden-
cia actual en favor de facilitar la participación pública, lo que exige una mayor publicidad
y justificación de las decisiones. Por este motivo, desde hace años se han desarrollado herra-
mientas que asisten a los gestores en el proceso de diseño de planes y que implementan nuevas
técnicas basadas en metodologías de evaluación multicriterio. La disponibilidad creciente de
información geoespacial de calidad ayuda a que la información necesaria para el análisis y
modelado del problema sea accesible y precisa.
Tal vez la tecnología más representativa de este campo sean los sistemas de información
geográfica (SIG). Estos sistemas representan la integración de manera organizada de hardwa-
re, software y modelos geográficos. Han sido diseñados para capturar, almacenar, consultar,
manipular, analizar y desplegar, en todas sus formas, información con una componente espa-
cial asociada con el fin de resolver problemas complejos de gestión. Desarrollos comunes en
ciencias de la computación hacen que estas herramientas sean cada vez más amigables, más
potentes, y puedan almacenar y procesar más información.
Pero el proceso de planificación de usos tiene otras necesidades. Requiere además información
del pasado, presente y futuros posibles, y metodologías con las que incorporar metas, objeti-
vos, costes y beneficios a los modelos [46][111][124]. Utilizando los sistemas de información
geográfica como plataforma de desarrollo, los nuevos sistemas de apoyo a la planificación
combinan datos espaciales, no espaciales y temporales junto con modelos y simulaciones pa-
ra identificar las relaciones causa-efecto entre todos los factores involucrados, cuantificar sus
impactos, evaluar las implicaciones de la selección de uno u otro curso de acción, formular so-
luciones alternativas y mostrar resultados de simulación del territorio en el futuro [146][147].
A veces incluyen también soporte de colaboración entre individuos y grupos, para facilitar el
diálogo y la negociación entre las partes.
Una de estas herramientas es RULES, desarrollada por el Laboratorio del Territorio de la USC
para asistir en el proceso de la planificación del territorio [191][199][192]. Nuestro interés por
ella deriva del hecho de que uno de los algoritmos que están disponibles para resolver el pro-
blema de la localización espacial de los usos es el Simulated Annealing (SA), que condiciona
el rendimiento de la herramienta y para el que buscamos un modelo en este capítulo.
RULES integra tres etapas de un proceso de planificación de usos del suelo rural, de manera
que los resultados de una etapa puedan ser usados como entradas para una etapa posterior.
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Para conseguir eso, varios algoritmos están disponibles en cada uno de los tres módulos que
implementan las etapas del proceso (ver figura 5.1):
1. Módulo de evaluación de tierras. Incluye tres técnicas para evaluar la aptitud del terreno.
Dos de ellas son métodos de análisis multicriterio: suma lineal ponderada [83][165] y análisis
del punto ideal [54]. El tercer método es el esquema FAO con limitaciones en el sistema de
puntuaciones [219][91]. El resultado de cualquiera de estas tres técnicas es un mapa continuo
de aptitud con valores reales entre 0 y 1.
2. Módulo de optimización del área. Este módulo resuelve un modelo de programación lineal
donde las variables de decisión corresponden a los usos del suelo y las funciones objetivo in-
cluyen la maximización del margen bruto, empleo rural, área cultivada y grado de naturalidad
de la vegetación, así como la minimización de los costes de producción y el uso de productos
agroquímicos. El usuario gestor asigna prioridades a cada uno de esos objetivos. El resultado
de cualquiera de las cinco técnicas disponibles en el módulo, con restricciones a priori, a pos-
teriori o interactivas, es una lista numérica del volumen de área propuesta para cada uso del
suelo considerado [64][117].
3. Módulo de localización espacial. Su objetivo es diseñar el mapa final de usos a partir de
los mapas de aptitud y áreas recomendadas calculados en los módulos anteriores. Incluye tres
métodos de ubicación espacial: optimización jerárquica, el análisis del punto ideal [54] para
objetivos en conflicto y un algoritmo heurístico basado en el Simulated Annealing (SA) que
es el objetivo específico de este trabajo [145].
5.2. Algoritmo
Debido al lenguaje común matemático un amplio número de modelos de distintas áreas de la
ciencia y la ingeniería llevan a la aparición de problemas de optimización donde se necesita
identificar la mejor solución, es decir, el valor óptimo. Dada una función f que representa el
problema, la formulación básica es:
Minimizar la función f sujeta a las restricciones {hi} ≤ 0, donde f y {hi} son
funciones definidas con variables continuas o discretas en el dominio Rm → R.
Los problemas que modelan sistemas reales habitualmente están caracterizados por la no con-
vexidad del dominio de búsqueda o de la función objetivo. Además se asume que las funciones





















Figura 5.1: Esquema de RULES.
f y hi pueden ser evaluadas en todos los puntos; es decir, que para cada posible combinación
de las variables de entrada se puede acceder al valor de la función mediante sus expresiones
analíticas, si éstas están presentes, o por medios empíricos [181]. Por último, el problema se
simplifica en aquellos casos donde las pendientes de estas funciones están acotados por un
límite superior finito (constante de Lipschitz) [226].
Para estas condiciones, frecuentes en la práctica, utilizamos una descripción alternativa del
problema de búsqueda del óptimo:
Dado un espacio de configuraciones finito (espacio de búsqueda) S = {x|x =
(x1,x2 . . .xm)}, S ∈ Rm, y una función de coste que asigna un número real a ca-
da configuración, f ′ : S → R, se quiere encontrar una configuración óptima x∗,
x∗ ∈ S, tal que ∀z ∈ S, f ′(x∗)≤ f ′(z).
La definición se refiere a la optimización como un proceso de minimización del valor de la
función. Puede también plantearse trivialmente como un problema de maximización con cam-
bios mínimos. Vamos a hablar de forma general de optimización sin especificar la dirección.
Las aproximaciones deterministas a la optimización explotan propiedades analíticas del pro-
blema como la convexidad o monotonicidad para generar una secuencia determinística de
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puntos (finita o no) que convergen al valor óptimo [181]. La alternativa son los métodos es-
tocásticos de optimización, que se basan en perturbaciones aleatorias, y que se utilizan para
problemas que no tengan una estructura evidente que pueda ser explotada analíticamente.
Estos métodos requieren poca información extra del problema y su convergencia es probabi-
lística [226].
En los algoritmos de optimización estocástica basados en el gradiente de coste, una primera
fase del algoritmo genera un conjunto de puntos a partir de una distribución uniforme sobre la
superficie de búsqueda o la función de coste [125]. En la siguiente fase, un procedimiento de
búsqueda local por descenso del gradiente se aplica a cada uno de esos puntos, produciendo
varios óptimos locales. El mejor óptimo local es el óptimo global encontrado. El inconveniente
principal de estas técnicas es que las búsquedas locales pueden quedar atrapadas en mínimos
locales. Esto es, quedar bloqueadas en un entorno de soluciones en el que todo movimiento
lleva a soluciones peores, sin poder alcanzar la solución óptima que se encuentra fuera de
ese entorno. Para minimizar este efecto, los algoritmos se ejecutan desde diferentes puntos de
inicio elegidos aleatoriamente.
El algoritmo de búsqueda comienza en un estado inicial aleatorio [233]. Genera un estado
vecino, o bien aleatoriamente o seleccionando el vecino más prometedor tras una búsqueda
exhaustiva, y lo evalúa. Si hay una reducción en el coste se realiza la transición entre estados
(el estado actual se reemplaza con el nuevo estado). En caso contrario se mantiene el esta-
do original. Y este proceso se repite hasta que no puedan ser encontradas mejoras entre los
vecinos del estado actual. Así, el algoritmo termina en un mínimo:
1 estado <- configuración inicial aleatoria
2 hacer
3 estado’ <- transformar(estado, vecino_aleatorio())
4 si coste(estado’) <= coste(estado)
5 estado <- estado’
6 hasta que coste(estado’) > coste(estado) para todo estado vecino
Este algoritmo termina necesariamente en el primer mínimo local que encuentra, lo que puede
dar lugar a un coste ciertamente alejado del coste mínimo global. La razón por la que se queda
bloqueado es que sólo acepta transiciones que disminuyen el coste de la solución actual.
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El algoritmo SA, una metaheurística estocástica de optimización, es una generalización de
esta búsqueda local que introduce un elemento de aleatoriedad en el proceso de búsqueda
y aceptación para evitar los mínimos locales. Funciona con un mecanismo de evaluación de
transiciones que acepta, además de movimientos que corresponden a una mejora de la función
de coste, también algunos movimientos que empeoren el valor de dicha función, si bien estos
últimos son aceptados con una probabilidad finita y controlada que disminuye en el tiempo.
La combinación de ambos tipos de movimiento permiten al algoritmo desplazarse por estados
que no mejoran directamente la solución, y que permiten escapar de los mínimos locales y
recorrer más regiones del espacio de búsqueda [145][166][59].
La base del mecanismo de evaluación de transiciones en el algoritmo está basado en un pro-
cedimiento introducido por Metropolis para simular los estados de equilibrio de un sistema
físico a una temperatura dada [166]: en cada paso, se genera al azar una perturbación pequeña
de la configuración del sistema y se evalúa el cambio resultante en la energía del sistema,
∆E. La nueva configuración es aceptada con probabilidad 1 si ∆E ≤ 0 y con probabilidad
exp(−∆E/kT ) si ∆E > 0. La distribución de probabilidad en el equilibrio coincide con la
distribución de Boltzmann.
Cuando se aplica a problemas de optimización, el concepto de energía se sustituye por una
función objetivo de coste, y se utiliza la temperatura T como parámetro de control del ratio
de aceptaciones. K juega el papel de una constante de normalización.
Una descripción general [233] del algoritmo de Metropolis es la siguiente:
1 estado <- configuración inicial aleatoria
2 t <- temperatura
3 hacer
4 estado’ <- transformar(estado, movimiento_aleatorio())
5 d <- coste(estado’) - coste(estado)
6 si random(0, 1) <= min(1, exp(-d/(k*t)))
7 estado <- estado’
8 hasta alcanzar situación de equilibrio
El algoritmo SA incorpora el concepto de temperatura al procedimiento básico de búsqueda
local. El sistema comienza con una temperatura elevada, T , y se aplica un esquema de en-
friamiento para disminuirla de acuerdo a un procedimiento preestablecido. En cada etapa de
temperatura T se generan series de nuevos estados aleatorios a partir de perturbaciones del
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estado actual y se simula el sistema por el procedimiento de Metropolis hasta que se alcanza
el equilibrio. Según la temperatura disminuye, los estados que empeoran la función de coste
tienen mayor probabilidad de ser rechazados y el proceso eventualmente termina en un estado
con el coste óptimo o próximo al óptimo.
Una descripción general del algoritmo es la siguiente:
1 estado <- configuración inicial aleatoria
2 t <- temperatura inicial
3 hacer
4 hacer
5 estado’ <- transformar(estado, movimiento_aleatorio())
6 d <- coste(estado’) - coste(estado)
7 si d <= 0
8 estado <- estado’
9 en caso contrario
10 si random(0, 1) <= min(1, exp(-d/(k*t)))
11 estado <- estado’
12 hasta alcanzar situación de equilibrio
13 t <- actualizar(t)
14 hasta alcanzar criterio de parada
Desde el punto de vista teórico, dado un estado x, se genera un nuevo estado x∗ que es acep-
tado con una probabilidad que coincide con el criterio de Metropolis.
mı́n(1,exp(( f (x∗)− f (x))/T )) (5.1)
El SA y sus variantes [85][185] han sido extensamente aplicados en distintos dominios para
problemas de optimización. Una ventaja importante de este método es que no requiere co-
nocimiento especializado sobre cómo resolver el problema, lo que le permite ser aplicado a
diferentes ámbitos sin cambiar la estructura computacional básica [208]. Se puede demostrar
que el proceso converge a una solución arbitrariamente próxima al mínimo global.
Dado su interés interdisciplinar, el SA ha sido abordado de diferentes maneras:
1. Siguiendo la analogía entre encontrar un estado de mínima energía en un sistema físico
y encontrar la configuración de menor coste en un problema de optimización combinacio-
nal. Éste es la aproximación original del trabajo de Metropolis y ha originado el vocabulario
especializado del algoritmo tomado de la mecánica estadística [166].
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2. Considerando el SA como uno de los métodos heurísticos para manejar problemas de de-
cisión complejos (junto con otras heurísticas como algoritmos genéticos, redes neuronales,
búsqueda con tabú y análisis de objetivos, entre otros). Este es precisamente el tipo de proble-
ma que interesa en la planificación del territorio [220][190][15][202].
3. Considerando el SA como un algoritmo de aleatorización en términos de un autómata
estocástico con o sin capacidades de aprendizaje.
Con este último planteamiento, la prueba formal de convergencia del algoritmo al óptimo glo-
bal puede ser establecida utilizando la teoría de cadenas de Markov. La secuencia de pertur-
baciones (o movimientos) que son aceptados por el algoritmo forman una cadena de Markov
donde el siguiente estado depende sólo del estado actual, no estando influenciado por la histo-
ria pasada. Así, la probabilidad de siguiente estado i+1 es el producto de dos probabilidades:
la probabilidad de que el estado i+1 sea generado por un movimiento desde el estado i y la
probabilidad de aceptar el estado i+1 [201][33][113].
El diseño eficiente del algoritmo requiere:
– una función de coste bien formulada
– un mecanismo para generar un número de reordenamientos aleatorios (perturbaciones,
movimientos o iteraciones) con los que explorar el espacio de búsqueda
– la selección de un calendario de enfriamiento para controlar la temperatura durante el
proceso
– la condición de terminación del algoritmo
La función de coste
Es un diseño dependiente de la aplicación que mide el valor relativo de un estado (una so-
lución) respecto a otro. Asigna un valor a cada configuración del sistema y tiene que ser
construida de modo que sistemas claramente desventajosos se evalúen como más costosos
que sistemas claramente más ventajosos. Además, cuanto más adecuado sea el sistema como
solución, menor coste asociado debe tener. En algunas aplicaciones esta función puede ser de
naturaleza analítica, lo que significa que su forma puede ser determinada a priori. En otros ca-
sos es necesario determinarla de manera indirecta a partir del proceso en ejecución y medirla
empíricamente.
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La definición e implementación de la función de coste es uno de los factores que más influye
en el tiempo de ejecución del algoritmo puesto que se debe evaluar sobre cada transición
propuesta por el sistema de generación de movimientos [93].
El mecanismo de generación de movimientos
Determina el concepto de transición entre estados en la aplicación, y de vecindad entre estados
(estados accesibles en un movimiento). Es otro factor importante en el tiempo de ejecución
del algoritmo, siendo también muy dependiente del problema [134][137][218][114].
El calendario de enfriamiento
Es la secuencia de valores que toma el parámetro de temperatura, comenzando con valores
altos para terminar con valor nulo [137][88][12]. Este parámetro está relacionado con el cri-
terio de aceptación de Metropolis para transiciones que incrementen la energía del sistema:
con valores altos de temperatura, la probabilidad de aceptación es alta, mientras que, para
temperaturas próximas a cero, la aceptación es prácticamente nula. Nótese que la constante K
también puede ser utilizada para modular este efecto.
Un elemento importante del calendario de enfriamiento es la elección del valor de temperatura
inicial. Se selecciona un alto valor inicial para asegurar que la mayoría de los movimientos
propuestos son aceptados. Esto permite una búsqueda más amplia en el espacio de soluciones
al principio del proceso ignorando las estructuras presentes en el estado inicial. Sin embargo,
un valor excesivo puede consumir demasiado tiempo del proceso antes de que el algoritmo
comience a converger hacia el óptimo, por lo que se han propuesto reglas heurísticas para
establecer un valor inicial; por ejemplo, en función de la tasa inicial de aceptaciones en las
primeras iteraciones.
Para construir una secuencia de temperaturas que disminuya en el tiempo un procedimiento
habitual es, a partir de la temperatura inicial, multiplicar en cada etapa la temperatura previa
por un factor inferior a 1. En ese caso, el decrecimiento de la temperatura tiene un comporta-
miento exponencial, lo que ofrece la ventaja añadida de que se hace más lento según avanza
el proceso de búsqueda y permite una mejor exploración del sistema en las etapas finales. Y
un mayor número de temperaturas garantiza encontrar mejores soluciones [135].
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El criterio de parada
El análisis del modelo matemático proporciona información sobre las condiciones necesarias
y suficientes para garantizar la convergencia del algoritmo a una solución óptima global con
probabilidad 1. Desafortunadamente, estas condiciones no pueden ser satisfechas en tiempo
finito, y se necesita utilizar el calendario de enfriamiento para establecer valores para los
parámetros, de manera que se puedan encontrar soluciones próximas a la óptima en tiempo
finito, con un número finito de transiciones a cada valor de temperatura y una secuencia finita
de valores de temperatura [135][222].
Se han propuesto distintos esquemas para determinar la temperatura de finalización del algo-
ritmo [233]. Existe una temperatura a partir de la cual ya no se realizan mejoras en el proceso,
dada por
Tf = ( f ′m − fm)/log(u) (5.2)
donde fm es el mínimo absoluto de la función de coste, f ′m es el siguiente mejor valor de la
función de coste, y u es el número de movimientos necesarios para desplazarse desde f ′m a fm.
Este límite representa el escenario del peor caso de manera que, utilizando esta temperatura
como criterio de terminación, el algoritmo no se detiene hasta encontrar fm.
Alternativas a este criterio son definir un valor umbral conveniente para el coste del estado
final, detener el proceso cuando no se hayan encontrado nuevas soluciones en un cierto nú-
mero de etapas de temperatura, o utilizar un número prefijado de etapas de temperatura (es
decir, utilizar un criterio por tiempo de ejecución en lugar de por número de soluciones). En
cualquier caso, todas estas alternativas van a terminar el proceso de SA de forma prematura
por lo que no garantizan llegar a la solución óptima [157].
La solución más inmediata para permanecer en la misma temperatura durante largos perío-
dos de tiempo es utilizar un número de iteraciones fijo determinado por las características del
problema y el tamaño del espacio de búsqueda. Cuántas más operaciones se realicen a una
temperatura, y más despacio disminuyan las temperaturas, a priori mejor será la calidad de
la solución obtenida. Para una temperatura dada, un número suficiente de iteraciones siempre
alcanza el equilibrio, que es el punto en el que la distribución temporal de estados aceptados
es estacionaria (y que corresponde a una distribución de Boltzmann). Sin embargo, esto no es
siempre óptimo desde un punto de vista práctico y se ha experimentado con calendarios adap-
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tativos donde el número de movimientos depende de la cantidad de aceptaciones y rechazos
obtenidos hasta el momento [134][222].
5.3. Implementación
El algoritmo de SA considerado en este trabajo forma parte de la tercera etapa de la herramien-
ta RULES, donde el usuario ya ha tomado decisiones sobre qué usos del suelo incorporar en la
solución y en qué cantidades, y ha construido los mapas de aptitud necesarios. En este punto
el algoritmo permite calcular dónde situar cada uso maximizando la aptitud del resultado final
al mismo tiempo que cumple restricciones geométricas.
Particularizamos nuestro estudio a esta implementación concreta. No obstante el modelado se
ha realizado de manera genérica para que el mismo proceso pueda aplicarse a otros algoritmos,
aunque para ello se tengan que adaptar aspectos específicos del modelo, que dependen del
problema que se está resolviendo, como es la codificación del estado actual, la construcción
de la función de coste y el mecanismo de generación de movimientos.
El estado actual
El primer aspecto a considerar, la representación interna de los estados, es una interpretación
directa de la información espacial como formato raster. Porque a pesar de trabajar sobre una
plataforma SIG y, por tanto, poder procesar directamente geometrías en formato vectorial, las
técnicas empleadas en RULES están enfocadas a formatos raster. En éstos los datos vectoria-
les son proyectados sobre una cuadrícula que representa las unidades mínimas del territorio
como celdas individuales, identificadas por una pareja de coordenadas con valores enteros.
El contenido de cada una de estas celdas representa el valor promedio de una variable espa-
cial determinada entre los límites marcados por el tamaño de la celda; y, en caso de que sea
necesario, ponderados por el área del territorio incluido en ella.
En el caso de los mapas de aptitud de usos construidos, la variable representada es la calidad
del terreno para cada uno de los usos del suelo considerado. Cada celda contendrá un valor
real entre 0 y 1, siendo 1 el valor óptimo, que se obtiene en la primera etapa de la herramienta.
Por sencillez, la malla de rasterizado es una superficie rectangular que se superpone al te-
rritorio en estudio usando celdas cuadradas (ver figura 5.2). Estas celdas presentan ventajas
importantes frente a otras alternativas. Por una parte, identificar una celda concreta se hace
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simplemente por dos valores enteros (las coordenadas x, y). Por otra, es más sencillo calcular
las vecindades de una celda, ya sea en la versión de cuatro vecinos: vecino al norte, al este, al
sur y al oeste; o en la versión de ocho vecinos: vecino al norte, al noreste, al este...
En principio no todas las celdas de la malla tienen que estar disponibles para el algoritmo, sino
que puede haber algunas que no se puedan usar por estar fuera del área de estudio (cuando
el área de estudio es más pequeña que la malla) o porque sus posiciones están prohibidas
por algún motivo técnico (fronteras, zonas de protección o presencia de infraestructuras, entre
otros). También los límites de una celda pueden contener territorio dentro del área de estudio
y territorio fuera del área de estudio. En ese caso el valor almacenado en la celda es ponderado
proporcionalmente al área de estudio incluida en la celda.
El tamaño de la celda de rasterización define la precisión alcanzada en la solución final, y es
un compromiso entre la precisión frente a la capacidad de cálculo.
Por último, la superposición de todos los mapas debe dar una intersección no nula, esto es,
existir un conjunto de celdas que contengan valores en cada mapa de aptitud. Si alguna de
las celdas de un mapa de entrada no contiene información, la celda con esas coordenadas
se elimina de todos los mapas de entrada. Así, el territorio en estudio se identifica por la
intersección de todos ellos.
El estado actual es representado internamente por un raster donde el valor de cada celda
corresponde al identificador del uso que el algoritmo le ha asignado. También se reserva un
identificador para indicar que la celda está fuera del área de estudio (figura 5.3).
Por cuestiones de eficiencia, otras variables que derivan del estado o de las condiciones ini-
ciales se almacenan y mantienen continuamente actualizadas. Esto sucede para la evaluación
de coste del estado actual, los parámetros internos a cada término de la función de coste, o los
coeficientes de normalización.
El estado final es el estado al que se llega cuando el algoritmo alcanza la condición del criterio
de parada. Es, por tanto, una evolución del estado inicial y se almacena con el mismo formato.
El hecho de que la solución pueda expresarse como un raster donde cada celda contiene un
valor (el identificador de uso) y está conectada con otras celdas (vecindad de la celda), permite





























































Figura 5.2: Proceso de rasterización. El mapa vectorial original se superpone con la malla de rasterización, se
genera una máscara de ocupación y el resultado se pondera por los valores de aptitud en cada región.
1 estado actual:
2
3 int[][] mapa de usos
4 double coste del estado
5
6 término t1 de la función de coste:
7 double aptitud actual
8 double aptitud máxima global
9 double coeficiente normalización t1
10
11 término t2 de la función de coste:
12 int perímetro actual
13 int[] perímetro actual por cada uso
14 int perímetro mínimo global
15 double coeficiente normalización t2
Figura 5.3: Representación del estado actual.
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particionamiento de grafos, donde no se conoce el número de particiones, pero sí el tamaño
total de las particiones de cada uso (el número de celdas solicitadas por uso).
La función de coste
El diseño de la función de coste de un algoritmo de SA permite introducir la evaluación de
múltiples subobjetivos especializados simultáneamente en el proceso de optimización. La im-
plementación propuesta de la función de coste global está definida como una combinación
lineal de dos términos independientes, de manera que cada uno de ellos evalúa un subobje-
tivo del problema geoespacial. De esta manera se pueden utilizar los coeficientes de la com-
binación como parámetros de control del proceso de evaluación, lo que permite al usuario
establecer la influencia de cada subobjetivo en el coste total. El primero de los términos está
destinado a maximizar la aptitud del sistema y el segundo a maximizar la compacidad de cada
uno de los usos:
c = ∑
i
(ri · terminoi) (5.3)
siendo c el valor de la función de coste, ri el coeficiente de ponderación del término i y
terminoi su valor.
La aptitud de una configuración se calcula como la suma de valores de aptitud de cada celda.
Se trata de un número decimal entre 0 y 1 que se obtiene del mapa de aptitud del uso asignado
a la celda.
Hay varias alternativas para calcular la compacidad de la configuración. En aplicaciones geo-
gráficas es una práctica habitual utilizar como medida de compacidad el área de una parcela
dividido por su perímetro al cuadrado. Minimizando este parámetro, denominado circulari-
dad, se priman las formas circulares para las parcelas ya que esta geometría obtiene el valor
mínimo de π/4.
Sin embargo, ya que el área asignada a cada uso no varía a lo largo del proceso, en RULES se
optimiza la compacidad de la solución mediante la minimización de los perímetros. De esta
manera se evitan cálculos costosos en punto flotante. Otra simplificación importante es que se
ignora la existencia de grupos de parcelas del mismo uso y se tratan todos los perímetros del
uso como si pertenecieran a una única parcela grande. Esto vuelve a mejorar el rendimiento
evitando los cálculos para comprobar si se han creado nuevas parcelas del uso o eliminado
alguna después de cada transición.
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Antes de combinar ambos términos, los valores se normalizan y se aprovecha para establecer
los signos adecuados en las ecuaciones (el término de aptitud aumenta cuando la aptitud del
sistema, como suma de aptitudes de celda, se acerca al óptimo; sin embargo la compacidad




No se necesitan valores exactos de aptitud y compacidad máximas y mínimas, sino que bastan
cotas de referencia que no puedan ser superadas. Se elige como aptitud máxima el valor
que resulta de sumar la aptitud del mejor uso en cada celda. Este valor es probablemente
inalcanzable porque no tiene en consideración que cada uso está limitado a utilizar Ni celdas.
Se usa el mismo método para calcular una aptitud mínima: la suma del menor valor de aptitud
una vez que se revisan todos los usos en cada celda.
Para la compacidad máxima se consideran las compacidades parciales de cada uso en su con-
figuración óptima: un cuadrado. Así, para un uso de Ni celdas, se asume que se distribuyen en
un cuadrado de lado
√
Ni formando un perímetro de 4
√
Ni. Esta configuración es probable-
mente inalcanzable porque estos cuadrados óptimos difícilmente cubrirán geométricamente
toda el área de estudio.
Por otro lado, la compacidad mínima se obtiene del caso en que cada celda forma su propia
parcela, con tantas parcelas finales como celdas. Para un uso con Ni celdas, la compacidad
mínima viene dada por el perímetro de Ni celdas independientes, 4 ·Ni. Tampoco es probable
que esta configuración se alcance en un caso real.
La generación de movimientos
El proceso de generación de transiciones en cada iteración del SA realiza una modificación
aleatoria mínima sobre el estado que da lugar a un nuevo estado del espacio de búsqueda,
localizado en la vecindad del anterior. El mecanismo para generar transiciones es el siguiente:
desde el estado actual se seleccionan al azar dos celdas que cumplan que los valores de uso
asignado sean diferentes y que ninguna celda tenga valor nulo para el uso. A continuación se
intercambian los valores de uso de las celdas entre sí.
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Este tipo de transiciones implica que no se modifica el número de celdas asignadas a cada uso.
El número de celdas por uso se mantiene constante durante todo el proceso e igual al número
de celdas objetivo por uso, que es un dato de entrada.
Realizar una transición intercambiando el uso de dos celdas aleatorias implica cambios en la
función de coste. Una transición modifica los dos subobjetivos, aptitud y compacidad, pero
sólo en los dos usos involucrados. Esta propiedad es un punto esencial para la evaluación de la
función de coste global del sistema en base a medidas locales y permite una implementación
eficiente de la forma en que se calculan los costes totales (mediante evaluaciones locales de
resultados parciales) y una reducción importante en el tiempo de ejecución.
Al realizar la transición, si se tienen N usos, y para cada uno de ellos se lleva cuenta de
los resultados parciales de aptitud así como también de su compacidad, una transición deja
intactos los valores de aptitud y compacidad de N −2 usos, y sólo modifica los de los 2 usos
intercambiados. Mantener actualizados estos resultados parciales de los términos evaluados
en la función de coste cuando se modifica el estado, simplifica la reevaluación. Además, son
actualizaciones computacionalmente poco costosas.
El calendario de enfriamiento
La implementación actual de RULES utiliza un calendario de enfriamiento exponencial. Esto
permite especificar toda la secuencia de temperaturas con únicamente dos valores iniciales:
una temperatura inicial y una constante de enfriamiento.
Cada temperatura nueva se establece a partir de la anterior multiplicando por una constan-
te de enfriamiento fija ct con valor inferior a uno. La secuencia de valores del parámetro
temperatura, {T0 · ct i}, forma de esta manera una función exponencial decreciente que tien-
de asintóticamente a una temperatura cero, según muestra la figura 5.4. Debido a la falta de
precisión numérica, esta temperatura cero puede ser alcanzada en un número finito de pasos.
El criterio de parada
La solución implementada en RULES para establecer el criterio de parada es indicar un nú-
mero máximo de temperaturas que considerar y detener el proceso cuando se alcancen. Este









Evolución de las temperaturas
tz=10, ct=0.95
Figura 5.4: Evolución de la temperatura en el calendario de enfriamiento exponencial.
disminuya a la mitad en una ejecución modelo, y suficientemente elevado para que el proceso
alcance una solución adecuada en el rango de valores utilizado para los parámetros de control.
De la misma manera, dentro de cada etapa del calendario de enfriamiento, tiene que poder
realizarse un número suficientemente elevado de movimientos para llegar al equilibrio térmi-
co, y así estar seguros (probabilísticamente) de no estar limitados por los mínimos locales.
RULES ha elegido para este valor un número proporcional al número de celdas disponibles.
La elección del estado inicial
RULES ofrece la posibilidad de introducir un estado inicial del sistema como punto de partida
del proceso de optimización, pero también permite generar automáticamente un estado inicial
aleatorio. En ambos casos el estado inicial debe cumplir con la restricción de que cada clase
de usos del suelo tenga asignadas tantas celdas como celdas objetivo se proponen. Como el
proceso de generación de transiciones sólo intercambia el valor de usos entre celdas, esta
condición tiene que cumplirse desde el principio.
Interesa modelar el caso con la solución inicial aleatoria por dos razones. Primero, porque
es el uso básico de la herramienta RULES, que pretende obtener soluciones alternativas al
plan de usos del suelo en lugar de corregir el plan actual. Y, segundo, porque evita tener que
considerar el estado inicial como un dato de entrada para pasar a considerar simplemente el
número de celdas de cada uso.





















Figura 5.5: Evolución temporal de cuatro procesos de optimización. Los tres primeros procesos comienzan bajo las
mismas combinaciones de parámetros de entrada (tz, ct y ru) y se superponen, mientras que el último
comienza con una combinación de los parámetros de entrada distinta y sigue una evolución temporal
diferente.
Aunque la heurística del SA es una optimización estocástica, después de realizar múltiples
ejecuciones se encuentra que, bajo las mismas condiciones iniciales, los estados aleatorios
evolucionan prácticamente igual hacia el mínimo. Es decir, que dentro del rango de valo-
res considerados para los parámetros de control, reutilizando los parámetros de entrada y de
control del algoritmo, la evolución temporal del algoritmo es muy similar, de manera que sí
se pueden hacer afirmaciones generales sobre el proceso sin tener que especificar un estado
inicial concreto. Es un resultado empírico relacionado con detalles de esta implementación:
elevado número de movimientos por temperatura, elevado número de temperaturas y paráme-
tros de control que favorecen altas tasas de aceptaciones en las primeras etapas.
A pesar de lo dicho las evoluciones temporales no son idénticas. Debido a la naturaleza esto-
cástica del SA, el proceso de optimización no está determinado a priori y diferentes ejecucio-
nes desde las mismas condiciones iniciales, con los mismos parámetros de control, proporcio-
nan soluciones ligeramente diferentes, aunque cerca del óptimo. La figura 5.5 y la tabla 5.1
muestran un ejemplo de este comportamiento.
5.3.1. Ejemplo de ejecución
A continuación se muestra un ejemplo de la ejecución de la implementación del algoritmo
descrito.
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valor tz valor ct valor ru coste inicial coste final
opción a 10 0.98 0.8 599.613 264.513
opción b 10 0.98 0.8 599.603 264.468
opción c 10 0.98 0.8 601.576 264.537
opción d 1 0.95 0.5 618.247 198.396
Tabla 5.1: Evolución temporal de cuatro procesos de optimización. Los tres primeros procesos comienzan bajo las
mismas combinaciones de parámetros de entrada (tz, ct y ru) y alcanzan valores similares, mientras que
el último comienza con una combinación de los parámetros de entrada distinta y sigue una evolución
temporal diferente.
El usuario puede influir en la evolución del algoritmo a través de dos conjuntos de parámetros:
ponderaciones para los subobjetivos de la función de coste y la definición del calendario de
enfriamiento.
Los parámetros de entrada utilizados en este ejemplo son:
– 2695 filas
– 2846 columnas
– 4315411 celdas no nulas (56% del total)
– 13 usos y mapas de aptitud:













– 500000000 posibles movimientos por cada temperatura
– 500 temperaturas
Por otro lado, se han elegido para la función de coste:
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– término de aptitud: 0.8
– término de compacidad: 0.2
Por último, los valores seleccionados para el calendario de enfriamiento son:
– temperatura inicial: 10
– constante de enfriamiento: 0.98
En la figura 5.6 se muestra el resultado final como una distribución espacial de usos, mientras
que la figura 5.7 muestra las evoluciones temporales de la función de coste, cada uno de los
términos de la función, de la temperatura y del número de aceptaciones (tanto aceptaciones di-
rectas como aceptaciones por el criterio de Metropolis). Otros ejemplos, junto con un análisis
detallado de los parámetros, se pueden encontrar en [115][192][190].
El proceso de optimización es una sucesión de etapas con el núcleo básico de operaciones:
generar un nuevo estado a partir del anterior, evaluar su coste, aplicar el criterio de aceptación
directa y de aceptación probabilística para aceptar o rechazar del nuevo estado. Durante la
ejecución del algoritmo el estado actual se desplaza por la superficie de búsqueda del proble-
ma en busca de la mejor solución. Las dificultades de esta exploración quedan reflejadas en
las transiciones evaluadas y se puede utilizar un random walk sobre el espacio de búsquedas
a distintas temperaturas para visualizarla (figura 5.7).
5.4. Caracterización de las computaciones
Como se ha comentado previamente, el proceso de generación de transiciones en el SA realiza
una modificación aleatoria mínima desde el estado actual que nos sitúa en un nuevo estado
del espacio de búsqueda, evalúa la función de coste en el nuevo estado y la compara con el
valor del estado anterior. En algunos casos acepta la transición y actualiza tanto el estado
actual como el valor de energía del estado. En otras ocasiones rechaza la transición y regresa
al estado previo. Este proceso se realiza un número prefijado de veces. A continuación se
cambia el valor del parámetro de temperatura por el siguiente del calendario de enfriamiento,
y se repite de nuevo el proceso. El algoritmo termina cuando se cumple el criterio de parada
programado, que es haber recorrido un número predefinido de temperaturas.
Es decir, en cada transición propuesta la decisión de aceptar o rechazar el nuevo estado se
realiza en dos pasos: (1) se aceptan todas aquellas que disminuyan la función de coste y (2)
se acepta además cualquier otra con una probabilidad proporcional a exp(−∆E/T ).
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Figura 5.6: Resultado de la ejecución modelo. Los usos han sido distribuidos por el territorio optimizando la
aptitud y la compacidad de las parcelas.




































































































 60  80  100  120  140  160  180  200
E
movimientos





Figura 5.7: Evolución temporal de los parámetros internos en la ejecución modelo: función de coste, temperatura,
la evolución de cada uno de los términos de la función de coste y las probabilidades de aceptación. Se
muestran también diferentes random walks durante el proceso de optimización, correspondientes a los
primeros movimientos a las temperaturas 10.0, 8.17, 6.67 y 3.64.
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1 estado <- estado_inicial()
2 energía <- evaluar_coste(estado)
3 temperatura <- temperatura_inicial
4 hacer
5 hacer
6 estado’ <- estado
7 energía’ <- energía
8 estado’’ <- transformar(estado’, movimiento_aleatorio())
9 energía’’ <- reevaluar_coste(estado’’)
10 si energía’’ < energía’
11 aceptar_movimiento()
12 en caso contrario
13 d <- exp((energía’-energía’’)/k*temperatura)
14 si d<random(0, 1)
15 aceptar_movimiento()
16 en caso contrario
17 rechazar_movimiento()
18 durante M movimientos
19 temperatura <- enfriar(temperatura)
20 durante N temperaturas
21
22 aceptar_movimiento() <-
23 estado <- estado’’
24 energía <- energía’’
25
26 rechazar_movimiento() <-
27 estado <- estado’
28 energía <- energía’
Figura 5.8: Esquema de la implementación del algoritmo de Simulated Annealing.
El pseudocódigo de la implementación del algoritmo es como aparece en la figura 5.8.
Puede apreciarse que las diferencias a nivel computacional entre aceptación directa de una
transición, aceptación probabilística y el rechazo son escasas. En ambos casos el código sus-
tituye el estado actual por alguna de las dos alternativas disponibles: el estado original o el
nuevo estado. Y sustituir el estado implica cambiar tanto los usos de las celdas, como también
otras variables precalculadas que se mantienen actualizadas para una evaluación eficiente de
la función de coste. Hay pocas diferencias en el número de instrucciones enteras o flotantes
entre una transición que se acepta y una que se rechaza. Las diferencias tienen que ver más
con los test de aceptación que con el propio proceso de actualización.


























Figura 5.9: Esquema de las tres vías de ejecución del código en cada iteración, y el modelo global (con las
probabilidades pa, pb y pc).
Identificamos tres posibles vías de ejecución para el tratamiento de una transición (movimien-
to, iteración o perturbación),y que denominamos aceptación directa, aceptación probabilística
y rechazo (figura 5.9).
Nótese que:
– La mayor parte del algoritmo es código común a todas las transiciones
– Toda transición ejecuta el test de aceptación directa independientemente del resultado
– Cada transición rechazada por el test de aceptación directa, ejecuta el test de aceptación
probabilística independientemente del resultado
La principal dificultad para modelar este algoritmo estocástico se debe a que el código ejecu-
tado depende fuertemente del valor concreto de los datos que se están procesando, los cuales
se pueden conocer únicamente durante la ejecución. En cada instante debemos trabajar con
suposiciones fundadas en los distintos valores estáticos que conocemos: tamaño de los mapas,
número de celdas con valor y celdas nulas, número de usos, número de celdas solicitadas para
cada uso, valores de los mapas de aptitud, calendario de enfriamiento, número de movimientos
por temperatura o número de temperaturas.
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Esta información es suficiente para caracterizar las instrucciones presentes en los fragmentos
que hemos clasificado como código común, pero no para los test de aceptación y el código
asociado a las tres vías de ejecución, que dependen de la evolución temporal de estado, que a
su vez depende del proceso de convergencia del algoritmo de SA.
Es posible resolver este problema estableciendo, a partir del análisis de la evolución del algo-
ritmo, unas probabilidades de aceptación directa y de aceptación probabilística, dependientes
de las variables de entrada y de control del algoritmo y del instante temporal, que permitan
reducir las tres vías de ejecución a un modelo que englobe todas las posibilidades.
Así, en lugar de tres vías alternativas tenemos una sola que, con el uso de las probabilidades
pa, pb y pc, integra todos los comportamientos (5.9):
pa · aceptación directa+ pb · aceptación probabilística+ pc · rechazo (5.5)
Las probabilidades utilizadas son las siguientes:
– pa, probabilidad de aceptación directa
– pb, probabilidad de aceptación probabilística
– pc, probabilidad de rechazo probabilística
Estas probabilidades cubren todo el rango de posibilidades, por lo que cumplen:
pa +(pb + pc) = 1 (5.6)
Para obtener los modelos del SA, en lugar de utilizar los contadores hardware, hemos explora-
do el código contabilizando los distintos tipos de operación. Cada línea del código contribuye
a las instrucciones dependiendo (1) del tipo de operaciones en la línea, (2) del nivel de anida-
miento en bucles, (3) si se encuentra en un bloque condicional, de la probabilidad con la que
se ejecute el bloque, y (4) del nivel de anidamiento en expresiones condicionales.
Las operaciones que se contabilizan son: operaciones aritméticas en punto flotante, operacio-
nes aritméticas enteras, acceso a vectores, comparaciones enteras, comparaciones flotantes y
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el uso de dos macros existentes en el código para facilitar la representación de los mapas co-
mo matrices. La mayoría de estas operaciones contribuyen a la cuenta de instrucciones enteras
(IOPs) y a la cuenta de instrucciones en punto flotantes (FLOPs).
Contabilizar únicamente operaciones en punto flotante es simplificar demasiado el modelo de
este código. Un algoritmo como éste, diseñado desde el principio para el cálculo eficiente,
puede suponer un flujo de instrucciones enteras importante que no debe ser despreciado a
priori, a pesar de que la diferencia en el coste entre uno y otro tipo de operaciones pueda ser
de varios órdenes de magnitud.
Aparte de las operaciones aritméticas, asimilamos los accesos a vectores a una operación
entera (para calcular el desplazamiento), el control de bucles a dos operaciones enteras (com-
probación de fin de lazo e incremento del índice), y las comparaciones de los condicionales a
una operación entera o en punto flotante según el tipo de variables en la comparación.
Las macros que debemos considerar son:
1 #define MS(x,y) = mapa_solucion[(y)*dimx+(x)]
2 #define MU(x,y,u) = mapa_usos[(u)*dimx*dimy+(y)*dimx+(x)]
Cada uso de MS() se contabilizará como dos operaciones enteras y un acceso a vector. De
modo similar, cada uso de MU() se contabilizará como 6 operaciones enteras. Estas estructuras
se utilizan en todo el código como una ayuda sintáctica al programador, permitiendo simular
un acceso por coordenadas x,y al estado (MS) y a los mapas de aptitud (MU), que en realidad
se almacenan como vectores unidimensionales.
En la implementación del código los límites de los bucles dependen de valores conocidos a
priori (dimensiones de los mapas, número de usos o número de movimientos por temperatura).
Por tanto, el número de operaciones con las que contabilizamos lo que contribuye cada línea
en un bucle es el mismo que en el caso de que no estuviera en él, multiplicado por el número
de iteraciones del bucle.
Cada línea del código dentro de un bloque condicional puede ser ejecutada o no, y la probabi-
lidad de ejecución depende de la cantidad de veces que se evalúe como verdadero. Por tanto,
el número de operaciones con las que contabilizamos la contribución de un bloque condicio-
nal es el número de operaciones del código del bloque, multiplicado por la probabilidad de
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que el condicional se evalúe como verdadero. Se debe tener en cuenta también la contribución
del código de la evaluación.
El análisis del código del algoritmo muestra que hay 12 situaciones condicionales diferen-
tes, cada una con su propia probabilidad de ser evaluada como verdadera. Algunas de ellas
dependen exclusivamente de factores conocidos a priori y son estáticas en el tiempo. Otras
dependen del propio proceso de optimización, de las variables de entrada y de control del
algoritmo y del instante temporal, y dada la naturaleza estocástica del proceso no hay forma
inmediata de precalcularlas con precisión.
Las probabilidades condicionales encontradas corresponden a los siguientes casos:
– p1, probabilidad de que el uso asignado a una celda concreta no sea el del uso de
máxima aptitud
– p2, probabilidad de que el uso asignado a una celda concreta no sea el del uso de mínima
aptitud
– p3, probabilidad de que una celda concreta tenga un valor no nulo
– p4, probabilidad de que una celda concreta esté en la primera fila del mapa
– p5, probabilidad de que una celda concreta esté en la última fila del mapa
– p6, probabilidad de que una celda concreta esté en la primera columna del mapa
– p7, probabilidad de que una celda concreta esté en la última columna del mapa
– p8, probabilidad de que una celda vecina tenga el mismo uso que una celda dada
– p9, probabilidad de que dos celdas al azar tengan un valor no nulo y de uso diferente
– p10, probabilidad de aceptación directa del estado actual
– p11, probabilidad de aceptación probabilística del estado actual, después del rechazo en
la aceptación directa
– p12, probabilidad de no aceptación probabilística del estado actual, después del rechazo
en la aceptación directa
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En ocasiones el código utiliza estas probabilidades y sus complementarias para cubrir todo
el rango de casos posibles. Por ejemplo, para una probabilidad p4, el complementario es
(1− p4).
Estas probabilidades son calculadas a partir de la definición, utilizando combinatoria básica
(regla de Laplace), para luego comprobar empíricamente que las probabilidades se ajustan a
los datos reales medidos. Es un proceso costoso, y tenemos que apoyarnos en simulaciones,
ya que a pesar de que, en algunos casos, la diferencia en el significado de dos probabilidades
es evidente, las ecuaciones con las que se representan son similares. Esto sucede, por ejemplo,
con la diferencia entre las probabilidades p8 y p9; en el primer caso, por el propio desarrollo
del proceso, sabemos que la celda tiene un valor no nulo, mientras que en el segundo caso no
se puede asegurar. Se cumplen las siguientes relaciones:
p1 = p2 = 1−1/número de usos
p3 = celdas no nulas/celdas totales
p4 = p5 = 1/filas
p6 = p7 = 1/columnas












∑i(celdasi · (celdasi −1))/(celdas totales · (celdas totales−1))
p9 = ∑i(celdasi · (celdasi −1))/(celdas totales · (celdas totales−1))
(5.7)
donde celdasi indica el número de celdas asignadas al uso i.
Las probabilidades p10, p11 y p12, hacen referencia a las probabilidades de aceptación mos-
tradas antes como pa, pb y pc. Éstas no tienen una expresión analítica inmediata sino que se
deben modelar estadísticamente.
A continuación hemos analizado los módulos más importantes y su aportación al modelo en
términos de operaciones enteras y en punto flotante. Estos módulos son los encargados del
mecanismo de generación de movimientos, evaluación y reevaluación de la función de coste,
aceptación y rechazo de transiciones propuestas, enfriamiento y generación del estado inicial.
En el último módulo se incorporan las probabilidades dinámicas dependientes de la evolución
del SA.
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1 calcular_movimiento_aleatorio():
2 do
3 x1 = random_int(0, columnas)
4 y1 = random_int(0, filas)
5 x2 = random_int(0, columnas)
6 y2 = random_int(0, filas)
7 uso1 = MS(x1, y1)
8 uso2 = MS(x2, y2)
9 while (uso1<0 || uso2<0 || uso1==uso2)
10 MS(x1,y1) = TMP_VALUE
11 MS(x2,y2) = TMP_VALUE
Figura 5.10: Realización de un movimiento aleatorio.
5.4.1. Realización de un movimiento aleatorio
El fragmento de código considerado aparece en la figura 5.10. Consiste en un bucle que con-
tiene cuatro llamadas a una función de coste desconocido, random_int(), más dos ejecuciones
de las macros que acceden al estado actual, MS, y tres comparaciones enteras que definen la
condición de terminación del bucle; finalmente incluye un control básico del bucle sin actua-
lización de ningún índice
Analizando el código que usa el compilador para asignar un número de operaciones enteras
y en punto flotante a la función random_int(), se encuentra que la implementación concreta
depende de factores externos como la versión de la librería, utilidades del sistema operati-
vo... Hemos decidimos asignar a esta función RANDOMINTI operaciones enteras y RANDO-
MINTF operaciones en punto flotante. Esta función se ejecuta varias veces por cada transición
propuesta, quedando estos valores como un factor de escalado para la evolución temporal de
FLOPs e IOPs.
Hay un lazo con una condición de finalización que depende del valor concreto de x1, y1, x2,
y2, uso1 y uso2, valores que se seleccionan aleatoriamente (uso < 0 es la comprobación de
que la celda en la posición x,y tiene valor no nulo). Resulta más útil expresar esta condición
de terminación como una probabilidad, aprovechando la propiedad de que un lazo con con-
dición de finalización condicional se ejecuta tantas veces como sea necesario hasta que la
probabilidad de salida sea igual a 1. Es decir, en un lazo como el anterior, donde la condición















Iteraciones en un lazo con probabilidad de salida de 1/23
Figura 5.11: Relación entre las iteraciones en un lazo y la probabilidad de terminación p. Cuando el bucle se repite
suficiente de veces, el número promedio de veces que se ejecuta el contenido converge a 1/p. En el
código del SA el módulo de generación de movimientos se ejecuta 50 millones de veces para cada
temperatura, suficiente para que se cumpla esta propiedad.
de finalización tiene una probabilidad p de evaluarse como verdadera, el código se ejecuta en
promedio 1/p veces.
Esta probabilidad de terminación del lazo es p9, cuyo valor ya se ha indicado en la ecuación
5.7.
Por tanto, las instrucciones ejecutadas al llamar al código de generación de movimientos
aleatorios son las siguientes operaciones enteras (funciones, accesos a macro, operaciones
de evaluación de la condición de terminación, actualización):
(1/p9) · (4 ·RANDOMINTI+2 ·3+3)+2 ·3 (5.8)
Y las siguientes operaciones en punto flotante (ejecución de funciones):
(1/p9) · (4 ·RANDOMINTF) (5.9)
La condición de terminación del bucle incluye tres condiciones que deben cumplirse simultá-
neamente. Para poder abordar estas situaciones, a lo largo de todo el código se sustituye cada
expresión condicional conteniendo una combinación de varios términos por varias expresio-
nes condicionales de un único término (ver figura 5.12).
En el caso actual la expresión condicional de terminación se ha construido de manera que
considere la combinación de las probabilidades de los tres términos y esta sustitución ya no
es necesaria.
5.4. Caracterización de las computaciones 137











6 en caso contrario:
7 si b:
8 código
Figura 5.12: Relación entre expresiones condicionales complejas y simples.
1 calcular_energia():
2 return r1*calcular_energia_t1() +
3 r2*calcular_energia_t2()
Figura 5.13: Evaluación de la función de coste.
5.4.2. Evaluación de la función de coste
El fragmento relevante se muestra en la figura 5.13. Esta función combina el coste calculado
para cada término, que están normalizados, y los reescala por los coeficientes seleccionados
por el usuario para el control del proceso de evaluación que son r1, coeficiente de ponderación
para el término de aptitud, y r2, coeficiente de ponderación para el término de compacidad, y
que cumplen 0 ≤ r1 ≤ 1, 0 ≤ r2 ≤ 1 y r1+ r2 = 1. El resultado son 3 operaciones en punto
flotante.
Analizamos cada uno de los objetivos. El término t1 corresponde al cálculo de la aptitud y t2,
al de la compacidad. Una versión simplificada de la función para el cálculo de la aptitud se
muestra en la figura 5.14.
El cálculo de la aptitud inicial se hace una única vez al principio del algoritmo, utilizándose
otra función diferente para recalcular y mantener actualizada la aptitud basada en actualiza-
ciones locales. La función actual sirve para calcular la aptitud del estado inicial y al mismo
tiempo aprovecha para inicializar los coeficientes de normalización para este término de la
función de coste: aptitud máxima, mínima y normalización.
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1 calcular_energia_t1():
2 aptitud_actual = 0
3 aptitud_maxima_global = 0
4 aptitud_minima_global = 0
5 for i in filas:
6 for j in columnas:
7 maximo = 0
8 minimo = 1
9 indice_maximo = -1
10 for k in usos:
11 valor = MU(j,i,k)
12 if valor > maximo:
13 maximo = valor
14 indice_maximo = k
15 if valor < minimo:
16 minimo = valor
17 aptitud_maxima_global += maximo
18 si minimo > -1:
19 aptitud_minima_global += minimo
20 uso = MS(j,i)
21 if uso > -1:
22 aptitud_actual += MU(j,i,uso)
23 normalizacion_t1 = (aptitud_maxima_global - aptitud_minima_global)
24 return (aptitud_maxima_global - aptitud_actual) / normalizacion_t1
Figura 5.14: Evaluación del término de aptitud de la función de coste.
Cálculo de la aptitud
El cálculo para la aptitud actual, variable aptitud_actual, se encuentra anidado en dos bucles
(uno para filas y otro para columnas) y dentro de un condicional asociado a la probabilidad
p3. Así que, considerando sólo el cálculo de aptitud actual, se realizan las operaciones corres-
pondientes a un acceso a la macro MS, una comparación entera, un acceso a la macro MU con
probabilidad p3 y la operación de actualización mediante suma en punto flotante; todo ello
repetido filas· columnas veces.
Operaciones enteras:
filas · columnas · (3+1+ p3 ·6) (5.10)
Operaciones en punto flotante:
filas · columnas · (p3 ·1) (5.11)
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donde la expresión de la probabilidad p3 es:
p3 = celdas no nulas/celdas totales (5.12)
Los probabilidades que rigen en el cálculo de las aptitudes máxima y mínima se asocian
a la búsqueda del máximo y del mínimo en un conjunto de valores desordenados. Son las
probabilidades p1 y p2. Este código se ejecuta al principio del algoritmo y su contribución
total es mínima respecto al total de operaciones tanto enteras como en punto flotante. Por
tanto, sin pérdida de calidad en el modelo, podemos considerar el peor caso que consiste en
que el ordenamiento de los valores es tal que siempre se evalúa alguno de los condicionales
como verdaderos (nótese que ambos no pueden ser verdaderos simultáneamente). Por lo que
contabilizamos un acceso a la macro MU y una comparación flotante, filas· columnas· usos
veces.
Operaciones enteras:
filas · columnas ·usos · (6) (5.13)
Operaciones en punto flotante:
filas · columnas ·usos · (1) (5.14)
Finalmente se deben considerar las 3 operaciones aritméticas en punto flotante para calcular
el normalizador y ofrecer el resultado, y las operaciones de control y actualización de los tres
bucles anidados: 2·filas + 2·filas·columnas + 2·filas·columnas·usos.
El coste total de esta función para el cálculo inicial del término de aptitud viene dado por la
siguiente combinación:
Operaciones enteras:
filas · columnas ·usos · (6)+2 ·filas+2 ·filas · columnas+
2 ·filas · columnas ·usos
(5.15)
Operaciones en punto flotante:
filas · columnas · (p3 ·1)+filas · columnas ·usos · (1)+3 (5.16)
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1 calcular_energia_t2():
2 perimetro_actual = 0
3 perimetro_maximo_global = 0
4 perimetro_minimo_global = 0
5 for k in usos:
6 celdas[k] = 0
7 perimetro[k] = 0
8 for i in filas:
9 for j in columnas:
10 k = MS(j,i)
11 if k >= 0
12 if i > 0





18 perimetro_maximo_global += 4
19 celdas[k]++
20 for k in usos:
21 perimetro_actual += perimetro[k]
22 perimetro_minimo_global += int(sqrt(celdas[k]))
23 perimetro_minimo_global *= 4
24 normalizacion_t2 = (perimetro_maximo_global - perimetro_minimo_global)
25 return (perimetro_actual - perimetro_minimo_global) / normalizacion_t2
Figura 5.15: Evaluación del término de compacidad de la función de coste.
Cálculo de la compacidad
El cálculo inicial del término de la compacidad implica la suma de perímetros. De nuevo, esta
función sólo se ejecuta una vez al principio del algoritmo, utilizándose otra función diferente
para recalcular y mantener actualizados los cambios en el valor de perímetro de cada uso
debidos en actualizaciones locales. Esta función sirve para calcular los perímetros de cada
uso y su suma total, y al mismo tiempo inicializa los coeficientes de normalización para este
término de la función de coste: perímetro máximo, perímetro mínimo y normalización. El
código se muestra en la figura 5.15.
Para evaluar los perímetros hay que recorrer cada celda y comparar el uso actual con el uso
del vecino al norte, al este, al sur y al oeste (en este caso se utilizan sólo los cuatro vecinos).
En el fragmento de la figura 5.15 sólo se muestra la evaluación del vecino del norte para la
celda en posición j,i. No se incluyen los códigos similares para los otros tres vecinos.
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Este condicional se encuentra dentro de dos bucles anidados, uno para las filas y otro para
las columnas, y se hacen varias comprobaciones que tienen una probabilidad asociada. En
particular, se comprueba si la celda en posición j,i es no nula, si la celda está en la primera fila
y por tanto no tiene vecino al norte sino el borde del mapa, y en el caso que exista el vecino,
si éste es del mismo uso.
En el caso de que la celda sea no nula y esté situada en la primera fila, técnicamente no tiene
vecino al norte, pero el borde del mapa incrementa en una unidad el valor de perímetro del
uso; en caso de tener vecino al norte, se incrementa el perímetro sólo en el caso de que vecino
tenga un uso diferente.
Las probabilidades usadas en este fragmento de código son p3, probabilidad de que la celda en
posición j,i tenga valor no nulo, p4, 1− p4 y 1− p8. La probabilidad 1− p8, complementaria
a la probabilidad de que una celda vecina tenga el mismo uso que la celda actual, se calcula
como una probabilidad condicional para cada uso. Puesto que no se conoce a qué uso corres-
ponde el valor actualmente en k, hay que calcularlo para todos. De la misma forma, 1− p4 es
la complementaria a p4. La expresiones 5.7 muestran cómo obtener estas probabilidades.
Con las operaciones dentro de varios condicionales anidados los casos se tratan como sucesos
independientes, y la probabilidad total es el producto de las probabilidades individuales. De
esa manera, la probabilidad de que una celda sea útil, no esté en la primera fila y su vecino
tenga un uso diferente al suyo es p3 · (1− p4) · (1− p8).
Por tanto, las instrucciones contabilizadas en el caso del cálculo del vecino del norte son
el acceso a la macro MS, dos comparaciones enteras, una operación de aritmética entera,
otro acceso a la macro MS, una comparación entera, un acceso a vector y una operación de
aritmética entera para el incremento, todo ello escalado por las probabilidades p3, p4, (1− p4)
y (1− p8), según corresponda, y repetido filas· columnas veces.
Operaciones enteras:
filas · columnas · (2+1+ p3 · (1+(1− p4) · (1+1+2+(1− p8) · (1+1))+
p4 · (1+1)))
(5.17)
No hay operaciones en punto flotante.
Hay ecuaciones equivalentes para los otros tres vecinos (sustituyendo p4 por p5, p6 y p7,
respectivamente).
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A los cálculos anteriores deberemos sumar las operaciones aritméticas en punto flotante para
calcular partes del normalizador y ofrecer el resultado, las operaciones de control y actualiza-
ción de los bucles en la inicialización y cálculo del normalizador. El valor de normalización
se calcula a partir de valores máximos y mínimos ideales.
En total, se obtiene en el término de compacidad los siguientes valores:
Operaciones enteras:
4 ·usos+2 ·filas+2 ·filas · columnas+
filas · columnas · (3+2 · p3 · (1+(1− p4) · (4+(1− p8) ·2)+ p4 ·2)+
2 · p3 · (1+(1− p6) · (4+(1− p8) ·2)+ p6 ·2)+3)+2 ·usos+
usos · (6+SQRTI)
(5.18)
Operaciones en punto flotante:
usos ·SQRTF+1 (5.19)
donde consideramos p4 = p5, p6 = p7, y hemos utilizado SQRTI como el número equivalen-
te de operaciones enteras dentro la función de coste desconocido sqrt(), y SQRTF como el
de operaciones en punto flotante dentro de la misma función. Independientemente del valor
exacto, que podemos consultar en la librería que utilice el compilador, esta función se ejecuta
una única vez al principio del algoritmo y las aportaciones de SQRTx son testimoniales sobre
el total.
Para la evaluación completa, se obtienen los valores:
Operaciones enteras:
filas · columnas · (3+1+ p3 ·6)+filas · columnas ·usos · (6)+2 ·filas+
2 ·filas · columnas+2 ·filas · columnas ·usos+4 ·usos+2 ·filas
+2 ·filas · columnas+filas · columnas · (3+2 · p3 · (1+
(1− p4) · (4+(1− p8) ·2)+ p4 ·2)+2 · p3 · (1+
(1− p6) · (4+(1− p8) ·2)+ p6 ·2)+3)+2 ·usos+usos · (6+
SQRTI)
(5.20)
Operaciones en punto flotante:
3+filas · columnas · (p3 ·1)+filas · columnas ·usos · (1)+3+
usos ·SQRTF+1
(5.21)
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1 recalcular_energia():
2 return r1*recalcular_energia_t1() +
3 r2*recalcular_energia_t2()
Figura 5.16: Reevaluación de la función de coste.
1 recalcular_energia_t1():





7 return (aptitud_maxima_global - aptitud_actual) / normalizacion_t1
Figura 5.17: Reevaluación del término de aptitud de la función de coste.
5.4.3. Reevaluación de la función de coste
El recálculo del coste se muestra en la figura 5.16. Durante la ejecución del algoritmo, para
cada transición propuesta, se reevalúa el coste llamando a esta función. El resultado vuelven
a ser 3 operaciones de aritmética en punto flotante.
Lo interesante es el modo de reevaluar cada uno de los objetivos. Al igual que en la sección
5.4.2, término t1 corresponde al recálculo de la aptitud y t2, al de la compacidad. Ocultando
detalles irrelevantes de la implementación, el primer término se muestra en la figura 5.17 y el
segundo término en la figura 5.18.
Se observa que, después del intercambio de usos entre las celdas x1,y1 y x2,y2, la aptitud
actual se recalcula a partir del valor global que se ha almacenado durante la función calcu-
lar_energia_t1() al principio del algoritmo, eliminando la contribución de aptitud que tenían
los usos originales y añadiendo la que tienen los nuevos usos.
En el cálculo de instrucciones consideramos las operaciones enteras relacionadas con el ac-
ceso a la macro MU, las operaciones aritméticas en punto flotante para recalcular la aptitud y
normalizar.
Hay 4 ·6 operaciones enteras, y 4+2 operaciones en punto flotante.
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1 recalcular_energia_t2():
2 a = 0
3 n = 0
4 if y1 > 0
5 k = MS(x1,y1-1)
6 if k == uso1
7 a++
8 if k == uso2
9 n++
10 ...
11 perimetro[uso1] += (a*2 - 4)
12 perimetro[uso2] += ((4 - n)*2 - 4)
13 perimetro_actual += (a*2-4) + ((4-n)*2-4)
14 a = 0
15 n = 0
16 if y2 > 0
17 k = MS(x2,y2-1)
18 if k == uso2
19 a++
20 if k == uso1
21 n++
22 ...
23 perimetro[uso2] += (a*2 - 4)
24 perimetro[uso1] += ((4 - n)*2 - 4)
25 perimetro_actual += (a*2-4) + ((4-n)*2-4)
26 return (perimetro_actual - perimetro_minimo_global) / normalizacion_t2
Figura 5.18: Reevaluación del término de compacidad de la función de coste.
En esta implementación, las sucesivas operaciones aritméticas con los valores de los mapas
de aptitud (macro MU) pueden introducir poco a poco errores en el valor de aptitud, que se
calcula una y otra vez, debido a redondeos y errores de representación para números pequeños.
Una posibilidad para evitarlo es trabajar con tipos de datos de diferentes rangos, usando uno
mayor para almacenar la aptitud, de manera que este dato soporte las operaciones con los
valores de los mapas de aptitud sin pérdida de precisión. La alternativa utilizada en RULES
es trabajar con el mismo tipo de datos, pero limitar el número de decimales de los datos
contenidos en los mapas de aptitud.
Se observa que, después del intercambio de usos entre las celdas x1,y1 y x2,y2, los valores
de perímetro global de los usos se modifican porque se modifican las fronteras. El proceso se
hace en dos pasos. Primero se calcula el cambio en el valor del perímetro alrededor de una
celda. Luego se repite para la segunda.
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Para calcular el cambio de perímetro alrededor de la primera celda hay que contabilizar el
número de vecinos que tienen el uso original uso1 y los que tienen el nuevo uso uso2. El valor
se almacena en las variables a y n. Cuando hay una coincidencia con el uso antiguo, al aplicar
el nuevo uso aparece una frontera entre celda y vecino, y se contabiliza como perímetro dos
veces: como perímetro de la celda y como perímetro del vecino. Cuando hay una coincidencia
con el uso nuevo, al aplicar el uso nuevo desaparece esa misma frontera entre celda y vecino
ya que ahora comparten el mismo uso, y, de nuevo, se elimina dos veces: uno por la celda, y
otro por el vecino.
Es decir, al sustituir en la primera celda, la asignación al uso1 por asignación al uso2, se
observan los siguientes cambios:
perimetro[uso1]+ = (a ·2−4)
perimetro[uso2]+ = ((4−n) ·2−4)
perimetro_actual+= (a ·2−4)+((4−n) ·2−4)
(5.22)
La figura 5.18 sólo muestra la evaluación del vecino del norte para la celda en posición x1,y1.
Falta las comprobaciones para los otros tres vecinos.
La comparación actual no está dentro de ningún bucle, y hace varias comprobaciones con
una probabilidad asociada conocida: comprueba si la celda en posición x1,y1 no está en la
primera fila y por tanto se puede considerar el vecino al norte, y comprueba si el uso asignado
al vecino coincide con el uso antiguo o con el nuevo.
Las probabilidades usadas en este fragmento de código son 1− p4 y p8. Cuando extendemos
el código para considerar al resto de vecinos, añadimos las probabilidades 1− p5, 1− p6 y
1− p7.
En resumen, la primera mitad de la función de recálculo de la compacidad, correspondiente a
las modificaciones de perímetro actual debidas al cambio de asignación de la celda en posi-
ción x1,y1 del uso uso1 al uso uso2, y considerando los cuatro vecinos, realiza las siguientes
operaciones:
Operaciones enteras (comparación entera, aritmética entera más acceso a macro MS, compa-
ración entera y actualización, todo ello con distintas probabilidades asociadas a cada bloque
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condicional, y varias operaciones aritméticas para la actualización del perímetro):
1+2 · ((1− p4) · (3+2 · (1+ p8 ·1)))+
2 · ((1− p6) · (3+2 · (1+ p8 ·1)))+4+5+7
(5.23)
No tiene operaciones en punto flotante.
La segunda mitad de la función de recálculo de la compacidad, correspondiente a las mo-
dificaciones de perímetro actual debidas al cambio de asignación de la celda en la posición
x2,y2 del uso uso2 al uso uso1, tiene una expresión idéntica. Para el cálculo global del número
de operaciones hace falta considerar también la normalización, que es el único punto en que
aparecen operaciones en punto flotante.
Operaciones enteras:
2 · (1+2 · ((1− p4) · (3+2 · (1+ p8 ∗1)))+
2 · ((1− p6) · (3+2 · (1+ p8 ·1)))+4+5+7)
(5.24)
Hay 2 operaciones en punto flotante.
En total, se obtienen, para las operaciones enteras:
24+2 · (1+2 · ((1− p4) · (3+2 · (1+ p8 ·1)))+
2 · ((1− p6) · (3+2 · (1+ p8 ·1)))+4+5+7)
(5.25)
Y las operaciones en punto flotante son 6+2.
5.4.4. Aceptación de la transición
El proceso de aceptación de una transición no supone operaciones de cálculo, sino que lleva
asociada una copia, dentro de variables globales, de distintos valores que se han calculado
en la reevaluación de la función de coste con la transición propuesta. Se muestra en la figura
5.19.
Únicamente consideramos las operaciones enteras resultado de acceder a las macros. Son 2 ·2
operaciones enteras, y no hay operaciones en punto flotante.
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1 aceptar_movimiento():
2 MS(x1,y1) = uso2









Figura 5.19: Aceptación de la transición.
1 rechazar_movimiento():
2 MS(x1,y1) = uso1
3 MS(x2,y2) = uso2





9 aptitud_actual = aptitud_actual_original
10
11 rechazar_movimiento_t2():
12 perimetro_actual = perimetro_actual_original
13 perimetro[uso1] = perimetro_uso1_original
14 perimetro[uso2] = perimetro_uso2_original
Figura 5.20: Rechazo de la transición.
5.4.5. Rechazo de la transición
En este caso no hay cálculo asociado, sino sólo recuperación de las variables originales sobre
las globales. Se muestra en la figura 5.20. Y de nuevo las operaciones consideradas son las
correspondientes a las llamadas para la actualización de cada término de la función de coste.
Las operaciones enteras son 2 ·2+2, y no hay operaciones en punto flotante.
En el código puede observarse que, al proponer una transición se almacena una copia del
estado actual (asignación de celdas a usos) y de algunas variables derivadas (coste actual,
evaluación actual de cada uno de los términos de la función de coste), que son recuperadas si
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finalmente la transición se rechaza. En el caso de que la transición sea aceptada, los nuevos va-
lores calculados ya están copiados a las variables que representan el estado actual. Es por eso
las funciones de aceptar_movimiento_t1() y aceptar_movimiento_t2() están vacías mientras
que rechazar_movimiento_t1() y rechazar_movimiento_t2() no lo están.
5.4.6. Generación del estado inicial aleatorio
Al principio del programa, después de cargar y revisar los mapas de aptitud, la intersección
de todos ellos proporciona una máscara del estado inicial que se accede desde la macro MS.
Es un raster con valores enteros 0 o -1, que indican si la celda en esa posición contendrá
en el futuro inmediato una asignación a uso o si la celda contiene el valor nulo. Ignoramos
el proceso concreto de lectura de los mapas e intersección para crear esta máscara, ya que
durante todo el análisis estamos ignorando las operaciones de entrada/salida.
La generación inicial más sencilla sitúa consecutivamente de izquierda a derecha y de arriba
abajo las celdas de cada uso. Primero todas las celdas del uso 0, luego las del uso 1, etc. hasta
finalizar. En este momento todas las celdas no nulas tienen un uso asignado, y el número de
celdas por uso coincide con el número solicitado.
A continuación se reordenan las celdas aleatoriamente, intercambiando cada una por una pa-
reja aleatoria. Para aumentar la aleatoriedad del resultado, se rodea el proceso básico de un
bucle externo para repetir el proceso de reordenamiento varias veces. El código utilizado se
muestra en la figura 5.21, y su análisis muestra las siguientes operaciones:
Operaciones enteras:
2 ·filas+2 ·filas · columnas+filas · columnas · (2+1+ p3 · (2+1)+
celdas_utiles · (3))+2 · reordenamientos+
2 · reordenamientos ·filas+2 · reordenamientos ·filas · columnas+
reordenamientos ·filas · columnas · (2+1+ p3 · (2 ·RANDOMINTI+
2+1+ p3 · (2 ·2)))
(5.26)
Operaciones en punto flotante:
reordenamientos ·filas · columnas · p3 ·2 ·RANDOMINTF (5.27)
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1 estado_inicial_aleatorio():
2 k = 0
3 nk = 0
4 for i in filas:
5 for j in columnas:
6 if MS(j,i) > -1:
7 if nk > celdas[k]:
8 k++
9 nk = 0
10 MS(j, i) = k
11 nk++
12
13 for r in reordenamientos:
14 for i in filas:
15 for j in columnas:
16 if MS(j, i) > -1:
17 ni = random_int(i, filas)
18 nj = random_int(j, columnas)
19 if MS(nj, ni) > -1:
20 tmp = MS(j, i)
21 MS(j, i) = MS(nj, ni)
22 MS(nj, ni) = tmp
Figura 5.21: Generación del estado inicial aleatorio.
Hemos reutilizado los valores RANDOMINT I y RANDOMINT F para representar los valores
del número de operaciones enteras y flotantes dentro de la función random_int(), tal como
estaban definidas en el módulo de generación de movimientos.
5.4.7. Evolución probabilística del proceso de optimización
Las probabilidades usadas para modelar los módulos son estáticas, y se pueden calcular aten-
diendo a los parámetros que definen el tamaño del problema: número de filas, número de
columnas, número de celdas no nulas, número de usos considerados, número de celdas ob-
jetivo por cada uso. Esto permite eliminar la necesidad de tratar con la distribución concreta
de valores en los mapas de aptitud o con la situación inicial de asignaciones de usos en el
estado inicial. Añadimos a este conjunto de parámetros el número de movimientos en cada
temperatura y el número máximo de temperaturas definido por el criterio de parada.
Sin embargo falta considerar las probabilidades propias del proceso de optimización p10,
p11 y p12. Estas probabilidades son dinámicas: dependen de las condiciones iniciales, pero
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evolucionan en el tiempo, dándole al algoritmo de SA una ventaja competitiva respecto a los
procesos de búsqueda local básicos que siguen un comportamiento prefijado.
La probabilidad p10 está relacionada con el proceso de aceptación directa, que es esencial en el
proceso de optimización: se acepta cualquier iteración que mejore el coste del estado actual.
El valor de p10 no es estático, sino que la posibilidad de terminar en un estado con coste
inferior al actual al realizar una perturbación disminuye a medida que el algoritmo avanza. Al
principio, como el sistema arranca desde un estado inicial aleatorio, encontrar mejores estados
es muy probable. Pero en etapas posteriores, según el proceso converge hacia el óptimo, cada
vez hay menos probabilidades.
La probabilidad p11 y su complementaria p12 están relacionadas con el proceso de aceptación
probabilístico de Metropolis. Junto con las aceptaciones directas, se aceptan algunas transi-
ciones que aumentan el coste del estado actual con una probabilidad que depende del coste
del estado y de la temperatura actual del sistema. La posibilidad de aceptar estas transacciones
con un coste superior al actual también disminuye a medida que el algoritmo avanza. El efecto
del parámetro temperatura hace que al principio, con altas temperaturas, se acepten muchas
de estas iteraciones. En etapas posteriores cada vez se aceptan menos según disminuye la
temperatura.
En este apartado modelamos estas probabilidades. Inicialmente, consideramos que dependen
de las condiciones iniciales, parámetros de control y del tiempo:
p10 ∼ p10(condiciones iniciales,control, tiempo)
p11 ∼ p11(condiciones iniciales,control, tiempo)
(5.28)
Las probabilidades p10, p11 y p12 determinan las tres vías de ejecución del código, tal y como
se mostró en la figura 5.9.
Hasta el momento se han calculado las operaciones enteras y en punto flotante para los dis-
tintos módulos, y ahora se unen. El esquema completo se muestra en la figura 5.22.
Como se puede ver en esta figura, se ejecuta una única vez el conjunto de instrucciones produ-
cidas por el módulo de creación del estado inicial aleatorio. También el módulo para calcular
la energía del estado inicial a partir de la evaluación de cada uno de los términos de la función
de coste.
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1 algoritmo():
2 estado_inicial_aleatorio()
3 energia = evaluar_coste()
4 for t in temperaturas:
5 for i in movimientos_por_temperatura:
6 calcular_movimiento_aleatorio()
7 nueva_energia = reevaluar_coste()
8 if nueva_energia <= energia:
9 aceptar_movimiento()
10 else
11 p = exp((energia - nueva_energia)/t);




Figura 5.22: Esquema del algoritmo y los módulos.
A continuación hay un lazo exterior que recorre todas las temperaturas del calendario de en-
friamiento. En la implementación cada temperatura se genera a partir de la anterior, llaman-
do a la función nueva_temperatura(t), que implica una única operación aritmética en punto
flotante. En el pseudocódigo anterior se ha representado como un bucle precalculado de tem-
peraturas. Para cada temperatura hay un nuevo lazo anidado que permite generar un número
fijo de movimientos. Dentro de éste se proponen las transiciones, se evalúa la energía de los
nuevos estados, y se someten a los tests de aceptación. Con una probabilidad p10, el nuevo
estado se acepta. Con una probabilidad 1− p10, el estado se somete al test de aceptación de
Metropolis. Que se supera con una probabilidad p11, y se rechaza con probabilidad p12.
En conjunto, las instrucciones consideradas son las que aparecen en la figura 5.23.
Únicamente se dispone de expresiones analíticas para pa, pb y pc (p10, (1 − p10) · p11 y
(1 − p10) · p12, respectivamente) en casos muy particulares, donde el generador de transi-
ciones cumple una serie de limitaciones [139]. Para el caso general, se necesita recurrir a una
evaluación estadística. Para ello se ejecuta el algoritmo múltiples veces y con un rango varia-
do de parámetros de entrada y de control, y del análisis post mortem de los procesos se extrae
la información sobre la evolución de las probabilidades.
En estas ejecuciones tenemos que limitar el número de parámetros. Asumimos que es la com-
binación de parámetros de entrada la que define un problema particular. Así, podemos dejar













Figura 5.23: Esquema de módulos para la contabilidad de instrucciones.
fijos el tamaño del mapa, el número de celdas con valor no nulo y sus posiciones, el número
de usos, el número de celdas solicitadas por cada uso y la distribución de los mapas de aptitud
de los usos.
Para simplificar fijamos también dos parámetros de control: el número de temperaturas en
el calendario de enfriamiento y el número de movimientos propuestos a cada temperatura, y
utilizamos como parámetros de control libres la temperatura inicial, la constante de enfria-
miento del calendario de enfriamiento lineal, y los coeficientes de cada término de la función
de coste. La evolución temporal viene dada por el número de etapa de temperatura, que es el
último parámetro libre.




– 4315411 celdas no nulas (56% del total)
– 13 usos:














– la distribución concreta de los 13 mapas de aptitud
– 500000000 posibles movimientos por cada temperatura
– 500 temperaturas
El estado inicial es aleatorio y diferente en cada ejecución. Esto permite no particularizar
para ningún caso concreto. Pero, al mismo tiempo, facilita iniciar el algoritmo en un máximo
de entropía por la forma de generarlo, que es a la vez un estado conocido y suficientemente
genérico. Esto es porque la evolución temporal del SA, como se ha indicado en la sección 5.3,
es poco dependiente del estado aleatorio inicial concreto.
Hacemos un análisis de la evolución temporal del algoritmo de SA para este problema, cen-
trándonos en las probabilidades de aceptación directa, aceptación por el criterio de Metropolis
y rechazo, para un rango de parámetros de control:
– 41 valores para la temperatura inicial, entre 0.10 y 50.00
– 5 valores de constante de enfriamiento, entre 0.95 y 0.99
– 20 combinaciones para los coeficientes de balanceo de la función de coste, entre (0.00,
1.00) y (1.00, 0.00)
– 500 medidas temporales, desde la etapa 0 a la etapa 499
En total, resultan 4100 curvas (cerca de dos millones de puntos).
A partir de los valores medidos durante las ejecuciones construimos un modelo estadístico del
comportamiento temporal de pa, pb y pc para parámetros de control arbitrarios que seleccione
el usuario, siempre que se localicen dentro del rango utilizado para el modelo.
Nótese que este análisis es sólo válido para esta implementación concreta del SA, con la
misma función de coste, el mismo mecanismo de generación de movimientos, los mismos
parámetros de entrada señalados y con un estado inicial aleatorio. No es un análisis general del
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proceso de optimización por SA, aunque es representativo, pero permite aproximar cualquier
algoritmo de SA y extraer conclusiones.
Como aproximación al problema, visualizamos el comportamiento que presentan estas cur-
vas en función de los parámetros de control. Representamos la evolución temporal de las
probabilidades, donde el tiempo está representado por el número de etapa del calendario de
enfriamiento, cuando fijamos dos de los parámetros de control y dejamos libre el tercero.
Los parámetros son la temperatura inicial, la constante de enfriamiento y los coeficientes de
los términos de la función de coste (donde consideramos los dos coeficientes como un único
parámetro dado que su suma es 1).
En la figura 5.24 se representa pa a través del número de aceptaciones directas, de un total
de 50 millones de posibles movimientos por temperatura, para todos los valores disponibles
de la temperatura inicial (41 valores). A continuación fijamos la constante de enfriamiento al
valor, por ejemplo, de ct = 0,8, y una combinación concreta de coeficientes para los términos
de la función de coste, por ejemplo, 0.8 para el término de aptitud y 0.2 para el de compacidad
(ru = 0,8).
En las curvas de la figura 5.24 se puede observar que el comportamiento presenta un esquema
característico. El aspecto general es el de una función exponencialmente decreciente, con una
primera etapa de caída lenta, más prolongada cuanto mayor es la temperatura inicial del pro-
ceso. Eso quiere decir que en el SA, cuanto mayor sea la temperatura en las primeras etapas
más tiempo se emplea en una exploración alrededor del estado inicial y más tiempo tarda
el algoritmo en comenzar su convergencia hacia la solución. Según disminuye la temperatura
inicial, las gráficas se desplazan hacia la izquierda mientras mantienen un aspecto similar. Eso
indica que una temperatura inicial más baja no permite explorar el mismo rango de posibili-
dades en las primeras etapas y rápidamente comienza su convergencia hacia la solución desde
la mejor situación que ha podido localizar en las etapas iniciales.
Las representaciones del número de aceptaciones directas tomando como variable libre la
constante de enfriamiento o la combinación de coeficientes en la función de coste, presenta
características similares tal como se puede observar en la figura 5.25. Nótese que el proceso de
aceptaciones está afectado por los valores iniciales de cada uno de los parámetros de control.
En este punto del análisis debemos utilizar alguna herramienta para generar automáticamente
un modelo para esta curva y la de pb (la de pc se calcula por exclusión). Para ello disponemos































































Figura 5.24: Aceptación directa en función de la temperatura inicial, manteniendo fijos la constante de enfriamiento
y los coeficientes de la función de coste.
de más de dos millones de puntos de ajuste y cuatro variables independientes: temperatura
inicial, constante de enfriamiento, coeficientes de la función de coste y el número de etapa del
calendario de enfriamiento como parámetro temporal.
Para el caso particular de esta implementación del SA podemos continuar y realizar una sim-
plificación más que facilita encontrar el modelo final, ya que tres de los cuatro parámetros
de control están relacionados entre sí a través del calendario de enfriamiento: la temperatura
inicial, la constante de enfriamiento y el número de etapa de enfriamiento. Además, la tem-
peratura viene dada por la secuencia {t0, t1 = t · ct, t2 = t1 · ct, t3 = t2 · ct . . .}. Es decir, para la
etapa n, se tiene:
t(n) = t0 · ctn (5.29)
Representando las mismas gráficas, utilizando como parámetro temporal la temperatura de
la etapa en lugar del número de etapa, aparecen dos diferencias fundamentales que pueden
observarse en las gráficas 5.26 y 5.27. Por un lado, las curvas hay que leerlas ahora de derecha






































































Figura 5.25: Aceptación directa en función de la constante de enfriamiento, manteniendo fijos los otros parámetros,
y aceptación directa en función de los coeficientes de la función de coste, manteniendo fijos los otros.































































Figura 5.26: Aceptación directa en función de la temperatura inicial, manteniendo fijos los otros parámetros,
usando la variable temperatura.
a izquierda, porque según avanza el proceso la temperatura disminuye. Por otro, que las curvas
en función de la temperatura inicial o constante de enfriamiento prácticamente se superponen,
pero no así la que está en función de los coeficientes de la función de coste.
Esto indica que la evolución del modelo, cuando la variable temporal es la temperatura, depen-
de fundamentalmente del valor del parámetro de control ru, de los coeficientes de la función
de coste, y, muy poco, de la temperatura inicial, tz, o de la constante de enfriamiento, ct. Po-
demos centrarnos inicialmente en modelar esta dependencia. Por lo tanto, simplificamos el
modelo de cuatro variables independientes a sólo dos: los coeficientes de la función de coste
y temperatura de la etapa.
Si bien todas esas curvas tienen un esquema similar y el comportamiento básico es que la pro-
babilidad aumenta cuando disminuye el parámetro ru, hay algunas que se escapan del caso
general (ver figura 5.28). Corresponden a la familia de curvas con ru = 0,0 y presentan, por
comparación con el resto de valores de ru, más aceptaciones. Debido a los valores máximos y






































































Figura 5.27: Aceptación directa en función de la constante de enfriamiento o los coeficientes de la función de coste,
manteniendo fijos los otros parámetros, usando la variable temperatura.























Probabilidad de aceptación directa, todas las curvas
Figura 5.28: Todas las medidas de aceptación directa, representadas en la variable temperatura. Se agrupan en
familias con un valor común del parámetro ru.
mínimos utilizados en la normalización, las diferencias en los valores de los términos de ap-
titud y de compacidad cuando se realiza un movimiento tienen rangos diferentes, y el cambio
en el valor de la compacidad queda ligeramente enmascarado por el cambio en el valor de la
aptitud.
Cuando nos centramos sólo en el término de compacidad, encontramos que en las primeras
etapas, donde las posiciones iniciales son aleatorias, muchos movimientos mejoran o man-
tienen el valor de compacidad. Es más sencillo cumplir sólo con uno de los términos de la
función de coste que con los dos, pero, en este caso, es la normalización del término de
compacidad, por la diferencia de rangos en que trabajan ambos términos, el que establece el
número de aceptaciones.
En cualquier caso, es un efecto que debemos incorporar al modelo. La forma más inmediata
para ello es considerar de forma independiente los casos con ru = 0,0 (donde sólo se evalúa
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compacidad). Y, por simetría, también considerar de manera especial el caso ru = 1,0 (donde
sólo se evalúa aptitud).
Analicemos más en detalle el caso de una familia de curvas cualquiera. La familia con ru= 0,8
se muestra en la figura 5.29. A bajas temperaturas destacan algunos puntos que se alejan de la
tendencia general de la familia de curvas. Corresponden a valores de aceptaciones directas en
las primeras etapas de una ejecución que están ligeramente por encima de los valores espe-
rados, presentando una estructura visual en forma de dientes de sierra. El punto más elevado
corresponde a la temperatura inicial de la curva, y luego los puntos obtenidos se mueven hacia
la izquierda con varias pendientes diferentes, cada una corresponde a una constante de enfria-
miento distinta. Se observa también que estos picos son más acusados cuando las temperaturas
iniciales son más bajas, y que sus efectos sólo se aprecian durante unas pocas temperaturas.
Por tanto, podemos repetir la simplificación anterior y modelar las primeras temperaturas de
cada curva independientemente del resto de temperaturas.
En resumen, vamos a modelar la evolución temporal de la probabilidad de aceptación directa
con varias ecuaciones:
– Caso ru = 0.0
etapa n = 0, etapa n = 1, etapa n = 2 y el resto de las etapas
– Caso ru = 1.0
etapa n = 0, etapa n = 1, etapa n = 2, y el resto
– Otros valores de ru
etapa n = 0, etapa n = 1, etapa n = 2, y el resto
Hemos empleado distintas herramientas para encontrar el mejor ajuste de estas ecuaciones,
ahora con sólo dos variables independientes (ru y t) y con un número de puntos de ajuste
que depende de la ecuación que buscamos (en nuestro ejemplo, desde 205 puntos para el
caso ru=0.0, n=0, hasta más de 1.8 millones de puntos para el caso general). Así, se ha hecho
uso de una variedad de productos software (MathWorks MATLAB [163], GNU Octave [214],
Systat TableCurve [84]) para identificar la forma general de estas ecuaciones, los términos
que podemos esperar en ellas y su dependencia con las variables, y hemos combinado estas
expectativas a través de la herramienta TIA [162] para llegar a un resultado final.
TIA (Tools for Instrumentation and Analysis) es un entorno de análisis diseñado para obtener
de forma sencilla modelos analíticos precisos del rendimiento de aplicaciones paralelas. A










































Probabilidad de aceptación directa, ru=0.8, zoom
Figura 5.29: Aceptación directa para la familia de curvas con ru=0.8.
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partir de una instrumentación manual del código fuente permite obtener los valores de métri-
cas y parámetros de rendimiento durante la ejecución de la aplicación en sistemas reales y,
con los datos recogidos, realizar un análisis con el que construir un modelo analítico mediante
técnicas estadísticas y de selección de modelos. Con TIA sólo es necesario indicar qué forma
tienen los términos, a priori, que deberían ser incluidos en la expresión del modelo.
Las expresiones que obtenemos para la evolución temporal de la aceptación directa son:
Probabilidad de aceptación directa, caso ru = 0.0
Primera etapa:
pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pa(t) =(a+ c · t2,5 + e · t +g · t2,5 + i · t2)/
(1+b · t2,5 +d · t + f · t2,5 +h · t2 + j · t2,5)
(5.33)
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Probabilidad de aceptación directa, caso ru = 1.0
Primera etapa:
pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4+
k · (log(t))5)/(1+b · log(t)+d · (log(t))2 + f · (log(t))3+
h · (log(t))4 + j · (log(t))5)
(5.34)
Segunda etapa:
pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pa(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4+
k · (log(t))5)/(1+b · log(t)+d · (log(t))2 + f · (log(t))3+
h · (log(t))4 + j · (log(t))5)
(5.37)
Probabilidad de aceptación directa, caso ru >0.0 y ru <1.0
Primera etapa:
pa(t,ru) =(a+ c · log(t)+ e · ·ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.38)
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Coeficiente Primera etapa Segunda Tercera Otras
a 1.32852e+07 1.05095e+07 1.02839e+07 5011.900967
b 0.094470868 0.600001780 0.871920501 -1.77513954
c 1.52051e+07 2.67215e+07 3.08113e+07 -127218.560
d 1.139918181 1.602845683 1.730959439 1.330277399
e 2.17987e+07 3.26511e+07 3.80893e+07 2.57174e+06
f -0.00600001 0.157781366 0.269195024 -0.63691343
g 6.94199e+06 1.56181e+07 1.90283e+07 -9.7714e+06
h 0.108133160 0.166198359 0.179589208 0.351497550
i 2.03198e+06 3.07780e+06 3.56116e+06 9.81990e+06
j -0.00351806 -0.00576274 -0.00556418 -0.00257816
Tabla 5.2: Coeficientes de ajuste para el modelo de aceptación directa: caso ru=0.0
Segunda etapa:
pa(t,ru) =(a+ c · log(t)+ e · ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.39)
Tercera etapa:
pa(t,ru) =(a+ c · log(t)+ e · ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.40)
Otras etapas:
pa(t,ru) =exp(a+b · t + c · t · log(t)+d · t2,5 + e · t2,5 + f · e(− t)) (5.41)
Tenemos una ecuación racional en el mejor de los modelos que hemos obtenido para cada una
de las curvas, excepto para el caso general, que obtenemos una exponencial. Los modelos se
muestran en las figuras 5.30, 5.31 y 5.32. Cada ecuación tiene entre 6 y 11 coeficientes de
ajuste (distintos, aunque se muestren con el mismo nombre en las ecuaciones). Se muestran
en las tablas 5.2, 5.3 y 5.4.
Los ajustes proporcionan valores próximos a los datos experimentales, pero presentan ciertas
desviaciones.














































Modelos de aceptación directa, ru=0.0, zoom
Figura 5.30: Modelo de la probabilidad de aceptación directa para las curvas con ru=0.0.












































Modelo de aceptación directa, ru=1.0, zoom
Figura 5.31: Modelo de la probabilidad de aceptación directa para las curvas con ru=1.0.












































Modelo de aceptación directa, ru=0.8, zoom
Figura 5.32: Modelo de la probabilidad de aceptación directa para las curvas con ru=0.8.
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Coeficiente Primera etapa Segunda Tercera Otras
a 1.7514e+07 1.69355e+07 1.69343e+07 1.69038e+07
b -0.36899501 -0.11578746 -0.16266427 0.116729178
c -498363.033 4.76166e+06 3.96843e+06 8.56618e+06
d 0.091906487 0.128753546 0.136943690 0.151830080
e -1.8754e+06 -351901.419 -519002.851 1.70931e+06
f -0.07619532 -0.04392979 -0.04902262 -0.02080636
g -888092.333 103280.013 -65098.3404 166108.7012
h 0.020887121 0.008428085 0.008709570 0.008404617
i 384711.9254 52988.62423 24709.57387 7851.158393
j 0.003047420 -0.00043142 -0.00054691 -0.00106775
k 84781.50612 - - 144.2501246
Tabla 5.3: Coeficientes de ajuste para el modelo de aceptación directa: caso ru=1.0
Coeficiente Primera etapa Segunda Tercera Otras
a 1.04536e+07 8.79244e+06 8.64295e+06 -36.2268671
b 0.176874068 0.267077817 0.281888349 -65.2685501
c 1.0993e+07 1.38722e+07 1.42758e+07 22.74211511
d -0.19035295 -0.23383279 -0.27885696 -6.07634782
e 5.21621e+06 6.30718e+06 5.78263e+06 118.1998021
f 0.216144323 0.239090834 0.24078797 13.96951685
g 4.54287e+06 5.04576e+06 5.08642e+06 -
h 0.607784996 0.613563503 0.653734355 -
i 9.99998e+06 8.9803e+06 9.59596e+06 -
j 0.31681287 0.345157801 0.34473878 -
k 6.36604e+06 6.67107e+06 6.55414e+06 -
Tabla 5.4: Coeficientes de ajuste para el modelo de aceptación directa: otros casos.
Calculamos también expresiones similares para la evolución de la probabilidad de aceptación
por el criterio de Metropolis, con resultados similares. Los modelos se muestran en las figuras
5.33, 5.34 y 5.35, y en las tablas 5.5, 5.6 y 5.7.
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Aceptación probabilística, caso ru = 0.0
Primera etapa:
pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/




pb(t) =(a+ c · t2,5 + e · t +g · t2,5 + i · t2)/
(1+b · t2,5 +d · t + f · t2,5 +h · t2 + j · t2,5)
(5.45)
Aceptación probabilística, caso ru = 1.0
Primera etapa:
pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3)/
(1+b · log(t)+d · (log(t))2 + f · (log(t))3 +h · (log(t))4)
(5.46)
Segunda etapa:
pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4)/
(1+b · log(t)+d · (log(t))2 + f · (log(t))3 +h · (log(t))4+
j · (log(t))5)
(5.47)
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Tercera etapa:
pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3)/
(1+b · log(t)+d · (log(t))2 + f · (log(t))3 +h · (log(t))4)
(5.48)
Otras etapas:
pb(t) =(a+ c · log(t)+ e · (log(t))2 +g · (log(t))3 + i · (log(t))4+
k · (log(t))5)/(1+b · log(t)+d · (log(t))2 + f · (log(t))3+
h · (log(t))4 + j · (log(t))5)
(5.49)
Aceptación probabilística, caso ru >0.0 y ru <1.0
Primera etapa:
pb(t,ru) =(a+ c · log(t)+ e · ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.50)
Segunda etapa:
pb(t,ru) =(a+ c · log(t)+ e · ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.51)
Tercera etapa:
pb(t,ru) =(a+ c · log(t)+ e · ru+g · (log(t))2 + i · ru2+
k · ru · log(t))/(1+b · log(t)+d · ru+ f · (log(t))2+
h · ru2 + j · ru · log(t))
(5.52)
Otras etapas:
pb(t,ru) =(a+b · t + c · t2 +d · t3 + e · ru)/
(1+ f · t +g · t2 +h · ru)
(5.53)

















































Modelo de aceptación probabilística, ru=0.0, zoom
Figura 5.33: Modelo de la probabilidad de aceptación probabilística para las curvas con ru=0.0.












































Modelo de aceptación probabilística, ru=1.0, zoom
Figura 5.34: Modelo de la probabilidad de aceptación probabilística para las curvas con ru=1.0.












































Modelo de aceptación probabilística, ru=0.8, zoom
Figura 5.35: Modelo de la probabilidad de aceptación probabilística para las curvas con ru=0.8.
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Coeficiente Primera etapa Segunda Tercera Otras
a 4.50827e+06 4.17125e+06 4.10255e+06 -1559.63816
b 0.033786553 0.557142456 0.703774084 -1.71518838
c 8.73897e+06 1.22725e+07 1.32236e+07 96795.32519
d 1.027871540 1.419656373 1.528320439 1.180719925
e 7.95049e+06 1.44177e+07 1.61013e+07 -196824.981
f -0.07927952 0.072794782 0.093822835 -0.40245175
g 3.68852e+06 7.36007e+06 8.27501e+06 -1.2498e+06
h 0.100363909 0.151064476 0.170383172 0.171168427
i 657891.9385 1.33168e+06 1.48906e+06 2.19178e+06
j -0.00523709 -0.00613910 -0.00728756 -0.00251315
Tabla 5.5: Coeficientes de ajuste para el modelo de aceptación probabilística: caso ru=0.0
Coeficiente Primera etapa Segunda Tercera Otras
a 1.67525e+07 1.69084e+07 1.69105e+07 1.6876e+07
b 0.327506539 -0.02483315 0.304384663 0.118712289
c 1.22393e+07 6.33485e+06 1.18811e+07 8.61395e+06
d 0.193097009 0.229978538 0.179202991 0.151590338
e 3.78231e+06 1.96847e+06 3.32566e+06 1.72019e+06
f 0.011286303 -0.01417797 0.007843883 -0.02052378
g 460921.0201 886889.8347 385975.2707 167154.7873
h 0.000591317 0.015032368 0.000567648 0.008471016
i - 157034.2434 - 7891.346821
j - -0.00063275 - -0.00109108
k - - - 144.8479355
Tabla 5.6: Coeficientes de ajuste para el modelo de aceptación probabilística: caso ru=1.0
Coeficiente Primera etapa Segunda Tercera Otras
a 9.37511e+06 8.67565e+06 8.56455e+06 -129538.188
b 0.213342499 0.278731206 0.28739114 5.97133e+06
c 1.24291e+07 1.42054e+07 1.44469e+07 2.9098e+06
d -0.15563091 -0.24551394 -0.2913607 3856.326195
e 6.30412e+06 6.05229e+06 5.55531e+06 -49569.4164
f 0.215023153 0.239103205 0.241037653 0.136674052
g 4.43861e+06 5.03998e+06 5.08627e+06 0.126132633
h 0.654943785 0.663951293 0.686959517 -0.86179494
i 1.04742e+07 1.00559e+07 1.02663e+07 -
j 0.366808334 0.354280975 0.348332504 -
k 7.70121e+06 6.93103e+06 6.6546e+06 -
Tabla 5.7: Coeficientes de ajuste para el modelo de aceptación probabilística: otros casos.
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En resumen, el conjunto total de instrucciones para modelar la evolución temporal del algorit-
mo de SA secuencial implementado por la herramienta RULES, para las condiciones iniciales
fijadas y dentro del rango de parámetros de control tratado, es el siguiente:
Operaciones enteras:
2 ·filas+2 ·filas · columnas+filas · columnas · (2+1+ p3 · (2+1)+
celdas_utiles · (3))+2 · reordenamientos+2 · reordenamientos ·filas+
2 · reordenamientos ·filas · columnas+ reordenamientos ·filas · columnas · (2+
1+ p3 · (2 ·RANDOMINTI+2+1+ p3 · (2 ·2)))+filas · columnas · (3+
1+ p3 ·6)+filas · columnas ·usos · (6)+2 ·filas+2 ·filas · columnas+
2 ·filas · columnas ·usos+4 ·usos+2 ·filas+2 ·filas · columnas+
filas · columnas · (3+2 · p3 · (1+(1− p4) · (4+(1− p8) ·2)+ p4 ·2)+
2 · p3 · (1+(1− p6) · (4+(1− p8) ·2)+ p6 ·2)+3)+2 ·usos+
usos · (6+SQRTI)+
∑t(movimientos_por_temperatura · (1/p9 · (4 ·RANDOMINTI+
2 ·3+3)+2 ·3+6 ·4+2 · (1+2 · ((1− p4) · (3+2 · (1+ p8 ·1)))+
2 · ((1− p6) · (3+2 · (1+ p8 ·1)))+4+5+7)+ pa(t,ru) · (2 ·2)+
(1− pa(t,ru)) · (EXPI+RANDOMI+ pb(t,ru) · (2 ·2)+
(1− pa(t,ru)− pb(t,ru)) · (2 ·2+2+2))))
(5.54)
Operaciones en punto flotante:
reordenamientos ·filas · columnas · p3 ·2 ·RANDOMINTF+3+
filas · columnas · (p3 ·1)+filas · columnas ·usos · (1)+
3+usos ·SQRTF+1+∑t(movimientos_por_temperatura · (
1/p9 · (4 ·RANDOMINTF)+6+2+1+(1− pa(t,ru)) · (3+
EXPF+RANDOMF)))
(5.55)
donde RANDOMINT I y RANDOMINT F son las operaciones enteras y en punto flotante de
la función random_int(); SQRT I y SQRT F lo son de la función sqrt(); EXPI y EXPF , de la
función exp(); y RANDOMI y RANDOMF , de la función random().
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5.5. Caracterización de las comunicaciones
El SA ha probado ser una buena técnica para resolver problemas complejos de optimización
global. Sin embargo, suele precisar largos tiempos de computación para obtener buenas solu-
ciones. Para mejorar su eficiencia se han probado varias técnicas para paralelizar el modelo
básico secuencial en sistemas multiprocesador [187][178].
Presentamos dos estrategias básicas. La primera es utilizar los nodos de computación para
acelerar el cálculo de una única simulación del algoritmo, distribuyendo el cálculo entre todos
ellos. En este caso, la paralelización busca reducir el impacto computacional de alguna sección
de código especialmente crítica del algoritmo secuencial. Posibles ejemplos son funciones de
coste que requieran evaluar subobjetivos computacionalmente costosos, o mecanismos de ge-
neración de transiciones sometidos a múltiples restricciones que requieren una computación
costosa. Esta manera de abordar la paralelización exige un conocimiento detallado del proble-
ma y de su implementación, para saber cómo dividirlo y distribuirlo de manera eficiente. Una
alternativa consiste en asignar la instancia completa del problema a cada procesador y ejecutar
los pasos de la misma optimización secuencial en cada uno (la misma cadena de Markov, para
preservar las propiedades de convergencia del algoritmo secuencial). Como, para aplicaciones
típicas del algoritmo, un alto porcentaje de las transiciones son rechazadas, y los rechazos son
independientes entre sí porque dependen de propiedades globales del estado actual, pueden
ejecutarse independientemente en distintos procesadores. En este caso es necesario realizar
una sincronización entre los procesadores cuando alguno llegue a aceptar una transición. La
eficiencia dependerá del volumen de movimientos aceptados.
La otra estrategia básica de paralelización consiste en utilizar los nodos de computación para
ejecutar simultáneamente distintas simulaciones del algoritmo secuencial para el mismo pro-
blema con la misma o diferentes combinaciones de parámetros de entrada y control. Puesto
que el proceso es estocástico, diferentes ejecuciones producirán diferentes soluciones cerca
del óptimo entre las que posteriormente se puede seleccionar la mejor. La ventaja de esta
implementación paralela frente a la secuencial es que, simultáneamente, se hacen tantas si-
mulaciones como nodos haya disponibles. Al ser un proceso de optimización estocástico las
posibilidades de encontrar una mejor solución con respecto al caso secuencial se multiplican
por el número de nodos, en el mismo tiempo.
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La implementación secuencial del SA que se examina en este capítulo no realiza cálculos
costosos en cada iteración, por lo que la mejor manera de aprovechar un sistema de cálculo
distribuido es esta última estrategia de paralelismo de grano grueso. Se han diseñado ocho
diferentes posibilidades de utilizar el SA secuencial en el sistema paralelo. La contabilidad de
operaciones enteras y de punto flotante reaprovecha los resultados obtenidos para el caso se-
cuencial, aunque se ignora una pequeña sobrecarga debida a la contribución de las operaciones
asociadas a las etapas de selección del mejor resultado entre todos los nodos y a la transmisión
al nodo raíz del resultado aceptado. Se ha añadido la evaluación de las comunicaciones entre
nodos para las distintas opciones.
Opción A
Esta primera implementación ejecuta el mismo código secuencial en todos los elementos de
computación con la misma configuración de parámetros. Sin embargo las evoluciones tem-
porales del proceso no son idénticas. Debido a la naturaleza estocástica del SA, diferentes
ejecuciones proporcionan soluciones ligeramente diferentes cerca del óptimo. Disponer de
una colección de buenos valores permite escoger el mejor. Como la condición de terminación
de este algoritmo hace referencia al número máximo de movimientos posibles y no al valor
del coste, el proceso termina de forma prematura y no está garantizado obtener el mejor resul-
tado posible. La ventaja principal de este código paralelo es obtener un mejor resultado que
en una única ejecución secuencial.
El resultado de esta implementación paralela es equivalente a ejecutar el código original con-
secutivamente tantas veces como nodos haya disponibles, comparar los resultados y seleccio-
nar el mejor. Pero con un factor de reducción en el tiempo de ejecución aproximadamente
igual a 1/nodos. Y, con una probabilidad (nodos-1)/nodos de obtener un resultado mejor que
en una única ejecución secuencial.
El proceso completo es el siguiente:
– Todos los nodos cargan simultáneamente los mismos datos de entrada para resolver el
mismo problema; alternativamente, el nodo raíz carga el problema y lo distribuye al
resto mediante una operación broadcast (para un sistema con paralelismo por pase de
mensajes)
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– El proceso secuencial se ejecuta en todos los nodos simultáneamente hasta alcanzar un
resultado
– Todos los nodos envían a todos los demás el valor del coste del estado final (no el estado)
mediante una operación allgather; alternativamente, puede utilizar gather seguido de
broadcast
– Ahora todos los nodos conocen el coste de las soluciones en todos los demás. El nodo
con el mejor resultado de coste envía su estado final al nodo raíz con una operación
send, mientras que el resto de nodos no hace nada
Alternativamente, en lugar de utilizar una operación allgather, los nodos pueden enviar sus
resultados parciales al nodo raíz utilizando la operación gather, el nodo raíz selecciona el
mejor resultado entre ellos, avisa a todos los nodos quién contiene el mejor resultado mediante
broadcast, y el seleccionado envía al raíz el estado mediante send.
Todos los nodos ejecutan el algoritmo secuencial básico. El número de operaciones enteras y
en punto flotante a partir de las ecuaciones calculadas anteriormente, utilizando como valores
de entrada la combinación particular replicada en todos los nodos.
Las comunicaciones necesarias en esta implementación son debidas a: la publicación inicial
de los parámetros de entrada y control desde el nodo raíz a todos los demás (múltiples valo-
res), la comunicación entre todos los nodos de los valores de coste (valor en punto flotante)
y el envío al nodo raíz del estado desde el mejor nodo (valores enteros). Se ignora la prime-
ra comunicación suponiendo que los parámetros de entrada se proporcionan a cada proceso
en tiempo de inicialización o que se leen localmente en cada nodo, y se modelan sólo las
comunicaciones a partir de que comienza el proceso iterativo.
En total, para un sistema de N nodos, utilizando gather más broadcast, se obtienen las si-
guientes comunicaciones:
– gather: N de un número en punto flotante
– broadcast: N de un número entero
– send: 1 mensaje de tamaño filas· columnas de números enteros
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Opción B
En esta implementación el mismo código secuencial es ejecutado por todos los nodos, con los
mismos valores para los parámetros de entrada ct (constante de enfriamiento) y ru (coeficien-
tes de la función de coste), y diferentes valores para el parámetro tz (temperatura inicial).
Ejecutar los códigos con los mismos parámetros iniciales genera procesos de optimización
diferentes debido a la aleatoriedad propia del algoritmo. Pero ejecutar con parámetros iniciales
diferentes, permite disponer de una exploración más extensa de estados en las etapas iniciales,
facilitando que la convergencia a la solución de cada uno de los procesos utilice rutas (cadenas
de estados) radicalmente diferentes a las utilizadas en el primer caso.
El resultado es equivalente a utilizar el código original consecutivamente tantas veces como
nodos haya, con configuraciones de parámetros ligeramente diferentes. Puesto que el crite-
rio de parada está señalado por un límite superior en el número de movimientos y el coste
computacional de aceptaciones y rechazos es aproximadamente el mismo, la versión paralela
obtiene un factor de reducción en el tiempo de ejecución igual a 1/nodos, y una probabilidad
(nodos-1)/nodos de obtener un resultado mejor que en la única ejecución secuencial.
El proceso completo es similar al del caso anterior:
– Suponemos que cada nodo conoce los valores de sus parámetros de entrada
– El proceso secuencial se ejecuta en todos los nodos simultáneamente hasta alcanzar un
resultado
– Todos los nodos envían al raíz el valor del coste del estado final (no el estado) mediante
una operación gather
– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía su estado final al nodo raíz con una
operación send
Se puede calcular el número de operaciones enteras y en punto flotante a partir de las ecua-
ciones calculadas anteriormente, utilizando para cada nodo los valores correspondientes, y
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ofrecer un valor máximo y un valor mínimo. Nótese que, como el modelo obtenido no depen-
de del valor del parámetro de control tz, las ecuaciones proporcionan los mismos resultados
para todos los nodos.
Las comunicaciones que aparecen en esta implementación son las mismas del caso anterior.
Opción C
En esta implementación el mismo código secuencial es ejecutado por todos los nodos, con los
mismos valores para los parámetros de entrada tz y ru, y diferentes valores para el parámetro
ct.
El análisis es similar al de la opción B.
La ventaja básica de este algoritmo paralelo frente a la versión secuencial es un mayor número
de resultados de los que escoger el mejor, lo que aumenta la probabilidad de localizar el
óptimo. La ventaja frente a la primera versión paralela es una mayor exploración inicial, lo que
genera una convergencia hacia la solución desde estados mucho más dispares entre sí. Frente a
la segunda versión paralela, realiza exploraciones en las etapas iniciales con diferentes valores
de constante de enfriamiento, lo que da lugar a distintas velocidades de disminución de la
temperatura y distintas aceptaciones.
El número de operaciones enteras y en punto flotante calculadas para esta implementación
puede calcularse a partir de las ecuaciones del modelo, que resultan el mismo para todos los
nodos porque no dependen del valor inicial del parámetro ct.
El número de comunicaciones es similar al caso anterior.
Opción D
En esta implementación el mismo código secuencial es ejecutado por todos los nodos, con los
mismos valores para los parámetros de entrada tz y ct, y diferentes valores para el parámetro
ru. El análisis es similar a los dos anteriores.
Esta implementación no tiene ventajas evidentes frente a las dos siguientes versiones parale-
las, ya que realiza la misma exploración en las etapas iniciales, pero a partir de variaciones en
un parámetro diferente.
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El número de operaciones enteras y en punto flotante calculadas para esta implementación
puede calcularse a partir de las ecuaciones del modelo. Las probabilidades de aceptación y
rechazo de movimientos dependen del valor del parámetro ru, por lo que en cada nodo se
obtendrán números diferentes de operaciones y esta implementación ofrece un valor máximo
y un valor mínimo para ellas.
El número de comunicaciones es similar a los casos anteriores.
Opción E
En esta propuesta el mismo código secuencial se ejecuta en todos los nodos, con los mismos
valores para los parámetros de entrada ct y ru, y diferentes valores para el parámetro tz,
igual que en la opción B. Sin embargo, al alcanzar un número prefijado de temperaturas los
resultados de coste en cada nodo se comparan, se selecciona el mejor nodo y se replica su
estado al resto. El proceso continúa y al terminar de nuevo se selecciona el mejor resultado
entre todos los nodos.
Esta opción combina las fortalezas de las dos primeras propuestas. Por un lado, permite una
exploración extensa en las etapas iniciales usando simultáneamente diferentes procesos de op-
timización con diferentes parámetros de entrada, que examinan en conjunto más estados que
el código secuencial básico. Por otro, cuando el balanceo exploración-convergencia empieza
a inclinarse por la segunda, todos los nodos reciben el mismo estado y siguen procesándo-
lo, lo que supera al código secuencial básico en probabilidad de localizar la mejor solución.
La ventaja principal de este método es que localiza y repite una buena configuración para
el proceso en todos los nodos. Adicionalmente, el usuario no necesita proporcionar la mejor
combinación de parámetros de entrada para localizarla sino que el procedimiento paralelo
busca e identifica la mejor y trabaja a partir de ella.
La elección del número prefijado de temperaturas es un compromiso entre la oportunidad de
ampliar la búsqueda en los estados iniciales y la necesidad de proporcionar suficientes etapas
posteriores.
El resultado de esta implementación en paralelo equivale a ejecutar el código original con-
secutivamente tantas veces como nodos haya disponibles con distintas configuraciones de
entrada, detenerlos en un momento predeterminado, comparar los resultados y quedarse con
el mejor. Y a continuación volver a ejecutarlo el mismo número de veces, usando como pa-
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rámetros de entrada los que antes han producido el mejor resultado y como estado inicial ese
mismo resultado.
El proceso completo es:
– El proceso secuencial se ejecuta en todos los nodos simultáneamente durante m tempe-
raturas
– Todos los nodos envían al raíz el valor del coste del estado final (no el estado) mediante
una operación gather
– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía a todos los nodos su estado actual, así
como cualquier otra información necesaria para permitir continuar la ejecución en ese
punto, mediante una operación broadcast
– El proceso secuencial continúa en todos los nodos simultáneamente hasta finalizar
– Todos los nodos envían al raíz el valor del coste del estado final mediante una operación
gather
– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía su estado final al nodo raíz con una
operación send
Se puede calcular el número de operaciones enteras y en punto flotante a partir de las ecua-
ciones calculadas anteriormente, utilizando para cada nodo los valores correspondientes, y
ofrecer un valor máximo y un valor mínimo. Sin embargo sólo un proceso realiza una evolu-
ción básica, mientras que N −1 procesos cambian de proceso de optimización después de un
número prefijado de temperaturas.
Nótese que la evolución de estos procesos está dividida en etapas diferenciadas: la primera,
donde evolucionan desde distintos configuraciones iniciales de 0 a m temperaturas, cada nodo
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con operaciones diferentes; y la segunda, desde la temperatura m hasta la temperatura final
M, donde todos los nodos realizan las mismas operaciones.
Sin pérdida de generalidad, si se supone que es el nodo 0 el que obtiene el mejor resultado al
alcanzar el número prefijado de temperaturas, su evolución corresponde directamente al caso
secuencial y se puede calcular el número de operaciones enteras y en punto flotante aplicando
directamente las ecuaciones del modelo:
operaciones0(temperatura M) =
modelo(configuración inicial nodo 0, temperaturas 0 a M)
(5.56)
Se puede dividir en dos partes diferenciadas:
operaciones0(temperatura M) =
modelo(configuración inicial nodo 0, temperaturas 0 a m)+
modelo(configuración inicial nodo 0, temperaturas m a M)
(5.57)
Las ecuaciones obtenidas en el apartado anterior sólo proporcionan valores acumulados, así
que se obtiene el número de operaciones entre las temperaturas m y M de los valores de 0 a m
y de 0 a M:
modelo(configuración inicial nodo 0, temperaturas m a M) =
modelo(configuración inicial nodo 0, temperaturas 0 a M)−
modelo(configuración inicial nodo 0, temperaturas 0 a m)
(5.58)
Para el resto de nodos la primera parte es particular y única, mientras que la segunda coincide
con la evolución del nodo 0. Las operaciones resultantes son:
operacionesi(temperatura M) =
modelo(configuración inicial nodo i, temperaturas 0 a m)+
modelo(configuración inicial nodo 0, temperaturas m a M)
operacionesi(temperatura M) =
modelo(configuración inicial nodo i, temperaturas 0 a m)+
modelo(configuración inicial nodo 0, temperaturas 0 a M)−
modelo(configuración inicial nodo 0, temperaturas 0 a m)
(5.59)
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Sin embargo, no se conoce a priori cuál va a ser el nodo que obtendrá el mejor resultado
al alcanzar el número prefijado de temperaturas y que se replicará en el resto. Por tanto,
de la misma manera que se ha calculado para el nodo 0, se debe realizar el cálculo para
todos los nodos y así se puede proporcionar unos valores máximos y mínimos para el número
de operaciones enteras y en punto flotantes. En este caso particular donde el parámetro de
entrada que sirve para diferenciar los distintos procesos es la temperatura inicial, este cálculo
se simplifica ya que las ecuaciones no dependen de ese parámetro. Por tanto, los valores
máximos y mínimos coinciden entre sí y coinciden con el valor del algoritmo secuencial
básico.
Las comunicaciones necesarias en el proceso completo son: la comunicación de todos los
nodos al raíz de los valores de coste (valor en punto flotante), la comunicación del mejor
(valor entero), el envío del estado desde el mejor nodo a todos los demás (valores enteros y
en punto flotante), la comunicación de todos los nodos al raíz de los valores de coste (valor
en punto flotante), la comunicación del mejor (valor entero), y el envío al nodo raíz del estado
desde el mejor nodo (valores enteros).
En total, para un sistema de N nodos, se obtienen:
– N mensajes de un número en punto flotante
– N mensajes de un número entero
– N mensajes de tamaño filas· columnas de números enteros (estado), 3 ·N mensajes de
un número en punto flotante (temperatura, coste y resultado parcial de aptitud) y N
mensajes de un número entero (resultado parcial de compacidad)
– N mensajes de un número en punto flotante
– N mensajes de un número entero
– 1 mensaje de tamaño filas· columnas de números enteros
Opción F
Esta implementación es idéntica a la opción E, pero escogiendo como parámetro variable ct.
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De forma similar al caso anterior, la ventaja básica de este algoritmo paralelo frente a la ver-
sión secuencial es una exploración inicial más amplia buscando buenas condiciones de partida
seguida de una convergencia más rápida. Esa búsqueda en las etapas iniciales es también la
mayor ventaja frente a las primeras alternativas paralelas. No tiene ventajas evidentes frente
al caso anterior, sino que realiza la misma exploración en las etapas iniciales, pero a partir de
variaciones en otro de los parámetros.
El número de operaciones enteras y en punto flotante coinciden con el caso secuencial, ya que
los modelos no dependen del parámetro ct inicial.
El número de comunicaciones es similar a la opción anterior.
Opción G
En este caso, el parámetro que varía entre los diferentes nodos es ru. Esta opción no tiene
ventajas evidentes frente a los dos casos anteriores, sino que realiza la misma exploración en
las etapas iniciales, pero a partir de variaciones en otro de los parámetros.
El número de operaciones enteras y en punto flotante ya no coinciden con el caso secuencial.
Cuando se selecciona el mejor resultado parcial después del número prefijado de temperaturas,
se copia el estado en todos los nodos. Y como todos los nodos tienen un valor diferente del
parámetro ru, las ecuaciones del modelo proporcionan un número de operaciones diferente
para cada uno. Se puede calcular el número de operaciones en cada nodo hasta ese instante,
como:
operacionesi(temperatura m) =
modelo(configuración inicial nodo i, temperaturas 0 a m)
(5.60)
La segunda fase, desde la temperatura m a la temperatura M, depende de cuál sea el nodo
que se replique en todos los demás, que no se conoce a priori. Se pueden establecer valores
máximo y mínimos:
modelo(configuración inicial nodo i, temperaturas 0 a m)+
máx(modelo(configuración inicial todos los nodos, temperaturas m a M))
≤ operacionesi(temperatura m)≤
modelo(configuración inicial nodo i, temperaturas 0 a m)+
máx(modelo(configuración inicial todos los nodos, temperaturas m a M))
(5.61)
186 Capítulo 5. Optimización estocástica en arquitecturas distribuidas
El número de comunicaciones es similar a los dos casos anteriores.
Opción H
En esta propuesta, el mismo código secuencial se ejecuta en todos los nodos con la misma
configuración de parámetros. Periódicamente, cada m temperaturas, los nodos identifican cuál
contiene el mejor resultado de coste, y el estado correspondiente se copia a todos ellos.
Esta implementación está orientada a mantener el procedimiento de convergencia convenien-
temente enfocado, purgando periódicamente de los nodos los procesos de optimización que
no sean óptimos a costa de un incremento en el número de comunicaciones. Respecto a las
alternativas anteriores este método pierde la primera fase de exploración ampliada (explorar
desde diferentes combinaciones de parámetros de entrada) y la sustituye por la del algoritmo
básico (explorar desde una única combinación). Sin embargo, como se ejecuta en cada nodo
de manera independiente, la exploración inicial sigue siendo superior al caso secuencial.
El proceso completo es:
– El proceso secuencial se ejecuta en todos los nodos simultáneamente durante m tempe-
raturas
– Todos los nodos envían al raíz el valor del coste del estado final (no el estado) mediante
una operación gather
– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía a todos los nodos su estado actual, así
como cualquier otra información necesaria para permitir continuar la ejecución en ese
punto, mediante una operación broadcast
– El proceso secuencial continúa en todos los nodos simultáneamente durante m tempe-
raturas
– Se repite el proceso iterativamente hasta el final
– Todos los nodos envían al raíz el valor del coste del estado final (no el estado) mediante
una operación gather
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– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía a todos los nodos su estado actual, así
como cualquier otra información necesaria para permitir continuar la ejecución en ese
punto, mediante una operación broadcast
– El proceso secuencial continúa en todos los nodos simultáneamente durante m tempe-
raturas
– . . .
– Todos los nodos envían al raíz el valor del coste del estado final mediante una operación
gather
– El nodo raíz selecciona el mejor resultado y lo comunica mediante una operación broad-
cast
– El nodo con el mejor resultado de coste envía su estado final al nodo raíz con una
operación send
La cantidad de veces que se repite este proceso depende de la relación entre el número pre-
fijado de temperaturas que fuerzan una sincronización de los nodos, m, y el número máximo
de temperaturas que aparece en el criterio de parada del algoritmo secuencial, M. En total se
repite ⌈m/M⌉ veces.
El número de operaciones enteras y en punto flotante de manera general no coinciden con el
caso secuencial. Cada vez que se selecciona el mejor resultado parcial, después del número
prefijado de temperaturas, se copia el estado en todos los nodos. Si todos los nodos tienen
un valor diferente de los parámetros de entrada, las ecuaciones del modelo proporcionan un
número de operaciones diferente para cada uno. Y se debe calcular el número de operaciones
generalizando el procedimiento del caso anterior: calculando las operaciones en los nodos por
bloques de temperaturas, y proporcionando números máximos y mínimos. Sin embargo, en
este caso los nodos utilizan los mismos valores en los parámetros de entrada, lo que permite
calcular el número de operaciones enteras y en punto flotante aplicando las ecuaciones del
modelo directamente.























Figura 5.36: Número de FLOPs en una ejecución secuencial. No todas estrategias de paralelización generan el
mismo número de operaciones en punto flotante (depende del valor concreto de los parámetros de
control), pero son del mismo orden de magnitud (en ningún procesador se calcula más de un proceso
de optimización) y comparten el comportamiento respecto al número de procesadores.
El número de comunicaciones es: la comunicación de todos los nodos al raíz de los valores de
coste (valor en punto flotante), la comunicación del mejor (valor entero), el envío del estado
desde el mejor nodo a todos los demás (valores enteros y en punto flotante), todo ello repetido
⌈m/M⌉ veces; y por último, la comunicación de todos los nodos al raíz de los valores de coste
(valor en punto flotante), la comunicación del mejor (valor entero), y el envío al nodo raíz del
estado desde el mejor nodo (valores enteros).
En total, para un sistema de N nodos, se obtienen:
– (N mensajes de tamaño un número en punto flotante, N mensajes de un número entero,
N mensajes de tamaño filas· columnas de números enteros (estado), 3 ·N mensajes de
un número en punto flotante (temperatura, coste y resultado parcial de aptitud) y N
mensajes de un número entero (resultado parcial de compacidad)), multiplicado por
⌈m/M⌉.
– N mensajes de un número en punto flotante
– N mensajes de un número entero
– 1 mensaje de tamaño filas· columnas de números enteros
En la figura 5.36 se muestra el comportamiento temporal de los FLOPs en el algoritmo se-
cuencial para un conjunto de parámetros de control. En la segunda gráfica se muestra, para



























Comunicaciones en una ejecución modelo



























Comunicaciones en una ejecución modelo
Opción B, tz aprox. 10, ct=0.98, ru=0.8
Opción C, tz=10, ct aprox. 0.98, ru=0.8


























Comunicaciones en una ejecución modelo
Opción E, tz aprox. 10, ct=0.98, ru=0.8
Opción F, tz=10, ct aprox. 0.98, ru=0.8


























Comunicaciones en una ejecución modelo
Opción H, tz=10, ct=0.98, ru=0.8
Figura 5.37: Volumen de comunicaciones en la ejecución paralela. Se muestran el número de MB que viajan por la


























Comunicaciones en una ejecución modelo
Opción A, tz=10, ct=0.98, ru=0.8
Opción B, tz aprox. 10, ct=0.98, ru=0.8
Opción C, tz=10, ct aprox. 0.98, ru=0.8
Opción D, tz=10, ct=0.98, ru aprox. 0.8
Opción E, tz aprox. 10, ct=0.98, ru=0.8
Opción F, tz=10, ct aprox. 0.98, ru=0.8
Opción G, tz=10, ct=0.98, ru aprox. 0.8
Opción H, tz=10, ct=0.98, ru=0.8
Figura 5.38: Comparación del volumen de comunicaciones en la ejecución paralela en las opciones A a H.
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una de las implementaciones paralelas del algoritmo, el número total de FLOPs en función
del número de procesadores del sistema. En la figura 5.37 se muestra el volumen de comuni-
caciones para las distintas implementaciones paralelas del algoritmo, que se superponen en la
figura 5.38 para facilitar su comparación.
Conclusiones
La evolución de las ciencias de la computación permite abordar problemas en ciencia e in-
geniería cada vez mayores, más complejos, con mejor resolución, y obtener soluciones en
un tiempo razonable. Las arquitecturas distribuidas juegan un papel protagonista en este es-
cenario. Sin embargo, la complejidad intrínseca de estos sistemas dificulta el desarrollo de
aplicaciones que aprovechen eficientemente los recursos computacionales. Se observa una
necesidad de nuevas herramientas y metodologías de análisis, que permitan comprender y
anticipar el comportamiento del código en las arquitecturas paralelas de manera más intuitiva.
El método de predicción de rendimiento es una técnica que se utiliza en estas arquitecturas
para ayudar a planificar la distribución de trabajos a lo largo de todo el sistema computacional.
Pero hay una categoría de problemas, llamados códigos irregulares, cuyo comportamiento
depende fuertemente de los datos de entrada y no pueden ser caracterizados correctamente
de forma estática. Estos problemas aparecen con frecuencia en el software científico y de
ingeniería.
En este trabajo hemos abordado un grupo de algoritmos que representan distintas categorías
de códigos irregulares, con una metodología basada en mediciones exhaustivas de las ejecu-
ciones en entornos controlados con una gran variedad los parámetros de entrada, para obtener
expresiones analíticas simples del rendimiento que permitan predecir con precisión diferen-
tes escenarios. El objetivo es correlacionar resultados de rendimiento y los valores de las
magnitudes monitorizadas. El trabajo ha supuesto distintas aproximaciones al problema de la
modelización de códigos irregulares tanto en el aspectos de las computaciones como en el de
las comunicaciones.
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La aportación principal de este trabajo es el uso de una metodología basada en mediciones
intensivas para extraer los parámetros relevantes de cada aplicación, así como la aproximación
particular a cada código irregular para llegar a los modelos de rendimiento finales en términos
de computaciones y comunicaciones.
Los códigos estudiados incluyen una librería de comunicaciones MPI orientada al Grid, una
librería matemática para la resolución de sistemas lineales mediante métodos iterativos, un
simulador de la dispersión atmosférica de contaminantes, y un algoritmo de optimización
estocástica basado en el Simulated Annealing. En cada caso se han obtenido resultados en
forma de modelos analíticos de rendimiento sencillos.
Se han analizado las operaciones de comunicación punto a punto y colectivas de la librería
de pase de mensajes MPICH-G2 utilizada por el proyecto CrossGrid para obtener un mode-
lo analítico de los tiempos de ejecución de las comunicaciones. Se ha desarrollado para ello
un modelo simplificado de alto nivel para las comunicaciones punto a punto y una matriz de
coeficientes para caracterizar los parámetros de red efectivos en tiempo real de las comunica-
ciones entre cada posible pareja de nodos. El modelo ha sido incorporado al middleware de
CrossGrid a través de un interfaz gráfico, permitiendo a los usuarios determinar el compor-
tamiento de las comunicaciones dinámicamente sobre el sistema en función de su situación
actual en términos de la carga de los nodos y de la red.
Se han examinado los métodos iterativos implementados por la librería de álgebra lineal dis-
persa PARAISO. Se han identificado las operaciones presentes en las redistribuciones de los
datos matriciales entre los formatos de datos intrínsecos de HPF y de la implementación en
MPI del producto matriz dispersa-vector. Se ha desarrollado un modelo de computaciones
con expresiones analíticas para todos los métodos y precondicionadores presentes en la li-
brería. Así mismo, se han modelado analíticamente las principales comunicaciones colectivas
involucradas.
Se ha estudiado el comportamiento de una herramienta de simulación de la dispersión at-
mosférica de contaminantes basada en la versión paralela del código STEM-II. Se ha iden-
tificado la rutina que consume la mayor parte del tiempo de ejecución. A partir del estudio
de un amplio conjunto de parámetros de entrada, se ha obtenido un modelo analítico para las
computaciones y las comunicaciones que requiere dicha rutina. Es de especial relevancia el
uso de estos modelos para abordar el problema del balanceo de la carga computacional entre
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los procesadores en la ejecución de la aplicación. El modelo se ha incorporado al middleware
de CrossGrid junto a un interfaz gráfico para un uso cómodo.
Se ha analizado un algoritmo de optimización basado en el Simulated Annealing presente
en la herramienta RULES en el campo de la planificación territorial. Se han caracterizado
estadísticamente las ejecuciones de la versión secuencial del algoritmo para un amplio con-
junto de parámetros de entrada y obtenido un modelo analítico de computaciones tanto para
las operaciones enteras como para las operaciones en punto flotante, mediante la herramienta
TIA, para la exploración de dependencias en términos y selección del modelo final. Se ha
extendido el algoritmo para su ejecución paralela y desarrollado un modelo analítico para
las comunicaciones en las varias alternativas propuestas. El modelo permite determinar las
mejores propuestas y elegir su mejor parametrización.
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