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Michael Richard Boyle: Topographic characteristics of EEG responses to auditory tasks- 
comparisons between healthy individuals and participants with schizophrenia 
(Under the direction of Flavio Fröhlich) 
Electroencephalographic measures of auditory sensory processing deficits in schizophrenia 
have become well established1-3. While deviations from typical EEG dynamics are well 
characterized in the time domain at a few recording locations, differences in the spatial 
architecture of these responses between healthy and patient populations remains understudied. 
We acquired 128 channel hdEEG from 12 healthy humans while they completed auditory 
oddball and auditory click train tasks. We calculated wavelet transformations and extracted 
measures of evoked and induced activity to compare the topography of these EEG responses 
between stimulus types within the two auditory tasks. We found distinct topographies for 
different click train frequencies but not for the standard and deviant trials in the oddball task. 
As a preliminary analysis of a clinical trial, we subjectively compared the group mean healthy 
topographies to three individuals with schizophrenia. We found deficits in induced 10Hz power 
to 10Hz click trains compared to healthy individuals.  
iv 
 
To my Fröhlich Lab family- without them I would still be a kid struggling to align his talents 





TABLE OF CONTENTS 
LIST OF TABLES ........................................................................................................................... vii 
LIST OF FIGURES ....................................................................................................................... viii 
LIST OF ABBREVIATIONS ............................................................................................................. x 
CHAPTER 1: HUMAN AUDITORY PROCESSING AND EEG MEASURES OF 
AUDITORY SYSTEM FUNCTION ................................................................................................... 1 
Introduction ................................................................................................................................. 1 
Section 1.1 ................................................................................................................................... 2 
Human auditory processing, abnormalities in schizophrenia ................................................ 2 
Section 1.2 ................................................................................................................................... 4 
Electroencephalography ......................................................................................................... 4 
Electrophysiological measures of auditory stimulus processing ............................................. 7 
Section 1.3 ................................................................................................................................... 8 
Experimental justification, design, and methods ................................................................... 8 
CHAPTER 2: EEG PROCESSING AND ANALYSIS TECHNIQUES ............................................. 11 
Introduction ............................................................................................................................... 11 
Section 2.1 .................................................................................................................................. 12 
Preprocessing EEG data with PREP pipeline ........................................................................ 12 
Filtering, ICA, and dipole fitting ............................................................................................ 14 
Section 2.2 ................................................................................................................................. 19 
Time-frequency analysis ........................................................................................................ 19 
Time-frequency transformation metrics ...............................................................................25 
CHAPTER 3: TOPOGRAPHIC DISTRIBUTIONS OF ERSP AND ITPC IN 
HEALTHY INDIVIDUALS AND INDIVIDUALS WITH SCHIZOPHRENIA............................... 29 
Introduction .............................................................................................................................. 29 
vi 
 
Section 3.1 ................................................................................................................................. 30 
Grand average scalp topographies for click train task .......................................................... 30 
Grand average scalp topographies for auditory oddball task ............................................... 34 
Section 3.2................................................................................................................................. 36 
Comparisons to individuals with schizophrenia ................................................................... 36 
Future directions .................................................................................................................... 41 
REFERENCES .............................................................................................................................. 43 
vii 
 
LIST OF TABLES 
Table 1 – Repeated measures ANOVA table for ERSP scalp topographies 
for the click train task, healthy participants. ...........................................................................34 
Table 2 – Repeated measures ANOVA table for ITPC scalp topographies 
for the click train task, healthy participants. ...........................................................................34 
Table 3– Repeated measures ANOVA table for EAGBR ERSP scalp 
topographies for the oddball task, healthy participants. .......................................................35 
Table 4 – Repeated measures ANOVA table for EAGBR ITPC scalp 





LIST OF FIGURES 
Figure 1 – Cartoon illustration of sound transduction from mechanical to 
electrical signals in the human auditory system. ......................................................................4 
Figure 2 – Six adjacent channels of an hdEEG recording. ......................................................6 
Figure 3 – Layout of the relative scalp positions of the 128 channel 
Electrical Geodesics, Inc. geodesic sensor net. .........................................................................6 
Figure 4 – ASSR in response to 40Hz click trains. ..................................................................8 
Figure 5 – AEPs in response to common (blue) and rare (red) tones in the 
classic auditory oddball paradigm. .............................................................................................8 
Figure 6 - Example of dB pSPL calibration for auditory click amplitude. ..........................10 
Figure 7 – Example ICA projection of EEG data into component 
activations. ...................................................................................................................................19 
Figure 8 – 2D projection of equivalent dipoles fit to the scalp projections 
of ICA components on to the MNI brain. ................................................................................19 
Figure 9 – Example of amplitude modulation shown in both the time and 
frequency domain for a slow and fast envelope. .....................................................................24 
Figure 10 – Comparison of 8-12Hz band-pass filtered signal with wavelet 
transformation magnitudes. ......................................................................................................25 
Figure 11 – Illustration of ERSP averaged across 4 trials for 10Hz wavelet 
amplitude. ....................................................................................................................................27 
Figure 12 – Illustration of high ITPC across 4 trials. .............................................................28 
Figure 13 – Electrode clusters defining each region of interest for repeated 
measures ANOVA analysis. .......................................................................................................30 
Figure 14 – Grand average normalized topographic maps of ERSP and 
ITPC for the auditory click train task, healthy participants. .................................................33 
Figure 15 – Grand average normalized topographic maps of ERSP and 
ITPC for the auditory oddball task, healthy participants. .....................................................35 
Figure 16 – Individual normalized topographic maps of ERSP for the 
auditory click train task, participants with schizophrenia and grand 
average healthy controls. ...........................................................................................................39 
ix 
 
Figure 17 – Individual normalized topographic maps of ITPC for the 
auditory click train task, participants with schizophrenia and grand 
average healthy controls. ...........................................................................................................40 
Figure 18 – Individual normalized topographic maps of EAGBR ERSP and 





LIST OF ABBREVIATIONS 
AEP  Auditory evoked potential 
AHRS  Auditory hallucination rating scale 
AM  Amplitude modulation 
BIC  Bayesian information criterion 
dB  Decibel 
cc  Cubic centimeter 
EAGBR  Early auditory gamma band response 
EEG  Electroencephalogram/electroencephalography 
EMR  Electromagnetic radiation 
ERP  Event related potential 
ERSP  Event related spectral perturbation 
FIR  Finite impulse response 
hdEEG  High definition EEG 
IC  Inferior colliculus 
ICA  Independent component analysis 
ITPC  Intertrial phase coherence 
MGN  Medial geniculate nucleus of the thalamus 
MMN  Mismatch negativity 
MRI  Magnetic resonance imaging 
s   Second 
V   Volt 
Pa  Pascal 
PANSS  Positive and negative syndrome scale 
PCA  Principal component analysis 
PLV  Phase locking value 
xi 
 
pSPL  Peak equivalent sound pressure level 
SPL  Sound pressure level 
STG  Superior temporal gyrus 














CHAPTER 1: HUMAN AUDITORY PROCESSING AND EEG MEASURES OF 
AUDITORY SYSTEM FUNCTION 
Introduction 
Since the topic of this thesis is analysis of hdEEG data collected during auditory tasks in 
healthy participants and patients with schizophrenia, this first chapter will serve as a brief 
introduction into the topics of human auditory processing, EEG, and auditory task related EEG 
measures. This will be followed by the details of the specific experiments that are discussed in 
this manuscript. These experiments were pilot control experiments for our ongoing clinical trial 
for the treatment of auditory hallucinations in schizophrenia with transcranial current 
stimulation. Schizophrenia is an extremely debilitating neuropsychiatric illness that is 
characterized by a late adolescent onset age and a complex symptomology ranging from auditory 
hallucinations and paranoia to anhedonia and lack of affect2,4. In our clinical trial, we apply 
transcranial current stimulation over the dorsolateral prefrontal cortex and the temporoparietal 
junction for 5 consecutive days, with pre- and post-treatment visits to assess symptom profiles. 
We structured this clinical trial similarly to a recent study showing that non-invasive current 
stimulation significantly reduced auditory hallucinations in people with schizophrenia for as 
long as 3 months after treatment5. However, Brunelin and colleagues didn’t have any objective 
neurophysiological measures to accompany the impressive symptom reduction. For this reason, 
we decided to include EEG measures of auditory system function at initial and post-treatment 
follow-up sessions to see if changes in symptoms are reflected in changes in auditory processing 
electrophysiology. To assess whether changes in EEG measures of auditory processing indicate a 
shift towards healthy electrophysiology, we first performed the pilot experiment detailed in this 
thesis. Three participants that have completed the clinical trial so far are included for qualitative
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comparison to the twelve healthy participants in the control study. The study is double blinded, 
so treatment status will not be known until the study is finished. For this reason, we have 
analyzed the EEG activity during the first session before treatment to see if baseline differences 
exist between the healthy individuals and those with schizophrenia.  
Section 1.1 
Human auditory processing, abnormalities in schizophrenia 
This is section is not intended to provide a thorough or rigorous explanation of the 
anatomy and physiology of the healthy and diseased human auditory system, but rather to 
provide context for the research aims of this project. The human auditory system has evolved to 
translate mechanical pressure waves into electrical impulses readable by the brain. Sounds 
generated in the world enter the ear canal and vibrate the tympanic membrane, which causes 
the ossicles to generate pressure waves that travel through the perilymph of the cochlea. 
Mechanoreceptors called hair cells within the cochlea transduce vibration of the basilar 
membrane into neurotransmitter release, which causes synaptic partner neurons in the auditory 
nerve to fire action potentials. A visual overview of this process is provided in Figure 1. The 
basilar membrane does not have uniform thickness and this causes hair cells in different regions 
to respond optimally to different frequency vibrations. The auditory nerve first synapses in the 
ipsilateral dorsal and ventral cochlear nuclei of the brainstem. The cochlear nuclei are connected 
to the contralateral inferior colliculus (IC) by means of the superior olivary complex and a large 
axon bundle called the lateral lemniscus. The detour through the superior olivary complex 
allows for binaural information integration since its projections reach both ICs. The IC then 
projects to the medial geniculate nucleus of the thalamus (MGN) which projects to primary 
auditory cortex in the superior temporal gyrus (STG; auditory system overview found in Javitt 
and Sweet 20152).  
Humans can normally perceive sounds in a relatively large frequency range spanning 
approximately four decades from 101 to 104Hz. However, not all frequencies are perceived with 
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equal sensitivity. There is a bias of greater sensitivity in the section of the audible spectrum that 
contains human speech (~103Hz). Away from this region, the sensitivity continually decreases as 
a function of increasing or decreasing frequency and frequencies at the ends of the spectrum 
must be quite high in intensity to be heard. The intensity of sound in air is often measured as 
sound pressure level decibels (dB SPL), where the argument to the dB logarithm is the pressure 
of the sound in question relative to a reference pressure of 20µPa. This value is chosen because a 
1000Hz pure tone played at 20µPa (0dB SPL) is a commonly accepted lower threshold of 
human sound perception6.  
Clear deficits in auditory processing in schizophrenia span a large range of complexity. 
At the most basic level, people with schizophrenia have difficulties distinguishing between tones 
of similar pitch compared to healthy individuals even when only a very brief delay between the 
tones is present7.  At the high order level of processing speech, many people with schizophrenia 
experience auditory verbal hallucinations that are typically perceived to speak to or about the 
individual8. In general, the most fundamental components of auditory processing like hearing 
threshold are intact in schizophrenia. Still, the broad range of deficits that exist have severe 
implications for the social and mental well-being of a person with schizophrenia2.  The 
electrophysiological evidence of auditory processing deficits in schizophrenia is listed in Section 





Figure 1 – Cartoon illustration of sound transduction from mechanical to electrical signals in the human 
auditory system. Image adapted from www.karenscottaudiology.com 
Section 1.2 
Electroencephalography 
 The first human electroencephalogram was published by Dr. Hans Berger in 19299 upon 
observing the change in amplitude of the alpha oscillation (8-12Hz) when a person opens and 
closes their eyes. These original recordings were done with silver wires inserted under the scalp, 
but Berger improved his technology to later capture the same “brain waves” non-invasively. This 
original work was met with much skepticism until esteemed electrophysiologists replicated his 
findings in 193410. A primary point of contention was the underlying mechanism of EEG if what 
Berger discovered was indeed generated by the cerebral cortex. It is now understood that 
electrical potentials measured in EEG are the sum of volume-conducted potentials generated by 
clusters of neurons acting as current sinks and sources. These currents result from changes in 
neuronal membrane permeability to charged particles like sodium, calcium, and potassium ions, 
which then flow in and out of the cell as a function of their respective concentrations/reversal 
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potentials. The sum of the potentials generated by a cluster of current sources and sinks 
approaches dipolarity whenever the observation distance is large relative to the size of the 
cluster11. In EEG, these points of observation are on the surface of the scalp. In many neocortical 
regions, neurons typically cluster into columnar groupings on the order of a few mm in size, 
which is quite small relative to the >1.5cm distance from the scalp of even the most superficial 
cortical sources. EEG signals are on the order of µV and are typically captured as differential 
recordings between a scalp region of interest and a reference site, both relative to ground. EEG 
is considered to have high temporal resolution and poor spatial resolution. The speed at which 
potentials propagate through tissue is, on the timescale of neuronal dynamics, approximately 
instantaneous. Limitations in temporal precision then fall on EEG system sampling rates, but 
modern systems can sample 256 EEG sites simultaneously at up to 20kHz. Conversely, there is a 
very high degree of correlation between signals acquired from scalp regions as far as several cm 
apart due to the spatial filtering of electric potentials by the cerebrospinal fluid, skull, and 
scalp12.  
One of the most common methods for choosing EEG scalp sensor locations throughout 
the history of EEG has been the international 10-20 system13. This is a system that divides the 
head into deciles relative to the distance between key physical head landmarks like the nasion, 
inion, and preauricular points. Modern hdEEG sensor nets have a geodesic organization of 
electrode sites that are centered at the same point (Cz, which is the head vertex) as the 
international 10-20 system, but the similarity to the remaining 10-20 sites varies with channel 
count. The 128 channel geodesic sensor nets we use have 42% correspondence with the 
international 10-20 system (less than 1cm difference in scalp location)14. An example EEG 
recording using a 128 channel hdEEG system is shown in Figure 2 and the relative scalp 




Figure 2 – Six adjacent channels of an hdEEG recording. These signals were measured from a healthy 
human participant during the auditory click train task. The traces feature prominent alpha oscillations as 
well as an eye blink. 
 
Figure 3 – Layout of the relative scalp positions of the 128 channel Electrical Geodesics, Inc. geodesic 
sensor net. The approximate 10-20 locations are listed for rough alignment between the two coordinate 
systems. Image credit: www.egi.com, in accordance with fair use. 
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Electrophysiological measures of auditory stimulus processing 
 The electrical activity patterns measured by EEG (ignoring artifacts) reflect a 
combination of the spontaneous activity of the brain and sensory-related neural processing. 
Different experimental techniques and measurements capture different combinations of so-
called evoked, induced, and spontaneous EEG activity. Evoked and induced EEG activity 
patterns are task-related signatures that are embedded within spontaneous EEG, and are often 
discovered by EEG signals over many trials. Evoked activity is rigidly time-locked to the 
stimulus of interest, while induced activity is more or less spontaneous EEG that is influenced 
by the stimulus presentation. Evoked activity in response to auditory stimuli is often measured 
by auditory evoked potentials (AEPs) or intertrial phase coherence (ITPC). AEPs are calculated 
as the average scalp potential across trials at a given electrode site and each time point (a 
baseline potential before trial initiation is typically subtracted). A good example of this is the 
auditory steady state response (ASSR) in response to click trains (Figure 4). An AEP extracts the 
expected (in the mathematical sense) EEG response to a stimulus and is composed of wide-band 
amplitude fluctuations that are phase locked to the stimulus onset across trials. AEPs are simple 
to calculate, but their architecture can reflect surprisingly sophisticated aspects of sensory 
processing, such as stimulus novelty15 (Figure 5). However, more sophisticated measures like 
ITPC can express frequency-dependent phase locking to the stimulus in the presence or absence 
of changes in signal amplitude16 (for an explanation of ITPC calculation, see Section 2.2 and 
Figure 12). Since ITPC is a normalized metric ranging from 0 (uniformly random phase) to 1 
(perfect phase locking), it is useful for characterizing differences in evoked aspects of responses 
like early auditory gamma band response (EAGBR)17 or click train entrainment18 between 
participant groups. Since AEPs and ITPC only capture evoked activity, event related spectral 
perturbation (ERSP) is a useful tool for probing both evoked and induced responses to auditory 
stimuli. ERSP measures the frequency-dependent change in signal power post stimulus 
compared to a baseline window19 (see calculation in Section 2.2). Since ITPC measures purely 
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evoked aspects of the stimulus response, ERSP and ITPC together allow for the differentiation 
between evoked and induced responses. ITPC effectively quantifies the amount of the ERSP 
response that is evoked. If the ERSP is near zero and ITPC is high, the response to the stimulus 
is phase entrainment with no power enhancement. Conversely, if the ERSP is large and the ITPC 
is near zero, the response to the stimulus is an induced power enhancement/suppression. If 
both measures are high, the response to the stimulus is phase entrainment and power 
enhancement/suppression.  
 
Figure 4 – ASSR in response to 40Hz click trains. The average scalp potential across all trials after 
baseline subtraction is shown for a temporal EEG electrode. This type of AEP encapsulates both phase 
and amplitude consistency across trials, since the signal is not spectrographically decomposed. 
 
Figure 5 – AEPs in response to common (blue) and rare (red) tones in the classic auditory oddball 
paradigm. Mismatch negativity (MMN) is the difference between the two AEPs, typically starting around 
0.3s after tone onset. MMN is due to stimulus novelty and not lower order features such as tone 
frequency. 
Section 1.3 
Experimental justification, design, and methods 
 It is well known that patients with schizophrenia exhibit auditory sensory processing 
deficits that manifest behaviorally as auditory hallucinations and neurophysiologically as 
aberrant ASSR, AEP, MMN, and EAGBR properties1-3,17. Utilizing these abnormal EEG patterns 
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as objective indicators of dysfunction in schizophrenia has recently been highlighted as a 
promising approach for treatment discovery and evaluation in pre-clinical and translational 
research20. Differences in the spatial architecture of these sensory-driven EEG responses 
between healthy humans and people with schizophrenia is understudied, as many studies only 
show comparisons between groups using a single electrode site or by averaging over 
electrodes1,17,18,21-23.  
To probe the electrophysiological characteristics of auditory processing, we acquired 
whole-head 128 channel hdEEG (geodesic sensor net, signals sampled at 1000Hz, Electrical 
Geodesics, Inc.) from 12 right-handed healthy human participants and 3 individuals with 
schizophrenia while they completed an auditory oddball task and an auditory click train task. To 
avoid electrical artifacts of the auditory stimulation in the EEG, all auditory stimulation was 
delivered through air-conducting insert earphone tubes (ER3C-10, Etymotic Research, Inc.). 
Auditory waveforms were designed in MATLAB (The MathWorks, Inc.), and all experimental 
tasks were implemented using Presentation (Neurobehavioral Systems, Inc.). During the 
auditory oddball task, participants sat with their chin in a chinrest and gaze fixed on a crosshair 
on a computer monitor while listening to a jittered series of standard (1000Hz) and deviant 
(1500Hz) tones. Each tone lasted for 50ms (for the first 10ms, the tone amplitude linearly 
increased from 0 to maximum amplitude with no offset ramp) and was followed by between 1.15 
and 1.75s of silence. Tones were delivered at 90dB SPL as calibrated by a sound level meter 
(Larson Davis System 824, PCB Group, Inc.) fitted with a 2cc coupler. Standard and deviant 
tones were presented in a pseudorandom order, and participants were instructed to mentally 
count the number of deviant tones (20% prevalence, 40 in total). The entire task lasted 5 
minutes; at the end, participants were asked how many deviant tones were presented. Once this 
task was finished, participants then performed a passive listening auditory click train task. This 
task was 15 minutes in length, separated into 5 three-minute blocks. Participants fixated on a 
crosshair on a computer monitor while listening to 500ms long trains of 90dB pSPL clicks (1ms 
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click duration1; calibration shown in Figure 6) at rates of 10Hz, 20Hz, 30Hz, 40Hz, and 80Hz. 
Jittering was achieved by following each click train with between 450ms and 550ms of silence. 
The order of click train frequencies was pseudorandom and balanced within each three minute 
block, for a block total of 200 click trains and a grand total of 1000 click trains. Synchronization 
between the auditory stimuli presentation and the EEG acquisition was achieved by splitting the 
stereo output of the sound card into two separate mono outputs. One channel was used for the 
actual auditory stimuli while the other channel was set to a 50ms step function trigger signal. 
The tone channel was connected to both insert earphones while the trigger channel was 
connected to a differential input channel on the Physio16 extension module of the EEG 
amplifier. The Physio16 module acquires up to 16 extra differential signals in synchrony with the 
128 EEG channels acquired by the main amplifier. Thus, rising edge detection of the trigger 
signal served as a marker for tone onset in the EEG data.  
After preprocessing the EEG signals with a combination of custom MATLAB code and 
code from the literature (PREP pipeline24 and EEGLAB25), AEPs and Morlet wavelet time-
frequency transformations (TFTs) were calculated for each electrode site. Wavelet center 
frequencies were from 3 to 81Hz in 1Hz steps. From the wavelet TFTs, average ERSPs and ITPC 
were extracted in frequency ranges of interest. For the oddball task this was 35-46Hz (used for 
analyzing the EAGBR); for the auditory click train task, this was click train frequency±1Hz. 
 
Figure 6 - Example of dB pSPL calibration for auditory click amplitude. On the left is a trace of the voltage 
waveform generated by the sound pressure meter when measuring a 90 dB SPL 1 kHz sinewave. On the 
right is a single auditory click with peak-to-peak amplitude adjusted such that it matches the peak-to-peak 
amplitude of the calibration sine wave, which is 608mV
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CHAPTER 2: EEG PROCESSING AND ANALYSIS TECHNIQUES 
Introduction 
 Raw EEG signals contain a plethora of physiological and extraphysiological electrical 
signatures mixed in with the often weaker electrical activity generated by synchronous neuronal 
firing. Physiological artifacts are generated by a wide range of sources, from heart beats and eye 
blinks to sweating and jaw clenching. Extraphysiological artifacts are contributed to recordings 
by things like power line electromagnetic radiation (EMR) and abrupt electrode impedance 
changes. Furthermore, several of these artifacts appear similar in structure to signals generated 
by cortical sources of EEG activity, which are typically band-limited, sinusoidal oscillations. 
Even in theoretically ideal EEG data, the signals acquired are not “clean” in the sense that they 
are composed of a mixture of average electric fields generated by large populations of neurons. 
Therefore, extracting meaningful information about brain activity from scalp EEG requires a 
rather broad suite of signal processing techniques. First, techniques are employed to mitigate 
and ideally eliminate non-brain sources of EEG activity. This preprocessing is followed by 
methods that extract time- and frequency-dependent, task-related signal properties of the 
oscillatory activity. These measures are then compared across time, sensors, frequency bands, 
and behavioral conditions as a means of quantifying and understanding task-related brain 
activity. This chapter covers our implementation of various methods utilized in processing and 
analyzing EEG data recorded during oddball and click train auditory tasks. Some methods are 





Preprocessing EEG data with PREP pipeline 
 The PREP pipeline created by Bigdely-Shamlo and colleagues24 was recently introduced 
as a standardized way to perform early preprocessing steps on arbitrary EEG montages. The 
methods implemented in PREP achieve these results without committing to a filtering strategy, 
since different analyses can require conflicting filter settings. Time will tell if the EEG 
community decides to adopt PREP as a new standard, but regardless of this some unified 
platform for cleaning EEG data is vital to reducing inter-study variability and increasing 
reproducibility. PREP performs three preprocessing steps in a fixed order. First, the EEG signals 
are cleaned of line noise and related harmonics such that the estimated energy at those 
frequencies is within the noise floor. Second, a robust estimate of the average potential across 
recording sites is calculated and used as a new reference signal for all EEG signals. Finally, bad 
channels relative to the new reference frame are detected according to several criteria (lack of 
correlation between electrode pairs, extreme values of robust z-scores, etc.) and spherically 
interpolated. Almost any conceivable EEG analysis strategy requires or at the very least benefits 
from line noise removal, re-referencing, and bad channel interpolation, which is what makes 
PREP particularly appealing as a universal tool for EEG researchers. However, there are some 
caveats concerning re-referencing and channel interpolation that are worth discussing.  
First, computing the average potential as a means of obtaining reference-free scalp 
potentials relies on the assumptions that the brain is an electrically closed system (sum of 
charges is constant and thus net current flow is 0 at any time point) that has electrical properties 
similar to a uniform spherical conductor and that the experimenter has an evenly distributed 
and dense spatial sampling of the entire surface of the brain26. When these conditions hold, the 
average potential across all sensors (more precisely the surface integral of the measured 
potentials on a surface completely encapsulating the brain) at each time point will be near zero. 
This measure becomes exactly zero for arbitrary electrical source configurations when the 
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spatial sampling becomes infinitely dense. However, EEG signals are differential recordings, 
and the signal attributed to a given EEG electrode is the voltage relative to ground at the EEG 
electrode site minus the voltage relative to ground of a reference electrode. Since both signals 
are relative to ground, the resulting differential signal is the potential at the EEG site minus the 
potential at the reference site. Accordingly, the average of these differential recordings would 
not be zero, but the sign-inverted true reference potential: 
𝐸𝑥(𝑣(𝑥, 𝑡) − 𝑟(𝑡)) = 𝐸𝑥(𝑣(𝑥, 𝑡)) − 𝑟(𝑡) = −𝑟(𝑡) 
In this equation, 𝑣(𝑥, 𝑡) and 𝑟(𝑡) are the potential at all EEG sites and the potential at the 
reference site, respectively. Ex is the expected value across the spatial dimension, and 𝑥 and 𝑡 
represent spatial and temporal dimensions of the EEG data respectively. We have chosen our 
reference signal to be a constant in the spatial dimension (same reference signal is applied to all 
electrodes), and thus the expected value operator is insensitive to its inclusion. The result is 
simply the expected value of 𝑣(𝑥, 𝑡) at each time point minus the reference potential at each time 
point. If the assumptions mentioned above perfectly hold, the expected value of 𝑣(𝑥, 𝑡) is zero 
for all time, and thus averaging all EEG signals results in recovery of the true reference 
potential, with a sign inversion. If −𝑟(𝑡) is subtracted from the differential signals, the result is 
the true potential 𝑣(𝑥, 𝑡). However, the assumptions that must hold for this to be true are always 
violated to some extent in EEG acquisition, and the severity of the violations depends in part on 
human anatomy but largely on how EEG data are collected. In the case of hdEEG where much of 
the head is covered by upwards of 100 evenly distributed sensors, the large number of data 
points in estimating the reference potential (number of total sensors) and the relatively large 
and symmetric coverage of the head make these violations tolerable.  
While it is clear that this estimation of the reference potential will be biased since the 
potential at the bottom of the brain is never sampled, simulation studies have characterized 
some of the effects of this bias.  Junghöfer and colleagues27 found that the bias resulting from 
subtracting the average reference is strongest in signals at the edge of the sensor net and 
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weakest in signals near the center of the sensor net, and that increasing the percentage and 
density of scalp coverage decreases the magnitude of this bias. The limitations to interpolating 
bad channels from neighboring channels closely align with the limitations of average 
referencing. PREP uses spherical polynomial interpolation provided by EEGLAB to reconstruct 
signals at bad recording electrode locations as a function of neighboring signals. Spherical 
interpolation is used as opposed to interpolation in Euclidean space since the position of EEG 
sensors more closely adheres to spherical geometry than Euclidean geometry. This practice 
stems from the high degree of similarity of the recorded signal at adjacent electrode sites, but as 
with any interpolation method the quality of the reconstructed signal depends on the proximity 
of the recording site to those used to perform the interpolation. Interpolating the signal of large, 
spatially localized clusters of EEG electrodes is particularly problematic, given the well-known 
limitations of interpolating outside the support of the interpolation grid. In addition, regardless 
of whether or not interpolated channels are clustered, each interpolated channel reduces the 
rank (degree of linear independence) of the EEG data matrix by 1 (as does subtracting the 
average reference, since a degree of freedom is consumed by estimating the mean potential at 
each time point). This has important implications for subsequent preprocessing steps like 
independent component analysis (ICA). 
Filtering, ICA, and dipole fitting 
 The signal acquired from a given EEG electrode is known to be comprised of a mixture of 
many different electric fields generated by brain and non-brain sources. These electric fields 
propagate at fast enough speeds relative to the EEG sampling rate such that each sensor 
captures a linear combination of the activity of all sources at the same instant. Also, since linear 
superposition holds for the summation of electric fields, linear source separation algorithms are 
powerful tools for decomposing a set of mixed signals into a set of separate signal sources. The 
most commonly accepted technique for blind source separation of EEG data is ICA28. ICA is 
similar to principal component analysis (PCA) in the sense that it computes a transformation 
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matrix that represents a change of basis, but unlike PCA the ICA basis functions are not 
orthogonal vectors that maximally concentrate the variance in the observed data matrix into the 
fewest components. The ICA basis functions are the maximally statistically independent basis 
vectors for the given matrix. Since there is no analytic solution to ICA, the basis must be 
discovered by an optimization procedure which can potentially result in local minima. Also, 
various algorithms exist for performing ICA that vary in their speed, definition of statistical 
independence, and optimization procedures, but the most commonly used algorithm for EEG 
data is the Infomax algorithm based on mutual information11.  
When performed under the right conditions, ICA decompositions routinely and 
consistently result in striking separation of artifact components (in particular eye blinks, eye 
movement, muscle activity, and cardiac signals) and neurophysiological components (Figure 7). 
One of the most important conditions for a successful ICA decomposition is signal stationarity. 
Low frequency drift in EEG signals can mask the stereotypy of otherwise mostly stationary 
periodic sources like muscle activity. As a result, high-pass filtering with a cutoff frequency of 
1Hz is considered an essential preprocessing step before ICA. Finite impulse response (FIR) 
filters with symmetric coefficients are recommended for filtering EEG data since they are 
guaranteed to have a linear phase response (constant group delay) and thus no phase 
distortion9. Another important factor is the rank of the data matrix to be processed. In the case 
of PCA, rank deficiency manifests in the form of a zero eigenvalue for each reduction in total 
degrees of freedom. In the case of Infomax ICA, where the number of independent components 
optimized for matches the number of EEG data channels, rank deficiency can result in a single 
independent process resolved into two temporally anti-correlated components with 
superimposed high amplitude noise. These components have the same scalp projections save for 
a sign difference in the coefficients. The noise reduces the mutual information between the 
otherwise related signals. Since both subtracting the estimated reference potential and 
interpolating bad channels result in rank reduction of the EEG data matrix (once for the 
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reference estimation, and once for each bad channel interpolated), the problem of rank deficient 
data is ubiquitous in EEG source separation. For this reason, the EEGLAB implementation of 
Infomax first calculates the rank of the input data matrix by performing PCA and counting the 
number of eigenvalues that are near zero, since finite precision in the eigenanalysis of the 
covariance matrix typically prevents the extraction of eigenvalues that are exactly zero. If rank 
deficiency is detected, ICA is performed on the principal components with “non-zero” 
eigenvalues.  
The transformation matrix from signal space into ICA component space is the product of 
the rectangular matrix that projects the data matrix into the PCA subspace of “non-zero” 
eigenvalued eigenvectors and the square matrix that transforms the PCA sub-space into an ICA 
sub-space: 
𝐴𝑋 = 𝐶; 𝐵𝐶 = 𝑆 
𝐴𝑋 = 𝐵−1𝑆 
𝐵𝐴𝑋 = 𝑆; 𝑊 = 𝐵𝐴 
𝑊𝑋 = 𝑆;  𝑋 = 𝑊+𝑆 
 
A is the MxN matrix that transforms the NxT matrix X of N EEG channels and T time-points 
into C, the MxT matrix of M PCA components with “non-zero” eigenvalues and T time-points 
(M<N). B is the MxM matrix that transforms C into the MxT ICA component matrix S. The 
Moore-Penrose psuedoinverse (i.e. minimum norm psuedoinverse) is denoted as “+”, and is 
applied to the final MxN weight matrix W to yield W+, an NxM matrix that maps ICA component 
contributions to the original data matrix.  The processing step of transforming the ICA input by 
a “sphering” matrix that diagonalizes the input’s covariance matrix can be ignored (or 
equivalently represented as the identity matrix) in this case since the PCA components input to 
ICA are orthogonal and thus always have a diagonal covariance matrix. In practice, the ICA 
weight matrix W can be discovered from a training set of EEG signals that have been high-pass 
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filtered and rigorously pruned of epochs containing any remaining non-stationary artifacts. The 
weight matrix can then be applied to the original unfiltered, continuous EEG signals to construct 
a new S matrix of ICA component activations that, in general, retain the characteristics of the 
component activations resulting from the training data. Of course, this procedure should not be 
expected to separate sources in the original data set that were not at all present in the training 
data set e.g. sources band-limited to the stop band of the high-pass filter or only occurring 
during epochs rejected from ICA inclusion.  
Once a satisfactory weighting matrix W is discovered, the next step is to evaluate 
components for exclusion from the EEG signal reconstruction.  Similar to how PCA components 
are naturally ordered by the magnitude of their associated eigenvalues, Infomax sorts ICA 
components by the average projected variance contribution to the test data. This results in 
“large” components like eye blinks, eye movements, and strong occipital alpha oscillations to be 
sorted at the top of the list of components. In the past, EEG researchers would use the time-
series, spectral decomposition, ERP, and scalp projection map of a given component to 
subjectively determine whether or not to exclude it from the EEG signal reconstruction. 
Recently, Delorme and colleagues determined that the scalp projections of ICA sources 
appearing to be of physiological origin can be modeled by a single electric dipole or a pair of 
dipoles symmetric about the brain midline29. They also found that the dipole(s) that best fit the 
scalp maps of physiological artifact components like muscle activity and eye blinks localize 
outside of the brain, providing an objective way to identify the most commonly excluded ICA 
components from EEG signal reconstruction. We used the DIPFIT30 plugin for EEGLAB to first 
register the electrode locations of our sensor net to the 4 shell spherical head model (which is 
co-registered to the MNI standard MRI template31) so that the equivalent dipole(s) for each ICA 
component could be computed and mapped to MNI locations. For each ICA component, we fit 
both the single dipole model and the paired dipoles model and computed the Bayesian 
Information Criterion (BIC) for each: 
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𝑛 ln(𝜎2̃) + 𝑘 ln 𝑛 
Here, n is the number of observations used to compute the model fit, k is the number of model 
parameters used, and 𝜎2̃ is the error variance in the model. In the single dipole model, there are 
7 parameters. There is one parameter for each of the 6 degrees of freedom that encapsulate 
position, rotation, and magnitude in 3D space, and one for the noise source that explains the 
difference between the model and the observed data. There are 10 parameters for the paired 
dipoles model since the dipoles are coupled in location but each has their own rotation and 
magnitude. The location of the dipole(s) within the Montreal Neurological Institute (MNI) 
template magnetic resonance imaging (MRI) image is used to determine whether or not the 
respective ICA component is included in EEG signal reconstruction (Figure 8). We used a brain 
radius of 80mm and excluded all ICA components modeled to have distances from the model 
origin greater than 80mm. Once components are rejected based on this measure, the 
reconstructed EEG signals are calculated from a revised W+ matrix, which is the same as W+ 
except the columns corresponding to the eliminated components have been removed.  
We originally set a residual model variance threshold as a second criterion for 
component rejection, but there was no clear optimum threshold value. To avoid excluding more 
components as a result of a seemingly arbitrary factor, we only used the dipole location criterion 
for component removal. This objective method for ICA component pruning, while more 
conservative than that of Delorme and colleagues, yielded satisfactory results. We found that the 
resulting EEG data reconstructions were void of prominent physiological artifacts. For example, 
in all but one participant, this method managed to exclude obvious eye blink components (eye 
blink component was on the border of rejection and manually removed for this participant). 




Figure 7 – Example ICA projection of EEG data into component activations. Prominent components are 
labeled and include an eye blink component, a posterior alpha oscillator, and a frontal muscle activity 
component. The scalp topographies show the degree to which a component contributes to activity at a 
given scalp location (each map is a column in W+). 
 
Figure 8 – 2D projection of equivalent dipoles fit to the scalp projections of ICA components on to the 
MNI brain. ICA components with dipole fits that are located outside of the MNI brain are excluded from 
EEG signal reconstruction. 
Section 2.2 
Time-frequency analysis 
 The reconstruction of EEG signals from a sub-space of ICA components is the final 
preprocessing step in our EEG processing pipeline. From this point on, processing steps vary 
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depending on specific hypotheses. Since many common hypotheses about EEG activity include 
non-stationary characteristics of EEG activity within certain frequency bands, time-frequency 
analysis techniques are widely used by EEG researchers. Wavelet transformations and 
combined band-pass/Hilbert filtering methods are particularly common TFTs in the EEG 
literature. Both techniques extract the amplitude and phase of EEG signals within a specific 
frequency range as a function of time. We primarily use the Gabor-Morlet wavelets32 due to the 
ease of controlling important TFT factors such as time-frequency resolution tradeoff and energy 
normalization between the wavelets of different scales. The general definition for a Gabor-
Morlet wavelet in the time domain is: 




𝐶 = 1, 𝐶 =
1
√𝜎2




𝜎 = constant or 𝜎 =
𝑛
𝑓𝑐
, 𝑛 = number of cycles 
Here, 𝑓𝑐 is wavelet center frequency in Hertz, 𝑡 is time in seconds, 𝜎 is the Gaussian window 
standard deviation in seconds, and 𝐶 is a constant that controls the amplitude of the window. It 
is worth mentioning the Fourier transform of the Gabor-Morlet wavelet since the time and 
frequency domain representations, when taken together, provide the full picture of the wavelet 
properties and parameter choices: 




All variables and constants are the same as above and 𝑓 is frequency in Hertz. The frequency 
domain representation of the Gabor-Morlet wavelet is a real-valued Gaussian function with 
mean 𝑓𝑐, standard deviation (2𝜋𝜎)
−1, and amplitude 𝐶√𝜎2. Note that whether or not this 
Fourier transform is centered around 𝑓𝑐 or – 𝑓𝑐 depends on the complex exponential sign 
convention used in the Fourier transform. We use the convention of the inverse complex 
exponential for the Fourier transform, keeping the sign of the frequency the same between the 
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two domains. These two representations help demonstrate the ramifications of choosing 𝐶 and 
𝜎. The choice of 𝜎 defines the width of the Gaussian windows, which has about 99.7% of its area 
concentrated within ±3𝜎 seconds in the time domain and ±3(2𝜋𝜎)−1 Hertz in the frequency 
domain. This inverse relationship between standard deviations represents the time-frequency 
resolution tradeoff. As the time domain window narrows, the frequency domain window widens. 
Since the wavelet transformation is defined as the time domain convolution of the wavelet with 
the signal of interest, the Fourier convolution theorem states that this is equivalent to the 
inverse Fourier transformation of the product of the two Fourier transforms. For this reason, the 
wavelet transformation can be thought of as applying a frequency domain window to the signal 
of interest.  
Since the goal of the wavelet transformation is to temporally resolve the 
amplitude/envelope and phase of a band-limited oscillation, the effects of this frequency 
windowing on both time and frequency resolution are best understood in the context of 
amplitude modulation (AM). The rate of change of the envelope of a carrier wave determines the 
distance of the frequency domain side band from the carrier frequency. Thus, faster amplitude 
modulations in time result in wider frequency bands centered on the carrier frequency. If the 
size of the frequency domain wavelet window is much greater than the full bandwidth of the 
amplitude modulated signal, there is virtually no attenuation of the AM signal in time. However, 
if the AM signal has frequency content in a nearby frequency band, this is not eliminated by the 
wavelet. Conversely, if the frequency domain wavelet window is extremely narrow, only 
frequency content near the center frequency of the wavelet will remain. This will suppress the 
undesirable frequency content mentioned in the previous example, but at the cost of attenuating 
all fast AM of the carrier wave of interest, and thus the temporal resolution of the carrier wave 
envelope is greatly reduced (Figure 9). Since 𝜎 controls this resolution of the wavelet transform, 
it is possibly the most important factor and will be discussed first.  
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For constant 𝜎, time and frequency resolution is constant independent of wavelet center 
frequency. This might be a good choice if there is a fixed time scale of interest across frequency 
bands, but is impractical when the frequency bands of interest span many octaves (particularly 
problematic for low frequency signals, as octaves are closer). For 𝜎 =
𝑛
𝑓𝑐
, the time and frequency 
resolution are a function of frequency, and more specifically the number of multiples of the 
center frequency spanned by the frequency domain wavelet is constant i.e. about 99.7% of the 
frequency content is between ±3
𝑓𝑐
2𝜋𝑛
 of 𝑓𝑐 (if 𝑛 =
𝑘
2𝜋
 then the wavelet spans ±
3
𝑘
𝑓𝑐). Moreover, this 
choice of time domain standard deviation keeps the number of cycles that fall within ±3𝜎 of the 
time domain Gaussian window equal to 𝑛, independent of the center frequency. Since the time 
resolution of interest for a given EEG oscillation is proportional to the oscillation frequency, 
scaling the standard deviation by center frequency makes the properties of the wavelet 
transform particularly suitable for TFT of EEG data in any frequency band.   
The next parameter of interest with a similar inverse relationship between the time and 
frequency domain is 𝐶.  If 𝐶 is set to 1 the time domain wavelet has unit amplitude and the 
frequency domain wavelet has amplitude equal to √𝜎2. In this case, if 𝜎 scales with frequency, 
the frequency domain wavelet decreases in amplitude as the magnitude of the center frequency 




, then the frequency domain wavelet has unit amplitude at its center frequency, and if 𝜎 
scales with frequency, the amplitude of the time domain wavelet increases as the magnitude of 
the center frequency increases, keeping the area constant (for 𝐶 =
1
√2𝜋𝜎2
 the time domain area of 
the Gaussian window is always 1). Common choices are to have unit area in the frequency 
domain or unit area for the Gaussian window in the time domain, but since any choice of 𝐶 can 
be changed into any other choice of 𝐶 before or after wavelet transformation (due to the linearity 
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of the Fourier transform) by a simple scaling, this parameter can be set post-hoc, while 
evaluating the results of the wavelet transformation.  
The last parameter choice is 𝑓𝑐 for each of the analyzing wavelets. The natural octave 
ordering imposed by choosing a standard deviation proportional to center frequency (doubling 
the center frequency makes the Gaussian twice as wide) makes log2 spacing a popular choice, 
but linear frequency spacing is also common, since the bandwidth of interest in EEG is typically 
no more than 8 octaves (about 0.5Hz to 100Hz). Positive frequencies are conventionally used, 
but processing real-valued signals like EEG recordings with positive or negative frequencies 
yields the same results given a few algebraic manipulations. First, by the time scaling property of 
the Fourier transform, we have:  
ℱ{𝜓(𝑓𝑐 , −𝑡)} = ℱ{𝜓(𝑓𝑐 , 𝑡)}(−𝑓) 
Furthermore, if the signal of interest is real-valued, the following time symmetry property holds: 
ℱ{𝑥(−𝑡)} = ℱ{𝑥(𝑡)}∗ 
Where * denotes the complex conjugate and 𝑥(𝑡) is any real-valued signal. Next, the frequency 
domain Gaussian can be reflected about the origin provided the sign of its mean is changed, 
yielding: 






2(2𝜋𝜎)−2 = ℱ{𝜓(𝑓𝑐 , 𝑡)}(−𝑓) 
Taking all this together, the equality that relates the results of the wavelet transformations of 
𝑥(𝑡) at frequencies 𝑓𝑐 and −𝑓𝑐 is: 
ℱ−1[ℱ{𝜓(𝑓𝑐 , 𝑡)}ℱ{𝑥(𝑡)}](𝑡) = ℱ
−1[ℱ{𝜓(𝑓𝑐 , −𝑡)}ℱ{𝑥(−𝑡)}](−𝑡) = ℱ
−1[ℱ{𝜓(−𝑓𝑐, 𝑡)}ℱ{𝑥(𝑡)}
∗](−𝑡) 
The structure of the time-series that results from the inverse Fourier transform of the 
frequency domain windowing of 𝑥(𝑡) is readily understood in the context of the definition of the 
inverse Fourier transform. The time-series is a sum of complex-weighted complex exponential 
functions where the weight dictates the magnitude and phase offset of the exponential. The 
magnitude and phase of the time-series at any given time point is the magnitude and phase of 
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the vector sum of the points in the complex plane that encapsulate the instantaneous position of 
each of the complex exponentials. If the instantaneous phase is the same for all the complex 
exponentials, the magnitude is simply the sum of the magnitude of the coefficients resulting 
after the Fourier transform multiplication (assuming the coefficients were amplitude 
coefficients and not scaled by the length of the time-series i.e. the normalization factor was 
chosen to be 1 for the Fourier transform and 1/L for the inverse Fourier transform where L is the 
length of the signal). Ultimately, the Gabor-Morlet wavelet is a complex-valued time domain 
band-pass filter characterized by zero phase response and a Gaussian magnitude response 
(Figure 10); its formulae in the time and frequency domains give explicit control over important 
time-frequency tradeoff factors. In the context of the auditory oddball and click train 
experiments outlined in chapter 1, we computed a wavelet-transformed time-series for each 
preprocessed EEG signal using the parameters 𝜎 =
7
3𝑓𝑐




area time domain Gaussian windows), and 𝑓𝑐 = 3: 81Hz in 1Hz steps, since we used click trains 
that spanned 10Hz to 80Hz and the EAGBR in the oddball task also falls within this frequency 
range (35-46Hz)17.  
 
Figure 9 – Example of amplitude modulation shown in both the time and frequency domain for a slow 
and fast envelope. The left panel shows the same carrier wave (20Hz) with a slow (3Hz; top) and a fast 
(7Hz; bottom) amplitude envelope. The right panel shows the magnitude of the Fourier transform of both 
signals. The arrows indicate that the higher the frequency content of the envelope, the wider the spectral 




Figure 10 – Comparison of 8-12Hz band-pass filtered signal with wavelet transformation magnitudes. The 
envelope of the band-pass filtered EEG signal (blue; forward and reverse filtered to correct for group 
delay) closely matches the magnitude of the sum of wavelet transformations with center frequencies of 
8.7Hz, 10Hz, and 11.5Hz (orange). 
Time-frequency transformation metrics 
 In the previous section we showed that the results of the Gabor-Morlet wavelet 
transformation provide time-resolved magnitude and phase information characteristic of the 
combined oscillatory activity within a frequency band of the processed EEG signal. Two very 
useful metrics for estimating the relationship between such oscillatory activity and behavioral 
tasks are ERSP19 and ITPC16. Both measures compare aspects of oscillatory activity during 
events well-localized in time across trials. ERSP quantifies the average change in signal power 
between a baseline window and each point in time after the event starts. The signal power is 
calculated from the square magnitude of the wavelet transform at a given frequency. This comes 
from assuming that the observed voltage was recorded across a pure unit resistance, and using 
Ohm’s law and the definition of electric power:  
𝑃 = 𝐼𝑉 =
𝑉2
𝑅




This signal power is then converted to dB and averaged in the baseline window to get baseline 
power for each trial. The ERSP for each time point is the power (dB) minus the baseline power. 
26 
 
This is then averaged across trials to reflect the average change in signal power over time for a 
given experimental condition (Figure 11). One nice property of ERSP is that it is indifferent to 
the choice of multiplicative constant 𝐶 in the wavelet transform. This is because the difference of 
power in dB is a scaled log transformation of a ratio of raw power values. Furthermore, the 
frequency-specific normalization helps prevent spontaneously prominent oscillations like alpha 
oscillations from saturating the scale relative to weak oscillations only present during the 
stimulus. This also has advantages over computing event related potentials (ERPs) of 
preprocessed EEG signals (no TFT), since the frequency structure of an ERP only reflects phase-
locked activity at that frequency. Prominent ERSP in a frequency band can result even when the 
ERP is void of power in that frequency band. This occurs if only the amplitude and not the phase 
of the oscillatory activity is related to the event.  
To assess the degree to which the phase of the oscillatory activity is related to the event 
independent of the change in power, we then calculate ITPC. ITPC quantifies the degree of 
phase-locking across trials at each moment in time during the event. This is done by 
normalizing the wavelet transformed time-series by its magnitude, resulting in a time-series of 
unit vectors. The ITPC for each time point is measured by the phase locking value (PLV), which 
is the magnitude of the vector sum of these unit vectors across trials divided by the number of 
trials (Figure 12). A PLV of 1 indicates that the phase at that specific time point was exactly the 
same across all trials, and a PLV of 0 indicates that the phase at that specific time point was 
completely random across trials. ITPC can also be baseline-normalized like ERSP if there is 
substantially non-zero PLV during the baseline window. To do this, the PLVs during the baseline 
window are averaged and then subtracted from the PLV at each time point. While this is similar 
to ERSP normalization, it is somewhat different since PLV must be computed across trials first 
so there is no within-trial normalization.  
One of the primary considerations for using ERSP and ITPC to draw comparisons at the 
group level between trial types is the number of trials used to compute each average for a given 
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participant. Many study designs have a balanced number of trials across conditions, but 
sometimes there are intentionally fewer trials within a given condition. Also, even when the 
number of trials is balanced across conditions, the number of trials that will be excluded due to 
EEG signal contamination is not known in advance. One common practice is to randomly select 
an equal number of trials to use in averaging for each condition. This way the uncertainty in the 
estimate is similar across conditions. This worked well for the auditory click train task analysis 
since there was 200 trials per click train frequency by design and after EEG preprocessing more 
than 100 trials remained for each click train frequency in all participants. However, for the 
auditory oddball task, there were only 40 deviant trials compared to 160 standard trials. Using 
an equal number of trials from both groups would result in averages over 20-30 trials when 
usually around 150 standard trials are usable.  
 
Figure 11 – Illustration of ERSP averaged across 4 trials for 10Hz wavelet amplitude. The black traces 
represent the real part of the wavelet transformed time-series with magnitude shown in red. The ERSP is 
derived from the log ratio of the signal power at each time point to the average baseline power within each 
frequency. The wavelet center frequency in this example is 10Hz. The heat map on the right shows the 




   
Figure 12 – Illustration of high ITPC across 4 trials. (Left) The vertical black line represents the 
time point at which ITPC was calculated. (Right) Each phase is shown as a unit vector in blue and 








CHAPTER 3: TOPOGRAPHIC DISTRIBUTIONS OF ERSP AND ITPC IN HEALTHY 
INDIVIDUALS AND INDIVIDUALS WITH SCHIZOPHRENIA 
Introduction 
 This chapter will detail the results of applying the methodology outlined in the second 
chapter to the 12 healthy human participant and 3 patient data sets mentioned in the first 
chapter. To assess the topological distribution of the time-frequency metrics, we parcellated the 
scalp electrodes into 5 groups27- frontal, central, left and right temporal, and posterior (Figure 
13). The mean was removed from each individual scalp map so that overall level of response to a 
given metric didn’t conflate the topography analysis. In general, for the auditory click train task 
we found distinct scalp topographies of ERSP and ITPC activation as a function of click train 
frequency for matched frequency wavelets. However, for the auditory oddball task we found that 
the EAGBR ITPC and ERSP scalp topographies were not significantly different between the two 
conditions (standard versus deviant trials). Subjective comparisons between the healthy 
participant results and the scalp topographies of three participants with schizophrenia show 






Figure 13 – Electrode clusters defining each region of interest for repeated measures ANOVA analysis. 
Each map is a 2D scalp projection of EEG electrode locations, with dots in bold representing electrodes 
included in a given cluster. 
Section 3.1 
Grand average scalp topographies for click train task 
 To assess the influence of scalp regions and click train frequency on mean-subtracted 
ERSP and ITPC measures (Figure 14), we performed a repeated measures ANOVA with the 
within-subject factors of region and click train frequency. We also included the interaction 
between the two factors since we hypothesized that different frequencies might result in 
different topographies. No good estimation could be obtained using Mauchly’s test for violations 
of sphericity given the large number of factor groupings relative to number of samples per 
group, so we assumed that the assumption of sphericity did not hold and used the Greenhouse-
Geisser degrees of freedom correction. When sphericity is not violated, the Greenhouse-Geisser 
correction doesn’t change the degrees of freedom so this is not an overly conservative approach. 
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For ERSP, we found that there was a significant interaction between scalp region and click train 
frequency (
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 2.90E-12 1 2.90E-12 0.7 87 18 0.39394 0.39394
Error 4.05E-11 11 3.68E-12
(Intercept):Region 7 8.54 4 19.635 2.3126 0.07 2453 0.12391
Error(Region) 37 3.58 44 8.4904
(Intercept):Freq 2.39E-11 4 5.97 E-12 0.80242 0.53024 0.4047 3
Error(Freq) 3.28E-10 44 7 .44E-12
(Intercept):Region:Freq 140.28 16 8.7 67 4 5.3217 4.27 E-09 2.35E-03
Error(Region:Freq) 289.96 17 6 1.647 5
Table 1; p=0.00235, F=5.32, dfn,d=16,176) and post-hoc marginal mean comparisons using 
Tukey’s honestly significant difference criterion28 for multiple comparisons revealed that for 
posterior sites, ERSP to 10Hz click trains was greater than all other frequencies except for 80Hz. 
There was also less 40Hz ERSP than 30Hz ERSP for posterior sites. At the central electrode 
sites, 40Hz ERSP to 40Hz click trains was only greater than 10Hz ERSP to 10Hz click trains. 
There were no significant differences for left or right temporal electrode sites, but at frontal sites 
there was greater 30Hz ERSP than 10Hz ERSP.  
The posterior maximum ERSP for 10Hz click trains (though not significantly greater 
than 80Hz) compared to the fronto-central maximum ERSP for 40Hz click trains is intriguingly 
similar to findings from a study that used transcranial magnetic stimulation (TMS) to probe the 
endogenous frequency preference of different brain regions33. The authors found that single 
TMS pulses over posterior brain regions induced an EEG transient response with strong alpha 
frequency components, whereas the same over fronto-central brain regions resulted in strong 
gamma frequency components. In our experiment, both 10Hz and 40Hz click trains resulted in 
similar ITPC topographies implying that the evoked responses to the auditory stimuli likely 
manifest in the same brain region. The posterior maximum 10Hz ERSP may reflect the posterior 
preference to oscillate at alpha frequencies while the fronto-central maximum ERSP for 40Hz 
click trains may reflect the fronto-central preference to oscillate at gamma frequencies, both 
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presumably in response to receiving input from the auditory cortex. While the fronto-central 
maximum for 40Hz ASSR features is well-known34-36, the posterior maximum for 10Hz ERSP is 
a potentially novel finding that aligns with the established alpha frequency preference of 
posterior brain regions.  
For ITPC, we found a significant main effect of scalp region (
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 1 .28E-14 1 1.28E-14 0.24269 0.63196 0.63196
Error 5.82E-13 11 5.29E-14
(Intercept):Region 2.1394 4 0.53486 13.307 3.47 E-07 3.7 6E-05
Error(Region) 1.7 686 44 0.040195
(Intercept):Freq 9.88E-14 4 2.47 E-14 0.50212 0.7 3429 0.55926
Error(Freq) 2.17 E-12 44 4.92E-14
(Intercept):Region:Freq 1.8127 16 0.1133 6.27 09 6.10E-11 8.16E-05
Error(Region:Freq) 3.17 98 17 6 0.018067
Table 2; p=3.76E-05, F=13.31, dfn,d=4,44) as well as a significant interaction between scalp 
region and click train frequency (
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 1 .28E-14 1 1.28E-14 0.24269 0.63196 0.63196
Error 5.82E-13 11 5.29E-14
(Intercept):Region 2.1394 4 0.53486 13.307 3.47 E-07 3.7 6E-05
Error(Region) 1.7 686 44 0.040195
(Intercept):Freq 9.88E-14 4 2.47 E-14 0.50212 0.7 3429 0.55926
Error(Freq) 2.17 E-12 44 4.92E-14
(Intercept):Region:Freq 1.8127 16 0.1133 6.27 09 6.10E-11 8.16E-05
Error(Region:Freq) 3.17 98 17 6 0.018067
Table 2; p=8.16E-05, F=6.27, dfn,d=16,176). Post-hoc tests revealed that at central electrode 
sites, 40Hz ITPC was greater than any other click train condition, as expected. Also, at posterior 
sites there was greater 80Hz ITPC than 10Hz, 20Hz, and (at a trend level) 40Hz click train 
frequency matched ITPC. There were no differences at frontal or right temporal sites, but at left 
temporal sites 40Hz ITPC was less than both 10Hz and 30Hz ITPC. A previous study suggests 
that ASSRs (stimuli were amplitude modulated sine waves) in response to ≤40Hz stimuli are 
primarily cortex-driven while stimuli ≥80Hz elicit stronger brainstem responses than cortical 
responses35. This is in line with our finding of a posterior maximum ITPC response to the 80Hz 
click trains, and the relatively weak posterior 80Hz ERSP in comparison to fronto-central 40Hz 




Figure 14 – Grand average normalized topographic maps of ERSP and ITPC for the auditory click train 
task, healthy participants.  
 
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 2.90E-12 1 2.90E-12 0.7 87 18 0.39394 0.39394
Error 4.05E-11 11 3.68E-12
(Intercept):Region 7 8.54 4 19.635 2.3126 0.07 2453 0.12391
Error(Region) 37 3.58 44 8.4904
(Intercept):Freq 2.39E-11 4 5.97 E-12 0.80242 0.53024 0.4047 3
Error(Freq) 3.28E-10 44 7 .44E-12
(Intercept):Region:Freq 140.28 16 8.7 67 4 5.3217 4.27 E-09 2.35E-03
Error(Region:Freq) 289.96 17 6 1.647 5
Table 1 – Repeated measures ANOVA table for ERSP scalp topographies for the click train task, healthy 
participants. There was a significant interaction between scalp region and click train frequency, indicating 
that the scalp topography depends on the click train frequency. Post-hoc testing revealed that for 
posterior sites, 10Hz ERSP was greater than all other click train responses except for 80Hz. Post-hoc tests 
also revealed that central sites exhibited a more prominent 40Hz ERSP than 10Hz ERSP. 
34 
 
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 1 .28E-14 1 1.28E-14 0.24269 0.63196 0.63196
Error 5.82E-13 11 5.29E-14
(Intercept):Region 2.1394 4 0.53486 13.307 3.47 E-07 3.7 6E-05
Error(Region) 1.7 686 44 0.040195
(Intercept):Freq 9.88E-14 4 2.47 E-14 0.50212 0.7 3429 0.55926
Error(Freq) 2.17 E-12 44 4.92E-14
(Intercept):Region:Freq 1.8127 16 0.1133 6.27 09 6.10E-11 8.16E-05
Error(Region:Freq) 3.17 98 17 6 0.018067
Table 2 – Repeated measures ANOVA table for ITPC scalp topographies for the click train task, healthy 
participants. There was a significant main effect of scalp region and a significant interaction between scalp 
region and click train frequency, indicating that the scalp topography depends on the click train 
frequency. Post-hoc testing revealed that for central electrode sites, 40Hz ITPC was greater than the other 
click train frequencies while over posterior regions 80Hz ITPC was prominent. 
Grand average scalp topographies for auditory oddball task 
 We utilized the same analysis strategy for the oddball task as we did for the click train 
task. Here, we performed repeated measures ANOVAs for EAGBR ERSP and ITPC with the 
within-subject factors of scalp region and tone frequency (standard vs. deviant). For ERSP, we 
found no significant main effects or interactions between any of the factors. However, there was 
a trend level main effect of scalp region (
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 1 .93E-12 1 1.93E-12 0.88564 0.36687 0.36687
Error 2.40E-11 11 2.18E-12
(Intercept):Region 31.429 4 7 .857 4 2.557 8 0.0518 0.09816
Error(Region) 135.17 44 3.07 2
(Intercept):Freq 6.85E-13 1 6.85E-13 0.54346 0.47 643 0.47 643
Error(Freq) 1.39E-11 11 1.26E-12
(Intercept):Region:Freq 5.0259 4 1.2565 0.68535 0.60592 0.56353
Error(Region:Freq) 80.666 44 1.8333
 Table 3; uncorrected p=0.052, corrected p=0.098, F=2.55, dfn,d=4,44) indicating that there may 
be a reliance of EAGBR ERSP on scalp region. No effect of tone frequency indicates that there 
was no dependence of ERSP on the task condition. The trending topological EAGBR ERSP 
feature appears to be a fronto-central maximum, which is in accordance with the literature on 
evoked early gamma band activity21. When considering EAGBR ITPC, we found a significant 
main effect of scalp region (Table 4; p=5.61E-05, F=11.32, dfn,d=4,44). Post-hoc tests revealed 
that the central scalp region ITPC was greater than that of all other scalp regions. Since the 
prominent features that capture stimulus novelty such as MMN don’t appear until ~0.3s15, it 
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isn’t surprising that the EAGBR doesn’t significantly differ between the two stimulus conditions 
since it is defined as the gamma band response between 0.02 and 0.08s.  
 
Figure 15 – Grand average normalized topographic maps of ERSP and ITPC for the auditory oddball task, 
healthy participants. 
 
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 1 .93E-12 1 1.93E-12 0.88564 0.36687 0.36687
Error 2.40E-11 11 2.18E-12
(Intercept):Region 31.429 4 7 .857 4 2.557 8 0.0518 0.09816
Error(Region) 135.17 44 3.07 2
(Intercept):Freq 6.85E-13 1 6.85E-13 0.54346 0.47 643 0.47 643
Error(Freq) 1.39E-11 11 1.26E-12
(Intercept):Region:Freq 5.0259 4 1.2565 0.68535 0.60592 0.56353
Error(Region:Freq) 80.666 44 1.8333  
Table 3– Repeated measures ANOVA table for EAGBR ERSP scalp topographies for the oddball task, 
healthy participants. There were no significant main effects or interactions for any of the factors, but there 
was a trend level main effect of scalp region. Since no main effects were found, we did not perform any 
post-hoc tests. 
Factor SumSq DF MeanSq F pValue pValueGG
(Intercept) 8.51E-14 1 8.51E-14 3.1429 0.1039 0.10391
Error 2.98E-13 11 2.7 1E-14
(Intercept):Region 2.187 6 4 0.5469 11.317 2.12E-06 5.61E-05
Error(Region) 2.1263 44 0.048326
(Intercept):Freq 1.08E-14 1 1.08E-14 0.1588 0.697 9 0.697 94
Error(Freq) 7 .52E-13 11 6.83E-14
(Intercept):Region:Freq 0.22223 4 0.055556 1.67 94 0.17 18 0.21259
Error(Region:Freq) 1.4556 44 0.033082  
Table 4 – Repeated measures ANOVA table for EAGBR ITPC scalp topographies for the oddball task, 
healthy participants. There was a significant main effect of scalp region, but no effect of tone frequency, 
indicating that the ITPC topographies were not different between standard and deviant tones. 
Section 3.2 
Comparisons to individuals with schizophrenia 
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 Since we only have three participants that have completed the schizophrenia clinical 
trial, we will show their results individually instead of as a group average. All patients were 
stable on medication and experiencing auditory hallucinations as measured by the AHRS. The 
individual topographies for both tasks are surprisingly similar to the control averages in some 
cases, but substantial inter-individual variability still seems present. For the auditory click train 
task, the posterior maximum 10Hz ERSP is almost absent for the three individuals (
Figure 16), but the 40Hz ITPC and ERSP is still quite prominent despite reports in the literature 
that this feature is typically reduced at fronto-central sites1,18 (Figure 17). However, Spencer et 
al. found that the participants with the strongest symptom scores had the highest ITPC and 
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evoked power in the 40Hz ASSR. Interestingly, P002 and P004 both had much higher auditory 
hallucination rating scale (AHRS; 27 for both participants) and positive and negative symptom 
scale (PANSS; 70 for P002, 67 for P004) scores than P001, who scored a moderate 14 on the 
AHRS and a 40 on the PANSS. P004 in particular has a quite typical looking ASSR response 
across all frequencies, which is in line with the counter-intuitive observation of Spencer et al. 
This also may be the case with the auditory oddball EAGBR, as P004 shows the most typical 
standard tone EAGBR ITPC and ERSP out of the three clinical trial participants. In general, the 
difference between standard tone and deviant tone EAGBR may be greater in the individuals 
with schizophrenia, as the scalp topography for deviant tone EAGBR ERSP and ITPC for each of 
the three participants is very different from the standard tone topography (Figure 18). This 
interpretation comes with the caveat that the difference in topographies could be an artifact of 




Figure 16 – Individual normalized topographic maps of ERSP for the auditory click train task, participants 
with schizophrenia and grand average healthy controls. There appears to be a high degree of variability 
between the three patients, but in general they may lack the posterior maximum 10Hz ERSP response.  
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Figure 17 – Individual normalized topographic maps of ITPC for the auditory click train task, participants 
with schizophrenia and grand average healthy controls. Again, there is a high degree of variability 





Figure 18 – Individual normalized topographic maps of EAGBR ERSP and ITPC for the auditory oddball 
task, participants with schizophrenia. Inter-individual variability is very high between the three 
participants, but they may also have differences between standard and deviant tone topographies not seen 
in the control group. 
 
Future directions 
 Since we only have 3 participants with schizophrenia who have completed our clinical 
trial, we were unable to do group-level statistics to compare the schizophrenia topographies with 
the healthy topographies. When a sufficient number of participants have completed the study, 
we plan to add a between-subjects factor to the repeated measures ANOVA modeling that 
captures group status (healthy vs. schizophrenia). If significant differences are present between 
the groups, the EEG from the post-treatment sessions of the clinical trial can be used to see if 
those differences still persist in a given treatment group (study is double blinded, so we won’t 
know treatment condition until the end). Changes in EEG measures across sessions can also be 
correlated with changes in the AHRS and PANSS to see if the observed differences actually 
relate to the specific symptom profile of interest and not some other deficit. Also, having more 
participants with a broad range of AHRS and PANSS scores will allow for empirical assessment 
of the curious positive correlation between symptom score and ASSR normality observed by 
Spencer and colleagues18. Another interesting analysis strategy moving forward is to project the 
sensor-level signals into source space, similar to what is done for ICA component dipole fitting. 
The electrical dipoles can be clustered across participants by position in MRI space and 
similarity of activation patterns to yield group-level source activations underlying given sensor-
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level observations. Analysis of the task-related behavior of the source activations gives a finer 
spatial dimension along which to characterize deficits in auditory processing, potentially 
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