Abstract: Blacks generally score significantly lower on intelligence tests than Whites. Spearman's hypothesis predicts that there will be large Black/White differences on subtests of high cognitive complexity, and smaller Black/White differences on subtests of lower cognitive complexity. Spearman's hypothesis tested on samples of Blacks and Whites has consistently been confirmed in many studies on children and adolescents, but there are many fewer studies on adults. We carried out a meta-analysis where we collected the existing tests of Spearman's hypothesis on adults and collected additional datasets on Black and White adults that could be used to test Spearman's hypothesis. Our meta-analytical search resulted in a total of 10 studies with a total of 15 datapoints, with participants numbering 251,085 Whites and 22,326 Blacks in total. For all these data points, the correlation between the loadings of a general factor that is manifested in individual differences on all mental tests, regardless of content (g) and standardized group differences was computed. The analysis of all 15 data points yields a mean vector correlation of 0.57. Spearman's hypothesis is confirmed comparing Black and White adults. The differences between Black and White adults are strongly in line with those previously found for children and adults; however, because of lack of access to the original data, we could not test for measurement invariance.
Introduction
IQ test scores are well-known as excellent predictors of many economic, educational, and social criteria [1] , and therefore group differences in mean intelligence are of great interest. By far the most extensively researched is that between the two largest populations in the United States: Whites, or Caucasians, and Blacks, or African Americans [1] . On average, the American Black population scores below the White population by about 1.2 standard deviations (SDs), or 18 IQ points. Large-scale research on cultural bias in the test instruments against Blacks simply has not shown convincing proof [2] .
Te Nijenhuis, Al-Shahomee, van den Hoek, Allik, Grigoriev, and Dragt [3] describe how a well-established empirical finding-the manifold of positive correlations among measures of various mental abilities-is generally considered to be evidence of a general factor in all of the measured abilities. The use of the method of factor analysis makes it possible to determine the degree to which each of the variables is correlated with the factor that is common to all the variables in the analysis. This was termed g by Spearman and meant to represent a general factor that is manifested in individual differences on all mental tests, regardless of content [1] . Spearman's g is usually defined operationally as the loading on the first unrotated factor in a principal-axis factor analysis of a varied set of IQ tests [4] . Tests with high g loadings demand higher cognitive complexity, and tests with low g loadings demand lower cognitive complexity [3, 5] .
Jensen [1] devised the Method of Correlated Vectors (MCV) to empirically test which phenomena are linked to the g factor. It involves calculating two vectors and then correlating them with each other. The first vector consists of the correlations of subtests of an IQ battery with the general factor of intelligence, their g loadings. The second vector consists of the relation of each of those same subtests with the variable in question; it could be a correlation of a phenomenon with the various subtests of the IQ battery (r), or it could be the difference between two groups on all the subtests of the IQ battery (d).
Spearman [6] observed that there are large Black/White differences on some subtests of an IQ battery, yet on other subtests there are much smaller Black/White differences. He suggested that these differences might be a function of each test's g loading, with large differences on subtests with a high g loading and smaller differences on subtests with low g loadings. This hypothesis is now known as Spearman's hypothesis. Jensen [1] distinguished between the "strong form of Spearman's hypothesis" and the "weak form of Spearman's hypothesis". The first says that the mean Black/White IQ differences are solely due to differences in the hypothesized realistic g; the second says that the mean Black/White IQ differences are mainly due to differences in the hypothesized realistic g (implying there are additional sources of Black/White IQ differences present). Jensen chose to test the weak form of Spearman's hypothesis, and this weak form has been confirmed in many studies, which means that the Black/White differences are differences in g to a strong degree [1] .
Te Nijenhuis et al. describe how Spearman's hypothesis has also been studied using methods other than intelligence tests. First, there are elementary cognitive tasks (ECTs), which measure the time it takes a person to process information presented in very simple tasks. The chronometric variables derived from such ECTs show clear Black/White differences that are predicted by their g loadings [7] . Second, Spearman's hypothesis has also been studied using Situational Judgment Tests (SJTs) and Assessment Center (AC) exercises, which are widely used in selection for organizations. Whetzel, McDaniel, and Nguyen's [8] meta-analysis shows that group differences in SJT performance are largely explained by the cognitive loading of the SJT. Goldstein, Yusko, Braverman, Smith, and Chung [9] tested whether the cognitive complexity of an AC exercise was a predictor of group differences, and their findings are in line with Spearman's hypothesis. Goldstein, Yusko, and Nicolopoulos [10] concluded that clear group differences emerged for a majority of more cognitively-loaded managerial competencies, such as judgment, whereas much smaller differences were associated with the majority of the less cognitively-loaded competencies, such as human relations.
Te Nijenhuis et al. describe how Spearman's hypothesis has also been tested for Hispanic, Native-American, Asian-American, and Native-Hawaiian groups. Outside of the US, Spearman's hypothesis has been tested in the Netherlands, South Africa, Zimbabwe, Asia, and Serbia. In the majority of these cases Spearman's hypothesis was strongly confirmed.
Te Nijenhuis et al. describe how Rushton tested Spearman's hypothesis in a series of studies at the item level using the various versions of Raven's Progressive Matrices (RPM) in Africa and in Serbia [11] [12] [13] [14] [15] . The g loadings of items were operationalized as the items' correlation with the total score on the RPM, which has a strong correlation with the general factor of intelligence. The difference scores of items (d) were operationalized as the difference in pass rates between groups. It was generally found that group differences were greater on those items of the RPM with the highest item-total correlations, which are the best measures of general factor of intelligence, which counts as a confirmation of Spearman's hypothesis. More recently, a White Spanish sample was compared with a sample of Moroccans but did not report a clear confirmation of Spearman's hypothesis [16] . Most recently, a number of studies by te Nijenhuis and co-authors, using a large number of datasets, generally showed clear and often strong confirmations of Spearman's hypothesis at the item level [3, [17] [18] [19] .
An interesting recent paper by Ganzach [20] did not explicitly test Spearman's hypothesis using the Method of Correlated Vectors, but contrasted scores on Wechsler subtests Digit Span Forward (DSF) and Digit Span Backward (DSB), going back to Jensen's early work on group differences [21] where he showed that the Black/White difference was much larger on DSB than on DSF. Ganzach re-examined Jensen and Figueroa's results on the basis of a large, nationally representative database.
He replicated earlier findings by showing that the difference between Blacks and Whites is larger on DSB than on DSF. However, the results were not generalizable to Hispanics, where the difference between Whites and Hispanics was actually larger on DSF than on DSB. For a more detailed discussion of these findings, see David [22] and Ganzach [23] .
Testing Spearman's hypothesis using the Method of Correlated Vectors has met with criticism [24, 25] . Woodley, te Nijenhuis, Must, and Must [26] argue that most of the criticism of the MCV rests on two problematic premises. First, it has been made clear by Jensen [1] that one should use fairly representative samples, that a large enough number of tests should be used, and these tests should not all be similar-for instance, only reasoning tests-but must also be diverse in terms of content. A study by Ashton and Lee [24] shows that analyzing unbalanced collections of tests result in outcomes that make little sense, but they simply ignored the fact that Jensen explicitly warned researchers about the use of unbalanced samples. Second, Jensen [1] shows that there are four statistical artifacts that strongly attenuate the outcomes of the MCV, such as restriction of range and unreliability. This means that Jensen was well aware of fundamental weaknesses in MCV and he showed that controlling for them strongly increased the value of the resulting correlations between the g vector and the d vector. Dolan's [25] finding that small samples in some cases yield unreliable outcomes comes as no surprise [26] .
Woodley et al. argue that MCV should be combined with psychometric meta-analysis [27] because it has several advantages. First, it allows the use of all published datasets. Second, it allows importing the best available g loadings from other datasets, thereby strongly reducing the unreliability. Third, there is information on the variance between studies, which is generally large. Fourth, corrections for several important statistical artifacts can be carried out. Dolan [25] advises the use of Multigroup Confirmatory Factor Analysis (MGCFA) instead of MCV, but then all the advantages listed above disappear (see [26] for a detailed description).
Jensen carried out a large number of tests of Spearman's hypothesis (see [1] for a review). Jensen [7] states that seven methodological requirements for the testing of Spearman's hypothesis have to be met:
1. The samples should not be selected on any highly g-loaded criteria. 2. The variables should have reliable variation in their g loadings. 3 . The variables should measure the same latent traits in all groups. The congruence coefficient of the factor structure should have a value of >0.85. 4. The variables should measure the same g in the different groups; the congruence coefficient of the g values should be >0.95. 5. The g loadings of the variables should be determined separately in each group. If the congruence coefficient indicates a high degree of similarity, the g loadings of the different groups should be averaged. 6. To rule out the possibility that the correlation between the vector of g loadings (V g ) and the vector of mean differences between the groups or effect sizes (V ES ) is strongly influenced by the variables' differing reliability coefficients, V g and V ES should be corrected for attenuation by dividing each value by the square root of its reliability. 7. The test of Spearman's hypothesis is the Pearson correlation (r) between V g and V ES . To test the statistical significance of r, Spearman's rank order correlation (r s ) should be computed and tested for significance.
However, Jensen [1] shows many instances where g loadings and effects sizes (r or d) are correlated not using individual-level data, but group-level data reported in individual studies, so that it is not possible to test whether the seven methodological requirement were met. Usually these individual studies did not report g loadings, in which case Jensen generally used g loadings from other sources, such as manuals of IQ batteries based upon high-quality, representative samples. Jensen therefore carried out studies where he used an elaborate procedure [7] and studies where he used a more simplified procedure. It was not stated explicitly, but Jensen's requirements for comparability of test scores when comparing Black and White samples in the large majority of cases were met, so it is possible that Jensen [1] saw it as less pressing to explicitly test for the comparability of test scores in new studies.
It is also possible that when using a simplified procedure Jensen traded quantity for quality: the datasets were less thoroughly analyzed, but it was much easier now to add the outcomes of the analyses on all kinds of new datasets to the literature, which could increase the chances of advancing scientific discussions. In case one wants to carry out an analysis on studies for which the individual-level data are unavailable and combine all these studies in a meta-analysis, the simplified procedure reported in Jensen [1] has to be applied. This combination of a simplified procedure and a meta-analysis has already been successfully applied in several studies, some of them often cited [28] [29] [30] [31] [32] [33] [34] [35] .
In the simplified procedure, each subtest is not corrected for unreliability, but meta-analytical corrections for unreliability are applied to the vectors [36] . Additionally, significances are not computed for each individual dataset, as the combined datasets become so large that the mean correlation will always or virtually always become significant [36] . In these studies a strong increase in the number of studies that can be analyzed is traded off for a less thorough testing procedure. An important advantage is that all the studies can now be combined into a meta-analysis, so powerful meta-analytical techniques can be applied, allowing the drawing of strong conclusions.
Dolan [25] is of the opinion that Multigroup Confirmatory Factor Analysis is preferable to MCV when testing Spearman's hypothesis, because it allows for a strong test of measurement invariance. To satisfy the critics of MCV, ideally both MCV and MGCFA should be applied to the data. However, there is a fundamental problem in that MGCFA is so demanding of the data that, in all likelihood, only a fraction of available datasets can be analyzed using MGCFA, whereas in principle all or virtually all datasets can be analyzed with MCV. Therefore, even if all datasets are available, a comparison of the two methods cannot be made in the large majority of cases, impeding a thorough evaluation of the merits of MGCFA. Obviously, a statistical technique that can only be applied to a very small selection of datasets has strong drawbacks.
In sum, Spearman's hypothesis was confirmed in the large majority of comparisons of various groups and for all assessment instruments studied and most studies have been carried out comparing Blacks and Whites in the US. However, a careful look at those US Black/White comparisons makes it clear that, by far, most research participants in these studies are children and adolescents [1] . Before the present study, the total literature of Spearman's hypothesis tested on Black and White adults in the US consists of only six datasets on adults, and five of these six studies are reported in Jensen [37] and one of these six is reported in Nyborg and Jensen [38] ; the correlations for these studies ranged from r = 0.30 to 0.81. Thus, most studies on Spearman's hypothesis are not representative of the normal working-age population and more studies are needed to see whether the abundant findings from children and adolescents generalize to adults.
In the present study we carried out a meta-analysis where we collected the existing tests of the weak form of Spearman's hypothesis on adults and collected additional datasets on Black and White adults in the US that could be used to test the weak form of Spearman's hypothesis. We expected to find a strong confirmation of the weak form of Spearman's hypothesis for adults, just as was already found for children and adolescents.
Method

Meta-Analysis
In their influential book, Hunter and Schmidt [39] plead for the use of meta-analysis, which is best described as the aggregation of data from different studies and datasets, which are then corrected for statistical and study artifacts. In this study we carry out a bare-bones meta-analysis where we correct only for sampling error in the data, the error that is introduced into data due to the usage of small samples in studies. This correction was carried out using the Hunter and Schmidt Meta-Analysis Programs [40] .
Inclusion Criteria
The first requirement for a study to be included in the present meta-analysis was having at least four tests or subtests to which the Method of Correlated Vectors could be applied. Second, the samples in the studies should not be selected on a highly g-loaded variable (e.g., referral or gifted samples [7] ). Third, the average age of the participants had to be 18 or older, which means the sample could include some participants younger than 18.
Searching and Screening Studies
Several search strategies were used. For the digital search, the following electronic databases were used: Google Scholar, ProQuest, PsycINFO, and CataloguePlus (Primo). The keywords and phrases used to find further data for the data of Black adults were: "Black adult(s)", "Black and White adults", "Negro adults", "Spearman's hypothesis adults", "Spearman's hypothesis Black", "Spearman's hypothesis Negro", and "Spearman's hypothesis workforce". These keywords were combined with the following keywords: "intelligence", "IQ", "mental ability", "mental capacity", "cognitive ability", "aptitude", "competence", "differences", "WAIS" (Wechsler Adult Intelligence Scale), "KAIT" (Kaufman Adult Intelligence Test), and "Woodcock Johnson". To supplement the data we found, we searched the references of the studies already obtained to find other studies with potential data on Black adults. This search resulted in a total of 10 studies that are useable for our analysis, with a total of 15 data points.
Description of Available Data
An overview of the studies used for analysis can be seen in Table 1 . Several of these studies focused on testing Spearman's hypothesis, but for four of the studies we tested Spearman's hypothesis ourselves using data reported at the group level. The most thorough test of Spearman's hypothesis requires that data are available at the individual level. However, in searching for studies for the present meta-analysis the present authors found that the individual-level data from published studies are generally impossible to get hold of, and therefore we focused on data that were reported at the group level. As noted above, Dolan [25] suggests using MGCFA to test Spearman's hypothesis, but since all data in this study are only available at the group level, it simply is not possible to use MGCFA to analyze these data. Instead, we have opted to use the Method of Correlated Vectors. 
Method of Correlated Vectors
As stated by Arthur Jensen [1] , the Method of Correlated Vectors allows one to correlate the cognitive difficulty of a task with a secondary variable of interest such as ethnicity or sex. The g vector consists of the g loadings of the subtest of an IQ battery, while the second vector is often an effect size in the form of a correlation or an estimation of the difference between two groups. The Method of Correlated Vectors consists of taking the column with the g loading of each subtest in an intelligence battery and correlating them with the column of the effect size of the secondary variable of interest on those same subtests [1] . In cases where Spearman's hypothesis is tested, this effect size is often expressed in the d score, an estimate of the standardized difference between groups.
The d score was calculated by subtracting the score of the lower scoring group from the score of the higher scoring group. These differences in subtest scores between the groups are then correlated with the g loadings of the subtest. A strong positive correlation indicates that the difference between groups on the subtests becomes larger as the g loading of a subtest increases, a strong negative correlation indicates that the differences between groups on the subtest become smaller as the g loading of the subset increases, and a weak or non-existent correlation indicates there is no relation between the differences between groups and g loading. In this paper the Method of Correlated Vectors is indicated as r (dˆg).
Calculating d
As is usual in testing Spearman's hypothesis, to calculate d the scores of the lower scoring Black group were subtracted from the scores of the higher scoring White group, and this difference was then divided by the highest-quality estimate of the standard deviation available, usually the standard deviation of a standardization sample.
Choice of SD Used in Calculating the Difference Scores (d)
The selection of standard deviations is very important for calculating the correct effect size, the standardized difference between groups, and therefore the following procedure was used. Whenever possible, the standard deviations were taken from nationally representative standardization samples or norming samples for the tests used in the study. This is the preferred option since the standard deviation of a large and representative sample is closer to the population standard deviation than a small study sample, and thus helps to give a more accurate indication of the effect size. However, for some tests no such samples could be obtained and, in that case, the standard deviations of the largest group were used to compute d, since a larger group would still have more reliable standard deviations than a small group. If both groups were of equal size, the SD from the majority group was used since it is more likely to be representative of the population SD than that of the minority group.
Selecting g Loading for Calculating r (dˆg)
The selection of the correct g loading for calculating r (dˆg) is important because the g loading based on a large and representative sample will be more representative of the g loading of the population. Whenever possible, the g loadings of the subtests in an intelligence battery are calculated using the data of nationally representative norming or standardization samples. However, some studies use samples that are not representative of the population and other studies use non-standard tests. In these cases, a choice has to be made as to what g loadings to use. While large samples are still preferable, they might not always be a good fit for the sample in the study. For example, some datasets for calculating g might have a large sample but might not be representative of the sample used in the study (e.g., a large difference in age), while other datasets have a small sample but are a much better representation of the sample used in the study.
Preference was given to using larger samples as long as they were relatively representative, however, if this was not possible or not appropriate for the data, a different solution was used.
In a few cases the g loadings were taken from g loadings mentioned in the study or calculated using intercorrelations that were given in the study. This was often the case for novel or less well-studied intelligence test batteries.
Correcting for Unequal Group Sizes in a Datapoint
In their influential book on psychometric meta-analysis, Hunter and Schmidt [39] use the sum of all participants in all groups from a study that is used as a datapoint in a meta-analysis as the value of the total sample size. However, in the data points in the current study there was often a large disparity between group sizes; for instance, quite often samples report data on 100 Blacks and 1000 Whites. A sample of 100 has quite substantial sampling error, whereas a sample of 1000 indicates a much smaller sampling error.
What is a good indicator of the sample size of such a datapoint combining two datasets? The strictest choice would be to simply use the value of the smallest sample. However, this would ignore the positive influence of the much larger sample on the sampling error of the datapoint. A comparison could be made with testing the means of samples of unequal size for significance: A difference between samples of 900 and 100 reaches significance less quickly than the difference between samples of 500 and 500, notwithstanding the fact that the total sample size (N) is equal. Stated differently, the increase in precision for the sample of 900 does not outweigh the decrease in precision for the sample of 100. A harmonic N takes this into account.
There are several formulas for harmonic N that could be used. A common formula is
where N is the number of groups and x i is the size of each individual group [49] .
The advantage of this formula is that, for a datapoint with samples of 100 and 900, the value of the harmonic N = 180, which is quite close to the value of the smallest sample, indicating a quite strong sampling error (see Table 2 ). However, the disadvantage of this formula is that for a datapoint with samples of 15 and 15, the total sample size is only 15 and that, for a datapoint with samples of 500 and 500, the total sample size is only 500 (see Table 2 ). N is the number of groups in the comparison and xi is the size of each individual group.
Te Nijenhuis and van der Flier [34] used the formula
where, again, N is the number of groups and x i is the size of each individual group. For a datapoint with samples of 100 and 900, the value of the harmonic N then becomes 360, which is quite conservative, but not as strict as the value of only 180 for the first formula (see Table 2 ). For data points with samples of 15 and 15, the total sample size now becomes 30, and for a datapoint with samples of 500 and 500 the total sample size now becomes 1000 (see Table 2 ), which is in line with the reasoning in Hunter and Schmidt [39] mentioned above. We therefore continue to use this formula, which is based on sound reasoning, namely that data points consisting of samples with widely differing Ns receive a substantially reduced weight in a meta-analysis, and that data points based on samples with highly comparable weights receive a weight based on the total number of research participants in these samples.
Results
The results of the studies on the vector correlation between g loadings and the score differences between adult Blacks and Whites (d) are shown in Table 3 . The table shows data derived from 10 studies, yielding 15 data correlations, with participants numbering a total of 251,085 Whites, 22,326 Blacks, and with a total harmonic N = 76,884. It also lists the reference for the study, the cognitive ability test used, the vector correlation between g loadings and d, the mean age, and the age range. The correlations are positive in sign, and the large majority of them are substantial in magnitude. Table 4 presents the results of the bare bones meta-analysis of the 15 data points. Table 4 shows the number of correlation coefficients (K), total sample size (N), the mean-weighted vector correlation (mean r), and the standard deviation of the vector correlation (SD r ). The last column presents the percentage of variance explained by sampling error (%VE). The analysis of all 15 data points yields a mean vector correlation of 0.57, with 0.6% of the variance in the observed correlations explained by sampling error. This percentage is very low and suggests the presence of a strong moderator or several moderators. Bare bones meta-analytical results: Score differences between adult Blacks and Whites, and g loadings. K = number of correlations; N = total sample size; mean r = mean-weighted vector correlation; SD r = standard deviation of observed correlation; %VE = percentage of variance accounted for by sampling errors.
Discussion
We meta-analytically tested Spearman's hypothesis on Black and White adults. Spearman's hypothesis was already confirmed for children and adolescents in a large number of studies, and is now confirmed comparing Black and White adults as well. The meta-analytical sample-size weighted correlation of rho = 0.57 we found for adults is highly similar to the mean correlation found in Jensen [1] , who reported a correlation of r = 0.59. The differences between Black and White adults are very strongly in line with those previously found for children and adults.
We end on a cautionary note concerning conditions that are not fulfilled in our study, making our conclusions only conditionally valid. To the best of our knowledge, MGCFA has not been used for testing Spearman's hypothesis in the last decade, but how often a method has been used is not an evaluation criterion for truth finding. Measurement invariance is, strictly speaking, a necessary condition on a priori grounds. The fact that in the present study we did not have access to the original datasets means that we simply could not test for measurement invariance, so it is possible that some of the datasets when analyzed using MGCFA would have shown a lack of measurement invariance to a certain degree. Moreover, although some of the data points in our meta-analysis come from studies by Jensen, Jensen's use of congruence coefficients, for instance, does not prove measurement invariance. Indeed, in the other data points in our meta-analysis we do not carry out the statistical analyses suggested by Jensen [7] , and this is an additional reason for a cautionary note.
Although it is good research practice to aim for the best method, we repeat that we employed a trade-off where we collected a substantial number of studies that could only be analyzed using non-optimal statistical techniques, but which allowed the use of the powerful technique of meta-analysis. For a well-argued trade-off leading to the inclusion of many studies of lesser methodological quality allowing a huge meta-analysis, we refer the interested reader to the meta-analysis on the effects of organizational development by Rodgers and Hunter [50] .
