Introduction
The publication of Grubel and Lloyd (1975) stimulated enormous interest in intra-industry trade (IIT), for two reasons. First, the empirical phenomenon of high levels of trade in products within industries between countries with similar factor endowments seemed at odds with the standard Heckscher-Ohlin-Samuelson (HOS) workhorse model of international trade.
Second, the observed increase in intra-industry trade coincided with what appeared to be relatively painless adjustment to economic integration in Western Europe. Dislocation anticipated as specialisation occurred did not materialise, giving rise to the so-called 'smooth adjustment hypothesis'.
In the decade that followed Grubel and Lloyd (1975) the literature exploded and proceeded in three directions: first, the measurement of IIT and its robustness to the use of more disaggregated data (Finger, 1975 , Loertscher and Wolter, 1980 , Greenaway and Milner, 1983 , 1986 , studies in Tharakan, 1983 , and Torstensson, 1996 ; second, its explanation from a theoretical point of view in models of monopolistic competition and international trade (most notably Lancaster 1980 , Krugman, 1979 , and Helpman and Krugman, 1985 as well as strategic interaction (e.g., Brander, 1981, and Brander and Krugman, 1983) ; third, the empirical assessment of these models (Helpman, 1987 , Bergstrand, 1990 , and Hummels and Levinsohn, 1995 .
Recent years have seen a revival of interest in intra-industry trade, stimulated by frontier work on trade costs, economic geography and a range of aspects of firm level adjustment to globalization. Of particular interest, from both a theoretical and measurement point of view, is the relationship between intra-industry trade and multinational activity. We have known for a long time that both trade and multinational activity coexist, indeed are often coterminous, and that we need appropriate theoretical and empirical models for explaining this.
An important development in understanding the relationship between IIT and intra-industry affiliate sales is Markusen and Maskus (2002) . From a specification based on numerical simulations of a two-factor knowledge capital model (Carr, Maskus and Markusen, 2001 and Markusen, 2002) , they find that intra-industry trade between the US and partner economies tends to decrease with greater similarity in size, which is consistent with the findings of Helpman (1987) , Bergstrand (1990) or Hummels and Levinsohn (1995) . They also find that the intra-industry trade share decreases with the bilateral level of trade costs, but increases with the bilateral level of investment costs. Greenaway, Lloyd and Milner (2001) are also interested in the relationship between intra-industry trade and intra-industry affiliate production and develop an 'extended intra-industry trade index', which accounts for both traditional intra-industry trade and two-way exchange of international production. However, apart from these papers, the issue remains largely unexplored. This paper contributes to the literature in several ways. First, it demonstrates that the standard and still widely used Grubel-Lloyd index has to be adjusted to reflect the intra-industry trade share in a narrow sense. We show that with multinational firms, unbalanced profit repatriation distorts the index. 1 In this respect, our study is complementary to Greenaway, Lloyd and Milner (2001) and Markusen and Maskus (2002) , who discuss measures of intra-industry affiliate sales but do not deal with adjustments of the traditional Grubel-Lloyd index in the presence of multinational producers. We present a bias-corrected index that is robust to changes in foreign direct investment (FDI) and suitable for empirical work based on bilateral industry-level data.
Second, we develop a three-factor general equilibrium model of trade and multinationals to provide a detailed analysis of the role of investment cost differences between countries as a determinant of intra-industry trade. By introducing three factors (physical capital, skilled labour, unskilled labour), we emphasise the distinction between two important characteristics of headquarters: their provision of physical capital to set up plants, and the human-capital intensive generation of firm-specific assets through brand proliferation. Besides this more complete description of headquarters services, there is an advantage of analytical tractability.
In this setting, we are able to evaluate not only the role of investment cost levels and differences on intra-industry trade in general, but also their interaction with factor endowments.
Finally, we implement and report on an empirical analysis, where uncorrected and biascorrected versions of the Grubel-Lloyd index are used as dependent variables. This yields several conclusions. We find that trade-imbalance bias not only influences the overall 1 The existence of multinational firms matters as well for other strands of the empirical trade literature. Ekholm (1998) remarks, for example, that the usual measures of revealed factor abundance may be substantially biased if trade in headquarters services of multinational firms is not correctly accounted for. In an empirical exercise, she magnitude of the index but also systematically affects parameter estimates; cross-section estimates tend to be inconsistent if country-specific effects are excluded; the parameter signs are largely consistent with the theoretical hypotheses; determinants such as skilled labour endowments and investment costs suggested by our theoretical model account for a substantial part of the variation in intra-industry trade-share data. Only about half of their variation is explained by traditionally used variables as motivated by 'new trade theory' models. Given the crucial importance of accurately estimating intra-relative to inter-industry trade, this is very significant.
The remainder of the paper is organized as follows. Section 2 describes the theoretical background. It introduces a correction to the Grubel-Lloyd index and sets up an analytically solvable theoretical model of intra-industry trade with exporters and multinational firms. A numerical simulation analysis complements the analytical discussion. Section 3 presents our econometric analysis, reports our results and subjects them to a sensitivity analysis. Section 4 concludes.
Theoretical background

The Grubel-Lloyd index
The Grubel and Lloyd (1971) index has become the standard measure for the intensity of intra-industry trade. In the two-country case, it is defined as 2 ( ) To obtain a better measure of the IIT share, we have to adjust the GLI for all income flows not due to goods trade, like repatriated profits. More precisely, we correct the denominator for all output flows that are balanced by income flows not directly related to exports and imports.
This gives a hypothetical measure of balanced trade. 4 The corrected Grubel-Lloyd index for the two-country, multi-sector case is then:
In our thought experiment with two one-sector economies and multinational activities of country i firms in country j, CGLI gives a correct measure of the intra-industry trade share,
i.e., 1 CGLI = .
5 According to (1) and (2), we obtain
with 1 SHI ≥ , as a measure of the trade imbalance bias in relative terms.
In what follows we are interested in the role of multinational activities and repatriated profits for income flows
. In particular we investigate how changes in the fixed costs of multinational activities (see Amiti and Wakelin, 2003) affect the corrected GrubelLloyd index given in (2) and the trade imbalance bias in (3). To identify the basic economic mechanisms, we introduce an analytically solvable general equilibrium model, which accounts for horizontal multinational activities.
theoretical grounds (in particular with respect to the assumption of equiproportional trade imbalancing effects) nor practicable. 4 This adjustment method was in fact first suggested by Grubel and Lloyd (1975) . However, they did not develop a clear theoretical motivation. Bergstrand (1983) correctly points out that there are other sources of trade imbalance (which are not related to multinational activity). The bias correction in (2) captures all sources of trade imbalance. However, as will become obvious in the econometric analysis below, there is a systematic relationship between bilateral intra-industry trade and the size of investment costs. This indicates that the simple two-country motivation for the bias correction is of empirical relevance.
An analytically solvable model of trade and horizontal FDI
Consider two countries (i, j), which are endowed with three factors, unskilled labour L, skilled labour S and physical capital K. All three are inelastically supplied in competitive and internationally segmented factor markets. The countries may differ in their endowments of unskilled labour but are assumed to be symmetric with respect to their S-and K-supplies.
There are two sectors of production. In the industrial X-sector differentiated goods are produced, while output in the agricultural Y-sector is homogeneous. Sector X is characterized by monopolistic competition and perfect competition prevails in sector Y. Throughout our analysis we focus on a parameter domain, which guarantees that both sectors are active in the two economies (diversification 
and profits of a horizontal multinational producer with headquarters in country i are represented by
with Ki w , Si w being factor prices of physical capital K and skilled labour S in country i. , with E being the sum of total factor income and profits (in a particular economy) and l p denoting the consumer price of variety l. Utility maximization leads to the following demand for variety l of the industrial good:
where
is a (country-specific) price index. variety l is produced in country i and exported to country j.) Since consumer and producer prices are identical, it follows from (4), (5) and (7) that profit maximization leads to a constant price-markup over variable production costs, i.e., Free entry of firms leads to zero profits in the X-sector. The zero-profit conditions determine equilibrium factor returns to skilled labour and physical capital as functions of output levels ii x , jj x . Focussing on a parameter domain with positive factor returns, the following expressions are obtained:
according to (4) and (5). In addition, the three factor market clearing conditions in country i are given by
The respective factor market clearing conditions in country j lead to analogous expressions.
By virtue of (11) and (12), the equilibrium numbers of horizontal multinational firms and exporters are given by
Two properties of our framework should be noted. First, countries do not differ in the total number of local headquarters, if they do not differ in their skilled labour endowments, according to (11). However, it follows from (13) and (14) that countries differ in the
. This implies countries may be asymmetric in terms of their local production facilities, even if they do not differ in their physical capital and skilled labour endowments. Second, the model is flexible enough to investigate the role of investment cost parameters i g , j g for the composition of producers and the number of local production facilities in the two economies. However, any feedback effects on firm structure variables from output adjustments or income changes are ruled out by our assumption on factor use in production.
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Finally, using i
together with (7), we obtain
Equations (15) and (16) Let us now turn to the intra-industry trade share. Under our specification, the uncorrected Grubel-Lloyd index is given by
7 In the numerical simulation exercises reported in Subsection 2.3, we relax the admittedly restrictive assumptions on factor use in X-sector production. (8) and (9), and noting i i j j n h n h S + = + = , straightforward calculations lead to (15) and (16 
being the balance of repatriated profits for which the denominator of CGLI is adjusted. The ratio / CGLI GLI of the corrected and uncorrected indexes can be written as
With equilibrium output levels and firm numbers at hand, we can investigate, how changes in the investment cost parameter affect the intra-industry trade share CGLI and the relative trade imbalance bias SHI . According to (2a) Taking this as a starting point, we can determine the impact of a marginal i g -increase (over j g ).
To proceed with the formal analysis, it is useful to introduce a new variable:
which gives the firm number-weighted output ratio / i jj j ii n x n x in a diversification equilibrium, according to (15) Substituting (17) into (2a) and noting that ( )
By virtue of (3a), we can also conclude that
Then, using (18) countries 'more similar' in terms of their economic capacity, so that the CGLI result in Proposition 1 is in line with a key insight from the literature on intra-industry trade, namely that the IIT share increases in the similarity of countries (see Helpman, 1987 , Bergstrand, 1990 , Hummels and Levinsohn, 1995 
Numerical simulation analysis
The theoretical framework in Subsection 2.2 has built upon two critical simplifications that have been imposed for analytical tractability. First, our assumptions concerning factor use in production of X-and Y-goods ruled out any feedback effects on firm structure variables h and n. Second, by focussing on horizontal multinational enterprises we did not account for vertical motives of foreign direct investment, which may be prevalent if countries differ sufficiently in their factor endowments or production technologies. In the extended model variant, we can analyse the role of bilateral country size, relative capital-to-unskilled labour endowment ratios, relative skilled-to-unskilled labour endowment ratios, trade costs, and investment costs for the corrected Grubel-Lloyd index (CGLI).
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Thereby, we choose a parameterisation that leads to both two-way trade and two-way horizontal multinational activity in the benchmark scenario of two fully symmetric countries (see Appendix B for details on the underlying parameter values). As we would expect, there is no reason for vertical MNE activity or homogeneous goods trade, and both (differentiated) goods trade flows as well as flows of repatriated profits are balanced in this case.
Taking a scenario with full symmetry as a starting point, we first consider the impact of country size differences on CGLI (assuming that relative factor endowments, trade costs, and investment costs remain identical in the two economies). To illustrate this impact in Figure 1, we vary a country's endowments with all factors of production (as a measure of its GDP) between 40 percent and 60 percent of the overall world endowments. From this exercise, we can conclude that the CGLI increases in country size (i.e., GDP) similarity.
14 > Figure 1 < 12 Note that both the model of vertical MNEs (Helpman, 1984, Helpman and Krugman, 1985) and that of horizontal MNEs (Markusen, 1984 , Markusen and Venables, 1998 , 2000 can be seen as restricted variants of the KK model, in which both types of firms may endogenously arise (Carr, Maskus and Markusen, 2001, Markusen, 2002) . 13 Due to space limitations, we do not provide a detailed discussion of the determinants of the trade imbalance bias (SHI), here. Rather, it is the aim of this subsection to derive empirically testable hypothesis for the main determinants of the bias-corrected IIT share. 14 Bergstrand (1990) derives a similar result for the relationship between country size symmetry and the intraindustry trade share in a setting without multinational activity.
Besides the relationship between country size and CGLI, we are also interested in the impact of relative factor endowments, trade costs, and investment costs. To avoid clutter, we investigate the role of these variables separately and assume countries to be symmetric in all Figure   2a . In Figures 2c and 2d , we display the impact of trade costs for exports from country i to j ( ij t ) and vice versa ( ji t ) and fixed factor requirements for foreign subsidiary set-up in the two markets ( i g and j g ), given symmetry in the remaining parameters. 15 A general insight from these figures is that CGLI tends to increase with greater symmetry in relative factor endowments (Figures 2a and 2b ), trade costs ( Figure 2c ) and investment costs (Figure 2d ).
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One further remark is in order here. In our simulation experiments, we do not consider a change in the overall market size or the magnitude of world-wide factor endowments. In the empirical model, however, we have to account for overall size effects and therefore control for the maximum and the minimum value of a bilateral variable separately (see Hummels and Levinsohn, 1995 , for a specification including maximum and minimum values of bilateral 15 In terms of our analytical model, ij t gives the volume of production in country i that is necessary if one unit of the differentiated good is consumed in country j i ≠ . Recall that ij ji t t = has been assumed in Subsection 2.2. 16 In Figures 2a and 2b we see that the impact of symmetry in relative factor endowments becomes less clear if we allow for pronounced differences in relative factor endowments. These are the relative factor endowment regions, associated with vertical multinational activity. Hence, our numerical exercises indicate that the impact of relative factor endowments on CGLI depends on the mode of multinational activity. 18 Using data on bilateral OECD trade between 1990 and 2000, we can show that the downward bias of the uncorrected index due to trade imbalance is about 14 percentage points on average, which is more than 50% of the mean. For an extensive discussion on different biases that affect the Grubel-Lloyd index in empirical data and a quantification of these biases, we refer the interested reader to the working paper version of this paper (see the References for the URL).
imbalance bias, we use investment costs as an explanatory variable. Theoretical hypotheses for the impact of these costs have been derived in Subsections 2.2 and 2.3.
A further issue that arises in an empirical analysis of intra-industry trade is the role of trade costs. First, trade costs themselves may be a key determinant of the intra-industry trade share and the volume of multinational activity. Hence, they should be used as an explanatory variable in the empirical analysis (see our theoretical results in Subsection 2.3). To the best of our knowledge, however, the role of trade costs has not been rigorously accounted for in previous work on the Grubel- observations (see below), such an approach is more closely related to our theoretical analysis.
For the latter reason, b CGLI serves as our preferred measure of the intra-industry trade share.
However, we also report regression results for a CGLI and compare the estimated coefficients for the two variants of bias-corrected indices with the respective coefficients for the uncorrected index.
Econometric analysis
We estimate model (20) 
Sensitivity analysis
We check the sensitivity of our results with respect to the exclusion of extreme outliers and the inclusion of exporter and importer fixed effects. Thereby, we concentrate on the two bias- Accounting for country-specific effects to guard against an omitted variable bias has also consequences for the qualitative results of the empirical analysis. In particular, the minimum 
Extensions
In this subsection, we address two further issues that appeared in the theoretical analysis in Subsection 2.2. First, we study the impact of unskilled labour endowments on the bias- 23 If we exclude outliers and include fixed effects, the R 2 for the uncorrected GLI model (not reported in Table 2 ) is, with a value of 0.87 , slightly lower than the respective R 2 s in the last two columns of Table 2 . See our discussion on that issue in the last subsection.
corrected IIT share and, second, we investigate the role of unskilled labour endowments and investment costs for the trade-imbalance bias in relative terms, SHI.
> Table 3 <
Our analytical results in Subsection 2.2 suggest that the impact of an increase in investment costs on the corrected GLI is the more likely positive, the larger is i L compared to j L . To assess this hypothesis empirically, we construct an interaction term between the difference of maximum and minimum log investment costs and the unskilled labour endowment variable (see Table 3 ). According to the theoretical insights presented in Subsections 2.2 and 2.3, we expect a negative (positive) sign of the maximum (minimum) investment cost effect (δ 7 <0, δ 8 >0) and a positive one for the interaction term (δ 11 >0). As the point estimates in Table 3 indicate, the empirical findings support our theoretical hypotheses, irrespective of which CGLI concept is used.
> Table 4 <
With respect to the trade-imbalance bias in relative terms, we would expect that SHI falls with the difference between maximum and minimum investment costs, in particular, if the country with the maximum investment costs is less well endowed with unskilled labour. 24 Table 4 provides insights in the empirical relevance of this hypothesis. There, we distinguish between the two variants of bias-correction when constructing the SHI variable. To ensure that the calculated coefficients do not capture an impact that is due to the different treatment of trade costs in the bias-corrected and the uncorrected GLI, we distinguish two variants of the Three results in Table 4 are particularly notable. First, the point estimates of the interaction term between investment costs and unskilled labour endowments have the signs expected from our theoretical analysis. Second, country-specific effects are important, indicating that bilateral trade-imbalances have a country-specific component and are not the same for all country pairs. Third, we have to concede that investment costs explain a relatively small though significant share of the deviation between the two indices as indicated by the R 2 figures. The other explanatory variables in previous tables only contribute insignificantly.
Hence, other macro-economic variables, not accounted for in the theoretical model and empirical specifications are probably relevant, too. However, to study their impact is beyond the scope of this analysis.
Conclusions
In a review of the empirical analysis of international trade flows spanning the last 50 years, Leamer (1994, p. 68) identifies "the extensive amount of intra-industry trade catalogued by Grubel and Lloyd (1975) ….." as "….. one of the only two major empirical findings (which)
seem to have had a major impact on the way (trade) economists think". That conclusion articulates a widely accepted view that the apparent pervasiveness of intra-industry trade stimulated a revolution in the theoretical and empirical modelling of international trade.
From the standpoint of empirical investigation, it is obviously vital that the intra-industry trade share is measured as accurately as possible. Thirty years after the publication of Grubel and Lloyd (1975) , their famous index remains the measure of choice for most investigators.
Yet we know it is grounded in the assumption of arms-length trade. However, multinational activity is a feature of the landscape which should not be ignored. In this paper we have brought their presence to centre-stage. We have constructed a three factor general equilibrium model of trade with multinationals, to identify precisely the impact of investment costs and multinational activity on intra-industry trade. The model and measures of intra-industry trade derived from it have been subjected to extensive simulation analysis and rigorous econometric assessment (for trade flows of 31 OECD countries).
Our analysis demonstrates clearly the role of investment costs and biases inherent in the Grubel-Lloyd index when we fail to account for the presence of multinationals. It also shows that it is important to consider various new determinants of IIT alongside more traditional explanatory variables. We hope that the theoretical underpinning provided for our new measures and their robust empirical performance will commend their wider use. 24 Proposition 2 shows that the SHI-effect
the CGLI-effect in Proposition 1 follows immediately. In addition, (19) implies that ( )
into (A1) and differentiating the respective expression with respect to i g , it follows from (13) and ( 
Proof of Proposition 2:
CGLI-effect in Proposition 2 follows immediately. Furthermore, (19) implies ( )
Let us define ( ) ( ) Then, substituting (13) , (14) and (17) into ( ) Ω ⋅ and differentiating the resulting expression with respect to i g , we obtain
. Hence, we can conclude from (A4) that where Yj P denotes the price of good Y in country j and ⊥ indicates that one of the adjacent conditions holds with equality (see Markusen, 2002 , for an excellent discussion of complementary slackness in general equilibrium models with MNEs).
Goods market clearing conditions
Let us first define the modified price aggregator as
Then, the goods market clearing conditions in the X-sector imply 
Numerical simulation of the model
We assume the following values for world factor endowments: 300
For the demand parameters, we assume: 6 ε = and 0.8
The choice of the elasticity of substitution parameter between varieties is well in line with the findings in Feenstra (1994).
Regarding production, we assume a constant elasticity of scale technology, with the following (cost-minimizing) input coefficients:
(1 )
The technology parameters take the following values: 10
. Our choice of the parameter related to the technical rate of substitution points to a complementary relationship between factors of production, which is in line with recent evidence (see Sharma, 2002 . The assumption that iceberg trade costs vary around 15% is well in line with the stylized facts (see Baier and Bergstrand, 2001 ).
C. Data appendix
Data sources and definition
We use bilateral export and import flow data at the Standard International Trade δ 1 =-δ 2 0.000 *** 0.000 *** 0.000 *** δ 3 =-δ 4 0.000 *** 0.000 *** 0.000 *** δ 5 =-δ 6 0.153 0.000 *** 0.006 *** δ 7 =-δ 8 0.000 *** 0.000 *** 0.036 ** δ 9 =-δ 10 0.000 *** 0.000 *** 0.000 ***
The left-hand-side variables are logistically transformed and based on 5-digit SITC figures. Absolute t-statistics below coefficients. *** significant at 1%; ** significant at 5%; * significant at 10%. 0.000 *** 0.000 *** 0.005 *** 0.006 *** δ 5 =-δ 6 0.000 *** 0.000 *** 0.943 0.174 δ 7 =-δ 8 0.000 *** 0.003 *** 0.556 0.601 δ 9 =-δ 10 0.000 *** 0.000 *** 0.000 *** 0.000 *** Fixed exporter effects 0.000 *** 0.000 *** Fixed importer effects 0.000 *** 0.000 ***
No No
Between Models Fixed Exporter and Importer Effects Models
The left-hand-side variables are logistically transformed and based on 5-digit SITC figures. All estimated models exclude extreme outliers. Absolute t-statistics below coefficients. *** significant at 1%; ** significant at 5%; * significant at 10%. The left-hand-side variables are logistically transformed and based on 5-digit SITC figures.The estimated models exclude extreme outliers and include country effects. ∆{ln(g i ),ln(g j )} is defined as max{ln(g i ),ln(g j )} -min{ln(g i ),ln(g j )}. Absolute t-statistics below coefficients. *** significant at 1%; ** significant at 5%; * significant at 10%. Joint significance of all other explanatory variables (see Footnote) 0.199 0.433 Fixed exporter effects 0.000 *** 0.000 *** Fixed importer effects 0.011 ** 0.000 *** ∆{ln(g i ),ln(g j )} is defined as max{ln(g i ),ln(g j )} -min{ln(g i ),ln(g j )}. Coefficients of max{ln(GDP i ), ln(GDP j )}, min{ln(GDP i ), ln(GDP j )}, max{ln(K i /L i ),ln(K j /L j )}, min{ln(K i /L i ),ln(K j /L j )}, max{ln(S i /L i ),ln(S j /L j )}, min{ln(S i /L i ),ln(S j /L j )}, max{ln(t ij ), ln(t ji )} min{ln(t ij ),ln(t ji )} not reported due to their insignificance (see the F-statistics). Absolute t-statistics below coefficients. *** significant at 1%; ** significant at 5%; * significant at 10%. 
