Abstract. We provide two criteria on the existence of stationary states for quantum dynamical semigroups. The first one is based on the semigroup itself, while the second criterion is based on the generator which is in general unbounded and interpreted as a sesquilinear form. These results are illustrated by physical examples drawn from quantum optics.
I. Introduction
Quantum Dynamical Semigroups (QDS) appeared for the first time in the physical literature In 1978, the seminal paper of Frigerio [1] showed the importance of assuming the existence of a normal faithful stationary state to study ergodic properties of QDS. Indeed, under that
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hypothesis, the family of fixed points of the semigroup becomes a von Neumann algebra and a unique conditional expectation onto that algebra does exist. This allows to prove the Ergodic Theorem for QDS. As for the stronger result on the weak* convergence of the so-called predual semigroup of the given QDS, the crucial hypothesis is the existence of a normal stationary state (see [2] , [3] ). This is often taken for granted as a "physical reasonable" hypothesis.
In spite of their importance, truly applicable methods to prove the existence of normal stationary states, for an infinite dimensional system, are lacking in the extensive literature on QDS.
This article is aimed at providing powerful, although simple, criteria for the existence of stationary states for QDS. Assume a quantum dynamical semigroup (T t ) t≥0 , with generator L, be given over the von Neumann algebra B(h) of all bounded linear operators on a complex separable Hilbert space h. Loosely speaking, a normal stationary state exists, whenever one can find two self-adjoint operators X, Y where, in addition, X is positive and Y is bounded from below, with finite dimensional spectral projections associated with bounded intervals such that either
or
The first inequality clearly reads as a property of the potential associated with the semigroup (T t ) t≥0 . The inequality (2) allows us, under favorable circumstances, to deduce (1) . Moreover it is easier to check in the physical applications where the generator usually is given instead of the semigroup. For this reason we think that it is the main result of this paper.
The plan of the paper is as follows. Section II contains some general results on QDS on B(h) and on tightness (relative compactness) of sets of normal states. This allows us to prove our first criterion for the existence of stationary states based on the inequality (1).
The main result, based on the inequality (2), is proved in Section IV. Finally, Section V contains applications to physical models arising in Quantum Optics (Alli-Sewell and JaynesCummings).
II. Preliminaries
Let h be a complex separable Hilbert space and let B(h) be the von Neumann algebra of all bounded linear operators on h. The identity operator on h will be denoted by 1l.
A Quantum Dynamical Semigroup (QDS) on B(h) is a w * -continuous semigroup T = (T t ; t ≥ 0) of normal completely positive maps on B(h). It is conservative or Markov if T t (1l) = 1l for all t ≥ 0. In this case we shall call T a Quantum Markov Semigroup (QMS).
The infinitesimal generator, denoted by L, is the operator in B(h) whose domain is given by the set D(L) of all x ∈ B(h) for which the w * -limit of t −1 (T t (x) − x) exists when t → 0; such a limit defines L(x).
The predual space of B(h) is the Banach space I 1 (h), the space of trace-class operators on h. The subspace of I 1 (h) of all positive trace-class operators with unit trace is the set of normal states, which we denote by S. Throughout this article we will limit ourselves to consider nothing but normal states. Note that T t is the dual of an operator T * t defined on I 1 (h), which is called the predual of T t .
Definition II.1. A normal state ρ is stationary (or invariant) for a QDS T if tr (ρT t (x)) = tr (ρx) for all t ≥ 0 and all x ∈ B(h).
A sequence of states (ρ n ) n is said to converge weakly to ρ ∈ S if it converges in the weak topology of the Banach space
for all x ∈ B(h).
We recall here a useful result on weak convergence of states.
Definition II.2. A sequence of normal states (ρ n ) n is tight if for any > 0 there exists a finite rank projection p and n 0 ∈ N such that
Theorem II.1. Any tight sequence of normal states admits a weakly convergent subsequence.
The reader is referred to [4] [7] .
We recall also the following well-known fact.
Proposition II.1. For each normal state ρ all the weak limits of the family
on sequences (t n ) n≥1 diverging to infinity are normal stationary states for T .
For each self-adjoint operator Y , bounded from below, we denote by Y ∧ r the truncated operator
where E r denotes the spectral projection of Y associated with the interval ] − ∞, r].
We are now in a position to prove our first result on the existence of normal stationary states.
Theorem II.2. Let T be a QMS. Suppose that there exist two self-adjoint operators X and Y with X positive and Y bounded from below and with finite dimensional spectral projections associated with bounded intervals such that
for all t, r ≥ 0 and all u ∈ D(X). Then the QMS T has a normal stationary state.
Proof. Let −b (with b > 0) be a lower bound for Y . Note that, for each r ≥ 0 we have
so that (4) yields
for all u ∈ D(X). Normalize u and denote by |u u| the pure state with unit vector u.
Dividing by t(b + r), for all t, r > 0 we have then
It follows that, for all ε > 0, there exists t(ε) > 0, r(ε) > 0 such that
for all t > t(ε). Therefore the family of normal states
is tight. The conclusion follows then from Theorem II.1 and Proposition II.1.
Remark. It is worth noticing that we wrote the inequality (4) with truncations (integral on [0, t], and Y ∧ r) in order to cope with divergence of the integral and unboundedness of Y . Defining appropriately the supremum of a family of self-adjoint operators and then the potential U for positive self-adjoint operators, formula (4) can be written as
In the applications, however, the QMS usually is not explicitly given. Therefore we shall look for conditions involving the infinitesimal generator. To this end we introduce now the class of QMS with possibly unbounded generators that concerns our research. This is sufficiently general to cover a wide class of applications.
III. The minimal quantum dynamical semigroup
The characterization of a QMS from its generator has been obtained for the first time by Gorini, Kossakowsky and Sudharshan in [8] in the finite dimensional case. This result was extended later by Lindblad to the case of an infinite dimensional Hilbert space in the celebrated article [9] . However, Lindblad restricted himself to consider bounded generators, or equivalently, uniformly continuous semigroups. This hypothesis is hardly satisfied in physical models, for instance in those commonly arising in Quantum Optics. For that reason several authors, starting from Davies [10] , have been looking for a characterization of non uniformly continuous QDS for which the generator is usually given as a sesquilinear form, appearing in the so-called Master Equations. At present there is not a definite answer to this question because, even "good forms" could have an infinite family of associated QDS which renders the characterization ambiguous. As a way to solve this ambiguity, the notion of minimal quantum dynamical semigroup has been proposed by Davies and used by different authors to enlarge the class of semigroups which can be used in applications to Physics. This notion is recalled here for easier reference in the sequel.
Let G and L , ( ≥ 1) be operators in h which satisfy the following hypothesis:
(H) G is the infinitesimal generator of a strongly continuous contraction semigroup in h,
, for all ≥ 1, and, for all u, v ∈ D(G), we have
It is well-known (see e.g.
which is a core for G, it is possible to build up a QDS, called the minimal QDS, satisfying the equation:
This equation, however, in spite of the hypothesis (H) and the fact that D is a core for G, does not necessarily determine a unique semigroup. The minimal QDS is characterized by the following property: for any w * -continuous family (T t ) t≥0 of positive maps on B(h)
for all positive x ∈ B(h) and all t ≥ 0 (see e.g. [11] Th. 3.21).
Let T (min) * denote the predual semigroup on I 1 (h) with infinitesimal generator L (min) . It is worth noticing here that T (min) * is a weakly continuous semigroup on the Banach space I 1 (h), hence it is strongly continuous. The linear span V of elements of I 1 (h) of the form |u v| is contained in the domain of L (min) . Thus we can write the equation (6) as follows
This equation reveals that the solution to (6) is unique whenever the linear manifold L
is big enough. Indeed, the following characterization holds.
Proposition III.1. Under the assumption (H) the following conditions are equivalent:
) t≥0 is the unique w * -continuous family of positive contractive maps on B(h)
satisfying (6) for all positive x ∈ B(h) and all t ≥ 0,
We refer to [10] Th. 3.2 or [11] Prop. 3.31 (resp. [11] Th. 3.21) for the proof of the equivalence of (i) and (iii) (resp. (i) and (ii)).
The above discussion has shown the importance of getting a minimal quantum dynamical semigroup which preserves the identity, that is, a quantum Markov semigroup. A.M. Chebotarev and the first author have obtained an easier criterion to verify the Markov property (see [12] Th. 4.4 p.394). We will recall later this result in one of our applications.
IV. Main result
Definition IV.1. Given two selfadjoint operators X, Y , with X positive and Y bounded form below, we write L −(X) ≤ −Y on D, whenever the inequality
holds for all u in a linear manifold D dense in h, contained in the domains of G, X and Y , which is a core for X and G, such that
Theorem IV.1. Assume that the hypothesis (H) holds and that the minimal QDS associated with G, (L ) ≥1 is Markov. Suppose that there exist two self-adjoint operators X and Y , with X positive and Y bounded from below and with finite dimensional spectral projections associated with bounded intervals, such that
(ii) G is relatively bounded with respect to X;
Then the minimal QDS associated with G, (L ) ≥1 has a normal stationary state.
It is worth noticing that the above sufficient conditions always hold for a finite dimensional space h. Indeed, by the hypothesis (H), it suffices to take X = 1l, Y = 0 and D = h.
We begin the proof by building up approximations T (n) of T (min) .
Lemma IV.1. Under the hypotheses of Theorem IV.1, for all integer n ≥ 1 the operators
admit a unique bounded extension. The operator on B(h) defined by
(n ≥ 1) generates a uniformly continuous QDS T (n) .
Proof. First notice that G (n) and the L (n) 's are bounded. Indeed, by the hypothesis (ii), the resolvent (n + X) −1 maps h into the domain of the operators G and L , therefore, G
and L (n) are everywhere defined. Moreover, since G is relatively bounded with respect to X, there exist two constants c 1 , c 2 > 0 such that, for each u ∈ h we have
By well known properties of the Yosida approximation the right hand side is bounded by
On the other hand, by (H), for each u ∈ h we also have
Thus the L (n) 's are bounded. Moreover, replacing u, v in condition (H) by n(n + X)
It follows that the sum
Therefore by Lindblad's theorem (see [9] , [13] ), the equation (8) defines the generator of a uniformly continuous QDS.
We recall the following well-known result on semigroup convergence.
Proposition IV.1. Let A, A (n) ( n ≥ 1) be infinitesimal generators of strongly continuous contraction semigroups (T t ) t≥0 , (T (n) t ) t≥0 on a Banach space and let D 0 be a core for A.
Suppose that each element x of D 0 belongs to the domain of A (n) for n big enough and the sequence (A (n) x) n≥1 converges strongly to Ax. Then the operators T (n) t converge strongly to T t uniformly for t in bounded intervals.
We refer to [14] Th. 1.5 p.429, Th. 2.16 p. 504 for the proof.
We shall need also the following elementary lemma.
be square-summable sequences of positive real numbers such that, for every ≥ 1, s (n) → 0 as n tends to infinity and there exists a positive constant c such that
Proof. Suppose that our conclusion is false. Then, by extracting a subsequence (in n) if necessary, we can choose ε > 0 such that, for every n,
The sequences s (n) can be viewed as vectors in l 2 (N * ) uniformly bounded in norm by c.
Therefore we can extract a subsequence (n m ) m≥1 such that (s (nm) ) m≥1 converges weakly as m tends to infinity. Since s (n) → 0 as n tends to infinity for each ≥ 1, it follows that the weak limit must be the vector 0. This contradicts (9) .
the operators on h defined in Lemma IV.1. Then, under the hypotheses of Theorem IV.1, for all u ∈ D(X), we have
Moreover the operators T (n) * t on I 1 (h) converge strongly, as n tends to infinity, to T * t , uniformly for t in bounded intervals.
Proof. For all u ∈ D(X), we have
Therefore the sequence G (n) u n≥1 converges strongly to Gu as n tends to infinity by wellknown properties of Yosida approximations. Moreover, by (H), for u ∈ D(X), we have
This shows the convergence of sequences
Therefore the trace norm of L
Clearly the first two term vanish as n tends to infinity. Moreover, by the inequality (10), since the operators X(n + X) −1 are contractive, we have
An application of Lemma IV.2 shows then that the trace norm of L
converges to 0 as n tends to infinity.
Since the minimal QDS associated with G, (L ) ≥1 is Markov and D(X) is a core for G
(it contains D), the linear manifold generated by |u v| with u ∈ D(X) is a core for L (min) * .
The conclusion follows then from Proposition IV.1.
Lemma IV.4. Let Y ∧ r the operator defined by (3) and let X (n) = nX(n + X) −1 , (n ≥ 1).
Then, under the hypotheses of Theorem IV.1, the operator
is positive for each t ≥ 0.
Proof. Notice that Y r ≤ Y . Therefore, by the hypothesis (i) of Theorem IV.1, we have the
for all u ∈ D.
The domain D being a core for X and G being relatively bounded with respect to X, for every u ∈ D(X) we can find a sequence (u n ) n≥1 in D such that (Xu n ) n≥1 converges to Xu and (Gu n ) n≥1 converges to Gu. Then the convergence of (L u n ) n≥1 to L u (for all ≥ 1) follows readily form the hypothesis (H). Moreover, for every n, m ≥ 1, the inequality (11)
Therefore, replacing u by u n , and letting n tend to infinity we show that (11) holds for all u ∈ D(X).
Since n(n + X) −1 is a contraction and Y r ≤ Y , under the hypotheses of Theorem IV.1, for
It follows then
Therefore,
Proof. (of Theorem IV.1). By Lemma IV.4 for each u ∈ D(X), t, r ≥ 0 and n ≥ 1, we have
The sequence (Y (n) r ) n≥1 converges strongly to Y ∧ r. Thus, by Lemma IV.3, we can let n tend to infinity to obtain
This inequality coincides with (4). Therefore Theorem IV.1 follows from Theorem II.2.
V. Applications V.1. A multimode Dicke laser model. We follow Alli and Sewell [15] where a model is proposed for a Dicke laser or maser. We begin by establishing the corresponding notations.
The system consists of N identical two-level atoms coupled with the radiation corresponding to n modes. Therefore, one can choose the Hilbert space h which consists of the tensor product of N copies of C 2 and n copies of l 2 (N). To simplify notations we simply identify any operator acting on a factor of the above tensor product with its canonical extension to h.
Let σ 1 , σ 2 , σ 3 be the Pauli matrices and define the spin raising and lowering operators σ ± = (σ x ± σ y )/2. The atoms are located on the sites r = 1, . . . , N of a one dimensional lattice, so that we denote by σ ,r ( = 1, 2, 3, +, −) the spin component of the atom at the site r. The free evolution of the atoms is described by a generator L mat which is bounded and given in Lindblad form as
where the sum contains a finite number of elements, H is selfadjoint and the V j 's are bounded operators.
Moreover, we denote by a * j , a j , the creation and annihilation operators corresponding to the jth mode of the radiation, (j = 1, . . . , n). These operators satisfy the canonical commutation relations:
The free evolution of the radiation is given by the formal generator
where κ are the damping and ω are the frequencies corresponding to the th mode of the radiation.
The coupling between the matter and the radiation corresponds to a Hamiltonian interaction of the form:
where k is the wave number of the th mode and the λ's are real valued, N independent coupling constants.
With the above notations, the formal generator of the whole dynamics is given by
To identify L and G in our notations, we use in force the convention on the abridged version of tensor products with the identity. That is, here we find
All the remaining L 's are bounded operators. Among them a finite number (indeed 3N ) coincides with some of the V j 's appearing in (12) and the other vanish.
So that the operator G becomes formally:
where the sum contains only a finite number of non zero terms.
To make the above expression rigorous some preliminary work is needed. Call (f m ) m≥0 the canonical orthonormal basis on the space l 2 (N). In the radiation space, which consists of the tensor product of n copies of l 2 (N), we denote
where α = (α 1 , . . . , α n ) and f ( ) α is an element of the canonical basis of the copy of l 2 (N).
Thus, (f α ) α∈N n is the canonical orthonormal basis of the radiation space.
With these notations we have
where 1 is the vector with a 1 at the th coordinate and zero elsewhere.
Thus, the operator G is well defined over vectors of the form uf α where u ∈ C 2N and the symbol of tensor product is dropped.
It is well known (see [14] , Thm. 2.7 p.499) that a perturbation of a negative selfadjoint operator, relatively bounded with relative bound less than 1, is the infinitesimal generator of a contraction semigroup. Therefore, we choose X formally given by X = n =1 a * a . That is, Xuf α = |α|uf α , where, |α| = α 1 + . . . + α n .
Since X k uf α = |α| k uf α it follows that the linear span of vectors of the form uf α is a dense subset of the analytic vectors for X. Therefore, by a theorem of Nelson (see e.g. [16] ), X is essentially self-adjoint on the referred domain. From now on we identify X with its closure which is selfadjoint.
We show now that H int is relatively bounded with respect to X. Let ξ be a finite linear combination of elements of the form u α f α . By Schwarz' inequality, and elementary
Finally, by the elementary inequality
thus, choosing 2 < (N n) −1/2 , the above inequality yields the required relative boundedness of H int with respect to X.
Summing up, the operator G appears as a dissipative perturbation of − Firstly, it holds L mat (X) = 0. Secondly, a straightforward computation using the canonical commutation relations, yields
Another easy computation leads us to
Summing up,
λ (σ −,r a e −2πik r + σ +,r a * e 2πik r ).
To identify Y it suffices to control the term i[
So that choosing 0 < < 2 N 1/2 n =1 k the required operator Y may be taken as
where c > 0 is a suitable constant.
The spectrum of X coincides with N. For each m ∈ N, the corresponding eigenspace is generated by the f α with |α| = m. Therefore, it follows that all spectral projections of X and Y associated with bounded intervals are finite dimensional.
In [15] it is proven that the minimal QDS with G, L is Markov.
To summarize, our main theorem combined with the Markov property of the semigroup imply the following corollary.
Corollary V.1. There exists a normal stationary state for the multimode Dicke model.
To finish with this example we want to comment that one can prove the Markov property alternatively, following similar arguments to those used to check the hypotheses of our main theorem. Indeed, it suffices to apply the Proposition below from [12] , with C = X to show that the minimal QDS is conservative.
Proposition V.1. Under the hypothesis (H) suppose that there exists a self-adjoint operator C in h with the following properties:
(a) the domain of G is contained in the domain of C 1/2 and is a core for C (e) for all u ∈ D(G 2 ) the following inequality holds
where b is a positive constant depending only on G, L , C.
Then the minimal QDS is Markov.
V.2.
The Jaynes-Cummings model. We follow our article [17] to introduce the JaynesCummings model in Quantum Optics. To this aim we use the same space h = l 2 (N), since
here n = 1, we drop the index from the notations of creation and annihilation operators and S denotes the right-shift operator.
In this framework the formal generator is given by where λ, µ, R and φ are positive constants. In [17] the rigorous construction of the minimal QDS was done showing also that it is identity preserving.
The above Jaynes-Cummings generator has a faithful normal stationary state if and only if µ 2 > λ 2 . This state can be computed explicitly. The interested reader is referred to [17] .
To check conditions of Theorem IV.1, one can take X = a * a, the value of L(X) becoming
Thus, it suffices to take Y = (µ 2 − λ 2 )a * a − R 2 to prove the existence of a stationnary state via our main result.
To prove the necessity, one can follow the argument explained in [17] inspired from classical probability.
Thus, in this case, our result IV.1 turns out to be sharp.
Final comments
Theorems II.2 and IV.1 provide a useful method for deciding whether a normal stationary state exists for a given physical model, when this is not given at the outset. Some other concrete examples of application will be considered by the authors in a forthcoming paper.
On the other hand, the natural question which arises is whether there exists a faithful normal stationary state for a given quantum dynamical semigroup. An answer to this supplementary question will be provided in [18] .
