ABSTRACT U-type assembly lines have become a mainstream mode in manufacturing because of the higher flexibility and productivity compared with straight lines. Since the balancing problem of a large-scale U-type assembly line is known to be NP-hard, effective mathematical model and evolutionary algorithm are needed to solve this problem. This paper reviews the research status of the related literature in recent years and presents a hybrid evolutionary algorithm, namely, modified ant colony optimization inspired by the process of simulated annealing, to reduce the possibility of being trapped in a local optimum for the balancing problem of stochastic large-scale U-type assembly line. A modified mathematical model for this balancing problem considering stochastic properties is formulated. Furthermore, comparisons with genetic algorithm and imperialist competitive algorithm are conducted to evaluate this proposed method. The results indicate that this proposed algorithm outperforms prior methods in this balancing problem.
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I. INTRODUCTION
with the coming of automation and mechanization society, assembly lines, as a special flow-line production system has become crucial to manufacturing industry with the demands of high-quantity, massive and standardized production, e.g., auto industry [1] - [3] . A typical assembly line contains a battery of workstations, which can perform assigned tasks by operators or mechanical devices in a specific time period. As most of requirements need to be satisfied, e.g., the precedence restrictions of tasks and production quality/efficiency, assigning these tasks to each workstation randomly is not feasible [4] . The problem of allocating tasks to each workstation appropriately can be regarded as a NP-hard problem, which is called the ALBP [5] . Since the ALBP problem was first proposed by Salveson in 1955, this topic has attracted widespread concerns of scholars [6] , [7] . This problem can be described as allocating the tasks for products production to an ordered set of workstations on the basis of satisfying the precedence relations and obtaining the optimal performances of assembly lines. ALBP can be summarized into two main types: the SALBP of straight assembly lines and the UALBP of U-type assembly lines [8] . Jackson's 11-task problem [9] is taken for example as shown in Fig. 1 , suppose the CT of 13. In addition, the task times of Jackson's 11-task problem are shown in Table 1 . The configurations of these two types of line are shown in Fig. 2 .
U-type assembly line is the most commonly used type in a range of mechanical industries which the entrance and the exit of assembly lines are at the same position. The major advantages compared with straight assembly lines can be summarized as: 1) more flexibility of adjusting personnel allocation to adapt the changes for different production demands; 2) better visibility and communication between workers in different workstations; 3) higher efficiency for solving emergency or adjustment events [5] , [10] . Thus, UALBP has been widely researched by scholars since it was first proposed by Miltenburg and Wijngaard in 1994 [11] . In addition, the objectives about the UALBP include minimizing the number of workstations for a given CT (type I), minimizing the CT for a given number of workstations (type II), and maximizing efficiency of the assembly line (type E) [12] . As for the methods to solve this NP-hard problem, intelligent metaheuristic approaches, e.g., tabu search, GA and ACO, have been widely applied in many fields [13] - [16] .
Nowadays, most of the studies about the ALBP are assumed that the parameters are determined. However, uncertainty is inevitable in the actual manufacturing process, e.g., the time of certain workstation is inconsistent with the initial setup time and operators or mechanical devices temporarily out of work. To minimize the negative effects of all these VOLUME 6, 2018 unexpected problems, stochastic theory has been applied in the SALBP and UALBP. But how to effectively solve the balancing problem of stochastic assembly lines, especially the stochastic large-scale U-type assembly lines needs to be addressed.
Thus, this paper presents a hybrid evolutionary algorithm, namely MACO inspired by the process of SA, to reduce the possibility of being trapped in a local optimum for stochastic large-scale UALBP. A modified mathematical model for this balancing problem considering stochastic properties is formulated. Furthermore, comparisons with GA and ICA are conducted to evaluate this proposed method. Compared with existing researches, three contributions of this study can be summarized: 1) its stochastic mathematical model considering the actual condition is proposed to minimize the number of workstations while satisfying the constraint that the tasks is completed in a given CT holding at least some given confidence levels; 2) a MACO algorithm integrating SA and ACO is formulated to better solve the stochastic large-scale UALBP, which incorporates metropolis acceptance criterion of SA into ACO to avoid the possibility of being trapped in a local optimum; 3) this work verifies the effectiveness and feasibility of this proposed method in solving a stochastic large-scale UALBP.
The structure of this paper is formulated as follows: Section II makes a summing up of the literature review. Section III presents the problem setting and mathematical formulation about stochastic large-scale UALBP; Section IV introduces this proposed algorithm and its implementation on this balancing problem; the experimental parameters and computational results are discussed in Section V; conclusions are given in the last Section.
II. LITERATURE REVIEW
Many studies about the ALBP have been reported from various contexts in recent years. In this section, we conduct the literature review from two aspects: stochastic UALBP and solution methodology.
A. STOCHASTIC UALBP
The UALBP, as a promising topic in machinery manufacturing industry, has attracted much related attention in recent years. Considering the literature of the stated UALBP, the first study about UALBP was completed by Miltenburg and Wijngaard. In recent years, Dong et al. presented a 0-1 stochastic programming model to solve the stochastic mixed-model ALBP with minimizing the expectation of work overload time as objective function [17] . In addition, a simulated annealing-based algorithm was developed to solve this proposed model, which can also solve the ALBP in deterministic environment [17] . Toksarı et al. [18] conducted the researches of the UALBP with learning considerations and presented a new problem about UALBP with the aim of minimizing the number of workstations for a given CT. Sivasankaran and Shahabudeen [19] carried on the literature review about the ALBP including the UALBP for the studies before 2014.
Şahin et al. [5] proposed a MLP formulation of UALBP with the intention of minimizing CT using the modeling method. In addition, a grouping-GA method was formulated to solve this problem and verified by comparing with PSO algorithm [5] . Li et al. [20] presented a new MLP model to minimize the number of workstations, where only one expression is applied to express the precedence relationships between workstations, and verified the overall performance by comparing with three other models. Additionally, a station-oriented ACO method was formulated to solve these large-size problems [20] . Sabuncuoglu et al. [21] presented a modified ACO algorithm to deal with the single-model UALBP and carried out some experimental studies to verify that the performance of this proposed method is better than traditional algorithms which have applied and reported.
Most of the studies about UALBP are conducted considering deterministic task times, but for the balancing problem research of stochastic large-scale U-type assembly lines is still relatively small. For instance, Bagher et al. [12] presented a hybrid evolutionary algorithm to deal with stochastic UALBP considering minimizing the number of workstations, idle time at each workstation, and non-completion probabilities of each workstation. Delice et al. [8] presented a novel balancing procedure to the stochastic two-sided UALBP and formulated a hybrid algorithm that combines GA and a heuristic priority rule-based procedure to deal with this problem with the aim of minimizing the number of positions and stations. An example problem was applied to verify this proposed method [8] . Özcan et al. [22] introduced the stochastic mixed-model UALBP and model sequencing problem. In addition, GA algorithm was applied to solve this problem [22] .
B. SOLUTION METHODOLOGY
Based on the literatures which have been reported, intelligent metaheuristic approaches are widely applied to solve this NP-hard problem. The commonly used methods can be summarized as listed below: Petri net algorithm; GA; SA algorithm; ACO algorithm; teaching-learning based optimization algorithm; ABC algorithm; Gantt based heuristic algorithm [23] - [29] . For example, Tang et al. [30] proposed a hybrid optimization approach combining teaching-learningbased optimization algorithm and neighborhood search to deal with the stochastic two-sided ALBP with multiple constraints. Quyen et al. [27] formulated a hybrid genetic algorithm that combines the priority rule-based method and traditional GA to solve the resource-constrained ALBP in the sewing line of a footwear manufacturing plant. Nilakantan and Ponnambalam [31] presented a modified PSO algorithm integrated a heuristic allocation procedure to solve the robotic UALBP. Alavidoost et al. [32] proposed a modified GA to solve the UALBP with fuzzy processing times.
To the best of our knowledge, few studies have focused on the balancing problem of stochastic large-scale U-type assembly lines and more effective methods need to be researched for future study. Therefore, in this study, we proposes a hybrid evolutionary algorithm, namely MACO, to reduce the possibility of being trapped in a local optimum for stochastic large-scale UALBP. In addition, a modified mathematical model for this balancing problem considering stochastic properties is formulated. Comparisons with GA and ICA are conducted to evaluate this proposed method.
III. THE STOCHASTIC UALBP A. PROBLEM DEFINITION
The stochastic UALBP can be summarized as follows: define the number of tasks for assembly line and precedence relationships between workstations; distribute the performance time based on a probability distribution; specify the permissible orderings of each task according to the precedence relationships; assign these defined tasks to an ordered sequence of each workstation on U-type assembly line with the objectives of satisfying the precedence relationships and achieve one or several optimal performance for this assembly line.
B. PROBLEM ASSUMPTIONS
The problem assumptions about the stochastic UALBP are set as follows:
1) Each task can only be completed by one workstation on the U-type assembly line.
2) No work-in-process inventory is allowed.
3) Parallel task and parallel stations are not allowed. 4) Each task can be implemented after all of its predecessors/successors have already been completed. 5) Task times are stochastic variables with known normal distribution (t i ∼ N (µ i , σ 2 i )). 6) The travel times of operators or mechanical devices are ignored.
C. PROBLEM CONSTRAINTS
The problem constraints about this stochastic UALBP are set as follows:
Precedence constraints: the tasks can been implemented only if its predecessors/successors tasks have already been completed.
CT constraints: the tasks are to be assigned to workstations by employing rules that the probability of completing each task within a given C is at least a fixed value α.
D. MATHEMATICAL FORMULATION OF STOCHASTIC UALBP
Let i represents the index number of each task. The tasks are to be assigned to workstations to minimize the number of workstations while meeting the requirement that the probability of accomplishing the tasks within the given CT is not less than value α (0.5 < α < 1).
The probability of the workstation time exceeding the CT is obtained by Eqs. (1) and (2):
The UALBP with stochastic task times can be represented by:
Minimize:
Subject to: 
The objective of this formulation is to minimize the number of workstations, idle time at each workstation, and noncompletion probabilities of each workstation simultaneously. Constraint (4) assures that each task is assigned to only one workstation. Constraint (5) assures that the probability of accomplishing the tasks within the given CT is not less than value α for each workstation. Constraints (6) and (7) carry out the precedence relationships either through the front or back of the U-type assembly line.
A theoretical lower bound for the minimum number of workstations is applied as follows [33] :
IV. THE PROPOSED HYBRID EVOLUTIONARY ALGORITHM
A. ACO ALGORITHM ACO, as a meta-heuristic method, is inspired by the foraging behavior of ant colonies, which is first proposed by Zhu [34] . The principal theory of ACO algorithm is based on searching for the shortest path from the ant colony to the food by VOLUME 6, 2018 transmitting information between individuals of natural ant colony. The ACO is a kind of effective optimization algorithm and has been successfully used to solve a series of complex NP-hard combinatorial optimization problems in many fields of engineering, e.g., vehicle routing problem [35] , production planning [36] and assembly line balancing problem [37] , and some precedents have been proved to be well performed.
B. SA ALGORITHM
SA is an effective stochastic neighborhood search algorithm which is formulated to deal with NP-hard combinatorial optimization problems [38] , [39] . SA has some attractive features suitable for NP-hard combinatorial optimization problems, especially the capability of jumping out of the local optimization for global optimization by accepting with probability neighboring solutions worse than the current solution, and has been successfully applied to a series of such problems [40] , e.g., various assembly line balancing problems [41] - [43] .
C. CONSTRUCTION OF SOLUTIONS
The principal theory of this proposed MACO algorithm is to find good solutions for stochastic UALBP through cooperation among agents. These agents try to assign given tasks to each workstation considering the precedence relationships between tasks, U-type topology, stochastic task times and CT constraints. According to the precedence structures all tasks can be combined to a topology graph G:
AC algorithm for stochastic UALBP essentially is ants travel along the path in topology map G under the guidance of pheromone trails and heuristic information (visibility) to find the optimal solution of the problem. The pheromone trials τ ij is defined as the expectation of assigning a task i to workstation j; the heuristic information η i is defined as the priority of each task is represented by forward and backward positional weights hybrid maximum processing time and maximum number of successors which are defined as follows:
Each agent starts with an empty workstation, a pre-defined initial state at which a small percentage of pheromone is deposited as a default value for entry in trail accumulation matrix. According to the given precedence relationships and CT, assignable and available tasks are formulated and a search list is obtained.
The Available Tasks: the ones with all of their predecessors or successors already assigned to workstations;
The Assignable Tasks: the available tasks and satisfied the cycle time constrain.
Each of the agents has its own tabu list, which stores the state of each task (assigned or unassigned).
The probability of select a task i to workstation j can be obtained by
r: a random number between 0 and 1 r 1 , r 2 , r 3 : user-defined parameters such that 0≤ r 1 , r 2 , r 3 ≤1 and r 1 + r 2 + r 3 = 1 N j : the set of tasks that can be assigned to the current workstation j without violating any precedence constraint and the CT constraint α, β: the relative importance of pheromone trial versus visibility intensity The selection of a task from the set of assignable tasks is performed by one of three strategies: 1) Exploitation: determines the selection of best task according to the values of I 1 in Eq. (10); 2) Biased exploration: a task is selected with a probability of P ij as given by I 2 in Eq. (10); 3) Random selection: from the set of assignable tasks, the ant selects one task at random.
Allocation of all tasks is completed in one tour when a full solution is constructed. At the end of one tour, m agents collectively create m solutions.
D. LOCAL IMPROVEMENT PROCEDURE
To avoid ACO is prone to be stagnated into a local optimal, SA is integrated to the solutions obtained by the ACO algorithm that transforms one feasible solution into others.
Generating a new neighbor from the current solution is a significant step which can directly affects the efficiency of the SA algorithm. In this proposed MACO algorithm, two operators are carried out: interchange of two tasks and insert a task to different workstation. In the first case, two randomly selected tasks from different workstations are simply exchanged. In the second case, a randomly selected task is inserted into the workstation with the minimum workstation time. Note that in these two cases, feasibility of the resulting change (satisfy the precedence relationships and CT constraint) is checked, the process is repeated until a feasible move is obtained. Then the cost function of the E N is compared to the E C , if E N is better than E C , then this solution becomes the current solution and it is used to generate a new neighbor solution at the next iteration. Otherwise the metropolis acceptance criterion is used, the neighbor solution is accepted as a new current solution with the probability of exp(-E/T ), where T is the current temperature and E = E N -E C . SA repeats this process L times at each level of temperature, where L is a control parameter called as the Markov chain length. The parameter T is slowly decreased by a cooling function (T = τ × T ) until the stopping condition is met (T < T min ).
E. PHEROMONE UPDATE STRATEGY
During the partial solution construction and after the completion of a full solution, some pheromone trials are reduced by a constant criterion, and the opposite, others are enhanced by a value. The proposed MACO algorithm adopted the way of a combination of local pheromone update and global pheromone update strategy.
Local Pheromone Trail Update: the effect of the local update is to change the desirability of tasks dynamically. While building a solution of the stochastic UALBP, ants visit edges and change their pheromone trials using Eq (11):
The local pheromone trail update rule makes already chosen tasks less desirable for the forthcoming selections.
Global Pheromone Trial Update: to make the search more targeted, the purpose of global updating is to provide more pheromone to short the total tours and reinforce them. Thus, the pheromone can only be deposited if the best solution up to the current iteration of the algorithm for the globally best ant. The global updating is performed after all ants have completed their tours according to Eq. (12):
F. DETAILED PROCEDURES OF MACO
An efficient hybrid evolutionary algorithm, i.e., MACO, is proposed by combining the advantages of ACO and SA to solve the stochastic UALBP. In this algorithm, the ACO is applied to perform global search to escape from local optima and the SA is applied to perform fine-tuning. The flowchart of the procedure is shown in Fig. 3 . The detailed procedures of the MACO algorithm can be summarized as follows:
Step 1: Initialize MACO parameters;
Step 2: Open a workstation, generate the initial available tasks and assignable tasks;
Step 3: For each ant do Repeat Initialize the pheromone on each path; Choose one task from the assignable tasks assigned to the current workstation according to Eq. (10);
Add the component task to the tabu list of the ant; Local pheromone trail update according to Eq. (11); Move to the next task, calculate non-completion probability of the station from Eq. (1), if the non-completion probability is less than predefined upper bound, the task can be assigned to the workstation, otherwise, a new workstation is opened; Generate the new available tasks and assignable tasks; Until all of tasks were assigned; End for
Step 4:Calculate the objective function of each ant to find optimal solution of current iteration;
Step 5:Use SA to improve the current solution, if find global optimal solution, then substitute it;
Step 6:Global pheromone trail update according to Eq. (12);
Step 7 
V. COMPUTATIONAL RESULTS
The proposed MACO algorithm is programmed in the C++language and the optimization process is conducted based on an Intel (R) Core (TM) i5-6500 CPU (3.20 GHz/ 8.00G RAM) PC with a Windows 7 operating system. To evaluate the efficiency of this proposed algorithm, a standard set of line balancing problems is applied [44] . The task times provided in these data sets were used as the means µ i of 78420 VOLUME 6, 2018 the tasks, to generate task variances [45] , i.e., the task times were assumed to be normally distributed and the variances were generated in one of two ranges: a ''low'' variance scenarios [0, (µ i /4) 2 ] and a ''high'' variance scenarios [0, (µ i /2) 2 ]. To further explore the effect of variation, the probability of completing the tasks within a given CT is set at 0.90, 0.95, and 0.975 (K α = 1.28, 1.645, and 1.96, respectively). In addition, based on several combination tests, the parameters applied in this algorithm are listed in Table 2 , which have been demonstrated to yield satisfactory performance.
Note that the problems are tested in three groups: 1) smallsized problems including Mertens (7 tasks), Bowman (8 tasks), Jaeschke (9 tasks) and Jackson (11 tasks); 2) medium-sized problems including Mitchell (21 tasks), Heskiaoff (28 tasks) and Sawer (30 tasks); and 3) largesized problems including Killbridge (45 tasks) and Tonge (70 tasks).
Comparisons between the MACO algorithm and traditional heuristic algorithms, i.e., GA and ICA, are conducted to evaluate the effectiveness of this proposed method. Note that GA stands for the genetic algorithms results [22] and ICA stands for the imperialist competitive algorithm [34] . Table 3 shows the results of comparison in low variance and Table 4 shows the results of comparison in high variance.
It can be seen from the Table 3 and Table 4 , the following conclusions can be obtained: firstly, the solutions of three algorithms are consistent and close overall. This shows that the proposed algorithm is reasonable and feasible to solve the stochastic large-scale UALBP. Also, MACO algorithm obtains five better results for large-sized problems, and is clearly better than the other algorithms in the solution quality. The results denote that MACO algorithm can better solve a large-scale case than the previous method, i.e., GA and ICA. In a word, the proposed algorithm is feasible and effective to solve a stochastic large-scale UALBP.
VI. DISCUSSION AND LIMITATION
By comparing the results from the three methods in low and high variance (as shown in Figs. 3 and 4) , it can be confirmed that this modified evolutionary algorithm obtains five better results for large-sized problems. Thus, this algorithm is more suitable for solving the balancing problem of VOLUME 6, 2018 stochastic large-scale U-type assembly lines. The practical implication could be summarized from our study as follows: 1) as a flow oriented production system, this approach can be applied in various industries, including the automobile manufacturing and consumer electronics, among others. Flexibility and production efficiency are all the main factors which affect the survivability of remanufacturing companies. Their effective optimization procedure can greatly contribute to a better design for engineers/designers. 2) This research makes a summing up of the literature review and formulates an effective model with stochastic task times to solve the stochastic large-scale UALBP, which will help scholars to better understand this stochastic large-scale UALBP theoretically, as well as to organizations in designing a better disassemble system. This proposed algorithm is capable of reducing the number of workstations, idle time at each workstation, and noncompletion probabilities of each workstation. However, other objectives, i.e., the cycle time, have not yet been considered [46] , [47] . In addition, this algorithm has been proved to be superior to the traditional method in the stochastic large-scale UALBP, but whether this method can be applied to other aspects, e.g., stochastic two-sided ALBP and mixed-model UALBP, needs to be verified [48] . It is also worthy to modify this method by implementing/integrating other more effective metaheuristics [49] - [51] . Future research might consider focusing on these issues.
VII. CONCLUSIONS
This work addresses a stochastic large-scale UALBP for the first time. First, a mathematical model for the stochastic UALBP is built. Second, a hybrid algorithm, i.e., MACO, combining SA and ACO is presented to solve the proposed model to minimize the number of workstations. In this algorithm, the procedure which constructs the feasible solutions is put forward, ACO is applied to perform global search to escape from local optima and SA is applied as a local search procedure to perform fine-tuning. The results among proposed algorithm, GA and ICA are finally compared. The results show that 1) it is feasible for the proposed MACO algorithm to solve a stochastic UALBP. 2) The proposed algorithm can obtain the better solution than GA and ICA algorithms for a stochastic large-scale UALBP.
Future research agenda about this research can be summarized as: 1) considering other optimization objectives, e.g., energy efficiency, sustainability and environmental aspect, which have been the trending topics in recent studies on industrial engineering; 2) integrating other more effective metaheuristics to solve other ALBPs; 3) research the more reasonable method about parameters setting of this algorithm to reduce the subjectivity; 4) multi-objective cases should be investigated in the future research [52] , [53] . XU LIU received the B.S. degree in traffic engineering from Chang'an University, China, in 2016. She is currently pursuing the M.S. degree with Jilin University, China. Her research interests include multi-criteria decision making of reverse logistics, multi objective optimization of system, and system simulation.
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