We consider the problem of obtaining locally D-optimal designs for factorial experiments with qualitative factors at two levels each with binary response. Our focus is primarily on the 2 2 experiment. In this paper, we derive analytic results for some special cases and indicate how to handle the general case. The performance of the uniform design in examined and we show that this design is highly efficient in general. For the general 2 k case we show that the uniform design has a maximin property.
Introduction
The goal of many scientific and industrial experiments is to study a process that depends on several qualitative factors. We will focus on the design of those experiments where the response is binary. If the response was quantitative and a linear model was appropriate, then the design of the experiment is informed by the extensive literature on factorial experiments. On the other hand if the factors were quantitative and the response was binary, the literature on optimal design of generalized linear models in the approximate theory setup could be used. The goal of our work is to initiate the optimal design theory for factorial experiments with binary response.
Specific examples of experiments of the type we are interested in are available in different areas of application. Smith (1932) describes a bioassay for an antipneumococcus serum where the explanatory variable is doses of the serum. Mice infected with pneumococcus are injected with different doses of the serum and the response is survival (or not) beyond seven days. Hamada and Nelder (1997) discussed the advantages of using a generalized linear model for discrete responses instead of linearizing the response to obtain an approximate linear model.
They examined an industrial experiment on windshield molding performed at an IIT Thompson plant that was originally reported by Martin, Parker and Zenick (1987) . There were four factors each at two levels and the response was whether the part was good or not. A 2 4−1 fractional factorial design was used with 1000 runs at each experimental condition. Other examples include a seed gemination experiment described in Crowder (1978) , a sperm survival experiment in Myers, Montgomery and Vining (2002) and a designed experiment on the reproduction of plum trees reported by Hoblyn and Palmer (1934) .
We assume that the process under study may be adequately described by a generalized linear model. While the theory we develop will work for any link function, in examples and simulations we focus on the logit, probit, log-log, and complementary log-log links. The optimal designs will be obtained using the D-criterion that maximizes the determinant of the inverse of the asymptotic covariance matrix of the estimators (the information matrix). In order to overcome the difficulty posed by the dependence of the design optimality criterion on the unknown parameters, we use the local optimality approach of Chernoff (1953) where the parameters are replaced by assumed values. We refer the reader to the paper by Khuri, Mukherjee, Sinha and Ghosh (2006) for details of theory of designs for generalized linear models.
We will assume that every factor is at two levels, a setup of particular interest in screening experiments, and that (for an experiment with k factors) we are interested in a complete 2 k experiment, i.e., the design may be supported on all 2 k points. The model we choose may include a subset of all main effects and interactions. If we assume that the total number of observations is held fixed, then the design problem is to determine the proportion of observations allocated to each of the 2 k design points. It may be noted that if the response follows a standard linear model, then it follows from the results of Kiefer (1975) that the design which is uniform on the 2 k design points is universally optimal. For the problem restated in terms of weighing design, Rao (1971) gave the optimality of the uniform design in terms of minimizing variances of each of the parameter estimators. It may be noted that the uniform design is an orthogonal array (Rao (1947) ).
In this initial study, we focus primarily on the complete 2 2 experiment where the response is binary. While we do not find analytic solutions for D-optimal design for the general 2 2 experiment, we obtain characterizations for several special cases. For the general 2 2 experiment we indicate how a solution may be obtained by Cylindrical Algebraic Decomposition (CAD). We also examine uniform designs and show that these are highly efficient in general.
For the general 2 k experiment we show that the uniform design is maximin Doptimal design, i.e., a design that maximizes a lower bound of the D-criterion.
In section 2 we give the preliminary setup. Results for the 2 2 experiment are proved in section 3. In section 4 we study robustness of the uniform design, and in section 5 we consider the general 2 k experiment. Some concluding remarks are given in section 6. Proofs are relegated to the appendix and details are also available under the supplementary materials.
Preliminary Setup
Consider a 2 k experiment, i.e., an experiment with k explanatory variables at 2 levels each. Suppose n i units are allocated to the ith experimental condition such that n i 0, i = 1, . . . , 2 k , and n 1 + · · · + n 2 k = n. We suppose that n is fixed and consider the problem of determining the "optimal" n i 's. In fact, we write our optimality criterion in terms of the proportions:
and determine the "optimal" p i 's. (Since n i 's are integers, an optimal design obtained in this fashion may not be "feasible" -an issue we will not deal with, except to say that a feasible solution "near" an optimal solution is expected to be "nearly optimal").
Suppose η is the linear predictor that involves main effects and interactions which are assumed to be in the model. Our main focus in this initial research on the topic will be the 2 2 experiment with main-effect model, in which case η = β 0 + β 1 x 1 + β 2 x 2 and β = (β 0 , β 1 , β 2 ) ′ . In the framework of generalized linear models, the response Y is linked to the linear predictor by the link function g: and Nelder (1989) ). For a binary response, the commonly used link functions are logit, probit, log-log, and complimentary log-log links.
The maximum likelihood estimator of β has an asymptotic covariance matrix (Khuri, Mukherjee, Sinha and Ghosh (2006) ) that is the inverse of nX ′ W X,
The matrix X ′ W X may be viewed as the perobservation information matrix. The D-optimality criterion maximizes the determinant |X ′ W X| .
D-Optimal 2 2 Designs
If k = 2, for a main-effect plan, the asymptotic information matrix is proportional to X ′ W X. It can be shown that |X ′ W X| can be written as (except for the constant 16):
where w = (w 1 , w 2 , w 3 , w 4 ) ′ and p = (p 1 , p 2 , p 3 , p 4 ) ′ . In this section, we will consider the problem of maximizing G(p) over all vectors p with p i ≥ 0 and
Analytic solutions to special cases
It follows from Kiefer (1975) that if all the w i 's are equal then the uniform
If one and only one of the w i 's is zero, then the optimal design is uniform over the design points that correspond to the nonzero w i 's, and if two or more w i 's are zero, then G(p) ≡ 0. From now on, we assume w i > 0, i = 1, 2, 3, 4. Define L = G/(w 1 w 2 w 3 w 4 ) and
Although the objective function (3.2) is elegant, an analytic solution with general v i > 0 is not available. In this subsection, analytic solutions are obtained for some special cases.
Theorem 3.1.1 L(p) has a unique maximum at p = (0, 1/3, 1/3, 1/3) if and
Note that this does not correspond to a complete 2 2 experiment, rather it corresponds to a design supported only on three points, which is saturated for the main effects plan η = β 0 +β 1 x 1 +β 2 x 2 . For the logit link function, 0 ≤ w i ≤ 0.25.
Computations under the simulation condition that w i iid ∼ uniform(0,0.25) show that the chance of obtaining a saturated solution is 48%. For other link functions, the chances are similar. 
Theorem 3.1.1 reveals that the D-optimal design is saturated if and only if
We call it the saturation condition. In terms of w's, it is 2/ min{w 1 , w 2 , w 3 , w 4 } ≥ 1/w 1 + 1/w 2 + 1/w 3 + 1/w 4 . For logit link, β 0 , β 1 , β 2 are symmetric with respect to w 1 , w 2 , w 3 , w 4 . If we permute β 0 , β 1 , β 2 , we only need to change the order of w 1 , w 2 , w 3 accordingly.
It won't affect whether or not the saturation condition is satisfied. Therefore, we can get parallel results to Theorem 3.1.3 in any order of β 0 , β 1 , β 2 .
Exact solution using computer-aid optimization
For given values of v 1 , v 2 , v 3 , v 4 , depending on the computational resources, one can always try to apply some numerical searching algorithm such as NelderMead, quasi-Newton, conjugate-gradient, or simply a grid search. However, such solutions will not be very accurate in general.
For general cases other than the special ones discussed above, one may use cylindrical algebraic decomposition (CAD) (Fotiou et al. (2005) ) to find an exact solution maximizing (3.2). For given v 1 , v 2 , v 3 , v 4 , the CAD algorithm partitions the feasible domain of (L, p 1 , p 2 , p 3 ) into a finite union of disjoint homogeneous cells in terms of polynomial constrains. The cell with greatest L provides us a solution. However, it is difficult, if not computationally infeasible, to get explicit
Besides the CAD approach, one may also use the Lagrange multipliers or the Karush-Kuhn-Tucker (KKT) conditions (Karush (1939) , Kuhn and Tucker (1951)) to find all the local extrema of L, and then pick the largest one. For general v 1 , v 2 , v 3 , v 4 , this approach leads to two polynomial equations of order 4 each.
No explicit formula involving general v 1 , v 2 , v 3 , v 4 is available.
Analytic approximate solution
For the optimization problem (3.2), we do not find analytic solutions for the general case. In this section, we will propose an analytic approximate solution. 
The strategy is to use max{L 12 , L 23 , L 34 } to approximate max p L based on the theorem as follows.
We call the best p among the solutions to L 12 , L 23 , or L 34 the analytic approx- To see how our approximation works numerically, we randomly selected 1000 w = (w 1 , w 2 , w 3 , w 4 ) with 0.05 ≤ w i ≤ 0.25. For each randomly chosen w, we calculate the optimal p using CAD and denote it by p o . We also calculate the analytic solution based on Theorems 3.1.1, 3.1.2, or 3.3.4 and denote it by p * . If the saturation condition (3.4) is satisfied or w i = w j for some i = j, then p * = p o . Otherwise, the analytic approximate solution based on Theorem 3.3.4 is applied, and p * = p a . Then we calculate the determinant of the information matrix and denote it by D o and D * for p o and p * , respectively. In Figure 2 , we plot the relative loss D
o . Numerical results show that 96% of the relative losses are less than 0.03% and the maximum relative loss is about 0.085%. So the analytic approximation solution works very well.
Since v i 's depend on the assumed values, they are in general not quantified accurately at the planning stage. The results in this section show that setting some v i 's to be equal is not a bad strategy. The analytic approximation is also potentially useful for future theoretical research in this area. 
Robustness of uniform design
If the experimenter is unable to make an informed choice of the assumed values for local optimality, the natural design choice is the uniform design p u = (1/4, 1/4, 1/4, 1/4). The relative loss of efficiency of p u with respect to the true w = (w 1 , w 2 , w 3 , w 4 ) is:
, where v i = 1/w i , p t is the optimal design under w, and L(p t ) is defined in (3.2).
To study the maximum loss of efficiency, we consider R Theorem 4.1.5 Without any loss of generality, assume
If v 1 < v 2 +v 3 +v 4 , the maximum loss of the uniform design is 1− max 's are significantly larger than 0.055. Moreover, the efficiency of the uniform design gets worse as a decreases to zero. This is intuitive because as a decreases, 2v max − v i increases, worsening the performance of uniform design.
Nevertheless, based on Theorem 3.1.1, if we know that v 1 ≥ v 2 + v 3 + v 4 the design of choice clearly is the saturated design (0, 1/3, 1/3, 1/3). We will discuss the utility of saturated designs in practical applications in section 6. It can be seen from Theorem 4.1.5 that in general the maximum loss of efficiency is 1/4. 
General case: 2 k experiment
The general case of 2 k factorial is technically complicated. We have some results for particular cases that will be reported in future publications. In this section we will show that the uniform design (p 1 = · · · = p 2 k = 1 2 k ) has a maximin optimality property, i.e., it maximizes a lower bound of the D-criterion.
Suppose there are q parameters (main effects and interactions) in the chosen model for the 2 k experiment, i.e. β is a q × 1 vector and the design matrix X is 2 k × q. The matrix X can be extended to the 2 k × 2 k design matrix F of the "full model", i.e., one that includes all main effects and interactions. Note that F is a Hadamard matrix, i.e., F ′ F = 2 k I 2 k , where I 2 k is the identity matrix of order 2 k . Moreover, we can partition F as F = (X|R) where R contains all effects that are not in the chosen model. Clearly,
Note that |F ′ W F | = 2 kq Πw i Πp i , and |R ′ W R| (w M ) 2 k −q |R ′ P R| where w M = max{w 1 , ..., w 2 k }, and P = diag (p 1 , ..., p 2 k ). It follows from Proposition 1 ′ of Kiefer (1975) that the uniform design p 1 = · · · = p 2 k = 1 2 k maximizes |R ′ P R|. Hence we obtain a lower bound to the D-criterion
This lower bound is a maximum when p 1 = · · · = p 2 k = 1 2 k , which gives a maximin property of the uniform design.
How good is the uniform design? The loss of efficiency corresponding to the uniform design is
Then it can be shown that
where w m = min {w 1 , ..., w 2 k } and W 0 = diag (w 1 , ..., w 2 k ) .
For example, suppose it is known that 0.14 w i 0.20. Then the uniform design is not less than 70% efficient, irrespective of the value of k or the X matrix (the model). While this bound enables us to make general statements like this, the results in Theorem 4.1.5 for the 2 2 case shows that this bound can be quite conservative.
Discussion
Locally optimal designs require assumed values of the parameters w which may not be readily available at the planning stage. The expression of w i given in section 2 depends on the assumed values of the parameter β and the link function η. In situations where there is overdispersion, this expression (the nominal variance) may not be adequate to describe variation in the model, and a more realistic representation for w may be
where c i is a function of the factor levels x 1 , x 2 , . . . , x k . This will make the specification of w i even more difficult. For the design problem, however, it can be seen that we need only the relative magnitudes w * i = w i /w M , which may be easier to specify in some applications. Note that w * i take values in the interval (0, 1].
The overall conclusion for the 2 2 factorial experiment with main effects model is that, for the link functions we studied, the locally optimal designs are robust in the sense that the loss of efficiency due to misspecification of the assumed values is not large. If the (assumed) variance at one point is substantially larger than the others, then the D-optimal design is based on only 3 of the 4 points.
In real world experiments, however, an experimenter would rarely feel confident to not allocate observations at a point based solely on assumed values, and this is not our recommendation for practice. However, the D-optimal design would still provide a useful benchmark for the efficiency of designs, and to the extent feasible it is wise to dedicate more resources to points that we believe have small variance and less resources to points with large variance. If there is no basis to make an informed choice of the assumed values, we can recommend the use of the uniform design.
We have extensive results on the robustness of the 2 2 designs against the misspecification of w, which will be reported in another publication. This paper consists of initial results in this area of optimal designs for two level factorial experiments with binary response. Our research is ongoing on extending these results to more general factorial and fractional factorial experiments.
1. Proof of Theorem 3.1.1
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