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Abstract
We analyze the ground state structure of the supersymmetric sine-
Gordon model via the lattice regularization. The nonlinear integral
equations are derived for any values of the boundary parameters by the
analytic continuation and showed three different forms depending on the
boundary parameters. We discuss the state that each set of the nonlin-
ear integral equations characterizes in the absence of source terms. Four
different pictures of the ground state are found by numerically studying
the positions of zeros in the auxiliary functions. We suggest the exis-
tence of two classes in the SUSY sine-Gordon model, which cannot be
mixed each other.
1 Introduction
Boundary systems have provided many interesting phenomena including the
edge states and the boundary critical exponents. Also as any real materials
¶matsui@sat.t.u-tokyo.ac.jp
1
are finite systems, it is important to know how the boundaries affect on
physical quantities. Nevertheless, analytical derivation of physical quantities
often becomes drastically difficult due to existence of boundaries.
Integrable systems give possibility for analytic calculation of boundary
systems. Some examples are known to keep the system integrable even
after imposing non-periodic boundary conditions. The famous one is the
Heisenberg spin chain with boundary magnetic fields. This model was solved
through the q-deformed vertex operator method [1] and the Bethe ansatz
method [2, 3]. The interesting feature was found that the ground state
is encoded by different structures of the roots depending on strength of
boundary magnetic fields.
The XXZ model with boundary magnetic fields appears also in the con-
text of the integrable quantum field theory through the lattice regulariza-
tion. The sine-Gordon model with the Dirichlet boundary conditions is a
famous example, whose lattice regularized model is known as the XXZ model
with boundary magnetic fields. As an integrable system, the S-matrix of
the sine-Gordon model satisfies relations called the Yang-Baxter equation,
which allows us to know the exact expressions of the scattering amplitudes.
Also, the reflection relation is known for the integrable open system, from
which the exact reflection amplitudes can be obtained. There are some par-
ticles which do not scatter of each other but form bound states. For those
cases, the procedure called the bootstrap principle has been developed to
calculate the scattering amplitudes between bound states and their mass
starting from the soliton mass, i.e. the mass of the lightest particle.
However, few analytic results are available for non-periodic systems, es-
pecially for systems with complicated symmetries such as supersymmetry.
For this reason, we study boundary effect on the ground state of the su-
persymmetric (SUSY) sine-Gordon model with the Dirichlet boundary con-
ditions via the lattice regularized model in this paper. Actually, knowing
the ground state structure has the meanings more than just because the
ground state is the most basic object. As was obtained for the spin-1/2
case, the configuration of the ground state roots does affect on the multiple-
integral expressions of correlation functions [4, 5]. From the view point of
the inhomogeneous XXZ model, the SUSY sine-Gordon model is the inte-
grable extension to the spin-1 model. On the other hand, in the quantum
field theoretic viewpoint, the SUSY sine-Gordon model is understood as the
quantum field theory described by solitons characterized not only by the soli-
ton charge but also by the RSOS indices. Unlike the original sine-Gordon
case, few results are available for the SUSY case. This is partly because
of complicated structure of the ground state, which depends on boundary
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parameters.
Our main aim is studying the ground state structure of the SUSY sine-
Gordon model with the Dirichlet boundary conditions for any value of
boundary parameters. To accomplish this aim, we first derive the nonlinear
integral equations based on the method introduced in [6], from which one
can read off the reflection amplitude. Some useful facts about the SUSY
sine-Gordon model are reviewed in Section 2. In Section 3, the nonlinear
integral equations are derived. Performing the analytic continuation of them
with respect to boundary parameters, we obtain three different forms each
of which describe scatterings on different states. After giving explanation
about the states each set of the nonlinear integral equations is describing,
the correct ground state is determined for full range of boundary parame-
ters in Section 4. The numerical plots of zeros in the auxiliary functions are
given and the structure of the ground state is discussed from the analysis
of those zeros. In the last section, we give concluding remarks and open
problems.
2 Supersymmetric sine-Gordon model with Dirich-
let boundary conditions
We first give a brief review of the SUSY sine-Gordon model. The SUSY
sine-Gordon model is a quantum field theory described by the following
action:
ASSG =
∫ ∞
−∞
dt
∫ ∞
−∞
dx LSSG(x, t)
LSSG = 1
2
∂µϕ∂
µϕ+
i
2
ψ¯γµ∂µψ − M
2
cos(βϕ)ψ¯ψ +
M2
2β2
cos2(βϕ),
(2.1)
which consists of a real scalar feld ϕ and a Majorana fermion field ψ. A
soliton mass is denoted by M and a dimensionless coupling constant by
β. The value of β determines a main feature of the theory; the regime
0 < β2 < 4π/3 is known as an attractive regime and 4π/3 < β2 < 4π a
repulsive regime.
Though the action (2.1) is defined on an infinite length, it is also possible
to consider the theory on a finite length:
ABSSG =
∫ ∞
−∞
dt
∫ L
0
dx LSSG(x, t). (2.2)
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Special forms of boundary conditions are required in order to keep integra-
bility of the system [7] and here we choose the Dirichlet boundary conditions:
ϕ(x, t)
∣∣∣
x=0
= ϕ− ψ(x, t)− ψ¯(x, t)
∣∣∣
x=0
= 0
ϕ(x, t)
∣∣∣
x=L
= ϕ+ ψ(x, t) − ψ¯(x, t)
∣∣∣
x=L
= 0.
(2.3)
Let us remark that there is another set of the Dirichlet boundary conditions,
although we will not consider it hereafter, given by
ψ(x, t) + ψ¯(x, t)
∣∣∣
x=0
= 0 ψ(x, t) + ψ¯(x, t)
∣∣∣
x=L
= 0. (2.4)
2.1 S-matrix theory
One of the main virtues to work on integrable systems is one can know
the exact S-matrix by solving the characteristic relations satisfied by the
S-matrix. The S-matrix of the quantum field theory is defined for the
asymptotic states:
|Aσ1a0a1(θ1)Aσ2a1a2(θ2) . . . AσMaM−1aM (θM )〉
= Aσ1a0a1(θ1)A
σ2
a1a2(θ2) . . . A
σM
aM−1aM
(θM )|0〉
(2.5)
created by applying the operators A
σj
aj−1aj (θj) to the vacuum |0〉. Rapidity
of each particle θj obeys the condition θ1 > · · · > θM for an initial state and
θ1 < · · · < θM for a final state. The soliton creation operator has two types
of indices one of which denotes the soliton charge σj = ± and the other
expresses the RSOS indices aj = 0,
1
2 , 1 under the condition |aj − aj−1| = 12 .
The S-matrix SSSG(θ) determines scattering amplitudes of a two-particle
scattering process:
Aσ1ab (θ1) +A
σ2
bc (θ2)→ A
σ′2
ad(θ2) +A
σ′1
dc (θ1). (2.6)
From the known properties of the S-matrix: the initial condition, the uni-
tarity condition, the crossing symmetry, and the Yang-Baxter equation orig-
inated from integrability of the theory together with decomposability of the
SUSY sine-Gordon S-matrix:
SSSG(θ) = SSG(θ)⊗ SRSOS(θ), (2.7)
the exact expressions of scattering amplitudes are obtained. We skip the
derivation of the S-matrix, as it was closely discussed in the literatures
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[8, 9, 10, 11, 12] and just show the final results. The sine-Gordon part is
given by
SSG(θ) =

S(θ) 0 0 0
0 ST (θ) SR(θ) 0
0 SR(θ) ST (θ) 0
0 0 0 S(θ)
 . (2.8)
The transmissive and reflective elements of the S-matrix ST (θ) and SR(θ)
are expressed by the soliton-soliton scattering amplitude S(θ) through the
relation:
ST (θ) =
sinhλθ
sinhλ(iπ − θ)S(θ)
SR(θ) = i
sinπλ
sinhλ(iπ − θ)S(θ)
(2.9)
which, by using the notation u := −iθ, is given by
S(θ) = −
∞∏
l=1
[
Γ(2(l − 1)λ− λupi )Γ(2lλ+ 1− λupi )
Γ((2l − 1)λ− λupi )Γ((2l − 1)λ+ 1− λupi )
/(u→ −u)
]
. (2.10)
On the other hand, the RSOS part is written as
SRSOS
(
a d
b c
∣∣∣∣ θ) = Xbcad(θ)K(θ)
K(θ) =
1√
π
∞∏
k−1
Γ(k − 12 + θ2pii)Γ(k − θ2pii)
Γ(k + 12 − θ2pii)Γ(k + θ2pii)
.
(2.11)
The function Xbcad(θ) is given for each set of the RSOS indices:
X
0 1
2
1
2
0
(θ) = X
1 1
2
1
2
1
(θ) = 2(ipi−θ)/2pii cos
(
θ
4i
− π
4
)
X
1
2
0
0 1
2
(θ) = X
1
2
1
1 1
2
(θ) = 2θ/2pii cos
(
θ
4i
)
X
0 1
2
1
2
1
(θ) = X
1 1
2
1
2
0
(θ) = 2(ipi−θ)/2pii cos
(
θ
4i
+
π
4
)
X
1
2
1
0 1
2
(θ) = X
1
2
0
1 1
2
(θ) = 2θ/2pii cos
(
θ
4i
− π
2
)
.
(2.12)
Moreover, for the finite-size theory, scatterings on boundaries are ruled
by the reflection matrix :
RSSG(θ) = RSG(θ)⊗RRSOS(θ). (2.13)
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The exact expression of the reflection matrix is obtained from the reflection
relations for integrable boundaries. The sine-Gordon part of the reflection
matrix for the Dirichlet boundary conditions is given by a 2-by-2 matrix:
RSG(θ) =
(
cos(ξ + λu) 0
0 cos(ξ − λu)
)
R0(u)
σ(θ, ξ)
cos ξ
R0(u) =
∞∏
l=1
[
Γ(4lλ− 2λupi )Γ(4λ(l − 1) + 1− 2λupi )
Γ(4l − 3)λ− 2λupi Γ((4l − 1)λ+ 1− 2λupi )
/(u→ −u)
]
σ(θ, ξ) =
cos ξ
cos(ξ + λu)
×
∞∏
l=1
[
Γ(12 +
ξ
pi + (2l − 1)λ− λupi )Γ(12 − ξpi + (2l − 1)λ− λupi )
Γ(12 − ξpi + (2l − 2)λ− λupi )Γ(12 + ξpi + 2lλ− λupi )
/(u→ −u)
]
,
(2.14)
while the RSOS part is obtained as
R01
2
1
2
(θ)R11
2
1
2
(θ) = 2−θ/piiP (θ)
P (θ) =
∞∏
k=1
[
Γ(k − θ2pii )Γ(k − θ2pii )
Γ(k − 14 − θ2pii )Γ(k + 14 − θ2pii)
/(θ → −θ)
]
.
(2.15)
Here we gave the expression of the RSOS reflection matrix only for Ra1
2
1
2
(θ).
As the ground state is non-degenerate, we assume the RSOS index for the
ground state is 12 . Therefore, the other RSOS reflection factors are expected
to be obtained for the reflection on an excited boundary. For this reason,
the expression for R
1
2
ab(θ) (a, b = 0, 1) will be given in the context of the
boundary bootstrap approach in the next subsection.
2.2 Bound states
Particles may form bound states in the process of many-body scatterings.
Bound states are associated with poles in the S-matrix. The bootstrap
approach has been developed, which allows us to know the scattering ampli-
tudes between bound states and their masses. The same strategy is available
to boundary reflections, which is called the boundary bootstrap. Poles of the
reflection matrix give rapidity of boundary bound states:
νn =
ξ
λ
− π(2n + 1)
2λ
wN = π − ξ
λ
− π(2N − 1)
2λ
.
(2.16)
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Only those poles which are in the physical strip Im θ ∈ (0, pi2 ) contribute to
boundary excitations. The condition to obtain at least one boundary bound
state is then derived as ξ > π/2. Thus, particles trapped at the boundary
appear when the boundary parameter exceed the threshold. Let us make a
remark on the restriction for n and N . Through this paper, we restrict out
interest to the repulsive regime 0 < λ < 1. Therefore, when θ = iν0 gets
into the physical strip, the others are outside and thus we obtain only one
boundary bound state.
The boundary bound states form excited boundaries on which the reflec-
tion amplitudes are read off from the boundary bootstrap. The bootstrap
principle for the RSOS reflection factor is given by
g
| 1
2
〉
|a, 1
2
|νn〉
R
1
2
ab(θ) = g
| 1
2
〉
|b, 1
2
|νn〉
∑
x=0,1
S
(
1
2 x
a 12
)
(θ − iνn)S
(
1
2 b
x 12
)
(θ + iνn)R
x
1
2
1
2
(θ)
 ,
(2.17)
which leads to the RSOS reflection amplitude on an excited boundary:
R
1
2
ab(θ) = P (θ)K(θ − iνn)K(θ + iνn)
g
| 1
2
〉
|b, 1
2
|νn〉
g
| 1
2
〉
|a, 1
2
|νn〉
(
δab cos
νn
2
+ δa,1−b sin
θ
2i
)
,
(2.18)
where the g-factor is the SUSY part of the boundary coupling [13, 14].
2.3 Lattice regularization
The discretization of quantum field theories is called the lattice regularization
and found for some models including the sine-Gordon model. Such a notion
was first introduced by Destri and de Vega [15]. For instance, the sine-
Gordon model can be lattice-regularized into the inhomogeneous spin-1/2
XXZ model, or inversely, one can say that the spin-1/2 XXZ model has the
sine-Gordon model as its low-energy effective field theory. These two models
are equivalent in the scaling limit, where the inhomogeneity Θ → ∞, the
site numbers N →∞, and the lattice spacing a→ 0 by keeping the soliton
mass M := 4e−Θ/a finite [16]. In the same way, the SUSY sine-Gordon
model is also discretized into a lattice system. The corresponding model is
the inhomogeneous spin-1 XXZ chain as was verified in [17]
Lattice regularization provided another way to analyze the continuum
theory; though the Bethe ansatz method can be applied only to discretized
models, the lattice sine-Gordon model admits this treatment. As relativistic
7
Figure 1: The light-cone lattice. The inhomogeneity ±Θ is assigned respec-
tively to a right-moving particle (R) and a left-moving particle (L).
field theory, the sine-Gordon model can be considered as a theory defined
on the light cone, which is regarded as a Minkowski space-time. The space-
time development on the light cone can be described by the R-matrices with
inhomogeneity ±Θ as rapidity of a right-moving particle (or, respectively,
that of a left-moving particle). We skip the details which can be found in
[15].
3 Nonlinear integral equations
The scattering process on the lattice was understood through the counting
function in the spin-1/2 case. The counting function first derived by Destri
and de Vega [18, 19] gives a counting of the roots which contribute to the
ground state, i.e. the real roots for the spin-1/2 case. With the use of
the T -function, the object related to the transfer matrix, one can recast
the thermodynamic Bethe ansatz equations. The sub-leading terms in the
thermodynamic Bethe ansatz equations lead to the scattering amplitudes.
It is known that all the elements of the scattering matrix can be obtained
through the classification of the Bethe roots.
Unlikely, the definition of the counting function is unclear for the spin-1
case, due to the 2-string structure of the ground state. Instead, substitution
has been developed in [20]. The method is based on the auxiliary functions
[6], which is defined through two T -functions coming from two valid transfer
matrices T1(θ) and T2(θ) of the spin-1 XXZ model.
The scattering processes can be read of from the nonlinear integral
equations derived based on the analytic and non-zero property of the T -
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functions. The sub-leading terms correspond to particle-scattering and
boundary-scattering amplitudes. The source terms in the nonlinear inte-
gral equations are understood as the effect of excitation particles. A soliton
is obtained as an ordinary hole in the distribution of the two-strings. The
interpretation of some other types of particles can be found in the literatures
[21, 22]
Such nonlinear integral equations were closely studies in [23, 24, 25] un-
der the periodic boundary condition. In this section, we derive the nonlinear
integral equations with the Dirichlet boundaries.
3.1 Auxiliary functions
The auxiliary functions are related to two relevant transfer matrices of the
spin-1 XXZ model, T1(θ) and T2(θ), which are explicitly written as
T1(θ) = l1(θ) + l2(θ)
T2(θ) = λ1(θ) + λ2(θ) + λ3(θ).
(3.1)
Each function in T1(θ) and T2(θ) is given by
l1(θ) = sinh(2θ + iπ)B+(θ)φ(θ + iπ)
Q(θ − iπ)
Q(θ)
l2(θ) = sinh(2θ − iπ)B−(θ)φ(θ − iπ)Q(θ + iπ)
Q(θ)
(3.2)
and
λ1(θ) = sinh(2θ − 2iπ)B−
(
θ − iπ
2
)
B−
(
θ +
iπ
2
)
× φ
(
θ − 3iπ
2
)
φ
(
θ − iπ
2
)
Q(θ + 3ipi2 )
Q(θ − ipi2 )
λ2(θ) = sinh(2θ)B+
(
θ − iπ
2
)
B−
(
θ +
iπ
2
)
× φ
(
θ − iπ
2
)
φ
(
θ +
iπ
2
)
Q(θ + 3ipi2 )Q(θ − 3ipi2 )
Q(θ − ipi2 )Q(θ + ipi2 )
λ3(θ) = sinh(2θ + 2iπ)B+
(
θ − iπ
2
)
B+
(
θ +
iπ
2
)
× φ
(
θ +
3iπ
2
)
φ
(
θ +
iπ
2
)
Q(θ − 3ipi2 )
Q(θ + ipi2 )
,
(3.3)
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where
φ(θ) = sinhM (θ −Θ) sinhM (θ +Θ)
B±(θ) = sinh
(
θ ± iπH+
2
)
sinh
(
θ ± iπH−
2
)
Q(θ) =
m∏
k=1
sinh(θ − θk) sinh(θ + θk).
(3.4)
The variables θk are taken as Bethe roots with positive real parts. Thus,
the function Q(θ) gives roots as its zeros. The ambiguity of 2πi-periodicity
shall be removed by choosing the branch of a function:
fν(x) =
1
i
ln
[
−sinh(x− iν)
sinh(x+ iν)
]
(3.5)
as in Figure 2.
iν
−iν
Re(x)
Im(x)
x
Figure 2: The branch cut of the logarithm.
We define the auxiliary functions as
b(θ) =
λ1(θ) + λ2(θ)
λ3(θ)
b¯(θ) =
λ3(θ) + λ2(θ)
λ1(θ)
= b(−θ) (3.6)
y(θ) =
T0(θ)T2(θ)
f(θ)
(3.7)
B(θ) = 1 + b(θ) B¯(θ) = 1 + b¯(θ) Y (θ) = 1 + y(θ), (3.8)
where
T0(θ) = sinh(2θ) (3.9)
f(θ) = l2
(
θ − iπ
2
)
l1
(
θ +
iπ
2
)
. (3.10)
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It is also useful to define the ratio of l1(θ) and l2(θ) by
a1(θ) :=
l2(θ)
l1(θ)
, (3.11)
which is related to T1(θ) and b(θ) via
T1(θ) = l2(θ)(1 + a
−1
1 (θ)) (3.12)
b(θ) = a1
(
θ +
iπ
2
)
a1
(
θ − iπ
2
)(
1 + a−11
(
θ − iπ
2
))
. (3.13)
Holes in distribution of the two-strings are obtained as zeros in the transfer
matrix T2(θ) and those in T1(θ) are understood as holes in real roots. On
the other hand, the auxiliary function B(θ) has zero, besides as holes, at
two-string centers, and similarly, 1 + a1(θ) at roots themselves.
From these facts, the meanings of the auxiliary functions b(θ) and a1(θ)
are understood as follows; the function b(θ) gives a counting of the number
of two-string pairs and a1(θ) a counting of real roots. Indeed, the logarithms
of the two auxiliary functions count these quantities, being associated with
the quantum numbers Ij ∈ Z+ 12 [25]:
i ln a1(θj) = 2πIj i ln b
(
θi − iπ
2
)
= 2πIj . (3.14)
As the ground state is encoded by the two-string roots, real roots should be
considered as excited particles. For this reason, we name hole-type solutions
of 1 + a1(θ) = 0 as type-1 holes.
The transfer matrix T2(θ) can be written by the auxiliary functions in
two different ways, which we will use later to deform the contour of integrals:
T2(θ) = t+(θ)
Q(θ − 3ipi2 )
Q(θ + ipi2 )
B(θ) (3.15)
= t−(θ)
Q(θ + 3ipi2 )
Q(θ − ipi2 )
B¯(θ), (3.16)
where
t±(θ) = sinh(2θ±2iπ)B±
(
θ − iπ
2
)
B±
(
θ +
iπ
2
)
φ
(
θ ± 3iπ
2
)
φ
(
θ ± iπ
2
)
.
(3.17)
The transfer matrix T1(θ) is expressed by another auxiliary function from
the fusion relation:
T1
(
θ − iπ
2
)
T1
(
θ +
iπ
2
)
= f(θ)Y (θ). (3.18)
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3.2 Classification of roots and holes
The ground state structure of the XXZ spin chain reveals strong dependence
on the anisotropy. For instance, when cos γ > 1 the system is massive, while
massless when cos γ ≤ 1. Here we focus on the case with t := π/γ ∈
Z≥3, where the ground state is written exactly by the two-strings in the
thermodynamic limit of the periodic system. In the context of the SUSY
sine-Gordon model, this parameter range falls into the repulsive regime 0 <
λ := (t− 2)−1 < 1, in which no breathers are allowed to exist.
Bethe roots appear either as real numbers or as complex conjugate pairs
except for the self-conjugate roots. It is useful to classify the roots into the
four types depending on the values of their imaginary parts:
• Inner roots xj (j = 1, 2, . . . ,MI) |Im(xj)| < pi2
• Close roots cj (j = 1, 2, . . . ,MC) pi2 < |Im(cj)| < 3pi2
• Wide roots wj (j = 1, 2, . . . ,MW ) 3pi2 < |Im(wj)| < pi
2
2γ
• Self-conjugate roots wSCj (j = 1, 2, . . . ,MSC) |Im(wSCj )| = pi
2
2γ .
Let us remark that pure imaginary roots or holes, which belong to neither
of these four regimes, appear due to the Dirichlet boundaries. However,
here we first consider the regime H± > 1 where the ground state is given
by the pure two-string roots in spite of the Dirichlet boundaries. The exact
two-string structure of the ground state is verified also from the numerical
results [26, 27]. The reason to choose this regime is partly because we cannot
help relying on the numerical results to know the correct ground state in
the other regimes, in which boundary bound states may appear. Mostly, we
show the similar statement given for the spin-1/2 case [28] that the analytic
continuation in the Fourier transform of the nonlinear integral equations
with respect to the boundary parameters H± naturally leads to those with
pure imaginary objects.
We write holes in the two valid T -matrices of the SUSY sine-Gordon
model by h
(1)
j and hj . Since the T -matrices have zeros at the positions of
holes, we have the following relations:
T1(h
(1)
j ) = 0 j = 1, 2, . . . , N1
T2(hj) = 0 j = 1, 2, . . . , NH ,
(3.19)
where the number of holes and type-1 holes are given by N1 and NH , re-
spectively. Here we employ the assumption that both types of holes lie on
the real axis, as in the periodic boundary system [23, 24, 25].
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There also exist special types of holes and roots, on which B(θ) crosses
the cut of the logarithm. The imaginary part of the logarithm of b(θ) has
the derivative of a negative value:
i ln b(sj) = 2πIsj |b(sj)| > 1 (i ln b)′(sj) < 0 j = 1, . . . , NS .
Then the logarithm of the auxiliary function B(θ) should be modified as
lnB(θ)→ lnB(θ) + 2πi
NS∑
j=−NS
H(θ − sj), (3.20)
where H(θ) is the Heviside step function.
3.3 Nonlinear integral equations
Let us introduce functions Tˇ1(θ) and Tˇ2(θ) defined by
Tˇ1(θ) := T1(z)/µ
(1)(θ|{h(1)j }) Tˇ2(θ) := T2(z)/µ(θ|{hj}), (3.21)
where µ(1)(θ|{h(1)j }) has simple zeros on the real axis, besides at the origin,
at h
(1)
j and µ(θ|{hj}) at hj . Then Tˇ1(θ) and Tˇ2(θ) have the property of
being analytic and nonzero near the real axis.
Using the Cauchy theorem for the Fourier transform of Tˇ1(θ) and Tˇ2(θ)
by choosing contours enclosing the real axis (Figure 3):∮
C
dθ e
ik piθ
γ [ln Tˇ1(θ)]
′′ = 0
∮
C
dθ e
ik piθ
γ [ln Tˇ2(θ)]
′′ = 0, (3.22)
the nonlinear integral equations are derived in logarithmic forms for θ in
the fundamental analyticity strip |Im θ| < π:
ln b(θ) = −(G ∗C1 lnB)(θ)− (G ∗C2 ln B¯)(θ) + (G
[−pi
2
]
2 ∗C2 lnY )(θ)
+ iDbulk(θ) + iDB(θ) + iD(θ) + iπCb
ln y(θ) = −(G[−
pi
2
]
2 ∗C1 ln B¯)(θ) + (G
[pi
2
]
2 ∗C2 lnB)(θ)
+ iDSB(θ) + i lim
η→0
D2
(
θ +
iπ
2
− iη
)
+ iπCy.
(3.23)
Here we introduced the following notations; the convolution with integral
contour along the real axis is written by
(f ∗ g)(θ) :=
∫ ∞
−∞
dθ′f(θ − θ′)g(θ′) (3.24)
13
Re θ
Im θ
θ
0
iǫ
−iǫ
C
C1
C2
Figure 3: The integral contour of the transfer matrices T1(θ) and T2(θ) taken
to enclose all the real roots and holes without any complex roots. The small
value ǫ is taken such that 0 < |Im(θj)| − iπ/2 < ǫ, ∀j.
and for the convolution along C by
(f ∗C g)(θ) :=
∫
C
dθ′f(θ − θ′)g(θ′). (3.25)
For simplicity, we express the function with a shifted variable by
f [±η](θ) = f(θ ± iη). (3.26)
The functionsG(θ) andG2(θ) are kernels of the convolutions in the nonlinear
integral equations:
G(θ) :=
∫ ∞
−∞
dk
e−ik
γθ
pi
2π
sinh pi−3γ2 k
2 sinh pi−2γ2 k cosh
γ
2k
=
1
2πi
d
dθ
lnS(θ) (3.27)
G2(θ) :=
1
2π
∫ ∞
−∞
dk
e−ik
γθ
pi
e
γk
2 + e−
γk
2
=
1
2π cosh θ
, (3.28)
from which one may notice that the function G(θ) is related to the soliton-
soliton scattering amplitude (3.27).
The second and the fourth terms of (3.23) are regarded as particle source
terms in the sense of the quantum field theory. It is useful for writing down
the excitation particle terms D̂(k) and D̂2(k) to introduce effective roots:
θ˜j := θj − iπ
2
sign(Im θj). (3.29)
Then we have the source terms as follows:
D(θ) = zH(θ) + zH(1)(θ)− zS(θ)− zC(θ)− zW (θ)− zSC(θ) (3.30)
D2(θ) = ζH(θ)− ζS(θ)− ζC(θ)− ζW (θ)− ζSC(θ), (3.31)
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where each function is given by
zH(θ) =
A∑
j=−A
χ(θ − αj) zH(1) =
A∑
j=−A
χ2(θ − αj)
zS(θ) =
A∑
j=−A
[χ(θ − αi) + χ(θ − α¯j)]
zC(θ) =
A∑
j=−A
χ(θ − α˜j) zW (θ) = zSC(θ) =
A∑
j=−A
χ(θ − α˜j)II
(3.32)
and
ζH(θ) =
A∑
j=−A
χ2(θ − αj) ζS(θ) =
A∑
j=−A
[χ2(θ − αj) + χ2(θ − α¯j)]
ζC(θ) =
A∑
=−A
χ2(θ − α˜j) ζW (θ) = ζSC(θ) =
A∑
j=−A
χ2(θ − α˜j).
(3.33)
Here we denoted the number of species by A and rapidity by αj . The no-
tation α¯ is used for representing the complex conjugate of α. Each function
is defined by
χ′(θ) = 2πG(θ) χ′2(θ) = 2πG2(θ) (3.34)
and for the second determination of the function χ(θ) by
χ(θ)II = χ(θ) + χ(θ − iπ sign(Im θ)). (3.35)
The bulk term Dbulk(θ) is proportional to the number of sites N :
Dbulk(θ) = N arctan
sinh θ
coshΘ
(3.36)
and each of boundary terms DB(θ) and DSB(θ) consists of three parts:
DB(θ) = F (θ;H+) + F (θ;H−) + J(θ) (3.37)
DSB(θ) = Fy(θ;H+) + Fy(θ;H−) + 2G2
(
θ +
iπ
2
)
. (3.38)
The function J(θ) is given by
J ′(θ) =
∫ ∞
−∞
dk
e−ik
γθ
pi
2π
cosh γ4k sinh
pi−3γ
4 k
cosh γ2k sinh
pi−2γ
4 k
. (3.39)
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The functions F (θ) and F2(θ) have different forms depending on the values
of boundary parameters:
F ′(θ;H) =

sign(H)
∫ ∞
−∞
dk
e−ik
γθ
pi
2π
sinh pi−γ|H|2 k
2 cosh γ2k sinh
pi−2γ
2 k
|Im θ| > pi(1−|H|)2∫ ∞
−∞
dk
e−ik
γθ
pi
2π
sinh −pi−γH+2γ2 k
2 cosh γ2k sinh
pi−2γ
2 k
|Im θ| < pi(1−|H|)2
(3.40)
F ′y(θ;H) =
{
0 |Im θ| > pi(1−|H|)2
G2
(
θ + ipiH2
)−G2 (θ − ipiH2 ) |Im θ| < pi(1−|H|)2 . (3.41)
The integration constants iπCb and iπCy are determined from the asymp-
totic behaviors of the nonlinear integral equations.
Before ending this subsection, we give a brief comment on the nonlinear
integral equations for θ with the imaginary part outside the fundamental
analyticity strip. In this case, the basic structure of the nonlinear integral
equations is unchanged by replacing each function by its second determina-
tion:
ln b(θ) = −(G ∗C1 lnB)(θ)II − (G ∗C2 ln B¯)(θ)II + (G
[−pi
2
]
2 ∗C2 lnY )(θ)II
+ iDbulk(θ)II + iDB(θ)II + iD(θ)II + iπC
II
b
ln y(θ) = −(G[−
pi
2
]
2 ∗C1 ln B¯)(θ)II + (G
[pi
2
]
2 ∗C2 lnB)(θ)II
+ iDSB(θ)II + iD2(θ)II + iπC
II
y .
(3.42)
The integral constants iπCIIb and iπC
II
y are determined in a similar way to
iπCb and iπCy from the asymptotic behaviors, though in general, they have
different values for these two cases.
3.4 Sum rules
We discussed so far the nonlinear integral equations without referring the
restriction of the number of roots and holes. Actually, they are not arbitrary
but are constrained by the so-called sum rules. The sum rules are derived
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from the analysis of asymptotic behaviors of the nonlinear integral equations:
NH − 2NS =MC + 2(S +MW +MSC)
−
⌊
3γ(2S +H + 1)
π
⌋
+
⌊
γ(2S +H + 1)
π
⌋
(3.43)
N1 − 2NRS = S +MW +MSC +M (2)C −MR −
⌊
γ(2S +H + 1)
π
⌋
, (3.44)
where NRS is the number of real special objects and M
(2)
C is the number
of close roots whose imaginary parts lie on (π/2, π) or (−π,−π/2). The
notation ⌊x⌋ was used to express the largest integer part of x.
3.5 Scaling limit
The nonlinear integral equations of the lattice SUSY sine-Gordon model are
identical to those for the original SUSY sine-Gordon model in the scaling
limit. The scaling limit is realized by taking the three limits N,Θ→∞ and
a → 0 (aN := L) by keeping the soliton mass M finite. These quantities
appear only through the bulk term (3.23) which results in
N arctan
sinh θ
coshΘ
−→
scaling limit
2iML sinh θ. (3.45)
4 Boundary bound states and the ground state of
BSSG model
In the context of the S-matrix theory, rapidity of particles bounded at the
boundaries emerge as poles in the reflection matrix. On the other hand,
boundary bound states are obtained as pure imaginary roots from the Bethe
ansatz context. These two objects nevertheless does not coincides in the
finite system, due to the finite-size deviation of the Bethe roots. They have
the same values only in the infinite-volume limit ML → ∞, which we are
going to consider in this section.
4.1 Large volume limit
In the relation with the quantum field theory, we call theML→∞ limit the
infrared (IR) limit. The nonlinear integral equations (3.23) are simplified in
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the IR limit into
ln b(θ) = (G
[−pi
2
]
2 ∗C2 lnY )(θ) + 2iML sinh θ + iDB(θ) + iD(θ) + iπCb
ln y(θ) = iDSB(θ) + iD2(θ) + iπCy.
(4.1)
One may notice that we also took the scaling limit.
Suppose the Dirac sea consists of the pure two-strings without particles
for H± > 1. The one-soliton excitation is then described by appearance
of a hole without any other objects; Then the nonlinear integral equations
with a hole are equations for the behavior of one soliton in a finite interval
L. Therefore the sub-leading terms of the nonlinear integral equations (4.1)
give the scattering amplitude on the ground state boundary:
exp[(G
[−pi
2
]
2 ∗C2 lnY )(θ)+iDB(θ)]
∣∣∣
H−>1
= −R
|0〉⊗| 1
2
〉
SSG (θ;λ, ξ−)R
|0〉⊗| 1
2
〉
SSG (θ;λ, ξ+)
S(2θ)
,
(4.2)
from which one can read off the relations between boundary parameters of
the S-matrix theory and the lattice-regularized model:
t−H = 1 + 2ξ
πλ
t− 2 = 1
λ
.
(4.3)
Here we set a superscript |B〉⊗|a〉 to RSSG, whose first component indicates
the sine-Gordon part of a boundary state and the second the RSOS part.
There are no solitons as the state |0〉 represents with the RSOS index 12 due
to non-degeneracy of the ground state [29]. We will denote the existence of
a pure imaginary root θ = iν0 by a superscript |ν0〉 and the corresponding
RSOS index by one of the doublet RSOS states |a〉 (a = 0, 1).
From now on, we call the nonlinear integral equations without the source
terms as the bare nonlinear integral equations. Once again the bare non-
linear integral equations given in (4.1) were written for the pure two-string
ground state. On the other hand, the parameter relations (4.3) indicate that
the first pole in the reflection matrix θ = iν0 gets into the physical strip for
0 < H− < 1, that is, a boundary bound state emerges in this regime.
Now the question is which state the bare nonlinear integral equations
are describing. For simplicity, we let only H− move by fixing H+ at a
value larger than 1. Thus, boundary bound states would appear only at
the (−)-boundary. Let us first sum up three different forms of the boundary
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(a) H > 1 DB(θ)|H>1 DSB(θ)|H>1
(b) 1 > H > −1 DB(θ)|1>H>−1 DSB(θ)|1>H
(c) −1 > H DB(θ)|−1>H DSB(θ)|1>H
Table 1: Three regimes with different forms of boundary terms.
term DB(θ) obtained by analytic continuation with respect to H− (Table 1).
In the case of (a), we obtained (4.1) describes the pure two-string ground
state. In the regime (b), the analytic continuation with respect to H− makes
DB(θ) into a different form. Recall the boundary bootstrap equation for the
sine-Gordon part:
R|ν0〉SG (θ;λ, ξ) = R|0〉SG(θ;λ, ξ)S(θ − iν0)S(θ + iν0), (4.4)
which precisely gives the expression of DB(θ) for the regime (b). This means
the analytic continuation of the nonlinear integral equations naturally in-
volves the appearance of boundary excitation as the appearance of a hole at
θ = iν0.
Thus the straightforward computation leads us to obtain that the re-
flection amplitude on the first excited boundary, given by the appearance of
pure imaginary holes at θ = ±π(1−H−)/2, coincides with what is described
by the bare nonlinear integral equations for 1 > H− > −1:
exp[(G
[−pi
2
]
2 ∗C2 lnY )(θ)+iDB(θ)]
∣∣∣
1>H−>−1
= −R
|ν0〉⊗|a〉
SSG (θ;λ, ξ−)R
|0〉⊗| 1
2
〉
SSG (θ;λ, ξ+)
S(2θ)
.
(4.5)
On the other hand, the bare nonlinear integral equations for H− < −1
are related to those for H− > 1 by
(G
[−pi
2
]
2 ∗C2 lnY )(θ) +DB(θ)
∣∣∣
−1>H−
= (G
[−pi
2
]
2 ∗C2 lnY )(θ) +DB(θ)
∣∣∣
H−>1
+ χ2
(
θ − iπH−
2
)
+ χ2
(
θ +
iπH−
2
)
,
(4.6)
which implies the appearance of type-1 holes at θ = −iπH−/2. As was
already referred, a SUSY sine-Gordon particle is interpreted as a hole in the
2-strings. Since the type-1 hole lies in the distribution of real roots, this
should be considered as an excitation for the system with the ground state
described by the pure two-strings.
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We give an interpretation on this situation; the pure two-string ground
state or states consisting of ordinary holes are realized by an even number
of Bethe roots. If the system is encoded by an odd number of Bethe roots
from the beginning, not every root can make pairs and thus strong enough
boundary field arrests only one root. Thus, our suggestion is that the bare
nonlinear integral equations for H− > 1 and H− < −1 describe difference
sectors of the SUSY sine-Gordon model, which cannot be mixed simply by
parameter transformations or particle excitations.∗
4.2 Ground state
In this section, we discuss the ground state of the SUSY sine-Gordon model
with Dirichlet boundary conditions on a finite interval. The similar analysis
has done for the spin-1/2 chain under existence of boundary magnetic fields
[30] and they found 10 regimes with different structures for the ground state.
The main protagonists of the analysis are pure imaginary roots/holes
and poles in the auxiliary functions. As is referred in the previous section,
the poles which may appear for a given value of H± are naturally taken into
consideration by analytic continuation of the nonlinear integral equations.
The degree analysis indicates that being set as w = eθ, there exist N +1
holes in 1+ a1(θ) and N +2 holes in B(θ) for the system of length N under
existence of N roots, as is also numerically checked in Figure 4. Now we look
into how these holes move depending on the values of boundary parameters.
Following the previous section, we let only one of the boundary parameters
H− move by fixing the other H+ at arbitrary value larger than 1. For
boundary field H− larger than 1, all holes lie on the real axis (Figure 4.2).
As boundary field strengthens, that is, as the value of H− becomes smaller,
one of the holes in T2(θ) moves toward the origin and then on the imaginary
axis after H− passes through 1 from above (Figure 4.2). This hole seems
to be fixed at θ = iπ(1−H−)/2 up to exponentially small correction of the
system size. At the same time, one of the poles in the auxiliary function
B(θ) locating at θ = −iπ(1−H−)/2 also passes the origin and subsequently
the Bethe equations admit a pure imaginary root. The appearance of a pure
imaginary root is understood in the context of the Bethe ansatz equations
for the large enough system as the pole with a positive value of the imaginary
part is compensated by the term of the Nth power which vanishes as N gets
large. As a result, the Bethe ansatz equations with large enough N admit
∗The bare nonlinear integral equations for H− > 1 cannot reproduce all the eigenvalues
of the RSOS part of the scattering matrix [24]. We expect the two of them which did not
show up would be obtained from those for H < −1.
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pure imaginary roots for H− < 1. Here we remark that a hole lies on the
distribution of the two-strings. Thus, it should considered that two roots
are lost when a hole emerges. Assuming the value of hole rapidity is given
by string-ceter rapidity of two roots, we conclude that two imaginary roots
appear at θ = −iπH−/2 and −iπ(H−− 2)/2. One can easily check that the
wave function composed by imaginary rapidity exponentially small from the
boundary. For this reason, the imaginary roots can be understood to form
boundary bound states.
Now we consider smaller H− than 1. When H− crosses 0, one of the
holes in T1(θ) reaches the origin moving on the real axis. This hole then
moves up along the imaginary axis as H− decreases fixed at θ = −iπH−/2
up to exponentially small finite-size correction (Figure 4.2). The auxiliary
function 1 + a1(θ) has a pole of the same value as the hole-type zero of
T1(θ) up to the correction and picks it up to the imaginary axis. Thus
a pure imaginary root θ = −iπH/2 appears. One has to be careful that
this time the hole emerges from 1 + a1(θ), which counts real roots. Thus,
the appearance of a type-1 hole is achieved simply by removing one root.
Therefore, a type-1 hole generates a different boundary bound state from
the two-imaginary-root case.
Finally when H− becomes smaller than −1, the other hole of T2(θ)
reaches the origin and goes up on the imaginary axis (Figure 4.2). Being
fixed at θ = −iπ(H− + 1), this hole is picked up by a pole in the auxiliary
function B(θ). Thus another imaginary roots appear at θ = −iπH−/2 and
−iπ(H− + 2)/2 in this regime.
4.3 Symmetry with respect to boundary parameters
We give some comments on the symmetries of the SUSY sine-Gordon model.
From the action of the model (2.2), we obtain that the theory is invariant
under the transformations:
ϕ± → 2π
β
− ϕ± (4.7)
ϕ± → 2π
β
+ ϕ± (4.8)
ϕ± → −ϕ±. (4.9)
In comparison with the isotropic limit of the model, it is useful to rewrite
the symmetry in terms of the lattice boundary parameter H± by utilizing
the relations (4.3):
(a) ϕ± → 2π/β − ϕ± ξ± → 2ξ0 − ξ± H± → −H± − 2
21
(a) (left) Zeros of 1+a1(θ); (right) B(θ) forH+ = 1.5 andH− = 2.2.
(b) (left) Zeros of 1+a1(θ); (right)B(θ) forH+ = 1.5 andH− = 0.3.
(c) (left) Zeros of 1 + a1(θ); (right) B(θ) for H+ = 1.5 and H− =
−0.5.
(d) (left) Zeros of 1 + a1(θ); (right) B(θ) for H+ = 1.5 and H− =
−1.8.
Figure 4: Zeros of the auxiliary functions 1 + a1(θ) and B(θ) is plotted
for N = 8 with 8 roots in the homogeneous and isotropic limit. Roots are
plotted by green dots and hole-type zeros by red dots.
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(b) ϕ± → 2π/β + ϕ± ξ± → 2ξ0 + ξ± H± → H± − 2t
(c) ϕ± → −ϕ± ξ± → −ξ± H± → −H± + 2(t− 1)
where 2ξ0 := π(2λ+ 1) and ξ± = 2πϕ±/β.
The corresponding spin system to the SUSY sine-Gordon model has the
following interactions;
H =
N−1∑
j=1
Hj,j+1 +HB. (4.10)
The bulk term is given by
Hj,j+1 =Tj − (Tj)2 − 2(sin γ)2 [T zj + (Szj )2 + (Szj+1)2 − (T zj )2]
+ 4
(
sin
γ
2
)2
(T⊥j T
z
j + T
z
j T
⊥
j ),
(4.11)
where
Tj = ~Sj · ~Sj+1 T⊥j = Sxj Sxj+1 + Syj Syj+1 T zj = SzjSzj+1 (4.12)
and the boundary term by
HB = h1(H−)Sz1 + h2(H−)(Sz1)2 + h1(H+)SzN + h2(H+)(SzN )2, (4.13)
where
h1(H) =
1
2
sin(2γ)
[
cot
(
γH
2
)
+ cot
(
γH
2
+ γ
)]
(4.14)
h2(H) =
1
2
sin(2γ)
[
− cot
(
γH
2
)
+ cot
(
γH
2
+ γ
)]
. (4.15)
In Figure 5, the boundary energies of the spin chain are depicted. One ob-
tains the same symmetries of the SUSY sine-Gordon model in the boundary
energies of the spin chain. Thus, the three symmetries of the quantum field
theory survive even after taking the isotropic limit, which supports validity
of our numerical results in the analysis of the SUSY sine-Gordon model.
5 Concluding remarks
In this paper, we studied the ground state of the SUSY sine-Gordon model.
The structure of the ground state roots strongly depends on the values of
boundary parameters. What was found here is that there are four regimes
which are characterized by different features of Bethe roots. The detailed
structure is;
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Figure 5: Energy of boundary terms in the spin-1 XXZ model with boundary
magnetic fields.
2. in the regime either H− > 1 or H− < −2, the ground state is described
by the pure two-strings.
3. For 1 > H− > 0, the ground state include one soliton with rapidity
θ = iπ(1 −H−)/2. In the context of the Bethe ansatz equations, the
ground state is encoded by the two-strings and two imaginary roots
θ = −iπH−/2 and −iπ(H− − 2)/2.
4. In the regime 0 > H− > −1, a type-1 hole contributes to the ground
state. Rapidity of this hole is given by the corresponding Bethe root
itself θ = −iπH−/2. This situation is realized only when the original
system is characterized by the odd number of roots. Thus, the lowest
energy state in this regime belongs to a different class from the other
regimes.
5. Finally for −1 > H− > −2, the ground state is given again by the
two-strings and one soliton with pure imaginary rapidity, but at θ =
−iπ(H− + 1)/2 this time. Correspondingly, the ground state includes
two pure imaginary roots at θ = −iπH−/2 and −iπ(H− + 2)/2.
We also discussed what is described by the analytic continuation of the
nonlinear integral equations with respect to the boundary parameters in the
Fourier space. It was found that
1. the bare nonlinear integral equations for H− > 1 describes the two-
string ground state.
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2. In the regime 1 > H− > −1, they are written for the state which
includes a hole at θ = iπ(1−H−)/2.
3. the bare nonlinear integral equations for H− < −1 are the equations
for the state with a type-1 hole at θ = −iπH−/2, which belongs to the
different class of the above two.
The nonlinear integral equations provide the sum rules, the restriction
on the number of various roots and holes, from their asymptotic behavior.
The sum rules help us to know the possible configurations of roots and holes.
We expect that the all particle and reflection amplitudes of the SUSY sine-
Gordon model would be recasted from configurations of holes and roots,
which include close roots or wide roots. It is also an interesting open problem
to study scatterings on the system whose ground state is encoded by the odd
number of roots, which may give the lacked two eigenvalues of the RSOS
part of the reflection matrix.
We briefly remarked the symmetry of the SUSY sine-Gordon model with
respect to the boundary parameters. They are translated into the symme-
tries of lattice boundary parameters via the identification obtained from the
comparison of the sub-leading term of the nonlinear integral equations with
the reflection amplitudes. As it was found that these symmetries survive in
the homogeneous limit from the energy plots of the boundary terms, we ex-
pect the ground state of the spin chain has the same structure as the SUSY
sine-Gordon model.
Acknowledgements
The author would like to be gratitude to F. Go¨hmann, A. Klu¨mper, S.
Miyashita, and J. Suzuki for helpful discussions and comments. We ac-
knowledge JSPS Research Fellowship for Young Scientists for supporting
the beginning of this work.
This research is supported by the Aihara Innovative Mathematical Mod-
elling Project, the Japan Society for the Promotion of Science (JSPS) through
the “Funding Program for World-Leading Innovative R&D on Science and
Technology (FIRST Program),” initiated by the Council for Science and
Technology Policy (CSTP).
25
References
[1] M. Jimbo, R. Kedem, T. Kojima, H. Konno, and T. Miwa Nucl. Phys.
B441 (1995) 437–470
[2] S. Skorik and H. Saleur J. Phys. A: Math. Gen. 28 (1995) 6605–6622
[3] A. Kapustin and S. Skorik J. Phys. A: Math. Gen. 29 (1996) 1629–1638
[4] N. Kitanine, K. Kozlowski, J.M. Maillet, N.A. Slavnov, and V. Terras
J. Stat. Mech.: Theor. Exp. P01022 (2007)
[5] N. Kitanine, K. Kozlowski, J.M. Maillet, N.A. Slavnov, and V. Terras
J. Stat. Mech.: Theor. Exp. P10009 (2007)
[6] A. Klu¨mper, M. Batchelor, and P.A. Pearce J. Phys. A: Math. Gen. 24
(1991) 3111-3133
[7] E.K. Sklyanin J. Phys. A: Math. Gen. 21 (1988) 2375–2389
[8] A.B. Zamolodchikov Ann. Phys. 120 (1979) 253–291
[9] C. Ahn Nucl. Phys. B354 (1991) 57–84
[10] S. Ghoshal and A. Zamolodchikov Int. J. Mod. Phys. A9 (1994) 3841–
3886
[11] C. Ahn and W.-M. Koo J. Phys. A: Math. Gen. 29 (1996) 5845–5854
[12] R.I. Nepomechie and C. Ahn Nucl. Phys. B647 (2002) 433–470
[13] A. LeClair, G. Mussardo, H. Saleur, and S. Skorik Nucl. Phys. B453
(1995) 581–618
[14] Z. Bajnok, L. Palla, and G. Takacs Nucl. Phys. B644 (2002) 509–532
[15] C. Destri and H.J. de Vega Nucl. Phys. B290 (1987) 363–391
[16] N.Yu Reshetikhin and H. Saleur Nucl. Phys. B419 (1994) 507–528
[17] T. Inami and S. Odake YITP K-987 (1992)
[18] C. Destri and H. de Vega Phys. Rev. Lett. 69 (1992) 2313–2317
[19] C. Destri and H. de Vega Nucl. Phys. B438 (1995) 413–454
26
[20] C. Ahn, R.I. Nepomechie, and J. Suzuki Nucl. Phys. B767 (2007) 250–
294
[21] C. Destri and H.J. de Vega Nucl. Phys. B504 (1997) 621–664
[22] G. Feverati, F. Ravanini, and G. Taka´cs Nucl. Phys. B570 (2000) 615–
643
[23] J. Suzuki J. Phys. A: Math. Gen. 37 (2004) 11957–11969
[24] A´. Hegedu˝s, F. Ravanini, and J. Suzuki Nucl. Phys. B763 (2007) 330–
353
[25] A´. Hegedu˝s J. Phys. A: Math. Theor. 40 (2007) 12007–12032
[26] C. Ahn and R.I. Nepomechie Nucl. Phys. B676 (2004) 637–658
[27] R. Murgan JHEP 1109 (2011) 059
[28] C. Ahn, M. Bellacosa, and F. Ravanini Phys. Lett. B595 (2004) 537–
546
[29] Z. Bajnok, L. Palla, and G. Takacs Nucl. Phys. B622 (2002) 565–592
[30] A. Seel and T. Wirth J. Phys. A: Math. Theor. 42 (2009) 115202
27
