Abstract. This paper is concerned with the existence and uniqueness of extremal solution for a nonlinear boundary value problems of fractional differential equation involving Riemann-Liouville derivative and p-Laplacian operator. By applying monotone iterative technique and lower and upper solutions method, we obtain sufficient conditions for the existence and uniqueness of extremal solution and construct the sequences of iteration to approximate it. The paper extends the applications of lower and upper solutions method and obtains some new results.
Introduction
This paper investigates the following nonlinear boundary value problem of a fractional differential equation with p-Laplacian operator: The nonlinear term f ∈ C([0, 1] × R × R, R), ∈ C(R × R, R), u(0) = t 1−α u(t)| t=0 and u(1) = t 1−α u(t)| t=1 . The existence of solutions for fractional boundary value problems with p-Laplacian have been considered by some authors via classic fixed-point theorems and coincidence degree theory [1] [2] [3] [4] . The monotone iterative technique, combined with the method of lower and upper solutions, is also a powerful tool to prove the existence of solutions for boundary value problems of nonlinear differential equations. Recently, some authors used the methods to investigate some nonlinear boundary value problems of nonlinear fractional equations [7] [8] [9] [10] [11] . Others also applied the methods to show the existence of solutions for some integer-order p-Laplacian boundary value problems, see [12] [13] [14] [15] . However, to the best of our knowledge, there are few results on fractional order p-Laplacian boundary value problems by the way of the upper and lower method and the monotone iteration, only see [16] .
It is worth mentioning that the p-Laplacian operator brings some difficulty in constructing monotone sequences. All known results require the nonlinear terms satisfying monotonicity on unknown function u or its derivatives, which make it easy to iterate. The unnecessary condition is removed in this paper. Furthermore, the nonlinear boundary value condition is considered in the paper which means that our method and main results here are different from those in [2, 3, [13] [14] [15] [16] .
Linear Problems and Comparison Principles
We firstly introduce some spaces. Let the Banach space
Denote the space X by
It is easy to know that the space X is a Banach space with the norm 
where n − 1 < α ≤ n, n ∈ N, provided the integrals exist.
Lemma 2.2. [6] Assume that u ∈ C(0, 1) ∩ L(0, 1) with a fractional derivative of order α > 0 that belongs to
We first show the existence results for the following fractional equation with initial conditions
and φ p (t
Substituting the above u(t) and v(t) into the nonlinear term f (t, u(t), D α 0 + u(t)) of problem (2), we get that
If the problem (4) has a solution v(t), then substituting it into (3), we can get a solution u of the problem (2) . So, we shall show that the problem (4) has at least one solutions under a proper condition.
and there exists nonnegative constant M such that
then the problem (4) has a unique solution x(t)
Proof. By Lemma 2.2, in accordance with (4) is equivalent to the integral equation
It can be written in the form v = Bv, where the operator B is defined by
we get that the operator B :
To prove B is a contraction operator, we use the way that is derived from [7, Theorme 1] . Let us choose constants m, n such that 1 < m < 
with a positive κ such that
For any u, v ∈ C 1−β [0, 1], using the Hölder inequality for integrals
, and the inequality (5), we obtain
So the operator B has a unique fixed point by the Banach fixed point theorem, and then the problem (4) has a unique solution.
has a unique solution u ∈ X.
The problem (7) is transformed into the following fractional initial value problems
and
Therefore, the above problem (9) has a unique solution v(t)
In addition, the problem (8) has a solution u(t) ∈ C 1−α [0, 1] in the form as (3) by Lemma 2.2. Substituting the solution v(t) of (9) into the solution u(t) of (8), we get a unique solution u(t) ∈ X of the problem (7).
Corollary 2.5. Assume that 0 < α, β ≤ 1, λ ∈ R and η(t) ∈ C 1−β [0, 1] . Then the linear fractional initial problem
has a unique solution x ∈ X.
The next lemma gives two comparison results which play very important roles in our main results.
Lemma 2.6. (Comparison results)
Proof. Assume that (i) is not true. It means that there exist points a, b ∈ (0, 1] such x(a) = 0, x(b) < 0 and
On the other hand, we have
It contradicts (11) , so the assertion holds. This completes the proof of result (1). The result (ii) is obvious by (3).
Main Results
In this section, we show the existence and uniqueness of extremal solution of the problem (1) by monotone iterative technique and the method of upper and lower solutions. First of all, we give the definitions of a couple of lower and upper solutions.
Definition 3.1. A function u(t) ∈ X is called a lower solution of the problem (1) if it satisfies
Likewise, a function v(t) ∈ X is called an upper solution of the problem (1) if it satisfies
We need the following assumptions in our main results.
Now we give main results
Theorem 3.2.
Assume that u 0 , v 0 ∈ X are lower and upper solutions of the problem (1), respectively and u 0 (t) ≤ v 0 (t), t ∈ (0, 1]. In addition, assume that (H1), (H2), (H3) hold. Then there exist sequences {u n (t)}, {v n (t)} ⊂ X such that the problem (1) has extremal solutions in the sector
In view of Lemma 2.4, functions u 1 , v 1 are well defined in the space X. First, we show that u 0 (t) ≤ u 1 (t) ≤ v 1 (t) ≤ v 0 (t), t ∈ (0, 1] and
. By the definition of u 1 and the assumption that u 0 is a lower solution, we obtain that
By a similar way, we can show that v 1 (t) ≤ v 0 (t), t ∈ (0, 1] and
. By the definitions of u 1 , v 1 and (H2), we have
In addition, we have, by (H3) and (H1),
The inequality (14) and Lemma 2.6 imply that v 1 (t) ≥ u 1 (t), t ∈ (0, 1] and u 1 (0) ≤ v 1 (0). In the following, we show that u 1 , v 1 are lower and upper solutions of the problem (1), respectively.
by assumptions (H2) and (H3). Since u 1 (1) ≥ u 0 (1), ( u 1 (0), u 1 (1)) ≥ 0. Thus we prove that u 1 is a lower solution of the problem (1) . Similarly, we can prove that v 1 is an upper solution of the problem (1).
Using the mathematical induction, we can obtain that
for t ∈ (0, 1] and n = 1, 2, 3, .... Similar to [18] , we know that the sequences {t 1−α u n } and {t 1−α v n } are uniformly bounded and equicontinuous. So the Arzela-Ascoli theorem educes that they are relatively compact sets of the space X. Therefore, {t 1−α u n } and {t 1−α v n } converge to t 1−α x(t) and t 
Moreover, x(t) and y(t) are the solutions of the problem (1) and u 0 (t) ≤ x(t) ≤ y(t) ≤ v 0 (t) on (0, 1]. To prove that x(t), y(t) are extremal solutions of (1), let u ∈ [u 0 , v 0 ] be any solution of the problem (1). We suppose that u n (t) ≤ u(t) ≤ v n (t), t ∈ (0, 1] for some n. Let
Then, by assumptions (H2), we can prove that D
Besides, by (H3), we have These and Lemma 2.6 derive that u n+1 (t) ≤ u(t) ≤ v n+1 (t), t ∈ (0, 1]. So, by induction, x(t) ≤ u(t) ≤ y(t) on (0, 1] by taking n → ∞. The proof is completed. Proof. From the Theorem 3.2, we know x(t) and y(t) are extremal solutions and x(t) ≤ y(t), t ∈ (0, 1]. It is sufficient to prove x(t) ≥ y(t), t ∈ (0, 1]. In fact, let w(t) = φ p (D . So x(t) ≥ y(t), t ∈ (0, 1] by (ii) of Lemma 2.6. Therefore, we get x = y is a unique solution of the problem (1). The proof is completed.
