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ABSTRACT
The possibility of reducing the ﬂow losses in low-pressure turbine stage has been investigated in an 
iterative process using a novel hybrid optimisation algorithm. Values of the maximised objective func-
tion that is isentropic efﬁciency are found from 3D RANS computation of the ﬂowpath geometry, 
which was being changed during the optimisation process. To secure the global ﬂow conditions, the 
constraints have been imposed on the mass ﬂow rate and reaction. Among the optimised parameters 
are stator and rotor twist angles, stator sweep and lean, both straight and compound. Blade proﬁles 
remained unchanged during the optimisation. A new hybrid stochastic-deterministic algorithm was 
used for the optimisation of the ﬂowpath. In the proposed algorithm, the bat algorithm was combined 
with the direct search method of Nelder-Mead in order to reﬁne the best obtained solution from the 
standard bat algorithm. The method was tested on a wide variety of well-known test functions. Also, 
the results of the optimisation of the other stochastic and deterministic methods were compared and 
discussed. The optimisation gives new 3D-stage designs with increased efﬁciency comparing to the 
original design.
Keywords: CFD, efficiency, hybrid method, low pressure steam turbine, optimisation, swarm 
intelligence.
1 INTRODUCTION
The performance and proﬁtability of energetic systems depend fundamentally on turbine 
characteristics – the lower the turbine efﬁciency, the lower the system efﬁciency e.g. 
steam power plant efﬁciency [1, 2], ORC efﬁciency [3], energy storage efﬁciency [4]. 
Consequently, system efﬁciency basically depends on the expander design. The computa-
tional ﬂuid dynamics (CFD) tools are extremely useful in the design of high-efﬁciency 
turbines because of inaccuracy of empirical loss correlation models [5]. The most impor-
tant component of the total loss is usually connected with the losses within the blade 
passages – mainly proﬁle loss and secondary (endwall) loss. Despite the signiﬁcant 
amount of models, none of them by far has proven to be really general [6]. This leads to 
the use of computational ﬂuid dynamics in an intensive way for turbomachinery blade 
design, but this higher performance must be achieved with fast prototyping and lower 
cost. The largest computational power cost during efﬁciency optimisation of turbine is 
connected with the calculation of values of the objective function, which is obtained from 
a RANS solver.
Novel methods must be used in order to obtain the global minimum with lower number of 
calls of the objective function. Among these methods are neural network metamodels [7, 8], 
Kriging and co-Kriging methods [9] and hybrid stochastic-deterministic algorithms 
[2, 10–14].
In this work, the new hybrid stochastic-deterministic optimisation method was used. The 
method is a combination of Bat algorithm [15] and Nelder-Mead method [16]. Also, a para-
metric stator and rotor geometry model has been developed. As shown in this paper, these 
methods allow one for efﬁcient optimisation of turbine blading system.
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2 TURBINE MODEL
The ﬁve-stage LP part of a 360 MW steam turbine was presented in Fig. 1. The LP part pro-
cesses pressure drop from 514.76 kPa to 8.855 kPa, inlet temperature is equal to 537.72 K, 
rotational speed is 3000 rpm, steam mass ﬂow rate is 103 kg/s. The optimisation process was 
focused on the ﬁrst stage of the turbine (Fig. 2). The ﬁrst stage consists of 202 stator and 227 
rotor blades. Both have cylindrical geometry.
3 OPTIMISATION ALGORITHM
3.1 Bat algorithm
Bat algorithm is an optimisation algorithm inspired by echolocation phenomenon of bats and 
was proposed by Yang in 2010 [15]. Bats use a type of sonar, the echolocation tool, to recog-
nize the prey, avoid obstacles and locate their roosting cervices in the dark [15, 17, 18]. They 
Figure 1: LP part of the steam turbine.
Figure 2: First stage of the turbine LP part.
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emit a very loud sound pulse and listen for the echo that bounces back from the surrounding 
objects. Their pulse varies in properties and can be correlated with their hunting strategies, 
depending on the species. Their signal bandwidth varies depending on the species and often 
increases by using more harmonics [19].
The echolocation characteristics are idealized within the framework of the following rules 
by beneﬁting such features of bats [17]:
?? All bats use echolocation to sense distance, and they also know the difference between 
food/prey and background barriers in a seemingly ‘magical’ way.
 ? Bats ﬂy randomly with velocity vi at position xi with a ﬁxed frequency fmin, varying wave-
length l and loudness A0 to search for a prey. They can automatically adjust the wave-
length (or frequency) of their emitted pulses and adjust the rate of pulse emission r in the 
range of [0, 1], depending on the proximity of their target.
?? Although the loudness can vary in many ways, we assume that the loudness varies from a 
large (positive) A0 to a minimum constant value Amin.
The original bat algorithm is illustrated in Fig. 3.
3.2 Nelder-Mead method
The local direct search method called the Nelder-Mead method [16] is one of the most pop-
ular nonlinear optimisation methods. This method was based on the earlier work of Spendley, 
Hext, and Himsworth [20]. In Nelder-Mead method for a function of n parameters, the algo-
rithm maintains a set of n+1 function values and was evaluated at n+1 points in parameter 
space. This set of points deﬁnes a simplex in n dimensions. In two dimensions, the simplex 
would be a triangle. The worst vertex, where f(x,y) is the largest, is rejected and replaced with 
a new vertex. A new triangle is formed and the search is continued. The process generates a 
sequence of triangles (which might have different shapes), for which the function values at 
the vertices get smaller and smaller. The size of the triangles is reduced and the coordinates 
of the minimum point are found. To deﬁne a complete Nelder-Mead method, four parameters 
must be speciﬁed: reﬂection, expansion, contraction and shrinkage.
Figure 3: Pseudo-code of bat algorithm.
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3.3 A novel hybrid algorithm
The hybridization is a connection of two or more algorithms that run together and comple-
ment each other to produce a proﬁtable synergy from their integration [11, 21]. Hybridization 
aims to combine the advantages of each algorithm, whilst reducing the disadvantages. In 
hybrids, one algorithm may be incorporated as a sub-algorithm to locate the optimal param-
eters for another program or different components of algorithm such as mutation crossover 
that are used to improve another algorithm in the hybrid structure. The hybrid algorithms can 
be divided into two groups – collaborative hybrids and integrative hybrids. Depending on the 
combination of the running algorithm, weight of participating of the collaborative hybrids 
can be grouped as follows: multi-stage, sequential, and parallel.
The proposed Multi-stage Hybrid Bat Algorithm consists of Bat Algorithm and simplex 
Nelder-Mead method. In standard version of the bat algorithm, the local search of the algo-
rithm is performed only by the solution to satisfy the condition written in Fig. 3 in line 6. 
Thus, the local search ability of the algorithm depends on a random number compared with 
the emission rate. The value of the pulse emission rate increases as an iteration proceeds. In 
order to improve local search, the Nelder-Mead method was used. The steps of new algorithm 
are started after line 15. Then the simplex method is run if standard bat algorithm did not 
improve the best solution. In this modiﬁcation, all solutions are collected and are ranked 
before the start of the Nelder-Mead algorithm.
4 METHODOLOGY
4.1 Parametrization
The parametrization of 3D axial turbine stage was based on several changing parameters: 
stator twist angle, rotor twist angle, stator simple circumferential lean, rotor simple circum-
ferential lean, stator compound circumferential lean, rotor compound circumferential lean, 
stator simple axial lean, rotor simple axial lean, stator compound axial lean, rotor compound 
axial lean. The total number of optimisation parameters was 12: 6 for stator and 6 for rotor. 
Each parameter was allowed to vary in a prescribed range (bounded optimisation).
4.1.1 Blade twist angle
One of the basic method of changing 3D geometry of the blade is twisting of the stator/rotor 
proﬁles. An example of this kind of optimisation can be found in literature [22]. This type of 
solution is often applied for the rotor blades of the MP and LP turbine parts as the ﬂow param-
eters vary signiﬁcantly across the blade height. With this approach, the channel throats can be 
decreased near the endwalls, while they can be increased in the middle section of the blade. 
The rotor proﬁles are being rotated with respect to their mass center. In case of the stator pro-
ﬁles, the rotation is performed about the trailing edges. Figure 4 presents the optimized rotor 
blade along with its initial twisting.
4.1.2 Simple and compound circumferential lean
The circumferential lean is one of the solutions reducing the variation of the ﬂow parameters 
and reaction along the channel height of the LP part. The reduction of the reaction variation, 
increasing it near the hub and decreasing it near the shroud, leads to reduction of the super-
sonic ﬂow loss in the boundary layer near the trailing edges. As a consequence, the blade 
loading near the hub is increased and the separation is reduced. Additionally, the blade tip 
14 L. Witanowski, et al., Int. J. of Energy Prod. & Mgmt., Vol. 3, No. 1 (2018) 
leakage is reduced. The possibilities of increasing the efﬁciency depend on the actual loading 
which in case of the last stages can change in relatively wide range. The best results are 
obtained in the range of low loadings. Also, the variation of the stator outﬂow angle is reduced 
along the blade height which is beneﬁcial from the point of view of the rotor blade for which 
the twisting level can be decreased [23].
The comparison of the original stage geometry, stage with rotor simple lean and rotor 
compound lean has been presented in Figs. 5–7.
Figure 5: The front view of the original rotor.
Figure 4: Rotor blade and its twisting.
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4.1.3 Simple and compound axial lean
The idea of the axial lean is similar to the circumferential lean; however, different effects can 
be obtained. For the compound lean stator blade, the midspan section move into a region of 
low pressure. As a consequence, the loading of blade increase [24].
The comparison of the original stage geometry, stage with rotor simple lean and rotor 
compound lean has been presented in Figs. 8–10.
4.2 Objective function and constrains
The isentropic total-to-total efﬁciency was selected as the objective function for the shape 
optimisation of the stator and rotor blades. With this deﬁnition, the exit kinetic energy losses 
are not included in general losses of the stage. In order to secure global ﬂow conditions, 
constraint was imposed on the reaction degree, mass ﬂow rate.
Figure 6:  The front view of the rotor with simple circumferential lean.
Figure 7:  The front view of the rotor with compound circumferential lean.
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Figure 8: The circumferential view of the original stage.
Figure 9: The circumferential view of the stage with simple axial lean of the rotor.
Figure 10: The circumferential view of the stage with compound axial lean of the rotor.
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4.3 Procedure
The overall optimisation process consisted of two phases – iterative phase and veriﬁcation. 
All stages of the iteration loop were managed by the script written in Matlab application. The 
geometry of the optimized stage was being created within the Matlab script. In order to per-
form the CFD analysis, the next step was the generation of suitable computational grid. An 
automatic grid was created by means of Ansys Turbogrid software. The hexahedral meshes 
prepared for the numerical simulations consisted of about 200 thousand nodes for every 
domain (single stator channel and single rotor channel with periodic condition). Special care 
was given to the edge length ratio, face angle, element volume ratio. During the optimisation, 
the quality of the meshes was monitored.
 The RANS simulations were performed by means of a commercial code Ansys CFX. The 
numerical model used in the computations was similar to that used by other authors who 
simulated turbine stages [25, 26]. The equations describing the ﬂow were solved by means of 
the ﬁnite volume method. Second-order discretization scheme was applied. As a turbulence 
model the k-w SST was selected. The international standard of state equations for water and 
steam IAPWS-IF98 was used (version for industrial calculations). The imposed set of bound-
ary conditions consisted of the total pressure and total temperature at the inlet, average static 
pressure at the outlet and the rotational speed of the rotor domain.
In the veriﬁcation phase, the optimal geometry was tested on a ﬁne grid (2 mln nodes for 
stage). The comparative results for the original and optimized geometries presented in the 
paper are those for the reﬁned grids. Three algorithms were used in order to study the optimi-
sation process: Nelder-Mead method [27], Implicit Filtering [28], Hybrid Bat Algorithm. The 
optimisation scheme was presented in Fig. 12.
5 RESULTS
The optimizer chose the following changes of the original geometry of the considered LP 
stage:
?? Stator twist angle increased 0.1875°.
 ? Stator simple axial lean angle increased 4°.
 ? Stator simple circumferential lean angle increased 2°.
 ? Stator compound axial lean increased 0.875.
Figure 11: Fine mesh for veriﬁcation process.
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 ? Stator compound circumferential lean increased 1.75.
 ? Rotor twist angle decreased 0.1875° and 0.125°.
 ? Rotor simple axial lean angle increased 4°.
 ? Rotor simple circumferential lean angle decreased 2°.
 ? Rotor compound axial lean increased 0.8125.
?? Rotor compound circumferential lean decreased 2.
As a result of the optimisation process new geometry has been created. The efﬁciency of 
optimised ﬂow path increased by about 0.4% from 96.5% to 96.9% (Fig. 13). The best value 
of objective function was obtained from proposed hybrid method but also other methods 
resulted in loss reduction. The ﬁnal geometry was presented in Fig. 14.
Figure 13: Comparison of total to total efﬁciency of original and optimized geometries.
Figure 12: Optimisation strategy description.
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6 CONCLUSION
The axial stage was optimized by means of the hybrid optimisation method using the combina-
tion of Bat algorithm with Nelder-Mead algorithm. The objective function – the total-to-total 
isentropic stage efﬁciency – was obtained from 3D RANS simulations. As the decision varia-
bles, the geometrical blade parameters for stator and rotor were selected. They inﬂuenced the 
twisting angle distribution as well as simple and compound circumferential and axial lean.
The optimization of the geometry of the low-pressure axial turbine stage resulted in noticeable 
efﬁciency increase equal to 0.4 percentage point. Similar procedure applied for the whole LP 
turbine part could presumably increase the whole turbine efﬁciency.
The further work will include new optimisation algorithms. Also, the other optimization 
objective function will be tested and validated.
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