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Over the past few years, several exciting experiments in the cuprates have seen evidence of a
transient superconducting state upon optical excitation polarized along the c-axis [R. Mankowsky
et al., Nature 516, 71 (2014)]. The competition between d-form-factor order and superconduc-
tivity in these materials has been proposed as an important factor in the observed enhancement
of superconductivity. Central to this effect is the structure of the bond-density-wave along the
c-axis, in particular, the c-axis component of the ordering vector Qz. Motivated by the fact that
the bond-density-wave order empirically shows a broad peak in c-axis momentum, we consider a
model of randomly oriented charge ordering domains and study how interlayer coupling affects the
competition of this order with superconductivity.
I. INTRODUCTION
The cuprate superconductors have been a topic of
active research since their discovery more than thirty
years ago1. The past several years have brought excit-
ing new experimental works in underdoped cuprates on
transient states showing signatures of electron-electron
pairing2–5. In these experiments, the system is excited
via mid-infrared laser pulses which drive phonon modes
of the system and can lead to quasi-static changes of the
lattice structure via non-linear phonon couplings6. For
times close to the pump, features reminiscent of super-
conductivity can be seen in the optical conductivity σ(ω),
e.g. a 1/ω divergence in Imσ(ω) and Josephson plasma
resonances7.
Also in the last few years, there has been growing
interest in charge ordering phases in several cuprate
families7–13, which have been seen to compete and co-
exist with superconductivity at low temperatures. One
model for such order is a density-wave instability emerg-
ing from nesting of the Fermi surface14,15. Such a model
predicts the experimentally observed d-wave form factor
seen in experiments12, although it predicts a diagonal
(Q,Q) in-plane ordering vector instead of the observed
axial (Q, 0) order16.
The nature of the photo-excitation employed in exper-
iments, as well as previous theoretical works, have sug-
gested that it is important to understand the effect of in-
terlayer coupling. Particular its role in the competition
between charge order and superconductivity to have a
full understanding of the effects seen under mid-infrared
excitation. In particular, one scenario suggests melting
of the competing charge order17,18 via modulation of the
interlayer coupling as the underlying mechanism, moti-
vated in particular by the suppression of charge order-
ing peaks in X-ray coinciding with the transient pairing
state7. Additionally, coupling between the planes seems
to play an important role in the experimental results6,19.
One consequence of driving the c-axis phonon modes
is a transient quasistatic modification of the interlayer
spacing6, leading to an enhancement of the hopping be-
tween the planes. In a previous work, we showed that
an increase in interlayer coupling could lead to a melt-
ing of d-form-factor density wave order in a model of
stacked planes18. Furthermore, within the model, the
melting of the density wave order led to a corresponding
enhancement of superconductivity. These results apply
to the case of order which is constant along the c-axis,
while charge order with c-axis momentum Qz = π is ro-
bust to changes in the interlayer coupling. We, however,
note that such a configuration is to be contrasted with
the empirical observation that while the c-axis momen-
tum seen in experiments is peaked about Qz = π, the
feature is quite broad9. Along with scanning tunneling
microscopy results12, this suggests a picture of patches of
in-plane order which are only weakly correlated between
planes. We consider here a model where the local phase
and orientation of charge order are pinned by e.g. lattice
impurities or distortions. Taking this phase and orien-
tation to be random variables, we consider the Landau
theory obtained by averaging over all such regions in the
system In general, we find that when in-plane pinning
of the charge order is taken into account an increase of
interlayer coupling leads to a melting of charge order and
an enhancement of superconductivity.
The outline of the paper is as follows. In Section II,
we describe the t − J − V model20,21 of the planes
and consider the non-interacting susceptibility in the d-
form-factor density wave (dFF-DW) channel to find the
wavevector of the strongest instability. In Section III,
we review the mechanism for enhancement of supercon-
ductivity in the case where dFF-DW is constant along
the c-axis. Then, in Section IV, we consider the aver-
aged Landau free energy of competing superconductivity
and dFF-DW order and study how interlayer coupling
affects the competition between the two orders. Finally,
in Section V, we summarize and discuss our results.
II. MODEL
In order to explore the effects of the c-axis hopping on
d-form-factor density wave (dFF-DW) order, we consider
a minimal model of two planes. We model each Cu-O
2l f l(k) Representation
1 cos kx − cos ky B1
2 cos kx + cos ky A1
3 sin kx − sin ky E
4 sin kx + sin ky E
TABLE I. Basis functions for factorization of nearest neighbor
interactions categorized by the representation of D4 to which
they belong.
plane as a t − J − V model14,20–22 on a square lattice,
setting the lattice constant a to 1. Our model takes the
form H = H0 +Hint. The free part is given by
H0 =
∫
k
ψ†k
[(
ξkΛˆ0 + tkΛˆ1
)]
⊗ σˆ0ψk
tk = tz(cos kx − cos ky)2/4
(1)
where Λi are Pauli matrices acting in the layer space and
σi act in the spin space. ξk includes hopping up to third
nearest neighbor23 and tk describes the hopping between
layers24,25. To this we add the layer-local interactions
Hint =
1
2
∑
〈i,j〉
∑
L
(
V ni,Lnj,L + JSi,L · Sj,L
)
. (2)
where V and J are nearest neighbor Coulomb repulsion
and spin exchange, respectively, and L is a layer index.
The V term suppresses d-wave superconductivity and
functions as a way to tune the relative strength of the
two instabilities.
The nearest neighbor form of the interaction allows
us to decompose the potential into a sum of factorizable
potentials
J~k−~k′ =
1
2
J
∑
l
f l(k)f l(k′) (3)
V~k−~k′ =
1
2
V
∑
l
f l(k)f l(k′). (4)
Here, the functions f l(k), listed in Tab. I, form a basis
of nearest neighbor in-plane interaction vertices which
transform as representations of D4
26 Since we are inter-
ested in d-wave superconductivity (dSC) and dFF-DW
we will be focusing on the terms containing f1(k) =
cos kx − cos ky, which correspond to a dx2−y2 -like form
factor. In real space such a form factor corresponds to
the case where x-links and y-links have opposite signs.
Self-energy effects due to interactions in other channels
will be assumed to have already been taken into account
in the free dispersion.
We may then undertake a decoupling in the dFF-DW
and superconducting channels. Due to the form of the
interaction, we consider only layer-local order parame-
ters. The superconducting order is taken to be d-wave
and constant along the c-axis.
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FIG. 1. Maximum eigenvalue of the matrix density wave sus-
ceptibility Πˆφ as a function of in-plane ordering vector in
the Brillouin zone. The strongest instability is generically
at in-plane wavevector (Q,Q) with Q ∼ 1.14 and out of plane
wavevector Qz = pi.
With these restrictions, at the mean-field level, we con-
sider the order parameters
φL(Q) =
gφ
2
∑
k,σ
f1(k) 〈c†
k−Q/2,σ,Lck+Q/2,σ,L〉
∆ =
g∆
4
∑
k,L,σ,σ′
f1(k) 〈c−k,L,σ(−iσ2σσ′ )ck,L,σ′〉
(5)
where gφ,∆ =
3J
4 ± V and 〈· · ·〉 indicates an ensemble
average.
Having defined the order parameters we can also define
associated normal state susceptibilities in these channels.
In particular, we define the matrix dFF-DW susceptibil-
ity
Π(q)ij = −
∑
k
[f1(k)]2
× trL,σ
[
Gˆ0(ǫn,k+Q/2)vˆiGˆ0(ǫn,k−Q/2)vˆj
]
. (6)
where Gˆ0 is the non-interacting Green’s function and
∑
k
includes an integral over in-plane momentum and a sum
of the Fermionic Matsubara frequency ǫn.
In order to determine the in-plane charge-ordering
wavevector, we calculated the susceptibility at various
values of Q and compared the maximum eigenvalues. An
intensity plot of the strongest instability by wavevector is
shown in Fig. 1. For the in-plane component, we generi-
cally find the susceptibility to be greatest for a diagonal
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FIG. 2. The leading instability has an in-plane ordering mo-
mentum which connects the ‘hotspots’, the points where the
Fermi surface intersects the magnetic Brillouin zone bound-
ary, across the edge of the Brillouin zone, e.g. the hotspots
labeled 1 and 2. The symmetry of the problem allows the
mean-field Hamiltonian at only hot regions 1 and 2 to be con-
sidered.
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Normal
T
V
SC +
DW
FIG. 3. Schematic phase diagram of competing d-wave super-
conductivity and d-form-factor density wave. V , the nearest-
neighbor Coulomb repulsion, acts as a tuning parameter for
the relative strength of the two instabilities.
(Q,Q) nesting wavevector as is generally the case in such
models14,27,28.
III. HOTSPOT MODEL AND THE CHARGE
ORDERING INSTABILITY
As was discussed in a previous work18, interlayer hop-
ping leads to a curvature effect that suppresses dFF-DW
that is constant along the c-axis. This can be under-
stood by looking at an effective low-energy model of ‘hot-
spots’ in the Brillouin zone. We begin by considering
a single Cu-O plane. Noting the importance of anti-
ferromagnetic fluctuations in the cuprates, we expand
the Hamiltonian about ‘hot-spots’ where the Fermi sur-
face is nested with anti-ferromagnetic wave-vector (π, π),
i.e. where the Fermi surface intersects the magnetic Bril-
louin zone boundary as depicted in Fig. 2. This leads to
a low-energy Hamiltonian
H =
∑
~k,i
ξi,~kc
†
i,~k,σ
ci,~k,σ
+ gabcd
∑
~k,~p
[
c†
1,~k,a
c2,~k,dc
†
4,~p,cc3,~p,b
−c†
1,~k,a
c†
2,−~k,c
c4,−~p,dc3,~p,b
]
, (7)
where the interaction is
gabcd = −1
4
J ~K~σab · ~σcd − V ~Kδabδcd, (8)
k and p are now the deviations from the hotspots, a −
d are the electron spin indices, and i is now a hotspot
index (e.g. as shown in Fig. 2). Inversion symmetry
allows us to restrict attention to half of the hotspots in
the Brillouin zone. We then undertake a simultaneous
mean-field decoupling in the dSC and dFF-DW channels.
Due to the symmetries of the problem, it is then only
necessary to consider one pair of hotspots with the mean-
field Hamiltonian
HˆMF(~k) =


ξ1(~k) φ¯ ∆ 0
φ ξ2(~k) 0 ∆
∆¯ 0 −ξ1(~k) −φ¯
0 ∆¯ −φ −ξ2(~k)

 , (9)
where ∆ and φ are the dSC and dFF-DW order pa-
rameters respectively. From this mean-field Hamiltonian
one can obtain a Landau free energy as a function of
gφ,∆ =
3J
4 ± V and temperature:
F = α∆∆2 + β∆∆4 + αφφ2 + βφφ4 + γφ2∆2. (10)
For this model, one finds that γ > 0, meaning that the
orders φ and ∆ compete. Nonetheless, there exists a
parameter regime where the two coexist, consistent with
experimental phase diagrams of the cuprates as schemat-
ically depicted in Fig. 3.
If we now introduce a tunneling between planes along
the c-axis, the picture is modified in two notable ways.
The most obvious is that the free electron dispersion
ξ changes. However, the dFF-DW order parameter no
longer exactly connects hotspots 1 and 2 away from
kz = 0. Since the Fermi surface changes shape with kz
while the ordering vector Q remains fixed, the hotspots
cannot be nested at Q for all values of kz as can be seen
in Fig. 4. This can most readily be seen by observing the
form of the dFF-DW susceptibility within the hotspot
model. If we consider a point, k, the important quan-
tities for the dFF-DW susceptibility are the energies ξk
and ξk+Q. Let us define ξ± =
ξk±ξk+Q
2 . We may then
express the integrand of the susceptibility as
sinh ξ−2T cosh
ξ−
2T
2ξ−
(
sinh2 ξ+2T + cosh
2 ξ−
2T
) . (11)
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FIG. 4. Bending of the Fermi surface as a function of c-axis
angular momentum leads to a destruction of nesting away
from kz = 0. As the Fermi surface nesting vector is a func-
tion of kz but the ordering vector Q is not, the Fermi surface
cannot remain nested at Q for all kz. This leads to a weak-
ening of the dFF-DW nesting instability.
From this expression it is clear that ξ+ can only serve
to weaken the instability. In fact, in the case ξ+ = 0 we
recover the logarithmic BCS instability. In the vicinity
of the Fermi surface, where we expect the largest contri-
bution to come from, we can linearize the electron dis-
persion. If the Fermi surface is close to being nested
at the dFF-DW wavevector, we have ξ+ =
vk·δQ
2 and
ξ− = vkk¯, where δQ is the deviation from the perfect
nesting wavevector and k¯ is the average of each parti-
cle’s deviation from the nearest hotspot. Thus, the ex-
tent to which the nesting vector differs from the dFF-DW
wavevector determines the strength of the instability.
As tunneling strength is increased, the degree of nest-
ing at the dFF-DW wave-vector is lessened and therefore
the instability is weakened. Effectively, this leads to the
value of αφ in Eq. (10) increasing. Superconductivity, on
the other hand, is only very weakly affected by the change
in coupling strength. Since the two orders are in com-
petition, the net result is that increasing the interlayer
tunneling produces an enhancement of superconductivity
within the coexistence regime. For more details we refer
the reader to Ref. 18.
There is, however, an exception to this argument. Due
to the nearest neighbor nature of the inter-plane hopping,
the fermi surface is always nested perfectly at the wave
vector (0, 0, π). Therefore if the dFF-DW wavevector is
(Q,Q, π) it will be largely unaffected by the change in
interlayer tunneling, and the effect disappears.
The susceptibility analysis of Sec. II indeed confirms,
that one can instead have an instability toward an or-
der which oscillates with wavenumber π along the c-axis.
Over a range of parameters, the strongest dFF-DW in-
stability is overwhelmingly of such form. Nevertheless,
there are empirical reasons to believe that the experi-
mental situation is a little more complicated. The main
focus of this work is to address one such aspect.
IV. EFFECTS OF PHASE PINNING
Empirically, the c-axis ordering vector Qz of the den-
sity wave phase is broadly peaked around π, with a cor-
relation length of approximately 0.6 lattice units9. Moti-
vated by this we consider a model in which the interlayer
ordering is not defined by a single wavevector. Instead,
we propose a model of the charge order φL = |φ|eiθL
at wavevector QL, where the relative phase θ = θ1 − θ2
in between the two layers and the relative orientation
Q1 ·Q2 ∈ {0, Q2} of the ordering vector on the layers are
taken to be random variables determined by disorder.
For the model under consideration, the Landau free
energy generically takes the form
FO[θ] = α∆|∆|2 + β∆|∆|4 + αφ,O[θ]|φ|2
+ βφ,O[θ]|φ|4 + γO[θ]|φ|2|∆|2, (12)
where θ is as above, O =‖,⊥ is the relative orientation
of the ordering vectors in the two planes, and ∆ and φ
are the superconducting and density wave order parame-
ters, respectively. The coefficients may be calculated di-
agrammatically from the free particle action and depend
parametrically on the interlayer couplings through the
single-particle dispersion. The microscopic expressions
for the Landau coefficients are given in the Appendix.
We again find γ > 0, indicating competition between the
two orders. For purposes of calculation it is useful to
express the coefficients as a power series in cos(θ)
c‖(θ) =
∑
n
c(n) cosn θ
c⊥ =
1
2π
∫ 2π
0
dθc‖(θ)
, (13)
where c ∈ {α, β, γ} and for a term including φm the
coefficients c(n) = 0 for n > m/2. This form allows
moments of the terms to be calculated easily in terms of
the circular moments 〈einθ〉θ.
The corresponding saddle-point equations admit three
non-trivial solutions: a superconducting phase, a density
wave phase, and a coexistent phase:
|∆| =
√
− α∆
2β∆
, φ = 0
∆ = 0, |φ| =
√
− αφ
2βφ
|∆| =
√
2βφα∆ − γαφ
γ2 − 4β∆βφ , |φ| =
√
2β∆αφ − γα∆
γ2 − 4β∆βφ .
(14)
515 20 25 30 35 40 45
tz (meV)
0.94
0.96
0.98
1.00
1.02
1.04
1.06
1.08
Π
c
/Π
c
(3
0
m
eV
)
θ=
0
θ= pi
〈
⋯ 〉
θ
FIG. 5. Charge susceptibility as a function of interlayer cou-
pling for relative phase θ = 0 (solid blue), θ = pi (dashed
green), and averaged with respect to θ (orange dot-dashed).
Notably, there is little effect for θ = 0, while for θ = pi there
is a noticeable suppression of charge ordering. The averaged
case sits somewhere between the two, but the suppression of
charge order is still significant.
Our goal is to determine how driving the system af-
fects the above phases. It has been proposed that a sig-
nificant effect of driving the apical oxygen modes is a
modification of the interlayer spacing. Following previous
works18,29,30, we model the effect of this change in spac-
ing on the hoppings as tz = tz0 exp(−αdz). Therefore,
we will be interested in seeing how the phase boundaries
move as the interlayer hopping strength changes.
To understand the effect of increased c-axis coupling
on the dFF-DW we first consider the effect on the charge
susceptibility Πφ = −αφ+ 1gφ , where gφ is the strength of
the interaction in the dFF-DW channel. As can be seen
in Fig. 5, increasing tz leads to a notable suppression for
order at θ = 0 while θ = π sees a slight enhancement
(due to the change in carrier density at fixed chemical
potential18).
Now let us look at the averaged susceptibility. We
take the relative orientation of the wave-vectors to obey
a Bernoulli distribution, where alignment has probability
p, and we take θ to be distributed according to a wrapped
normal distribution31 with mean µ = π, and standard
deviation σ
P [θ] =
1
σ
√
2π
∞∑
k=−∞
exp
(
− (θ − µ+ 2πk)
2
2σ2
)
. (15)
This is the simplest extension of a Gaussian distribution
to a periodic variable. Our choice of distribution cor-
responds to the approximation that the relative phase
is mostly determined by its first and second moments.
Here, we have set the mean of the distribution to π to
reflect both the fact that this is the energetically favored
orientation in absence of disorder and that this is exper-
imentally observed to be the peak ordering vector.
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FIG. 6. Phase diagram as a function of interlayer coupling tz
and temperature T for a fixed value of interaction strength.
Increasing tz leads to a suppression of charge ordering and a
coinciding enhancement of superconductivity.
After the averaging process, we find
Πφ =
∑
O
∫ 2π
0
dθP [θ]P [O]Πφ[O, θ]
= Π
(0)
φ +
1
2
(
1
2
+ e−σ
2/2 cosµ
)
Π
(1)
φ (16)
with Π(i) defined as in Eq. (13).
As is shown in Fig. 5 the averaged susceptibility, like
the θ = 0 case, shows a noticeable decrease as tz is in-
creased, indicating a melting of charge order.
Minimizing the averaged free energy density F we find
that an increase in interlayer coupling leads to an observ-
able melting of dFF-DW and a concomitant enhancement
of superconductivity as can be seen in Fig. 6. In fact, tun-
ing of interlayer coupling at fixed temperature can tune
between charge-ordered, coexistent, and superconducting
phases.
Changing the variance of the phase leads to a quan-
titative difference but results are qualitatively similar.
In particular, we considered various values of σ with
the dFF-DW ordering temperature at tz = 30meV held
fixed. As shown in Fig. 7 for a wide range of σ an increase
in interlayer tunneling leads to a melting of dFF-DW and
an associated enhancement of dSC. The salient point is
that pinning of the dFF-DW phase in general frustrates
the interlayer ordering of the density wave state which
would otherwise make it insensitive to changes in inter-
layer coupling. So while, in an idealized system the inter-
layer coupling strength should not appreciably affect the
competition between dFF-DW and dSC order, in a real-
istic system an increase of the interlayer coupling generi-
cally leads to a melting of dFF-DW and enhancement of
dSC.
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FIG. 7. dFF-DW order parameter φ (top) and supercon-
ducting order parameter ∆ (bottom) vs interlayer coupling
for various values of σ, the standard deviation of the inter-
layer dFF-DW phase difference. The coupling constants of the
model have been normalized to keep the bare charge ordering
temperature at tz = 30mev fixed. Increasing tz in general
leads to a melting of dFF-DW and enhancement of SC with
the effect becoming more pronounced as σ is increased.
V. DISCUSSION AND CONCLUSION
In this work, we have shown that the broadly peaked
nature of the c-axis structure for dFF-DW order in gen-
eral means that that an increase of interlayer tunneling
leads to a melting of charge order and a corresponding
enhancement of the competing superconductivity. No-
tably the presence of phase pinning or the dFF-DW is
essential to this effect. This has implications for optical
control experiments, which are believed to be inducing
a transient superconducting state by coupling to inter-
layer degrees of freedom, and, in particular, to our previ-
ous work in which we investigated the effect of interlayer
separation in cuprates on the competition between super-
conductivity and dFF-DW18. In that work we considered
specifically the case of an order which is constant along
the c-axis. Here we have extended our analysis to con-
sider the case where the interlayer phase difference for
the dFF-DW order is a random variable to be averaged
over.
One way to visualize our results is that domains with
distinct phase differences form and these domains are sus-
ceptible to melting to different degrees. Such a picture
is consistent with experiments where inhomogeneous en-
hancement of electron-electron pairing is observed6, as
one might expect from inhomogeneous melting of dFF-
DW domains.
While the c-axis curvature effects seem to be too weak
to explain the observed enhancement of superconducting
correlations alone, there are still other theoretical17 and
experimental7 reasons to believe that melting of charge
order plays an important role. Other explanations have
been considered for this effect such as redistribution of
spectral weight19, suppression of superconducting phase
fluctuations32, or other routes to melting of dFF-DW
order17. Most likely the complete explanation is some
combination of factors, with a number of these frame-
works forming complementary rather than competing
mechanisms.
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Appendix: Microscopic expressions for Landau
coefficients
As discussed in Sec. IV, the Landau theory for com-
peting orders in this model takes the form
FO[θ] = α∆|∆|2 + β∆|∆|4 + αφ,O[θ]|φ|2
+ βφ,O[θ]|φ|4 + γO[θ]|φ|2|∆|2, (A.1)
The quadratic Landau coefficients are simply related
to the susceptibilities in the corresponding channels
α∆ =
1
g∆
−Π∆
αφ =
1
gφ
−Πφ
. (A.2)
The superconducting terms are simplest, with
Π∆ =
∑
k
f1(k)
2
∑
±
tanh
ǫk,±
2T
2ǫk,±
(A.3)
and
β∆ =
∑
k
f1(k)
2
∑
±
1
2ǫk,±
×
[
tanh
ǫk,±
2T
2ǫk,±
+ n′f (ǫk,±)
]
, (A.4)
7where ǫk,± = ξk±tk are the eigenvalues of the free Hamil-
tonian.
As mentioned above the terms involving φ can be bro-
ken into coefficients of cosn θ. Beginning with the dFF-
DW susceptibility
Π
(n)
φ =
∑
k
f1(k)2
∑
λλ′
(−1)n(λ−λ′)Π(ǫk,λ, ǫk,λ′) (A.5)
where
Π(ǫ1, ǫ2) =
nf (ǫ2)− nf (ǫ1)
ǫ1 − ǫ2 . (A.6)
The quartic dFF-DW terms are
β
(1)
φ =
∑
k
∑
λλ′
(−1)λ−λ′
[
1
2
f1(k)
4
Mβ,1(ǫλ(k +Q2), ǫλ′(k−Q2))
+f1(k +Q)
2
f1(k−Q)2Mβ,2(ǫλ(k), ǫλ′(k−Q), ǫλ′(k+Q))
]
(A.7)
and
β
(0,2)
φ =
∑
k

f1(k)4

1
4
∑
λλ′
Mβ,1(ǫλ(k +Q2), ǫλ′(k−Q2))
∓Mβ,3({ǫλ(k+ ζQ)}λ,ζ)±
∑
λ
Mβ,2(ǫλ(k−Q/2), ǫλ′(k+Q/2), ǫ−λ(k+Q/2))


+ f1(k +Q)
2
f1(k−Q)2

1
2
∑
λ1,λ2,λ3
(±1)λ2−λ3Mβ,2(ǫλ1(k), ǫλ2 (k−Q), ǫλ3(k+Q))
∓
∑
λλ′
(−1)λ−λ′Mβ,3({ǫ+(k), ǫ−(k), ǫλ(k+Q), ǫλ′(k−Q)})



 , (A.8)
where we have defined
Mβ,1(x, y) =
1
(x− y)2
(
tanh x2T − tanh y2T
x− y + n
′
f (x) + n
′
f (y)
)
Mβ,2(x, y, z) =
1
z − y
(
nf (z)
(x− z)2 −
nf (y)
(x − y)2
)
+
1
(x− z)(x− y)
[
n′f (x)− nf (x)
(
1
x− z +
1
x− y
)]
Mβ,3({xi}) =
∑
i
∏
j 6=i
nf (xi)
xi − xj .
(A.9)
Finally for the competition term
γ(n) =
∑
k
f1(k)2f1(k+)
∑
λλ′
× (−1)n(λ−λ′)
[
f1(k+)Mγ,2(ǫλ(k+), ǫλ(k−))
−f1(k−)Mγ,1(ǫλ(k+), ǫλ(k−))
]
(A.10)
where k± = k±Q/2 and we have defined
Mγ,1(x, y) =
1
(x)2 − (y)2
(
tanh y2T
2y
− tanh
x
2T
2x
)
Mγ,2(x, y) =
1
2x
[
n′f (x)
x− y −
tanh( x2T )
2x(x+ y)
]
+ (x↔ y).
(A.11)
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