uncertainty. Current theories and experimental approaches generally assume that observers 
57
To arbitrate between these two critical hypotheses, we presented observers with 58 audiovisual signals in synchrony but with a small spatial disparity in a sound localization task.
59
Critically, the spatial standard deviation (STD) of the visual signal changed dynamically over 
Results

69
Figure 1
In a series of four experiments, we presented participants with audiovisual signals in a spatial visual noise 5, 13 . As a result, observers' visual uncertainty estimate could be quantified in terms
77
of the relative weight of the auditory signal on the perceived sound location with a greater 78 auditory weight indicating that observers estimated a greater visual uncertainty. Importantly, additional fourth experiment, we inserted abrupt increases or decreases into a sinusoidal 87 evolution of the visual cloud's STD (n =18, period = 30 s, Fig. 4 ). We will first describe the 88 results for the three continuous sequences followed by the discontinuous sequence.
89
Figure 2
90
Figure 3
We assigned physical visual noise (i.e., the cloud's STD) and sound localization for the full model see Supplementary Fig. 1 ). Models were fit individually to observers' data 134 by sampling from the posterior over parameters for each observer ( Table 2 , Fig. 4C and Supplementary Fig. 2A ).
179
Across four experiments that used continuous and discontinuous sequences of visual 180 noise, we have shown that the Bayesian learner outperforms the instantaneous learner.
181
However, in none of the four experiments were we able to decide whether observers adapted 
312
The visual clouds were re-displayed with variable horizontal standard deviations (see below)
313 at a rate of 5 Hz (Fig. 1A) . The cloud's location mean was temporally independently Fig. 2A-C) .
404
By design, the temporal evolution of the physical visual uncertainty (i. generalization to the population level, the parameter estimates (ß t, ß dt ) for each subject were 421 entered into two-sided one-sample t-tests at the between-subject random-effects level. (Table 1) . and compared three models where the visual reliability (λ ) was (1) estimated instantaneously 444 for each trial (i.e., instantaneous learner), was updated via (2) Bayesian learning or (3) 445 exponential discounting (i.e. exponential learner) ( Supplementary Fig. 1 ).
446
In the following, we will first describe the generative model that accounts for the fact 
461
We assume that the auditory signal is corrupted by noise, so that the internal signal is A t ~ subjects to use the dispersion as an estimate of the uncertainty about the visual mean.
467
The visual reliability of the visual cloud, λ , = 1/σ V,t 2 , varies slowly at the re-display rate of 468 5 Hz according to a log random walk: log λ , ~ (log λ , , 1/ ) with 1 being the 469 variability of λ , in log space. We also use this log random walk model to approximate 470 learning in the four jump sequence (see 25 ).
471
The generative models of the instantaneous, Bayesian and exponential learners all account for 472 the causal uncertainty by explicitly modeling the two potential causal structures. Yet, they 473 differ in how they estimate the visual uncertainty on each trial, which we will describe in 474 greater detail below.
476
Observer Inference
477
The instantaneous, Bayesian and exponential learners invert this (or slightly modified, see 
490
Finally, for all models we assume that the observer pushes the button associated with the 491 position closest to , . In the following, we describe the generative and inference models for given a subject's responses: ( | , , ,
Model estimation and comparison
577
Parameters for each model (for all models: σ A , P common = P(C=1), σ 0 , Bayesian learner: , 578 exponential learner: γ) were fit for each individual subject by sampling using a symmetric
579
proposal Metropolis-Hasting (MH) algorithm (with A integrated out via sampling, see above).
580
The MH algorithm iteratively draws samples set n from a probability distribution through a 581 variant of rejection sampling: if the likelihood of the parameter set is larger than the previous 582 set, the new set is accepted, otherwise it is accepted with probability WAIC difference between models for each subject were randomly permuted).
599
To qualitatively compare the localization responses given by the participants and the To test the validity of the models, we performed parameter recovery and were able to 
