The cyclicality of prices has been in debate recently. One of the key stylized facts that has served as a cornerstone for traditional business cycle models is the procyclical behavior of prices. Recent research has questioned the empirical basis for this stylized fact. Using quarterly U.S. data, Kydland and Prescott (1990) report that cyclical components of U.S. prices and output are correlated negatively in the post-Korean War period. They cite this result as evidence against the conventional understanding that prices are procyclical. Cooley and Ohanian (1991) confirm the negative correlation in the post-WWII period and also find that if the sample is extended into the nineteenth century, the data are not at all suggestive of procyclical prices, with the important exception of the inter-war period. They interpret their findings of countercyclical prices as being inconsistent with the predictions of demanddriven models and instead supportive of real business-cycle models.
The work of other researchers, such as Backus and Kehoe (1992) and Smith (1992) , complements these studies by examining cross-country evidence. For example, Smith finds that, for ten countries, fluctuations in the price level generally are procyclical from the late nineteenth century until WWII, with the exception of a period around WWI. Pricelevel movements are countercyclical in the post-Depression period, however, with the possible exception of a period in the 1950s or 1960s. These facts suggest that procyclical price movement is not a stable feature across many business cycles. Chadha and Prasad (1993, 1994) show the importance of making a clear distinction between inflation and the cyclical component of the price level in reports and interpretations of stylized facts regarding business cycles. They find that, in postwar quarterly data for the United States, as well as for the rest of the G-7 countries, the cyclical components of the price-level and output series are negatively correlated. The inflation rate, however, is generally correlated positively with various measures of the cyclical component of output, suggesting that demand-driven models of the business cycle are not necessarily falsified by the countercyclical behavior of the price level.
Similarly, Hall (1995) argues that the conclusions on the sources of the business cycle of Cooley and Ohanian, and Kydland and Prescott are flawed. He shows that a negative correlation between detrended output and detrended prices is predicted by the natural-rate nominal-demand shock model, under reasonable assumptions. In other words, he shows that the naturalrate model suggests that procyclical prices imply a positive correlation between the change in inflation and detrended output. Judd and Trehan (1995) argue that the use of cross-correlation coefficients as indicators for evaluating the empirical relevance of demand-oriented versus supply-oriented macroeconomic theories is problematic in principle. Using two econometric models, they show that correlation coefficients for prices and output could easily be negative even if demand shocks were the primary source of cyclical fluctuations and prices were procyclical. Gavin and Kydland (1995) show that alternative money supply rules can change the Yang Woo Kim is a senior economist for the Bank of Korea. From August 1995 to July 1996, he was a visiting scholar in the research department of the Federal Reserve Bank of St. Louis. Nick Meggos and Kelly Morris provided research assistance. The views expressed are those of the author and do not necessarily reflect official positions of the FRB of St. Louis, the Federal Reserve System, the Board of Governors, and the Bank of Korea. The author is grateful to Mike Dueker, Bill Gavin, Barry Jones, and Travis Nesmith for helpful comments and suggestions.
1 Precisely speaking, if a nonstationary stochastic process can be made stationary by a particular transformation, and a different transformation is employed, the spectral representation will be altered. Thus it is important to use the correct transformation.
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cyclical nature of prices in a flexible-price economy. The purpose of this paper is to document the empirical evidence on the cyclical behavior of prices and inflation in two rapidly growing developing countries-Korea and Taiwan. I use the methodology of Chadha and Prasad (1994) to see if results from advanced countries are robust when compared to the results from these developing countries, whose business cycles may have different characteristics. In addition to the usual techniques for detrending-linear detrending, first differencing, and Hodrick-Prescott (HP) filtering-two more techniques are utilized. That is, the Zivot-Andrews' (1992) procedure of a unit root test with a structural break at an unknown point in time is used to enable researchers to consider possibilities of a segmented trend of the data. Also, a smooth trend based on the phase average trend (PAT) technique (Klein and Moore, 1985; Zarnowitz, 1992) that is popular in growth-cycle literature is estimated and used in detrending the time series to confirm the robustness of the empirical findings.
The next section of this paper discusses the strategy of the trend-cycle decomposition and related issues. The third and fourth sections present empirical correlations of prices and inflation with the cyclical component of output in Korea and Taiwan. The final section summarizes the main results and implications.
Trend-Cycle Decomposition
To examine the co-movement of macroeconomic variables over the business cycle, it is necessary to use a procedure based on an appropriate measure of the cyclical component of the series. It has been well documented that macroeconomic variables are nonstationary in general. The characterization of the form of the nonstationarity is very important, since it will affect the nature of the stationary component as well as the permanent component of a time series. 1 However, there is no consensus on the correct trend-cycle decomposition method.
There are several widely used transformations, including deterministic linear detrending, first differencing, and other types of stochastic detrending such as Hodrick and Prescott (1981) filtering. Since each technique suggested has its own limitations, depending on the nature of the input series and the issues addressed, it is likely that different detrending methods will be useful in different applications.
To get around problems associated with particular detrending methods, some researchers adopt an eclectic strategy in detrending a time series-i.e., instead of using a particular technique for detrending, they try various detrending methods and evaluate the robustness of the results across techniques. Cooley and Ohanian (1991) and Smith (1992) use three filters in calculating the cross-correlations of price and output: linear, first-difference, and HP. Chadha and Prasad (1993,1994) try a segmented trend based on Perron (1989) and a stochastic detrending method used by Beveridge and Nelson (1981) and Blanchard and Quah (1989) as alternatives.
In this study, I basically follow Chadha and Prasad' s strategy in using a variety of detrending procedures. I use the three filters-linear, first-difference, and HP-as well as two others. Instead of BeveridgeNelson detrending (1981) or Blanchard and Quah' s method (1989) , I investigate the nature of the nonstationarity of the time series more thoroughly by applying Zivot and Andrews' unit root test (1992) under the alternative of trend stationarity with a break at an unknown point in time. A break point identified by this procedure is then used for setting up a segmented linear trend. I also calculate a fifth decomposition with the Growth Cycle program based on the PAT technique. A deterministic linear trend is free of any cyclical or any other short-run movements; as a result, it guarantees a clear decomposition of the series into a trend and cyclical component. But it is not likely that a deterministic trend, or trendstationary process, would represent the real world across periods of dramatic changes such as the Great Crash of 1929, or World War II or periods of structural changes in developing economies. Another detrending method, first differencing, is included for completeness, but it is probably not appropriate for studying the cyclical nature of prices, since it removes information at cyclical frequencies. Most real business-cycle researchers have extensively used the Hodrick and Prescott filter (1981) . Kydland and Prescott (1982) choose it because it focuses on fluctuations at cyclical frequencies. This technique, however, has been criticized by several researchers (King and Rebelo, 1993; Cogley and Nason, 1995; Harvey and Jaeger, 1993; Gregory and Smith, 1995) , because mechanical detrending based on the HP filter could lead investigators to report spurious cyclical behavior. The last two methods I use-the segmented linear method and the PAT technique-have not been widely used in the business-cycle literature. Therefore, I include a detailed discussion of these two methods before analyzing the cyclical behavior of prices in Korea and Taiwan.
The Segmented Linear Method
Since Nelson and Plosser (1982) , the popular view has been that most macroeconomic variables have a unit root-that is, they follow stochastic trends. Recently, evidence against this unit root hypothesis has been presented by various authors. Perron (1989) shows that, once a break in the trend is allowed in the data, the unit root hypothesis can be rejected in favor of the alternative hypothesis of stationarity around a deterministic trend that has an exogenous break at either the Great Crash or the 1973 oil shock. This situation is true for postwar quarterly U.S. real GNP as well as for eight of the eleven macroeconomic time series Nelson and Plosser examined. Perron' s results are criticized and further elaborated by several researchers, on the ground that his choice of a break point in the trend is ad hoc and hence cannot circumvent the problem of data-mining (Christiano, 1992; Zivot and Andrews, 1992) . By treating the breakpoint as endogenous, they find less evidence against the unit root hypothesis than Perron finds for many of the data series but stronger evidence against it for several of the series. Similarly, Banerjee, Lumsdaine, and Stock (1992) examine the unit root hypothesis on postwar real output of G-7 countries using tests based on asymptotic distribution theory, which treats break dates as unknown a priori, and they find that the null hypothesis of a unit root can be rejected only for Japan. Serletis (1994) , who bases his research on the Zivot and Andrews' technique (1992) , finds that the unit root model can be rejected for real per capita output series in eight out of ten countries over the period of 1870 to 1985, if a one-time break is allowed at an unknown point in time. Using the same technique, Alba and Papell (1995) examine unit roots in aggregate and real per capita GDP for nine newly industrializing countries (NIC) and newly exporting (NEC) countries in east and southeast Asia. In 15 out of 18 cases, they reject the unit root hypothesis in favor of the theory of trend stationarity with a break. Overall, the results from these studies suggest that the international evidence of the unit root model is mixed as far as output is concerned, either real GDP or per capita GDP; the outcome depends on how certain big shocks (such as the Great Crash of 1929) are treated.
Here I use Zivot-Andrews' variant of the sequential Dickey-Fuller test of a unit root, which can be represented by the following equation:
where DU = 1 and DT = t -TB if t > TB and 0 otherwise. This tests the null hypothesis of a unit root against the alternative hypothesis of a trend stationarity with a one-time break (TB) in the intercept and slope of the trend function at an unknown point in time. For this, different regressions are run for TB = 2, 3, ..., T-1, where T is the number of observations adjusted 2 The results of the standard augmented Dickey-Fuller unit test suggest that output and price series in both countries have a unit root if no break in the trend is taken into account. 3 The results for the unit root test for the output series are slightly different, in terms of either model chosen or the break point, compared to Alba and Papell (1995) . This difference in outcome seems to stem from differences in the data sets. Alba and Papell use annual data collected and adjusted by Summers and Hester (1953 -1988 for Korea, 1950 -1988 for Taiwan), while I use quarterly data pulled directly out of the IFS from IMF and DRI. Part of the reason for the difference will be the length of the sample period. My data has been updated until recently and hence has a longer sample period than theirs, which ends at 1988.
SEPTEMBER/OCTOBER 1996
for lost data caused by differencing and lag length k. The lag length is selected according to the procedure suggested by Perron (1989) . Working backwards from k = 12, I choose the first value of k such that the t-statistic on the last lag in the autoregression is greater than 1.6 in absolute value and the t-statistic on the last lag in higher order autoregression is less than 1.6. A break point is chosen that gives the least favorable result for the null hypothesis and the most weight to the trendstationary alternative. This result can be accomplished by choosing the minimum t-statistic on the Dickey-Fuller statistic out of T-2 regressions. Also, following Perron (1989) , I tried three possible models under the alternative hypothesis to test the unit root: model A, which allows a break in the intercept (DU t ); model B, which allows a break in the slope only (DT t ); and finally model C, which allows a break in both slope and intercept. Model C, which is represented by Equation 1, is used if the t-statistics on both the intercept and the slope dummies are significant. If not, either model A or B is used, depending upon which dummy from the model C is significant. Table 1 shows the results for a unit root hypothesis of output and prices for Korea and Taiwan based on quarterly data.
2 The Korean output series conforms with model A, implying that there is a change in intercept of the trend, while the Taiwan output series follows model B, in which the slope of the trend changes. In the case of prices, model C is chosen for both the CPI and GNP deflator in Korea, while models A and B are chosen for the Taiwan deflator and CPI respectively. Note that the chosen potential structural break period in the trend of each series is not the same for the two countries 3 (see, also, Figures 1a through 1d on the time paths of the Dickey-Fuller t-statistics). This difference suggests that a break-inducing exogenous event, such as the oil shock in the 1970s, may not have affected these countries at the same time, partly because of differences in government policy and different levels of development in each country. Among the six cases, the unit root hypothesis is rejected for the Korean deflator and CPI at the 5 percent level of significance. The results from Table 1 may imply that the nature of the nonstationarity of the output series is different country-by-country; therefore, care should be taken in applying a specific detrending procedure.
The Phase Average Trend Technique
Another trend-fitting measure used is the Phase Average Trend (PAT) technique, combined with the turning-point selection program, which is used in growth-cycle literature. Growth cycles are measured by calculating the observed monthly deviations from the trend. Klein and Moore (1985) have adapted the computer pro- Table 1 gram for dating classical cycles, originally developed by Bry and Boschan (1971) , so that it can be used in producing growthcycle chronologies. The traditional way of getting a trend from the data in early business-cycle literature is to calculate the moving average of the series for a fixed period of time in the context of the beginning and end points of the data. Klein and Moore find the trend rate calculated in this way to be noticeably affected by the shorter cycles in the series. To correct for this problem, they devised the new trendfitting technique, PAT. The PAT technique involves a trend adjustment-a moving average over the two or three phases of cycles of varying duration. For example, after the seasonally adjusted data are smoothed to produce a seventy-five-month moving average, observed deviations from this initial trend are first calculated. From this rough deviation cycle, tentative turning points (peaks and troughs) are identified and temporary phases of varying lengths are determined. Then final trend estimates are computed as a two-or three-phase moving average of the original, seasonally adjusted data, interpolating monthly between the centered values of these averages. The cyclical component of the series can be obtained by calculating the deviations of the original data from this refined and flexible nonlinear trend estimate. Klein argue that the trend-fitting method will be more satisfactory than the simple moving average in separating cyclical influences from the underlying trend. As a result, they argue, the data can then identify relatively stable trend rates of growth, unassociated with the shorter cyclesa primary concern of business-cycle researchers. This procedure is applied to the Korean and Taiwan data to obtain the alternative measure of cyclical components.
Comparing the Alternative Measures of the Cyclical Component
Figures 2a and 2b depict the five alternative measures of the cyclical component for Korean GNP. The three most similar, shown in Figure 2a , are those derived through the HP, the PAT, and the segmented linear trend methods. For all three methods, the average frequency and amplitude of the calculated cycles appears to be roughly consistent with business cycles lasting 4 to 6 years. Figure 2b includes the two extremes: The linear trend method suggests too few cycles, and the firstdifference method suggests too many to be consistent with conventional ideas about the length of business cycles.
To identify the similarities of each calculated cyclical component, correlations between measures are calculated in Table  2 . The lower triangle of each panel represents correlations between cyclical components of output, while the higher triangle of each panel represents correlations between cyclical components of price calculations based on the consumer price index. Note that the correlations between the first-differenced series and those detrended by either linear trend or segmented trend are not significant. This is the expected result from Table 1 , because output and prices should be modeled as having either a deterministic or a stochastic trend.
In general, the cyclical components of output and prices, when detrended by the PAT technique, are closely related with the cyclical components derived from all other methods. In particular, PAT detrended components are most strongly related with 
Correlation Between Cyclical Components of Prices and Output
In this section, price-output relationships for each country are investigated by means of various detrended series based on the techniques discussed above. First, I detrend prices and output using a deterministic linear trend. Second, I detrend prices and output using a segmented linear trend, with a break point in either the level and/or slope of the trend, depending on which model is appropriate for each country. The periods for a structural break in the trend of output and prices are different across the countries. Third, I use the HP filter to detrend the prices and output series. Fourth, I detrend prices and output by means of the PAT technique. And finally I take first differences of both prices and output. By construction, these are interpreted as the relation between inflation and economic growth rates. As discussed above, care should be taken in interpreting these results as having cyclical implications, because first-differenced series do not generally yield the cyclical components of the original series. Table 3 shows the cross-correlations of prices and output, to each of which the same transformation techniques are applied. For each country, two measures of price series are used. The correlations are reported up to four lags and leads, and the standard errors are computed under the null hypothesis that the true correlation coefficient is zero. The results show that the standard errors for cross correlation coefficients are very similar.
The first panel reports the correlations between prices and output series, with both series detrended using a simple linear trend. The numbers are all significantly negative for Korea. However, in the case of Taiwan the correlations are positive at all leads and lags with the deflator, and mostly positive with the CPI.
The second panel shows the result when both prices and output series are modeled as stationary around a segmented time trend, allowing for a different break in each series. The correlations in Korea are still negative, although smaller than those of the first panel. In Taiwan, however, the correlations change their signs to become negative for both the deflator and the CPI. The third panel shows the results for the HP-filtered prices and output. The basic picture remains the same as in the second panel, but negative associations are getting stronger in Korea (see also Figure  3 , page 78) and at the leads in Taiwan. The fourth panel shows that the correlations are generally negative for both countries when the cyclical components of price and output series are extracted by PAT technique. A striking feature of this panel is that in Taiwan negative correlations stand out and are stronger than in Korea, especially at the leads.
Correlations between Cyclical Components of Output and Prices

KOREA
Finally, the correlations between the first log-differenced prices and output (i.e. inflation and economic growth) are shown in the last panel. Again they are all negative in Korea except lead 1 and lag 3 in the deflator case, although they are weaker than those by other detrending methods, implying the negative association between inflation and economic growth. In Taiwan, however, correlations are negative for all the leads and insignificantly positive at most lags. In sum, the implication from Table 3 is that, whichever method is used in detrending, the cross correlations of the cyclical components of prices and output are negative for all the cases for Korea and for most cases for Taiwan, although the significance of the relationship is different. 4 The results do not change much regardless of which measure of prices, either the deflator or CPI, is used. This indicates that there is strong evidence for the countercyclical price behavior in Korea and Taiwan as in the case for the industrialized countries documented in Chadha and Prasad (1994) .
Correlation Between Inflation and the Cyclical Component of Output
As discussed above, many conventional models of business cycles imply that the inflation rate, rather than the price level, is procyclical. Hence the correlations are calculated again between inflation and detrended output. The comparison of inflation versus the detrended price level is illustrated for the HP method in Figure 3 . Figure 3a shows the clearly countercyclical nature of price and output reported in Table 3 . Figure 3b shows the procyclical nature of inflation that is documented below. Figure 3b plots the inflation rate with the deviations of output from the HP trend. defined as in Table 3 . The rate of inflation is measured as the first difference of the log of the price level. The remarkable features of Table 4 are that (1) the positive correlations between inflation and output are prevalent across all the detrending methods, contrary to the correlations between price level and output, which are negative in most cases, and (2) that the magnitudes of the correlations are larger in Taiwan than in Korea. The first panel shows that the correlations between inflation and output that have been detrended using a linear trend are all positive for Taiwan, regardless of price measures, and for Korea they are all positive when inflation is measured by the deflator. The second through fourth panels show that the correlations between inflation and output are generally positive for both countries, no matter which method is used to take this trend out of the data.
Finally, the correlations between inflation and cyclical output that have been detrended by the PAT technique are again basically positive for both countries, a result that is very similar to that shown in panels 2 and 3. The results in Table 4 indicate procyclical variations in inflation for most cases, in contrast to the case when price level is used. This finding is consistent with the findings for G-7 countries presented by Chadha and Prasad (1994) . Table 5 presents the results for the test of the possibilities of a change in correlation structure between prices or inflation and cyclical output before and after the identified break point by Zivot and Andrews' procedure (1992) . Although output series in both Korea and Taiwan turn out to be difference-stationary statistically, both countries may have experienced a structural change. Hence the same analysis is done during the subsample period, before and after the break point. The break point used for each country is that for output from the Zivot and Andrews test (Table 1) . Instead of reporting all the cross correlations, the correlation between cyclical prices and inflation and output, based on the HP filter and the growth cycle program, are presented. The differences between the correlations across the assigned break point that are significant at a 10 percent level are shaded in Table 5 . 5 In the case of Taiwan, 33 of 72 reported correlations are significantly different. This result is consistent with the findings of Backus and Kehoe (1992) , who report that the output-price correlations vary across countries and time periods. It is also consistent with Gavin and Kydland (1995) , who find a significant break in the covariance structure of output and prices for the United States, which they attribute to a policy change in 1979. In the case of Korea, only five of the seventy-two differences are significant at the 10 percent level. The lower rejection rate for Korea is associated with both fewer large differences and the smaller sample size used to construct the test statistics.
Cross Correlations of Inflation and Cyclical Components of Output
CONCLUSION
The main finding of this paper is that, in Korea and Taiwan, the detrended price level is negatively correlated with cyclical output, while inflation is positively correlated with the cyclical component of output. The results generally hold, whether price is measured by the deflator or by the consumer price index, for a number of filtering procedures and for subsamples before and after the estimated dates of structural breaks in output. This result confirms the findings of Chadha and Prasad (1994) in G-7 countries, that the price level is countercyclical, while inflation is procyclical.
The results do not seem to suggest any decisive conclusions regarding the appropriate model for the business cycle. While the countercyclical behavior of the price level is consistent with the predictions the supply-determined models of the business cycle, the procyclical behavior of the inflation rate is consistent with the predictions of conventional demand-determined models of the business cycle. This finding is consistent with the recent contradictory findings concerning the sources of economic fluctuations in Korea; Yoo (1992) finds that supply shocks are a dominant factor in output fluctuations, while Jun (1992) finds that aggregate demand shocks are important. These two researchers both used a slightly different structural VAR model of the Blanchard and Quah (1989) type.
Further research is needed to reconcile these contradictory findings. For instance, in cases where covariance structure is stationary, it may be useful to apply a coherence measure in spectral analysis, which represents the proportion of the variance of either series that can be explained by the other, frequency by frequency. In cases where the correlation structure between output and prices has changed, it is important to use theories for a better understanding of why the changes have occurred.
