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Vorwort
Weitere Literatur
Die Grundlagen der OPENGL Programmierung sollten im Referenz- [5] und Program-
mierhandbuch [7] nachgelesen und vertieft werden.
Einen guten Überblick über die Techniken zur schnellen Darstellung von dreidi-
mensionalen Szenen erhält man in [1].
Als nüzliche Ausgangspunkte zur Suche im World Wide Web seinen die OPENGL
home page und die home page zur Echtzeit Graphik [1] genannt.
Die Mesa Bibliothek mit ihrem OPENGL ähnlichen API liegt im Quelltext vor und
das Studium der Quelltexte kann nur empfohlen werden.
Die Quelltexte der GLUT, zur portablen Kommunikation mit der graphischen
Oberfläche des Betriebssystems findet sich ebenfalls im WWW.
Kolophon
Das Skript ist mit pdflatex erstellt. Als Zeichensätze sind Times, Helvetica, Couri-
er und dieþÿ Symbole verwendet worden. Die OPENGL Bilder sind mit
MATHGL3D erzeugt worden und als Portable Netzwerk Graphik in den Text eingefügt.
Die Prinzipskizzen sind mitþÿ erstellt und als Encapsulate PostScript aus-
geschrieben, das Übersetzen in PDF für pdflatex erfolgte mit dem Acrobat Distiller.
Die OPENGL-Bilder im Kapitel über Antialiasing und Schatten sind screen shoots der
Beispielprogramme. Die OPENGL-Render pipe line (1.6) und die Skizzen zur Schat-
tenberechnung (11.1 und 11.4) sind mit Corel Draw 9 erstellt worden.
An dieser Stelle sei Frau Ochmann herzlich gedankt, die das Skript auf Tippfehler
untersucht und unzählige davon gefunden hat.
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Kapitel 1
Einführung
1.1 Wahrnehmung des Raumes durch den Menschen
Bei der Darstellung von Modellen dreidimensionaler Objekte auf dem Display eines
Computers gilt es, die physikalischen Vorgänge im Inneren des Auges anzunähern.
Wesentlich für die Darstellung eines Bildes im Augeninneren sind die Pupille (Loch-
blende), die Linse und die Netzhaut, die als Schirm für das reelle Bild der Linse dient.
Bereits diese simple optische Anordnung führt bei der Modellierung zu erheblichen
Schwierigkeiten. Die erste Näherung besteht darin, die Modifikation des Strahlenver-
laufs durch die Linse zu ignorieren. Man betrachtet also nur eine Lochkamera. Eine
Lochkamera führt eine Inversion der Koordinaten durch, das auf dem Schirm projizier-
te Bild ist also seitenverkehrt und steht auf dem Kopf. Erst die Interpretation des Bildes
im Gehirn führt dazu, dass das Bild als seitenrichtig und aufrecht stehend empfunden
wird. Die Lichtreize auf der Netzhaut werden durch die Lichtsinneszellen über den
Sehnerv an den Neokortex weitergeleitet, der die Bilder der beiden Augen zusammen-
führt und daraus einen räumlichen Eindruck erzeugt.
Netzhaut
Sehnerv
Pupille
Linse
Abbildung 1.1: Schematische Darstellung des Auges und der Abbildung eines Objektes
auf der Netzhaut
Das räumliche, dreidimensionale Sehen setzt daher zwei, von verschiedenen Posi-
tionen erstellte Projektionen der betrachteten Objekte voraus. Da es einige technische
9
Schwierigkeiten bereitet, zwei Bilder auf einem normalen Monitor, getrennt an die
Augen weiterzuleiten wird meist darauf verzichtet, Stereopaare der Szene zu erzeugen.
Die bekannten Varianten über Farbfilter berauben die Objekte der Szene ihrer Färbung
und benötigen eine Brille mit den Farbfiltern für jedes Auge. Mit „single image (ran-
dom dot) stereograms“ lassen ebenfalls nur farblose Objekte darstellen (Abbildung1.2).
Die Verwendung von Polarisationsfiltern setzt spezielle Monitore und eine Brille mit
Filtern voraus. Head sets mit separaten Monitoren vor den Augen sind unhandlich und
teuer.
Abbildung 1.2: Ein Singel Image Random Dot Stereogram. Zum Betrachten sollte das
Bild nahe an die Augen geführt werden und der Blick sollte auf einen weit entfernten
Punkt gerichtet werden. Schieben Sie dann das Blatt auf einen Abstand von 20 bis 30
cm von Ihrem Gesicht. Die drei Ringe sollten dann erkennbar werden
1.2 3D Graphik
Aufgabe der 3D Graphik ist es, aus einer geometrischen Beschreibung einer Szene ein
Bild zu erstellen, das möglichst realistisch erscheint. Die geometrische Beschreibung
umfasst dabei die Koordinate der Objekte in der Szene, die Verbindung der Koordinaten
10
zu Flächen und Körpern, die Oberflächenfarbe und Struktur und die Lichtquellen. Das
Bild soll die Ansicht eines Betrachters, der von einer bestimmten Position auf einen
Punkt in der Szene blickt, entsprechen.
Abbildung 1.3: Die reinen geometrischen Daten einer Szene vermitteln kaum einen
räumlichen Eindruck(links). Die der Beseitigung der verdeckten Linien ermöglicht es,
die Anordnung der Objekte im Raum zu erkennen (rechts)
Der erste Schritt bei der Darstellung der Szene ist das Beseitigen verdeckter Linien
und Flächen, die Sichtbarkeitsuntersuchung. Häufig werden Gitter aus Dreiecken zur
Näherung der Flächen verwendet, damit die Wölbung bei der Beleuchtung der Fläche
berücksichtigt werden kann, müssen die Oberflächennormalen an den Eckpunkten der
Dreiecke bekannt sein. Eine weitere Möglichkeit, gewölbte Oberflächen darzustellen,
sind Spline-Flächen, die aber eine bestimmte Anordnung der Stützpunkte auf der Flä-
che erfordern. Spline-Flächen werden normalerweise für Objekte aus der Formgestal-
tung und Modellierung verwendet. Die Kombination von Sichtbarkeit und Schattierung
wird als „Rendering“ bezeichnet.
Die Kombination der Objekte mit Umgebungsobjekten verstärkt durch die per-
spektivische Verzerrung der Umgebung den räumliche Eindruck. Der Schattenwurf der
Lichtquellen (mit OPENGL) setzen in allerdings die Berechnung von „shaddow maps“
vorraus. Da für jede Lichtquelle die reine Geometrie der Szene einmal dargestellt wer-
den muss, verlängert das deutlich die Rechenzeit für das Bild. Der Betrachter achtet
normalerweise nicht sehr auf Schatten und meist genügt es, den Schattenwurf für die
intensivste Lichtquelle zu berücksichtigen.
Texturen spielen eine wesentliche Rolle bei der Erzeugung eines realistischen Ein-
drucks. Je nach Anwendung genügt es, Bitmap-Texturen (mit einer oder mehreren fe-
sten Auflösungen) oder prozedurale Texturen zu verwenden. Besonders bei der Anima-
tion im professionellen Einsatz ist die Verwendung prozeduraler Texturen notwendig.
OPENGL kennt nur Bitmap-Texturen, die aber in verschiedenen Auflösungen angege-
ben werden können.
Ebenfalls problematisch sind spiegelnde Flächen und transparente Objekte, da bei
letzteren der Tiefenpuffer nutzlos ist.
Die Abbildungsfehler der Linse des Auges erfordern ein künstliches Verwischen
von Objektkanten, die weit außerhalb der Brennweite der Linse liegen, sie ermöglicht
aber gleichzeitig, das Abbild des fokussierten Objektes scharf auf die Netzhaut zu pro-
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Abbildung 1.4: Das Rendern der Szene mit OPENGL erlaubt es, mit realistischen
Lichtquellen die Darstellung zu verbessern (links), die Verwendung von Oberflächen-
normalen führt zu einer stetigen Veränderung der Schattierung durch den Lichteinfall
(rechts)
Abbildung 1.5: Die Beispielszene mit prozeduralen Marmor Texturen, die Objekte wir-
ken dadurch, als ob sie aus einem Block geschnitten worden wären. Die Linsenunschär-
fe, die durch die Linse des Auges oder eine Kameraoptik mit endlicher Brennweite
entsteht, vervollkommnet die Darstellung, die Linsenunschärfe ist in diesem Bild et-
was übertrieben dargestellt, um den Effekt zu verdeutlichen
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jizieren. Der Betrachter nimmt diese Entfernungsunschärfe nicht bewusst war, beson-
ders, da sie nur Objekte betrifft, die gerade nicht betrachtet werden. Ein gesundes Au-
ge wird die Brennweite der Augenlinse reflexartig korrigieren, wenn auf ein entferntes
Objekt geblickt wird. Bei Bildern einer Kamera ist Unschärfe jedoch deutlich sichtbar.
1.3 Einsatzgebiete für OPENGL, Möglichkeiten
und Grenzen
OPENGL ist eine Bibliothek (Application Program Interface) zum Rendern einer Sze-
ne. Die Bibliotheksfunktionen sind so einfach gehalten, dass sich zahlreiche Operatio-
nen in den Graphik-Hardware ausführen lassen. Dies führt dazu, dass OPENGL basie-
rende Programme sehr schnell auf solchen Systemen ausgeführt werden können. Auf
UNIX Systemen erweitert OPENGL das X11-Protokol und ist ebenso wie X11 selbst
netzwerkfähig.
Für alle gängigen Hardware Plattformen (Sun, SGI, HP, MS-Windows 9x/NT und
MacIntosh) existieren OPENGL Implementationen. Neben den für bestimmte Graphik-
Karten optimierten Implementationen gibt es reine Software Emulationen, wie die
Mesa-Bibliothek (http://www.mesa3d.org) oder die Microsoft Implementati-
on für Windows 95/98. Ursprünglich wurde die OPENGL Spezifikation von Silicon
Graphics entwickelt. Die Kernfunktionen zur Definition der dreidimensionalen Geo-
metrie und der Projektion sind zwar weitestgehend unabhänging vom verwendeten Be-
triebssystem – wichtige Funktionen einer graphischen Oberfläche werden davon aller-
dings nicht erfasst. Nur bei der Verwendung von Cross-Platform Bibliotheken wie der
GLUT ( http://reality.sgi.com/opengl/glut3/glut3.html), ist ein
OPENGL-Programm auch portabel.
Die hohe Geschwindigkeit beim Render der Szene wird besonders bei Systemen
benutzt, die schnelles Neuzeichnen bei mittlerer Ausgabequalität benötigen. Dazu ge-
hören CAD-Systeme, Modeller, Animations-Vorschauen, Echtzeitvisualisierungen und
Computer-Spiele.
Die OPENGL Bibliothek bietet keine Funktionen
• zur Kommunikation mit der graphischen Benutzeroberfläche des Betriebssy-
stems
• zum Drucken
• zum Laden externer Szenen-Beschreibungen oder Geometrien
• zum Verwalten und Erstellen einer Objekt-Hierarchie für die Szene.
• Objekte wie Kugeln und Tori, die nicht aus Polygonen erstellt werden müssen
1.4 Der Render Prozess mit OpenGL
Ausgehend von der Geometrie der Szene erstellt OPENGL eine gerenderte Darstellung
im framebuffer, der dann auf den Bildschirm wiedergegeben wird. Die Abbildung 1.6
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verdeutlicht die Schritte beim Erstellen der Bipmap für den Bildschirm.
Display Listen
Vertex Daten
Splines
Geometrie
Pixel Daten
Texturen,
Masken
Auswertung zu
Polygon-
modellen
Per Vertex
Operationen
Transformationen
Umwandlung
in Rasterdaten
Operationen auf
den
Rasterdaten
framebuffer
Aufbereiten
der
Texturen
Pixel-
operationen
Abbildung 1.6: Folge der Operationen beim Rendern einer Szene mit OpenGL
Die Szene besteht aus:
Vertex Daten Die Geometrie der Szene, also die Punkte, Normalenvektoren, Linien,
Polygone, Spline-Kurven und Flächen
Pixel Daten Texturen für die Oberflächen, Schablonenmasken
Display Liste Display Listen sind speziell für OpenGL vorbereitete Listen mit Geo-
metrie und Texturdaten, die eine deutlich schnellere Bearbeitung ermöglichen
Die geometrischen Daten müssen, sofern es sich um Spline-Kurven oder Flächen
handelt, erst in Linien- und Polygonapproximationen umgewandelt werden. Die Tex-
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turen müssen gefiltert (um glatte Übergänge darzustellen) und entpackt werden. Even-
tuell muss eine Skalierung oder Wiederholung der Textur berechnet werden.
Die Vertex orientierten Operationen für die Geometrie führen die Transformatio-
nen der Objekte und die Transformation in das Kamerakoordinatensystem durch, die
Oberflächen Eigenschaften wie Farbe und Reflexion an den Punkten werden berechnet.
Die Objekte werden auf die Sichtpyramide beschnitten und die Division bei der
Perspektivprojektion wird durchgeführt.
Die Umwandlung in Rasterdaten erzeugt dann die Linien und gefärbten Polygone
in framebuffer, interpoliert die Farben der Pixel entsprechend der Beleuchtung und der
Texturen. Ebenso werden die Tiefenwerte eines jeden Fragments, das auf einen Pixel
abgebildet wird, bestimmt. Eventuell werden die Tiefen der Fragmente verglichen und
verdeckte Fragmente verworfen oder in den framebuffer geschrieben.
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Kapitel 2
Transformationen
2.1 Geometrie
Die Objekte, die dargestellt werden sollen, sind im dreidimensionalen Euklidischen
Raum Ñ3 definiert. Dabei muss zwischen den Positionen im Raum und der Verbindung
dieser Positionen, der Topologie unterschieden werden. Die betrachteten Transforma-
tionen sind fast alle linear und ändern die Topologie der Szene nicht. Ein konvexes
ebenes Polygon bleibt auch nach einer Rotation oder Spiegelung ein konvexes Poly-
gon. Es genügt daher, bei der Behandlung von Transformationen, ihre Wirkung auf die
Punkte in der Szene zu beschreiben.
Besonders für die Beleuchtung werden gekrümmte Flächen benötigt. Diese Krüm-
mung könnte nur durch die Verwendung von sehr vielen Polygonen angenähert wer-
den. Im ungünstigsten Fall wären dafür Polygone notwendig, die projiziert einem Pixel
entsprechen. Um diesen enormen Aufwand zu vermeiden, müssen ausser den Punkten
noch Oberflächennormalen betrachtet werden. Die Oberflächennormalen sind ebenfalls
Elemente eines dreidimensionalen Raumes, der dem Ñ3 entspricht, sie haben aber eine
andere Bedeutung als die Punkte des Eulidischen Raumes und sind üblicherweise auch
mit einem Punkt der Geometrie verbunden.
Der Ñ3 ist ein linearer normierter Raum mit einem Skalarprodukt. Es gilt für das
Skalarprodukt der Elemente a, b, c Î Ñ3 und Β, Χ Î Ñ Kommutativität und Assoziati-
vität.
a × b =
1
a1 b1 + a2 b2 + a3 b3
a × b = b × a
a × (Β b + Χ c) = Β a × b + Χ a × c
a × a ³ 0, aus a × a = 0 folgt a = 0
Aus der letzten Gleichung kann eine Norm üaü festgelegt werden mitüaü = 1a21 + a22 + a23
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die dem Euklidischen Abstand entspricht. Weiterhin gilt
a × b = üaü ÅÅÅbÅÅÅ cos Ða b
wobei Ða b dem Winkel zwischen den Punkten vom Koordinaten Ursprung aus be-
zeichnet.
Neben dem Skalarprodukt wird noch das Vektorprodukt benötigt, für das gilt
a ´ b = -b ´ a
a × (a ´ b) = 0ÅÅÅa ´ bÅÅÅ = üaü ÅÅÅbÅÅÅ sin Ða b
die Koordinaten des Vektorproduktes werden durch
a ´ b = c =
æçççççç
è
c1
c2
c3
ö÷÷÷÷÷÷
ø
=
æçççççç
è
a2 b3 - a3 b2
a3 b1 - a1 b3
a1 b2 - a2 b1
ö÷÷÷÷÷÷
ø
berechnet. Das Vektorprodukt a ´ b steht also senkrecht auf a und b.
2.1.1 Translation
Die einfachste Transformation von Objekten im Raum ist die Translation des Punktes
a um einen bestimmten Abstand b
a + b =
æçççççç
è
a1 + b1
a2 + b2
a3 + b3
ö÷÷÷÷÷÷
ø
.
Es sei angemerkt, dass es nicht sinnvoll ist, Normalenvektoren zu verschieben. Da die
Normalenvektoren mit einem Punkt (einer Oberfläche) verbunden sind, wird nur der
Punkt verschoben, nicht aber der eventuell mit dem Punkt verbundene Normalenvektor.
2.1.2 Skalierung
Eine Skalierung entspricht der Multiplikation mit einer Diagonalmatrix
S a =
æçççççç
è
s1 0 0
0 s2 0
0 0 s3
ö÷÷÷÷÷÷
ø
æçççççç
è
a1
a2
a3
ö÷÷÷÷÷÷
ø
=
æçççççç
è
s1 a1
s2 a2
s3 a3
ö÷÷÷÷÷÷
ø
.
Die Skalierung beeinflusst sowohl die Positionen als auch die Normalenvektoren. Be-
sonders wenn ein Normalenvektor n normiert war, also ünü = 1, gilt dies nach der Ska-
lierung nicht mehr 1. Damit die Transformation nicht singulär ist, muss sx, sy, sz ¹ 0
gelten.
1Sobald eine Skalierung verwendet wird, sollte man in OPENGL die Renormierung der Normalen ein-
schalten mit glEnable(GL_NORMALIZE). Sonst kommt es zu deutlichen Fehlern bei der Beleuchtung.
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2.1.3 Rotationen
Ein starrer Körper kann sich um drei paarweise senkrecht stehende Achsen drehen. Zur
Beschreibung beliebiger Rotationen sind mehrere Varianten üblich. Neben der Angabe
von Achse und Winkel2 werden auch noch Euler-Winkel und Hilbersche Quaternionen
verwendet.
Eine Rotation wird durch eine orthogonale Matrix R vermittelt, für die gilt
RT R = 1
Rotationen um einen Winkel Α und die Koordinatenachsen werden durch die Matrizen
R1 =
æçççççç
è
1 0 0
0 cosΑ - sinΑ
0 sinΑ cosΑ
ö÷÷÷÷÷÷
ø
R2 =
æçççççç
è
cosΑ 0 - sinΑ
0 1 0
sinΑ 0 cosΑ
ö÷÷÷÷÷÷
ø
R3 =
æçççççç
è
cosΑ - sinΑ 0
sinΑ cosΑ 0
0 0 1
ö÷÷÷÷÷÷
ø
beschrieben. Für die Rotation um eine beliebige Achse n mit ünü = 1 gilt
Rn,Α =
æççççççç
è
n1
2 + cosΑ I1 - n12M (1 - cosΑ) n1 n2 + sinΑ n3 - sinΑ n2 + (1 - cosΑ) n1 n3
(1 - cosΑ) n1 n2 - sinΑ n3 n22 + cosΑ I1 - n22M sinΑ n1 + (1 - cosΑ) n2 n3
sinΑ n2 + (1 - cosΑ) n1 n3 - sinΑ n1 + (1 - cosΑ) n2 n3 n32 + cosΑ I1 - n32M ö÷÷÷÷÷÷÷ø
Euler-Winkel werden zur Beschreibung der Rotationsbewegung von starren Kör-
pern verwendet. Die übliche Konvention benutzt die Winkel Ψ, Θ und Φ. Als erstes wird
um den Winkel Ψ und die (0, 0, 1)T Achse gedreht, dann um den Winkel Θ und die
(1, 0, 0)T Achse und als letztes um den Winkel Φ wieder um die (0, 0, 1)T Achse. Die
Rotationsmatrix dazu lautet
RΨ,Θ,Φ =
æçççççç
è
cos Φ cosΨ - cos Θ sin Φ sinΨ cos Θ cosΨ sin Φ + cos Φ sinΨ sin Θ sin Φ
- (cosΨ sin Φ) - cos Θ cos Φ sinΨ cos Θ cos Φ cosΨ - sin Φ sinΨ cos Φ sin Θ
sin Θ sinΨ - (cosΨ sin Θ) cos Θ
ö÷÷÷÷÷÷
ø
Hilbersche Quaternionen sind besonders nützlich, wenn es gilt, aus einer Folge
von Rotationen {Αi, ni} mit i = 1,¼k eine einzige Rotation um einen Winkel ΑS und
die Achse nS zu bestimmen. Ein Quaternion wird durch den vierdimensionalen Vektor
(q0, q1, q2, q3) = (q0, q) beschrieben. Eine Rotation um den Winkel Α und die Achse n
wird durch ein Quaternion
q = (cosΑ/2, sinΑ/2n) = (cosΑ/2, sinΑ/2 n1, sinΑ/2 n2, sinΑ/2 n3)
beschrieben. Diese Definition sichert die Normierung im Vierdimensionalen
2In einem OPENGL-Program durch glRotate*().
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q20 + q
2
1 + q
2
2 + q
2
3 = 1
Zwei Rotationen mit den Quaternionen q und p werden durch die Multiplikation
qp =
æçççççççççç
è
p0 q0 - p1 q1 - p2 q2 - p3 q3
p1 q0 + p0 q1 + p3 q2 - p2 q3
p2 q0 - p3 q1 + p0 q2 + p1 q3
p3 q0 + p2 q1 - p1 q2 + p0 q3
ö÷÷÷÷÷÷÷÷÷÷
ø
verbunden.
Wie man es auch anschaulich erwartet, entspricht eine Umkehrung der Drehung
einer Spiegelung der Drehachse
q-1 = (q0,-q1,-q2,-q3)
Aus dem Quaternion q lässt sich die Rotationsmatrix R durch
Rq =
æçççççç
è
q02 + q12 - q22 - q32 2 q1 q2 - 2 q0 q3 2 q0 q2 + 2 q1 q3
2 q1 q2 + 2 q0 q3 q02 - q12 + q22 - q32 -2 q0 q1 + 2 q2 q3
-2 q0 q2 + 2 q1 q3 2 q0 q1 + 2 q2 q3 q02 - q12 - q22 + q32
ö÷÷÷÷÷÷
ø
berechnen. Man kann für die Abfolge von Rotationen {Αi, ni} mit i = 1,¼k mit den
Quaternionen q(i) das Produkt
q(S) = q(k)¼ q(2) q(1)
berechnen und aus dem q(S) die aus der Folge von Drehungen resultierende Rotati-
onsmatrix bestimmen. Eine der bekanntesten Anwendungen ist die Modellierung eines
Trackballs am Monitor, um ein Objekt mit der Maus zu drehen.
2.2 Homogene Koordinaten
OPENGL Kommandos verwenden zwei- und dreidimensionale Koordinaten. Intern
arbeitet OPENGL jedoch mit vierdimensionalen (homogenen) Koordinaten. Dies hat
zwei Gründe. Der erste Grund besteht in der Ausnahme für Normalenvektoren bei der
Translation. Es ist sinnvoll, anstatt einer beliebigen Reihenfolge von Transformationen
(einschliesslich Translation), eine einzige Transformationsmatrix zu verwalten, die alle
Operationen akkumuliert. Der zweite Grund besteht darin, dass die Perspektivprojek-
tion in homogenen Koordinaten eine lineare Transformation ist.
Die Basis für die einheitliche Darstellung der Transformationen bildet ein vier-
dimensionaler Raum (genauer eine Hyperebene im vierdimensionalen) mit den drei
Ortskoordinaten und einer zusätzlichen Komponente. Der Punkt a = (a1, a2, a3)T wird
homogenen Koordinaten als a˜ = (a1, a2, a3, 1)T dargestellt, der Vektor n = (n1, n2, n3)T
jedoch als n˜ = (n1, n2, n3, 0)T . Ist die letzte Komponente eines Punktes in homoge-
nen Koordinaten ungleich Null, so gilt die Konvention, dass alle homogenen Punkte
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(Α a1,Α a2,Α a3,Α) äquivalent sind und auf den Punkt im Euklidischen Raum a abge-
bildet werden oder dem Punkt a˜ = (a1, a2, a3, w)T mit w ¹ 0 entspricht der Euklidische
Punkt (a1/w, a2/w, a3/w)T .
Dadurch wird das Problem, dass Vektoren nicht verschoben werden können, auf
elegante Weise gelöst. Jeder Vektor entspricht dem unendlich fernen Punkt, der von
einer Translation natürlich unbeeinflusst bleibt.
Alle linearen Transformationen können durch eine homogene 4 ´ 4 Matrix ˜M be-
schrieben werden. Für die Transformation der Punkte und Vektoren wird nur eine ein-
zige Matrixmultiplikation benötigt und ˜M akkumuliert alle Aufrufe von glTrans-
late*(), glScale*() und glRotate*().
Normalenvektoren werden mit der Transponierten Inversen Matrix von ˜M transfor-
miert also ( ˜M-1)T . Falls ˜M nur einer Folge von Rotationen entspricht, gilt natürlich
( ˜M-1)T = ˜M da ˜M eine Orthogonalmatrix ist.
Der Translation um b entspricht die homogene Matrix
˜T =
æçççççççççç
è
1 0 0 b1
0 1 0 b2
0 0 1 b3
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷
ø
Analog erhält man für die Skalierungsmatrix
˜S =
æçççççççççç
è
s1 0 0 0
0 s2 0 0
0 0 s3 0
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷
ø
und die Rotationsmatrizen
˜R1 =
æçççççççççç
è
1 0 0 0
0 cosΑ - sinΑ 0
0 sinΑ cosΑ 0
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷
ø
˜R2 =
æçççççççççç
è
cosΑ 0 - sinΑ 0
0 1 0 0
sinΑ 0 cosΑ 0
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷
ø
˜R3 =
æçççççççççç
è
cosΑ - sinΑ 0 0
sinΑ cosΑ 0 0
0 0 1 0
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷
ø
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Kapitel 3
Kamera und Projektion
3.1 Kamera
Neben dem Koordinatensystem der darzustellenden Objekte, dem Modellsystem, be-
nötigt man mindestens noch ein weiteres Koordinatensystem (Kamerasystem), welches
die Ausrichtung der Kamera beschreibt. Zwischen beiden Koordinatensystemen wird
mit glMatrixMode(GL_PROJECTION) und glMatrixMo-
de(GL_MODELVIEW) umgeschaltet.
Die Kamera befindet sich im Koordinatenursprung und blickt in negative z-
Richtung, Abbildung 3.1. Ausgehend von dieser Orientierung gilt es, erst die Kamera
entsprechend zu drehen und dann an die gewünschte Position zu verschieben.
Man kann die Orientierung der Kamera entweder über die Angabe der Euler-
Winkel ändern (durch den Aufruf von glRotate*() für die gewünschten Achsen
und einer Verschiebung) oder etwas bequemer durch die gluLookAt(). Dabei wird
die Position der Kamera, der Punkt auf den sie gerichtet ist und die vertikale Ausrich-
tung der Kamera angegeben. Die x-Koordinate des Kamerakoordinatensystems wird
aus dem Vektorprodukt der Vektoren für die Sichtachse und der Vertikalrichtung der
Kamera bestimmt. Soll die Kamera bei p positioniert werden, auf den Punkt o gerich-
tet sein, und die Vertikalachse in Richtung v zeigen so berechnet sich die orthogonale
Matrix für die Transformation in das Kamera-Koordinatensystem (ex, ey, ez) mit
ez =
p - oüp - oü
e¢x = ez ´ v
ex =
e¢xüe¢xü
ey = ez ´ ex
Die Transformation des Punktes q in das Kamerakoordinatensystem erfolgt dann
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x
Abbildung 3.1: Anfängliche Ausrichtung der Kamera on OPENGL
mit
q¢ =
æççççççç
è
ex,1 ex,2 ex,3
ey,1 ey,2 ey,3
ez,1 ez,2 ez,3
ö÷÷÷÷÷÷÷
ø
× q + p.
Mit dieser Transformation kann die Szene von jedem beliebigen Punkt aus betrach-
tet werden, eine Projektion in die Ebene hat aber noch nicht statt gefunden. Die linke
Hälfte der Abbildung 3.2 zeigt als Drahtgittermodell die transformierte Szene.
OPENGL verwendet zwei Projektionsarten: die orthographische Projektion bei der
die Tiefenkoordinate einfach verworfen wird und die Perspektivprojektion (Zentralpro-
jektion), die eine Lochkamera simuliert, Abbildung 3.3. Aus dem Strahlensatz folgt,
dass
Y ¢ = Y
Z¢
Z
gelten muss, eine analoge Beziehung gilt für die X ¢ Koordinate. Die so gewonnenen
zweidimensionalen Koordinaten in der Projektionsebene müssen noch auf den Bild-
schirm skaliert werden. Wesenlich bei der Zentralprojektion ist jedoch, dass die {X,Y }-
Koordinaten durch den Abstand zur Kamera dividiert werden. Im Prinzip ist die Zen-
tralprojektion eine nichtlineare Transformation. Das sichtbare Volumen entspricht ei-
nem Pyramidenstumpf.
Damit der z-Buffer die Tiefenkoordinate skalieren kann, müssen der Abstand der
Projektionsebene zur Kamera (near plane) und maximale Entfernung (far plane) der
betrachteten Objekte angegeben werden. OPENGL schneidet Koordinaten, die außer-
halb dieses Intervalls liegen, ab. Damit die Auflösung des Tiefenpuffers optimal genutzt
wird, sollte man die beiden Entfernungen möglichst genau angeben.
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o - p
v
Kamera
Abbildung 3.2: Die Transformation in das Kamerakoordinatensystem (links) und die
Projektion einer Szene in das Kooordinatensystem (rechts)
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Sichtachse z
Projektions Abstand
Kamera
{Y , Z }
{Y ¢ , Z¢ }
Abbildung 3.3: Der Strahlengang verdeutlicht die Relationen zwichen der Y -
Koordinate des Objektes und der projizierten Koordinate Y ¢ in der Bildebene
Ausdehnung der Projektionsfläche in den Richtungen ex (left und right) und ey (top
und botton) muss ebenfalls angegeben werden. Diese Parameter in der glFrustum()
Funktion erzeugen eine Zentralprojektion des Inneren der Sichtpyramide auf die Pro-
jektionsfläche, die Abbildung 3.4 verdeutlicht dabei die Situation im Dreidimensiona-
len.
near plane n
far plane f
top t
bottom r
right r
left l
Abbildung 3.4: Die Sichtpyramide bei der Definition glFrustum()
OPENGL erlaubt eine weitere Möglichkeit zur Angabe der Projektionsparameter
über glPerspective(). Dabei werden der Öffungswinkel (eindimensional) der
Kamera, das Aspektverhältnis der Projektionsfläche und der Abstand von Projektions-
ebene und maximaler Tiefe angegeben, das Blickfeld ist dabei stets symmetrisch.
Ein Vorteil der homogenen Koordinaten und der Konvention bei der Umsetzung
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auf Euklidische Koordinaten, die letzte Komponente zu normieren, besteht darin, dass
die Projektionen nun eine lineare Transformationen sind, welche die vierte Koordinate
modifizieren. Die homogene Transformationsmatrix für die orthographische Projektion
glOrtho(l,r,b,t, n,f) lautet
Po =
æççççççççççç
è
2
r-l 0 0
r+l
r-l
0 2t-b 0
t+b
t-b
0 0 - 2f-n
f+n
f-n
0 0 0 1
ö÷÷÷÷÷÷÷÷÷÷÷
ø
.
Bei der Zentralprojektion mit glFrustum(l,r,b,t, n,f) wird die Matrix
Pp =
æççççççççççç
è
2 n
r-l 0
r+l
r-l 0
0 2 nt-b
t+b
t-b 0
0 0 - f+nf-n -
2 f n
f-n
0 0 -1 0
ö÷÷÷÷÷÷÷÷÷÷÷
ø
verwendet. Beide Projektionen sind invertierbar. Sofern der volle Satz homogene Ko-
ordinaten vorliegt, kann für einen projizierten Punkt die Position im Raum rekonstruiert
werden.
Nach der Transformation in das Kamerakoordinatensystem und der Projektion wer-
den die Objekte an den Flächen des betrachteten Volumens abgeschnitten.
Der letzte Schritt bei der Transformation besteht in der Abbildung der stetigen Ko-
ordinaten auf die Pixelkoordinaten des framebuffers. Diese Transformation hängt von
der Aufösung des Graphikfensters ab und berücksichtigt nicht das Aspektverhältnis
der bei der Projektion verwendeten Breite und Höhe des betrachteten Volumens. Man
kann das kompensieren, in dem man das Aspektverhältnis der Projektion mit dem der
framebuffers ändert.
3.2 Kombinieren von Transformationen
Sehr häufig tritt der Fall auf, dass man ein Objekt mehrfach darstellen will, aber unter
dem Einfluss verschiedener Transformationen. Die klassische Aufspaltung der Dar-
stellung in vier Ansichten entlang der x-Achse, y-Achse, z-Achse und eines beliebigen
Sichtpunktes ist ein Beispiel dafür. Ebenso erfordert die Darstellung eines Objekts an
mehreren Raumpositionen eine solche Vorgehensweise. Die Koordinaten eines Objek-
tes werden entweder durch eine display-Liste oder eine Funktion erzeugt, es sollen aber
mehrere Kopien dieses Objektes in der Szene vorkommen (vier Räder eines Wagens,
Säulen in einer Halle). Um die Transformation der folgenden Koordinaten temporär zu
ändern, bietet OPENGL einen Stack für die Transformationsmatrizen an. Damit ist es
möglich, die Transformationsmatrix für die gesamte Szene T (0) zu erzeugen, und für
einzelne Objekte die Transformationen zu modifizieren, ohne T (0) zu zerstören. Mit
glPushMatrix() wird die aktuelle Transformationsmatrix gesichert. Mit glPop-
Matrix() wird die vorher mit gespeicherte Matrix wieder hergestellt. Die Anzahl
der Transformationen, die auf den Stack gelegt werden können, schwankt zwischen 8
und 32.
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Kapitel 4
Objekte im Raum
4.1 Punkte
Generell werden alle Objekte, die gezeichnet werden können in Paare aus glBegin()
und glEnd() eingeschlossen. Ein Schachteln der Paare ist nicht erlaubt, es können je-
doch die Farbe, Linienattribute, die Texturkoordinaten und die Obeflächeneigenschaf-
ten geändert werden.
Punkte werden in glBegin(GL_POINTS); ¼ glEnd(); Paare eingeschlos-
sen. Punkte haben mindestens die Größe eines Pixels. Zwischen diesen Paaren können
mehrere Punkte gesetzt werden.
4.2 Linien
OPENGL zeichnet Liniensegmente endlicher Länge. Um die für jeden Vertex notwen-
digen Transformationen zu reduzieren, gibt es mehrere Möglichkeiten, eine Verbin-
dung zwischen den einzelnen Liniensegmenten zu spezifizieren.
Folge von unverbundenen Liniensegmenten wird in ein glBegin(GL_LINES);
¼ glEnd(); Paar eingeschlossen. Für ein Folge von Punkten die mit Linienseg-
menten verbunden werden, müssen die einzelnen Punkte innerhalb eines glBe-
gin(GL_LINE_SRIP);¼ glEnd(); Paares stehen. Ein geschlossener Linienzug
wird durch glBegin(GL_LINE_LOOP);¼ glEnd(); angegeben, OPENGL ver-
bindet dann Anfangs- und Endpunkt. Die Abbildung 4.1 verdeutlicht die Verbindungen
zwischen den Punkten.
Die Farbe wird entlang der Linien interpoliert. Ist die Szene beleuchtet, wird auch
die unterschiedliche Beleuchtung der Punkte entlang der Linien interpoliert. Um bei
Drahtgittermodellen einen besseren Eindruck der räumlichen Tiefe zu vermitteln, wer-
den die Linien des Drahtgittermodells häufig mit wachsendem Abstand zum Betrach-
ter heller, Abbildung 4.2. Man kann diesen Effekt mit OPENGL durch eine einzelne
Lichtquelle an der Position des Betrachters simulieren. OPENGL bietet keine direkte
Unterstützung zum Zeichnen von Kreisen oder anderen Kurven.
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GL_LINE_STRIP
v1
v2
v3
v4
v5
v6
GL_LINE_LOOP
v1
v2
v3
v4
v5
v6
GL_POINTS
v1
v2
v3
v4
v5
v6
GL_LINES
v1
v2
v3
v4
v5
v6
Abbildung 4.1: Verbundenheit der Verticies für Punkte und Linien
Abbildung 4.2: Bei der Darstellung von Drahtgittermodellen kann eine Variation der
Färbung mit dem Abstand zum Betrachter den räumlichen Eindruck verbessern
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4.3 Flächen
Für die Darstellung von Polygonapproximationen von Flächen bietet OPENGL meh-
rere Möglichkeiten. Die meisten Polygonmodelle liegen als Dreiecksgitter vor, da nur
Dreiecke eine eindeutig definierte Oberflächennormale besitzen, zerlegt OPENGL auch
Vierecke und Polygone in Dreiecke.
Der wichtigste Unterschied zwischen den verschiedenen Modi besteht im Rechen-
aufwand bei den Geometrietransformationen. Die rechenintensivste Methode besteht in
der Angabe unverbundener Dreiecke innerhalb eines glBegin(GL_TRIANGLES);
¼ glEnd(); Paares. Für jedes Dreieck müssen dann alle Eckpunkte und eventuell
Normalen transformiert werden.
Wesentlich weniger Berechnungen sind bei der Verwendung von Dreiecksstrei-
fen mit glBegin(GL_TRIANGLE_STRIP); ¼ glEnd(); notwendig. Abgese-
hen von den ersten beiden Punkten ist nur eine Transformation notwendig, um das
nächste Dreieck darzustellen. Da Flächen vom Genus 0 oder 1 im Idealfall durch einen
einzigen Streifen dargestellt werden können, kann man den Aufwand für die Geome-
trietransformationen auf ein Drittel reduzieren.
Auch die Berechnung von Dreiecksfahnen mit glBe-
gin(GL_TRIANGLE_FAN); ¼ glEnd(); erfordert nur jeweils eine Geometrie-
transformation pro Dreieck nach der Transformation des ersten Dreiecks. Da sich eine
Dreiecksfahne um den ersten Punkt legt, sind Dreiecksfahnen wesentlich kürzer als
Streifen. Die Abbildung 4.3 verdeutlicht nochmals die Reihenfolge bei der Angabe der
Punkte.
GL_TRIANGLE_FAN
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GL_TRIANGLE_STRIP
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v4
v5
v6
Abbildung 4.3: Verbindung der Punkte für Dreiecke
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Neben Dreiecken können auch Vierecke und einfache Polygone dargestellt werden.
Einfache Polygone haben keine Löcher, die Kanten dürfen sich nicht schneiden, alle
Polygone in Abbildung 4.4. Einfache Polygone, Vierecke und Vierecksstreifen werden
intern in Dreieckfahnen oder Dreiecksstreifen zerlegt. Sollen komplexe Polygone dar-
gestellt werden, so müssen diese zerlegt werden. Die Utility Bibliothek (glu) bietet
Funktionen (gluNewTess(), gluTessBeginContour(), gluTessEndCon-
tour() und gluTessVertex()), um solche Polygone zu zerlegen und darzustel-
len.
Abbildung 4.4: Polygone, die von OPENGL nicht korrekt dargestellt werden können
Ein wesentlicher Vorteil der Verwendung der verschiedenen Modi zur Darstellung
besteht darin, dass man leicht zwischen ihnen wechseln kann. So können die Punk-
te einer Fläche aus Dreiecken, als Punktwolke GL_POINTS, als Drahtgittermodell
GL_LINE_LOOP oder als undurchsichtige Dreiecke dargestellt werden, ohne dass der
Programmcode für die Erzeugung der Punktkoordinaten geändert werden muss. Ein
Ändern des Modus beim Aufruf von glBegin() genügt.
Für die Arbeit mit Dreiecken und Polygonen sei an einige geometrische Relationen
erinnert. Für jedes Dreieck mit den Eckpunkten v1, v2 und v3 lässt sich die Ebene
berechnen, in der das Dreieck liegt. Die Ebenengleichung erhält man mit
n =
(v2 - v1) ´ (v3 - v1)ÅÅÅÅ(v2 - v1) ´ (v3 - v1)ÅÅÅÅ
d = -v1 × n
n × p + d = 0
jeder Punkt p, für den die letzte Gleichung erfüllt ist liegt in der Ebene. Der Normalen-
vektor n steht senkrecht auf der Ebene. Die beiden Vektoren n1 und n2, mit
n1 × n = 0
n2 × n = 0
n1 × n2 = 0
spannen diese Ebene in parametrischer Form auf, alle Punkte p der Ebene lassen sich
durch
p = v1 + u n1 + v n2
29
GL_POLYGON
v1
v2
v3
v4
v5
GL_QUADS
v1
v2
v3
v4
v5
v6
v7
v8
GL_QUAD_STRIP
v1
v2
v3
v4
v5
v6
v7
v8
Abbildung 4.5: Verbundenheit der Punkte für Vierecke und Polygone. Man beachte die
unterschiedliche Reihenfolge der Punkte für Vierecke und Viereckstreifen
darstellen, dabei gilt u, v Î Ñ.
Für Polygone mit k Punkten vi = (xi, yi, zi)T (k > 3, i = 1,¼, k) wird Newell’s
Algorithmus verwendet. Den mittleren Normalenvektor nˆ = (nx, ny, nz)T , den Schwer-
punkt pˆ und die Ebenengleichung erhält man durch
pˆ =
1
k
kâ
i=1
vi
nˆx =
kâ
i=1
(yi - yi mod k+1)(zi + zi mod k+1)
nˆy =
kâ
i=1
(zi - zi mod k+1)(xi + xi mod k+1)
nˆz =
kâ
i=1
(xi - xi mod k+1)(yi + yi mod k+1)
d = -pˆ × nˆÅÅÅnˆÅÅÅ
0 = p × nˆÅÅÅnˆÅÅÅ + d.
Ein Punkt des Raumes q hat den Abstand ÄÄÄÄn × q + dÄÄÄÄ zur Ebene. Ist n × q + d > 0,
so liegt der Punkt über der Ebene und n × q + d < 0 unter der Ebene. Die Richtung
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des Normalenvektors orientiert die Polygone, die übliche Konvention besteht darin,
dass von oben brachtet die Punkte des Polygons in mathematisch positiven Drehsinn
(entgegen dem Urzeigersinn) auf der Ebene angeordnet sind.
Soll eine komplexe Fläche durch Polygone approximiert werden, so gilt es, eine
einheitliche Orientierung der Dreiecke/Polygone sicher zustellen.
Abbildung 4.6: Zufällig orientierte Polygone. Links in facettierter Darstellung, rechts
mit mittleren Normalenvektoren
Für den häufigen Fall, dass konvexe Körper durch Polygone angenähert werden,
sind nur Flächen sichtbar, deren Normalenvektor zum Betrachter zeigt. Polygone
mit einer entgegengesetzten Orientierung werden (bei konvexen geschlossenen Flä-
chen) verdeckt und müssen nicht dargestellt und transformiert werden. Mit glCull-
Face(GL_BACK) werden die abgewandten und mit glCullFace(GL_FRONT)
die zugewandten Polygone verworfen und nicht gezeichnet. Neben der Beschleunigung
der Darstellung kann man diese Methode auch verwenden, um transparente konvexe
Körper darzustellen. Man zeichnet die Szene dann zweimal, beim ersten mal werden
die zugewandten Polygone verworfen, im zweiten Durchlauf die angewandten, diese
Methode ist meist einfacher, als ein Sortieren der transparenten Polygone und hängt
nicht explizit von der Position des Betrachters ab.
Beim Erstellen von Polygonmodellen muss darauf geachtet werden, dass Polyg-
onsequenzen mit gemeinsamen Kanten auch durch die gleichen Punkte approximiert
werden. Anderenfalls entstehen „cracks“. Je nach Anzahl der verwendeten Polygone
sind dann Spalten in den Flächen sichtbar oder die Beleuchtungsberechnung zeigt Dar-
stellungsfehler, Abbildung 4.7.
Damit OPENGL die Flächen glatt darstellen kann, benötigt es neben den Koordi-
naten der Punkte auch die Oberflächennormalen, die bei einer gekrümmten Fläche von
der Polygonnormalen abweichen. Für eine parametrische Fläche F : Ñ2 # Ñ3 kann
man die Normale n aus den Tangentialvektoren tu und tv
F(u, v) =
æçççççç
è
f1(u, v)
f2(u, v)
f3(u, v)
ö÷÷÷÷÷÷
ø
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Abbildung 4.7: Fehlerhafte Polygonapproximationen der Fläche -(x2 + y2). Die grobe
linke Darstellung zeigt deutlich Spalten, bei der feineren rechten Darstellung kommen
Beleuchtungsfehler hinzu
tu = ¶uF(u, v)
tv = ¶vF(u, v)
n =
tu ´ tvÅÅÅÅtu ´ tvÅÅÅÅ
bestimmen. Für die parametrische Darstellung eines Torus
F(u, v) =
æççççççç
è
cos(v) Ir1 + sin(u) r2M
sin(v) Ir1 + sin(u) r2M
cos(u) r2
ö÷÷÷÷÷÷÷
ø
erhält man bespielsweise:
n =
1
cos(v) sin(u) r2 Ir1 + sin(u) r2M æçççççççè cos(v) sin(u) r2 Ir1 + sin(u) r2Msin(u) sin(v) r2 Ir1 + sin(u) r2Mcos(u) r2 Ir1 + sin(u) r2M ö÷÷÷÷÷÷÷ø
Bei impliziten Flächen g(x1, x2, x3) = c wird die Normale n mit Hilfe des Gradien-
ten
grad g =
æççççççç
è
¶x1 g(x1, x2, x3)
¶x2 g(x1, x2, x3)
¶x3 g(x1, x2, x3)
ö÷÷÷÷÷÷÷
ø
n = ±
grad gÅÅÅÅgrad gÅÅÅÅ
bestimmt. Das Vorzeichen kann dabei frei gewählt werden.
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Abbildung 4.8: Oberflächennormalen für einen halben Torus
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Kapitel 5
Licht und Oberflächen
5.1 Farbe
Damit die Objekte betrachtet werden können, müssen eine oder mehrere Lichtquellen
vorhanden sein.
Natürliches Licht ist eine elektromagnetische Welle mit einer Wellenlänge Λ zwi-
schen 380 nm und 780 nm. Die menschliche Farbwahrnehmung ordnet den Wellenlän-
gen einen bestimmten Farbeindruck zu, die Abbildung 5.1 zeigt die Farben in Abhän-
gigkeit von der Wellenlänge. Bestimmte Farben wie Braun kommen in diesem Spek-
trum nicht vor. Für die Darstellung der Farben werden mehrere Farbmodelle verwen-
det. OPENGL arbeitet mit dem (additiven) RGB-Modell, in dem jede Farbe durch das
Mischen von Rot, Grün und Blau dargestellt wird. Weiß entspricht dabei dem Tripel
(1, 1, 1) und Schwarz (0, 0, 0). Die vierte Farbkomponente, der Α-Kanal wird zur An-
gabe der Transparenz der Farbe benutzt. Einem Α-Wert von 0 entspricht eine völlig
Transparente (unsichtbare) Farbe, einem Α-Wert von 1 eine undurchsichtige Färbung.
Soll ein Α-Kanal verwendet werden, muss dieser beim Initialisieren von OPENGL ex-
plizit angegeben werden.
400 500 600 700
Λ [nm]
Abbildung 5.1: Farbspektrum in Abhängigkeit von der Lichtwellenlänge
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Von anderen Farbsystemen wie dem subtraktiven CMY-Modell, muss in RGB-
Farben umgerechnet werden. Für die Umrechnung der CMY-Komponenten (c, m, y)
in die RGB-Wert (r, g, b) gilt
r = 1 - c
g = 1 - m
b = 1 - y.
Für ein CMYK-Modell mit einer separaten Schwarzen Komponente k muss
r = 1 - min(1, c (1 - k) + k)
g = 1 - min(1, m (1 - k) + k)
b = 1 - min(1, y (1 - k) + k)
berechnet werden.
Häufig findet auch das HSI-Modell Verwendung. Es wurde entwickelt, um die
Farbauswahl möglichst intuitiv zu gestalten. Besonders in der Visualisierung wird es
gern verwendet, um möglichst viele Farben einer skalaren Variable zuzuordnen. Im
Gegensatz zu den üblichen Farbmodellen ist die Abbildung extrem nichtlinear und die
Farben können nicht gemischt werden. Aus dem Tripel (h, s, b) erhält man die (r, g, b)
Komponenten für h Î [0, 1/3)
b = 1 - s3
r =
1
3 K1 + s cos(2 Π h)cos(Π/6 - 2 Π h) O
g = 1 - (r + b),
für h Î [1/3, 2/3)
h¢ = h - 1/3
r =
1 - s
3
g =
1
3 K1 + s cos(2 Π h¢)cos(Π/6 - 2 Π h¢) O
b = 1 - (r + g),
und für h Î [2/3, 1]
h¢ = h - 2/3
g =
1 - s
3
b = 13 K1 + s cos(2 Π h¢)cos(Π/6 - 2 Π h¢) O
r = 1 - (g + b).
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Abbildung 5.2: Die Farben des RGB-Modells (oben) in einem Würfel, damit eine Kom-
ponente nicht verdeckt wird, sind zwei verschiedene Ansichten dargestellt. Die Darstel-
lung des Farbwürfels im CMY-Modell (mitte). Der Farbwürfel im HSI-Modell unten
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5.2 Lichter
Jede OPENGL-Lichtquelle sendet drei Arten von Licht aus. Ambientes, diffuses und
spektakuläres Licht. Die Wirkung der einzelnen Lichtanteile wird erst deutlich, wenn
sie auf eine Oberfläche treffen. Da die Art der Lichtstreuung von der Oberfläche, aber
nicht von der Lichtquelle abhängt, ist die Aufspaltung des Lichtes in drei verschiedene
Typen unsinnig. Üblich ist, die Intensitäten von diffusen und spektakulärem Lichtanteil
gleich zu wählen und den ambienten Anteil deutlich kleiner anzusetzen.
Ambientes Licht dient dazu, eine Umgebungshelligkeit zu simmulieren, sie hat nor-
malerweise keine bestimmte Richtung. Ambientes Licht ist durch sehr viele Streuvor-
gänge an den Gegenständen der Szene entstanden. Innenräume haben normalerweise
einen hohen ambienten Lichtanteil, während Scheinwerfer keinen geringen Anteil ha-
ben. Ambientes Licht färbt die Körper gleichmäßig ohne jegliche Schattierung.
Diffuses Licht hat zwar eine Richtung, wird aber von der Oberfläche in alle Raum-
richtungen gestreut. Die Helligkeit der Oberfläche hängt daher nicht vom Betrachter
ab, sondern nur vom Winkel zwischen der Oberflächennormalen und der Lichtquelle.
Weißes Papier reflektiert das Licht diffus.
Spektakuläres (spielgelndes) Licht wird von einer Oberfläche in der Ebene, die von
der Oberflächennormalen und dem Vektor zur Lichtquelle im Aufpunkt aufgespannt
wird reflektiert, nur wenn die reflektierte Richtung in die Kamera zeigt, erhöht sich
die Lichtintensität. Für die Berechnung der Lichtintensität werden also der Vektor vom
Oberflächenpunkt zur Lichtquelle, die Oberflächennormale und die Richtung zur Ka-
mera benötigt. Ein Spiegel oder eine polierte Chromoberfläche weisen haupsächlich
spektakuläre Reflektion auf.
Für jede einzelne Komponente des Lichts kann eine RGBΑ-Farbe angegeben
werden mit glLightfv(GL_LIGHT0,GL_AMBIENT,ambient) für ambientes
Licht, glLightfv(GL_LIGHT0,GL_DIFFUSE,diffuse) für diffuses Licht
und glLightfv(GL_LIGHT0,GL_SPECULAR,specular) für spektakuläres
Licht. Der Standard schreibt mindestens acht Lichter vor, die einzeln mit glEna-
ble(GL_LIGHTi) eingeschaltet werden müssen.
Mit glLightfv(GL_LIGHT0,GL_POSITION,lpos) wird die Position der
Lichtquelle angegeben. Die Position (x, y, z, w) ist dabei ein homogener Vektor. Eine
gerichtete Lichtquelle hat (wie eine Vektor) eine vierte Komponente mit w = 0 und
(x, y, z) sind der Richtungsvektor. Ist die w-Koordinate ungleich Null, so wird (x, y, z)
als Position im Raum interpretiert. Die Position unterliegt den Modelltransformationen.
OPENGL erlaubt mehrere Beleuchtungsmodelle. Ein ambientes Beleuchtungsmo-
dell benutzt ein globales ambientes Licht.
Mit glLightModeli(GL_LIGHT_MODEL_LOCAL_VIEWER,GL_TRUE)
wird ein lokaler Betrachter angenommen, und die Richtung zwischen einem Punkt der
Szene und dem Betrachter ändert sich innerhalb der Szene. Dies führt normalerweise
zu einer besseren Darstellung der spektakulären Glanzlichter. Im anderen Fall werden
die Glanzlichter im Bezug auf einen unendlich weit entfernteen Betrachter berechnet.
Das geht etwas schneller.
Mit glLightModeli(GL_LIGHT_MODEL_TWO_SIDE,GL_TRUE) wird die
Beleuchtung der Rückseiten der Polygone eingeschaltet. Die Normalen der abgewand-
ten Polygone werden dann in die Richtung des Betrachters gekippt.
37
OPENGL 1.2 erlaubt noch das Trennen des spektakulären Lichtes, um
es nach dem Anwenden der Texturen zu berechnen. Normalerweise wer-
den die Lichtanteile für jeden Vertex summiert und danach die sich aus
einer Textur ergebene Farbe übertragen. Dabei geht das Glanzlicht verlo-
ren, damit auch texturierte Flächen mit einem Glanzlicht versehen werden
können, muss mit glLightModeli(GL_LIGHT_MODEL_COLOR_CONTROL,
GL_SEPARATE_SPECULAR_COLOR) die Berechnung des spektakulären Lichtan-
teiles nach der Texturierung aktiviert werden.
Abbildung 5.3: Ambientes Licht mit unbeleuchteten Polygonumrandungen (links
oben), ein einzelnes weisses Licht über dem Objekt (rechts oben) und eine rote, grüne
und blaue Lichtquelle. Die Oberfläche des Objekts ist diffus reflektierend weiß
5.3 Oberfläche
Die Farbe eine Körpers entsteht durch eine Kombination von Absorption und Reflek-
tion des einfallenden Lichtes. Die Absorption wird vor allem durch das Material des
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Abbildung 5.4: Lichtbündel bei diffuser (links) und spektakulärer (rechts) Reflektion
Körpers bestimmt. Die Reflektion wird von der Rauigkeit der Oberfläche beinflußt. An
einer rauen Oberfläche (wie Papier) werden die reflektierten Strahlen eines Bündels aus
Lichtstrahlen in alle Raumrichtungen reflektiert (linke Seite von Abbildung 5.4). Die
Rauigkeit sorgt dafür, dass der reflektierte Anteil in alle Raumrichtungen gestreut wird.
Die Intensität Id des diffus reflektierten Lichtes gehorcht dabei dem Lambertschen Ge-
setz
Id = ILkd cos ∆,
mit der Lichtintensität einer einzelnen Lichtquelle IL und ∆ dem Winkel zur Oberflä-
chennormalen (Abbildung 5.5).
Bei der spektakulären Reflektion wird das Bündel von Lichtstrahlen im idealen
Fall nur in eine Richtung reflektiert und nur, falls der Betrachter entlang dieser Rich-
tung positioniert ist, ist der reflektierte Strahl sichtbar (rechte Seite von Abbildung 5.4).
Im Gegensatz zur diffusen Reflektion hat das Licht die Farbe der Lichtquelle und nicht
die der Oberfläche. Reale Flächen sind nicht ideal reflektierend (aber wesentlich glatter
als bei der diffusen Reflektion), daher kann das reflektierte Licht auch aus einer gering-
fügig abweichenden Richtung noch beobachtet werden. Wenn Φ der Winkel zwischen
dem Vektor zum Beobachter und dem reflektierten Strahl ist, so ist die Intensität des
reflektierten Lichtes durch
Is = ILks cosn(Φ)
gegeben, n ist dabei eine Materialkonstante, die zwischen eins und einigen hundert
variiert. Für einen idealen Spiegel würde n ® ¥ streben (Abbildung 5.5).
Zusätzlich zur ambienten, diffusen und spektakulären Reflektion erlaubt OPENGL
noch die Angabe einer Farbabstrahlung, das Objekt wird aber dadurch nicht zu einer
weiteren Lichtquelle. Die Farbe cp eines Vertex mit der ambienten Farbe ca, der diffu-
sen Farbe cd , der spektakulären Farbe cs und der Emissionsfarbe ce wird durch
cp = ce + Iaca +
n-1â
i=0
BI(i)a ca + I(i)d cd cos(∆i) + I(i)s cs cosn(Φi)F
berechnet. Die Summe läuft dabei über alle Lichtquellen der Szene.
Die Farben des Materials sind dabei wieder Quadrupel aus Rot, Grün, Blau
und Α-Wert. Die OPENGL Funktion glMaterialfv() setzt die Farbwerte für
die einzelnen Komponenten des Materials, dies kann für Vorder- und/oder Rück-
seite der Polygone geschehen. Mit glMaterialfv(GL_FRONT,GL_AMBIENT,
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Abbildung 5.5: Lambertsches Gesetz zur Intensität der diffusen Reflektion (links), die
cos(Φ)n Abhängigkeit für die spektakuläre Reflektion vom Winkel Φ zwischen reflek-
tiertem Strahl und Beobachter
ca) werden die vier Komponenten von ca gesetzt analog die diffuse Oberflächenfar-
be glMaterialfv(GL_FRONT,GL_DIFFUSE, cd), die spektakuläre glMate-
rialfv(GL_FRONT,GL_SPECULAR, cs) und die abgestrahlte Farbe glMate-
rialfv(GL_FRONT,GL_EMISSION, ce). Der spektakuläre Exponent wird mit
glMaterialfv(GL_FRONT,GL_SHININESS,n) gesetzt.
Häufig tritt der Fall auf, dass man nur die Oberflächenfarbe, nicht aber alle anderen
Eigenschaften der Fläche ändern will. Mit der Funktion glColorMaterial() wer-
den die Aufrufe der Farbfunktionen glColor3*() dazu verwendet, auch die Oberflä-
chenfarbe zu ändern. Mit glEnable(GL_COLOR_MATERIAL) aktiviert man diese
Funktion. Es glit noch, das Ziel der Farbänderung anzugeben, mit glColorMateri-
al(GL_FRONT,GL_DIFFUSE)) wird cd für die Vorderseiten der Polygone durch
die Farbaufrufe geändert, die Abbildung 5.6 zeigt zwei Beispiele für dieses Vorgehen.
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Abbildung 5.6: Eine Kleinsche Flasche (links) mit zufällig gefärbten Polygonen, rechts
eine Textur, die durch unterschiedlich gefärbte Polygone simmuliert wird. Während
sich die Oberflächeneigenschaften nicht ändern, wird die Farbe mit glColorMate-
rial() und glColor*() modifiziert
41
Kapitel 6
Texturen
6.1 Zufällige fraktale Texturen
Für die Darstellung von natürlichen Texturen, wie einer Holzmaserung oder von Wol-
ken am Himmel benötigt man zufällige Texturen. Diese Texturen müssen berechnet
werden. Die natürlichen Texturen weisen eine starke Korrelation auf, die bei der Er-
zeugung berücksichtigt werden muss. Eine weitere Eigenschaft solcher Texturen ist ih-
re Skalierungsinvarianz über mehrere Größenordnungen der Ausdehnung(Abbildung
6.1).
Abbildung 6.1: Skaliertes Perlin Rauschen, das linke untere Rechteck ist jeweils ver-
größert worden, und die Grauskale angepasst
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Sollen die Texturen für eine bekannte Auflösung erstellt werden, so macht man
sich die Skalierungsinvarianz zunutze. Für die Varianz eines eindimensionalen frak-
talen Rauschen Ξ an zwei Punkten x1 und x2 gilt
var IΞ(x1) - Ξ(x2)M µ ÄÄÄÄx2 - x1ÄÄÄÄ2 h .
Die beiden Zufallsvariablen Ξ(x) und Ξ(r x)/ rh lassen sich statistisch nicht unterschei-
den. Die fraktale Dimension D1 der (eindimensionalen) Darstellung Ξ(x) ist durch
D1 = 2 - h
gegeben.
Eine der Methoden zum Erzeugen von eindimensionalem Rauschen benutzt zufäl-
lige Additionen von normalverteilten Zufallszahlen entsprechend dieses Skalierungs-
gesetzes [3].
Um ein eindimensionales fraktales Rauschen Ξ(i) der Länge 2n mit der Varianz Σ
über das gesamte Intervall zu erzeugen, generiert man zwei normalverteilte Zufallszah-
len für den Anfangs- und Endpunkt, die weitere Brechung erfolgt dann rekursiv, in dem
man zwischen zwei benachbarten Werten der Stufe k mit der Varianz Σ(k) mittelt und
diese Mittelwerte zwischen den Nachbar einfügt. Zu den Komponenten dieser Stufe
wird dann noch eine normalverteilte Zufallsvariable mit der Varianz Σ(k+1) = Σ(k) I 12 Mh
addiert. Die Abbildung 6.2 zeigt das Ergebnis des Algorithmus.
Eine weitere Möglichkeit besteht in der Spektralsynthese des Rauschens. Für die
Amplituden der Fourier-Koeffizienten S(Ω)zur Frequenz Ω des Rauschsignals gilt
S(Ω) µ 1
Ω2h+1
.
Die Fourier-Koeffizienten werden aus einem normalverteilten Betrag der Varianz
Ω(h+1/2) und einer im Intervall [0, 2Π] gleichverteilten Phase berechnet. Damit die Rück-
transformierte ein reelles Signal ergibt, müssen die Koeffizienten bezüglich eines Vor-
zeichenwechsels von Ω konjugiert komplex sein
ˆΞ(Ω) = ˆΞ(-Ω).
Beide Methoden lassen sich auf den höherdimensionalen Fall erweitern. Bei den
zufälligen Additionen wird die Teilung in jeder Raumrichtung ausgeführt und bei der
Fourier-Synthese ist die Symmetrie
ˆΞ(Ω, Ν) = ˆΞ(-Ω, Ν)
ˆΞ(Ω, Ν) = ˆΞ(Ω,-Ν)
der (mehrdimensionalen) Fourier-Koeffizienten zu berücksichtigen.
Die mit dieser Methode berechneten Texturen können als Wolken verwendet wer-
den. Eine weitere Anwendung ist das Erzeugen von Bergen. Die Abbildung 6.3 zeigt
sowohl die Möglichkkeit, das Rauschen als Textur zu verwenden, als auch die Darstel-
lung der Rauschamplituden als zweidimensionale Funktion.
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Abbildung 6.2: Fraktales Rauschen unterschiedlicher Dimension auf der Basis zufälli-
ger Additionen
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Abbildung 6.3: Fraktales zweidimensionales Rauschen unterschiedlicher Dimension
auf der Basis zufälliger Additionen
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Mit allen besprochenen Methoden können die Texturen sehr schnell erzeugt wer-
den. Ein wesentlicher Nachteil besteht aber darin, dass die benötigte Auflösung bekannt
sein muss.
Wesentlich flexibler ist eine Funktion, die den Wert des fraktalen Rauschens an ei-
nem Punkt berechnet, ohne dass die gesamte Textur vorher berechnet werden muss.
Das Perlin-Rauschen [2] stellt genau diese Funktion zur Verfügung. Damit die Funk-
tion in Abhängigkeit vom Ort variiert, wird aus den Ortskoordinaten eine ganze Zahl
Nx, x Î Rn berechnet, diese Berechnung ist eindeutig, so dass man für den selben
Raumpunkt auch stets dasselbe Nx erhält. Normalerweise wird einfach der ganzzahlige
Anteil der Koordinaten verwendet. Diese ganze Zahl wird als Startwert für einen Zu-
fallsgenerator Z(Nx) benutzt. Anders als bei der Erzeugung einer Zufallssequenz wird
jedoch nur eine (oder eine feste Anzahl) von Iteration ausgeführt. Man erhält dadurch
gleichverteilte Zufallszahlen in Abhängigkeit von der Koordinate x. Bei der Berech-
nung vollständiger Texturen wurden stets normalverteilte Zufallszahlen verwendet. Um
eine reproduzierbare normalverteilte Zufallsvariable zu erhalten, wird ein gewichtetes
Mittel G(x) berechnet. Im Eindimensionalen kann
G(x) = 1
4
Z(Nx + 1) +
1
2
Z(Nx) +
1
4
Z(Nx - 1)
verwendet werden. Im d dimensionalen wird über die nächsten Nachbarn in den d
Raumrichtungen gemittelt.
Abhänging von der Abbildung Nx hätte die so berechnete Funktion g(x) sichtbare
Stufen, die räumliche Verteilung würde auch keinem fraktalen Rauschen entsprechen.
Als erstes gilt es, die Funktion stetig zu erweitern und für u = x - Nx zu interpolieren.
Eine lineare Interpolation mit
g(x) = (1 - u)G(Nx) + u G(Nx + 1)
oder aber ein Catmull-Rom Spline mit
g(x) =
1
2
I 1 u u2 u3 M æçççççççççç
è
0 2 0 0
-1 0 1 0
2 -5 2 -1
-1 3 -3 1
ö÷÷÷÷÷÷÷÷÷÷
ø
æçççççççççç
è
G(Nx - 1)
G(Nx)
G(Nx + 1)
G(Nx + 2)
ö÷÷÷÷÷÷÷÷÷÷
ø
werden dazu verwendet. Die Interpolation wird im zwei- und dreidimensionalen ana-
log ausgeführt. Für das Perlin Rauschen muss nun noch die Skalierungseigenschaft
berücksichtigt werden
p(x) =
Jâ
j=0
g(Ω x)
Ω
Für den Grenzwert lim J ® ¥ erhält man wieder ein Fraktal. Praktisch verwendet man
J = 2¼16 entsprechend der gewünschten Auflösung. Für den Bilder in Abbildung 6.1
ist J = 14 verwendet worden. Die Skalierung Ω zwischen den Stufen liegt typischer-
weise nahe bei Ω » 2. Die Anzahl der verwendeten Skalen J steuert die Glattheit der
Textur. Ein kleines J liefert weniger Wirbel.
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Abbildung 6.4: Eine Holztextur, ein kleines J = 4 sorgt dafür, dass die Maserung nicht
zu stark verwirbelt
Neben der Erzeugung von Wolken, Rauch und Berglandschaften kann das Rau-
schen auch für Marmor und Holztexturen verwendet werden. Für eine Holztextur wird
das Rauschen skaliert und nur der gebrochene Anteil beücksichtigt. Dadurch entsteht
der Eindruck der linear ansteigenden Färbung in Richtung der Jahresringe.
Die dreidimensionale Textur von Marmor mit einer Maserung in y-Richtung erhält
man mit
m(x, y, z) =
1
2
(sin(y + a p(x, y, z)) + 1),
Die Abbildung 6.5 enthält zwei Beispiele für marmorartige Texturen. Durch Skalieren
der Koordinaten kann man die Verwirbelung der Texturen steuern.
Die Werte der Rauschfunktion werden einer Farbfunktion zugeordnet, die zum Be-
rechnen der RGB Farben der Textur dient. Für den blauen Marmor ist beispielsweise
r = 0.3 + 0.6 m(x, y, z)
g = 0.3 + 0.8 m(x, y, z)
b = 0.6 + 0.4 m(x, y, z)
verwendet worden.
Für parametrische Flächen kann man zweidimensionale Texturfunktionen verwen-
den, anderenfalls werden dreidimensionale Texturen benutzt, die räumlichen Koordi-
naten auf der Fläche als Eingabewert für die Texturberechnung benutzen.
Für die Darstellung einer Kugel mit der Marmortextur berechnet man
m(8 cos Φ sin Θ, 8 sin Φ sin Θ, 8 cos Θ)
in der gewünschten Auflösung, die wesentlich höher sein muss, als die Polygonisie-
rung. Die Parameter Θ und Φ dienen dann als Texturkoordinaten für die Abbildung der
Textur auf die Oberfläche, die Abbildung 6.6 zeigt das Ergebnis. Da eine dreidimen-
sionale Textur verwendet wurde, zeigt die Textur einige Verzerrungen an den Polen der
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Abbildung 6.5: Links eine Textur für blauen Marmor, rechts eine weitere Gesteinstextur
mit Perlin Rauschen
Kugel, die nach der Anwendung der Textur die ungleichmäßige Parametrisierung der
Kugel kompensieren.
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Abbildung 6.6: Die Textur (links) für eine Kugel und das Ergebnis (rechts)
Die dreidimensionale Textur hat den Vorteil, dass man die Randbedingungen bei
der Parametrisierung (die Kugel wäre periodisch in Φ-Richtung) nicht beachten
braucht, die Textur aus dem parametrisierten Torus Abbildung 6.7 ist in beiden Rich-
tungen periodisch, ohne dass man dies explizit angeben muss.
Ein weiterer Effekt bei der Benutzung von dreidimensionalen Texturen besteht dar-
in, dass die Objekte wie aus einem Block geschnitten wirken.
Sollen die schneller zu erzeugenden zweidimensionalen Texturen verwendet wer-
den, muss man die Randbedingungen der Parametrisierung beachten und eine ge-
wünschte Periodizität erzwingen. Dies geschieht entweder bei der Erzeugung selbst,
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Abbildung 6.7: Die Textur (links) und der Torus mit der Textur
oder durch entsprechendes Filtern.
6.2 Reaktions-Diffusions Texturen
Eine weitere Möglichkeit zum Erzeugen von Texturen besteht in der Verwendung von
strukturbildenden nichtlinearen chemischen Reaktionen [6]. Die Konzentration einzel-
ner an der Reaktion beteiligter Stoffe wird dabei als Textur verwendet.
Oft sind chemische Reaktionen beim Wachstum von Organismen die Ursache für
solche Texturen. Reaktions-Diffusionssysteme basieren auf zeitlich und räumlich os-
zillierenden chemischen Reaktionen. Der Soffumsatz bei einer Reaktion führt dazu,
dass die Ausgangsstoffe am Ort der Reaktion in die Endprodukte umgewandelt wer-
den. Dadurch verringert sich die Konzentration der Ausgangsstoffe. Falls die Reaktion
in einem ruhenden Medium statt findet, kann eine räumliche Inhomogenität nur durch
einen Diffusionsprozeß ausgeglichen werden. Neben der zeitabhängigen Kinetik der
Reaktion muss daher noch die Ortsabhängigkeit betrachtet werden. Ist die Fläche, für
die die Textur erstellt werden soll, natürlich gewachsen, kann ein eindimensionales
System benutzt werden und die Zeit als zweite Texturkoordinate dienen.
Betrachtet man die Reaktion
U + 2V ® 3V
V ® P,
der Stoff U reagiert mit zwei Teilen des Stoffes V zu drei Teilen von V , V selbst wird
mit konstanter Rate k aus dem System entfernt. U wird mit der Geschwindigkeit f dem
System zugeführt. Die Konzentrationen der Stoffe U und V seien u und v. Für eine
völlig homogene Verteilung beider Stoffe erhält man für u die gewöhnliche Differenti-
algleichung
âu
ât
= -u v2 + f (1 - u)
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die Menge von U , die pro Zeiteinheit umgewandelt wird, ist proportional zu u v2, die
zugeführte Menge von U ist proportional zu f und geht für u ® 1 in Sättigung. ähnlich
ergibt sich die Gleichung für v
âv
ât
= u v2 - ( f + k) v
Für ein räumlich inhomogenes System ist die Diffusion der beiden Stoffe mit den
Diffusionskonstanten Du und Dv zu berücksichtigen und man erhält die Gleichungen
¶u
¶t
= Du Ñ
2 u - u v2 + f (1 - u)
¶u
¶t
= Dv Ñ
2 v + u v2 + ( f + k) v.
Für die Texturerzeugung betrachtet man die Reaktion in zwei Raumdimensionen, also
u = u(x, y, t) und v = v(x, y, t). In beiden Raumrichtungen seien die Randbedingungen
periodisch, für x, y Î [0,Ë] ´ [0,Ë] gelte
u(x, y, t) = u(x + Ë, y, t)
u(x, y, t) = u(x, y + Ë, t)
v(x, y, t) = v(x + Ë, y, t)
v(x, y, t) = v(x, y + Ë, t).
Das System partieller nichtlinearer Differentialgleichungen muss numerisch gelöst
werden. Da es dabei nur bedingt auf die Qualität der Lösung ankommt, genügt es, ein
einfaches explizites Schema endlicher Differenzen zu benutzen. Der Gitterabstand in x-
und y-Richtung sei ∆, der Zeitschritt ∆t. Die Zeitabhängigkeit wird mit einem expliziten
Euler-Verfahren integriert. Mit
u
(n)
i, j = u(x0 + i ∆, y0 + y ∆, n ∆t)
v
(n)
i, j = v(x0 + i ∆, y0 + y ∆, n ∆t)
erhält man die Iterationsgleichungen
u
(n+1)
i, j = u
(n)
i, j +
∆t C ˜Du Ju(n)i-1, j + u(n)i+1, j + u(n)i, j-1 + u(n)i, j+1 - 4 u(n)i, j N - u(n)i, j Jv(n)i, j N2 + f J1 - u(n)i, j NG
v
(n+1)
i, j = u
(n)
i, j +
∆t C ˜Dv Jv(n)i-1, j + v(n)i+1, j + v(n)i, j-1 + v(n)i, j+1 - 4 v(n)i, j N + u(n)i, j Jv(n)i, j N2 + ( f + k) v(n)i, j G
mit ˜Du = Du/∆2 und ˜Dv = Dv/∆2. Das System ist stabil für
∆t £ min K 2f + c + 8 ˜Du , 2f + k + 8 ˜Dv O
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Abbildung 6.8: Die Zeitentwicklung der Konzentration u(x, y, t) des GRAY-SCOTT Sy-
stems im Abstand von jeweils 9600 Zeitschritten
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und c = maxi, j,n v
(n)
i, j . Der Fehler der Zeitintegration ist proportional ∆t2. Mit den Para-
metern f = 0.05, k = 0.062, ˜Du = 2 × 10-5, ˜Du = 1 × 10-5, ∆t = 1/5 und ∆ = 10-2
kann das System integriert werden. Die Abbildung 6.8 zeigt das Ergebnis für 96000
Zeitschritte auf einem 128 ´ 128 Gitter.
Gestartet wurde u(x, y, 0) = 1 v(x, y, 0) = 0 im Gebiet mit Ausnahme eines kleinen
Rechtecks in der linken unteren Ecke des Raumgebietes, dort sind die Anfangswerte
u(x, y, 0) = 1/2, v(x, y, 0) = 1/4 mit zufälligen Störungen. Nachdem sich die Wel-
lenfront ausgebreitet hat entsteht ein Streifenmuster, das auf Grund der periodischen
Randbedingungen sowohl als Einzeltextur als auch gekachelt (Abbildung 6.9) verwen-
det werden kann.
Abbildung 6.9: Die Textur des GRAY-SCOTT Systems auf einem Torus, links bei der
direkten Abbildung auf den Torus, rechts mit 6 ´ 4-facher Kachelung
Ein weiteres einfaches System stammt von A. TURING. Die Substanz Das homo-
gene System hat die Form
âa
ât
= s ( f 2 - a b)
âb
ât
= s [(a - 1) b - Β] .
Mit der Berücksichtigung der Ortsabhängigkeit erhält man die Gleichungen
¶a
¶t
= Da Ñ
2 a + s ( f 2 - a b)
¶b
¶t
= Db Ñ
2 b + s [(a - 1) b - Β] .
Auch hier werden periodische Randbedingungen in beiden Raumrichtungen angenom-
men
a(x, y, t) = a(x + Ë, y, t)
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a(x, y, t) = a(x, y + Ë, t)
b(x, y, t) = b(x + Ë, y, t)
b(x, y, t) = b(x, y + Ë, t).
Auch diese Gleichungen werden mit einem expliziten Euler-Verfahren gelöst. Die
endlichen Differenzengleichungen dafür lauten
a
(n+1)
i, j = a
(n)
i, j +
∆t B ˜Da Ja(n)i-1, j + a(n)i+1, j + a(n)i, j-1 + a(n)i, j+1 - 4 a(n)i, j N + J f 2 - a(n)i, j b(n)i, j NF
b(n+1)i, j = b
(n)
i, j +
∆t : ˜Db Jb(n)i-1, j + b(n)i+1, j + b(n)i, j-1 + b(n)i, j+1 - 4 b(n)i, j N + s B(a(n)i, j - 1) b(n)i, j - Βi, jF>
Auf Grund der niedrigen Genauigkeit der Berechnung können die b(n)i, j negative
Werte annehmen, es muss daher noch bi, j = max(0, b
(n)
i, j ) angenommen werden. Mit
den Parametern ∆t = 0.1, ∆ = 1 Da = 0.25, Db = 0.0625, f = 4 und s = 0.0125
entsteht ein Punktmuster (Abbildung6.10). Die Βi, j sind zufällig mit einem Mittelwert
von XΒi, j\ = 12 angesetzt.
Auf Grund der Randbedingungen lassen sich diese Texturen nahtlos auf einen Torus
abbilden und kacheln.
6.3 Texturen mit OPENGL
Die bisher spezifizierten geometrischen Objekte hatten eine Färbung, die durch Inter-
polation der an den Punkten gesetzten Farben gewonnen wurde. Texturen bieten die
Möglichkeit, ein wesentlich feineres Raster für die Färbung der geometrischen Objek-
te anzugeben als es für das Darstellen der Oberflächen notwendig ist.
Die Anwendung von Texturen umfasst nicht nur das einfache Einfärben eines Ob-
jekts. Texturen werden auch dazu verwendet, um Schatten zu erzeugen, oder eine spie-
gelnde Oberfläche zu simulieren.
Texturen können gekachelt werden, die Oberflächenfarbe kann durch die Textur
ersetzt oder modifiziert (für Schatten) werden und die Textur kann interpoliert werden,
um eine zu geringe Auflösung zu der Textur zu kompensieren.
Texturen für OPENGL können ein-, zwei- oder dreidimensional sein. Dreidimen-
sionale Texturen erfordern aber eine OPENGL 1.2 Bibliothek wie sie bisher nur wenig
verbreitet ist.
Texturen sind stets Felder von Farbangaben, die bei zweidimensionalen Texturen
rechteckig, bei dreidimensionalen Texturen ein quaderförmiges Grundgebiet ausfül-
len. Die Dimensionen müssen Potenzen von 2 sein. Mit gluScaleImage() kann
man die Bitmaps auf diese Dimensionen skalieren. Als Farbangaben sind Helligkeit
GL_LUMINANCE, Helligkeit und Transparenz GL_LUMINANCE_ALPHA, Rot, Grün
und Blau GL_RGB, oder Rot, Grün, Blau und Transparenz GL_RGBA möglich. Aus
anderen Farbsystemen muss explizit umgerechnet werden.
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Abbildung 6.10: Die Zeitentwicklung der Konzentration a(x, y, t) des TURING Systems
im Abstand von jeweils 4800 Zeitschritten
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Abbildung 6.11: Die Textur des TURING Systems auf einem Torus, links bei der direk-
ten Abbildung auf den Torus, rechts mit 6´3-facher Kachelung. Unten ist die Wirkung
der Textur auf einem Dinosaurier Modell verdeutlicht, die Fehler der Texturierung an
den Beinen haben ihre Ursache in der einfachen Berechnung der Texturkoordinaten
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Beim Erzeugen einer texturierten Oberfläche muß zuerst ein Texturobjekt erzeuegt
werden. Die dabei erzeugte Referenz auf die Textur dient dann dazu, die Eigenschaf-
ten für diese Textur zu definieren und die Texturdaten an die Graphikkarte zu senden,
wenn diese einen Texturspeicher hat. Die Texturdaten werden dabei in den Speicher der
Graphikkarte übertragen und eventuell in ein anderes Format (weniger Bits pro Farbe)
transformiert.
Nach dem das Texturmapping aktiviert wurde kann man mit glBindTexture()
ein Texurobjekt auswählen. Beim Zeichnen des Objektes sind zusätzlich zu den Punkt-
koordinaten und den Normalen für jeden Punkt auch die Texturkoordinaten anzugeben.
OPENGL stellt keine Funktionen zum Einlesen von Bitmapformaten zur Verfü-
gung. Die Texturkoordinaten s und t werden immer in das Intervall s, t Î [0, 1) abge-
bildet. Soll die Textur in s-Richtung gekachelt werden, so wird s - dst gebildet, sonst
wird min(s, 1). OPENGL verwendet die linke untere Ecke der Bitmap als Nullpunkt,
die meisten Bitmapformate benutzen jedoch die linke obere Ecke der Bitmap als Null-
punkt.
Abbildung 6.12: Die texturierten Flächen eines Würfels, die rechte Abbildung zeigt
das Kacheln der Textur
Das Texturmapping muß mit glEnable(GL_TEXTURE_2D) explizit ermög-
licht werden. Sind alle texturierten Objekte gezeichnet, sollte man die Texturverar-
beitung wieder ausschalten.
Zusammen mit den dreidimensionalen Koordinaten sind die Texturkoordinaten für
jeden Punkt anzugeben, dies muss (wie auch die Angabe der Normalen) vor der An-
gabe der Punktkoordinaten geschehen. OPENGL verwaltet für die Transformation der
Texturkoordinaten eine Transformationsmatrix, die nach dem Umschalten mit glMa-
trixmode(GL_TEXTURE) modifiziert werden kann.
Die Texturkoordinaten lassen sich am einfachsten für parametrische Flächen
f (u, v) : Ñ2 ® Ñ3 angeben, da man in diesem Fall die skalierten Koordinaten (u, t)
für die Texturen verwenden kann. Damit lassen sich sehr komplexe Objekte texturie-
ren.
56
Abbildung 6.13: Lineare und spherische Texturabbildung auf eine Ebene und Kugel
Leider lassen sich nicht für alle Flächen parametrische Darstellungen finden. Man
muss dann auf ein dreidimensionales Koordinatennetz ausweichen, das die Topologie
des Objektes möglichst gut annähert. Für eine lineare Abbildung genügt es, jeden Punkt
des Körpers in ein neues kartesisches Koordinatensystem zu transformieren und zwei
Koordinaten als Texturkoordinaten zu verwenden.
Rechnet man in Kugelkoordinaten um, so erhält man mit
r =
1
x2 + y2 + z2
Θ = arccos
z
r
Φ = arctan(y/x) + Π
t =
Φ
2Π
s =
Θ
Π
die Texturkoordinaten auf einer Kugeloberfläche. Für Zylinderkordinaten gilt
Ρ =
1
x2 + y2
Φ = arctan(y/x) + Π
t =
Φ
2Π
s = z
die z-Koordinate muss noch skaliert werden. Die Texturkoordinaten in einem Torus-
Koordinatensystem
x = r (1 + cos(Θ)) cos(Φ)
y = r (1 + cos(Θ)) sin(Φ)
z = r sin(Θ)
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Abbildung 6.14: Zylindrische und Torus-Texturabbildung auf einem Zylinder und ei-
nem Torus
erhält man aus
r =
x2 + y2 + z2
2
1
x2 + y2
Φ = arctan(y/x)
Θ = (Π + sign(z) arccos K-1 + 2 Ix2 + y2M
x2 + y2 + z2
O
t =
Φ
2Π
s =
Θ
Π
.
Damit die Abbildung in t-Richtung korrekt erfolgt, muss die Textur in dieser Rich-
tung gekachelt werden, und für alle Polygone, deren Projektion in die xy-Ebene im
ersten und vierten Quadranten liegt, t¢ = 1+ t als Texturkoordinate verwendet werden.
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Kapitel 7
Transparenz und transparente
Texturen
7.1 Transparenz
Die korrekte Darstellung von teilweise durchsichtigen Objekten führt zu großen
Schwierigkeiten. Normalerweise wird ein Überblendeffekt genutzt, um transparente
Objekte darzustellen. Der Α-Kanal der Farben dient dazu, anzugeben, wie stark die
Farbe des Objektes den Hintergrund überdeckt. Ein Farbe mit Α = 1 ist völlig un-
durchsichtig, Α < 1 lässt Teile des Hintergrundes durchscheinen und erweckt somit
den Eindruck von Transparenz. Natürlich kann keine Lichtbrechung, wie sie bei natür-
lichen Objekten auftritt, mit OPENGL dargestellt werden.
Das wesentliche Problem bei der Darstellung der durchsichtigen Flächen besteht
darin, dass der Tiefenpuffer nur für undurchsichtige Objekte benutzt werden kann. Für
undurchsichtige Objekte werden entspechend der Reihenfolge der im Programm defi-
nierten Polygone diese transformiert und dargestellt. Beim Füllen der Polygone wird
für jeden zu setzenden Pixel überprüft, ob die z-Koordinate hinter oder vor dem z-
Wert des Tiefenpuffers liegt. Ist der Tiefenwert des Pixels größer als der aktuelle z-
Wert, so wird der Pixel nicht in der neuen Farbe gezeichnet, ist er kleiner, so zeichnet
OPENGL den Pixel und ersetzt den Wert im Tiefenpuffer mit dem z-Wert des neuen
Pixels. Das Ersetzen des Wertes im Tiefenpuffer für die einzelnen Pixel eine Polygons
wird mit glDepthMask(GL_TRUE) ein- und mit glDepthMask(GL_FALSE)
ausgeschaltet. Die zu einem transparenten Objekt gehörenden Polygone müssen immer
gezeichnet werden, wenn sie nicht von einem undurchsichtigen Objekt verdeckt sind.
Das Zeichnen der transparenten Objekte muss also nach dem Zeichnen aller undurch-
sichtigen Objekte der Szene erfolgen. Dabei muss der Tiefentest zwar durchgeführt
werden, der Tiefenpuffer darf aber nicht durch die transparenten Polygone modifiziert
werden. Dies wird mit
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C-FRAGMENT
glEnable(GL_DEPTH_TEST);
glDepthMask(GL_FALSE);
erreicht.
Als nächstes muss das Überblenden der Farben des Objektes mit dem Hinter-
grund festgelegt werden. Dies geschieht über die Auswahl der Parameter für die Über-
blendungsfunktion glBlendFunc(). Die Argumente bestimmen, wie die bisheri-
ge Farbe eines Pixels cp = (rp, gp, bp,Αp) mit der Farbe des transparenten Pixels
cs = (rs, gs, bs,Αs) zu kombinieren ist, um die Färbung des Pixels nach dem Überblen-
den ct zu berechnen. OPENGL erlaubt zahlreiche Kombinationen unter Verwendung
der Α-Werte Αp, Αs und eins. Für ein korrektes Überblenden muss
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gelten. Eventuell kann man auch
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verwenden. Die letztere Variante führt üblicherweise dazu, dass die Farben akkumu-
liert und mehrere sich überdeckende Flächen als unstrukturiertes Weiß dargestellt wer-
den. Besonders bei kleinen Αs-Werten ergibt sich eine akzeptable Darstellung, bei zu
großsen Α-Werten erscheinen die übereinander liegenden Flächen weiß, da die Farb-
komponenten für r, g, b > 1 abgeschnitten werden. Die Darstellung hängt aber nicht
von der Reihenfolge ab, in der die transparenten Polygone gezeichnet werden.
Die Überblendung nach Gleichung (7.1) wird mit
C-FRAGMENT
glEnable(GL_BLEND);
glBlendFunc(GL_SRC_ALPHA,GL_ONE_MINUS_SRC_ALPHA);
definiert, Gleichung (7.1) mit
C-FRAGMENT
glEnable(GL_BLEND);
glBlendFunc(GL_SRC_ALPHA,GL_ONE);
an OPENGL übermittelt. Wie man aus der Gleichung (7.1) ersieht, hängt das Ergeb-
nis nach dem Rendern von der Reihenfolge der Polygone ab. Nur wenn die Polygone
entsprechend des Abstandes vom Betrachter sortiert sind und von hinten nach vorn
gezeichnet werden, entsteht der Eindruck einer transparenten Fläche. Polygone, die
sich durchdringen, müssen zerlegt werden. Das Sortieren sollte mit einem Quick- oder
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Abbildung 7.1: Links Transparenz nach Gleichung (7.1), rechts mit der Akkumulation
der Farbe nach (7.2), in beiden Darstellungen würde der Α-Wert der Fläche auf Αs = 3/4
gesetzt
Heapsort Algorithmus erfolgen, falls durch kleine Änderungen der Betrachter Position
ein Neusortieren notwendig ist, sollte das mit Bubblesort geschehen.
Der wesentliche Nachteil des Sortierens besteht weniger im Zeitverlust, sondern
in der Tatsache, dass vorhandene Datenstrukturen für Dreiecksstreifen aufgelöst wer-
den müssen, um die Dreiecke zu sortieren. Der Geschwindigkeitsverlust besteht vor-
nehmlich in der Verarbeitung unverbundener Polygone und nicht im Sortiervorgang.
Es müssen alle Polygone einer Szene sortiert werden, so dass auch eine vorhandene
Objektstruktur zum Sortieren aufgelöst werden muß.
Befindet sich in der Szene nur ein einzelnes transparentes Objekt oder durchdrin-
gen sich die transparenten Objekte nicht und sind die Flächen der transparenten Ob-
jekte korrekt orientiert, so kann man das Sortieren vereinfachen, indem man zuerst die
Rückseiten der transparenten Körper zeichnet und dann die Vorderseiten.
C-FRAGMENT
glEnable(GL_CULL_FACE);
glCullFace(GL_FRONT);
¼ /* Zeichnen der aller transparenten Polygone */
glCullFace(GL_BACK);
¼ /* nochmaliges Zeichnen Polygone */
glDisable(GL_CULL_FACE);
Auch dies geschieht mit einem Test des Tiefenpuffers, der aber nicht modifiziert
wird.
Für keine der Überblendungen werden die Α-Werte des Bildes Αp benötigt. Man
braucht daher auch keinen Α-Puffer bei der Initialisierung von OPENGL anzufordern.
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Abbildung 7.2: Zeichenfehler bei der Darstellung unsortierter transparenter Polygone
7.2 Transparente Texturen
Wie bereits bei den Texturformaten erläutert, können auch Texturen Transparenzinfor-
mationen enthalten, entweder als reine Maske, als Graustufenbild mit Α-Kanal oder
als RGBΑ-Bild. Ein Sortieren der Polygonteile, die von einem Texturpixel mit Α < 1
überdeckt werden, scheidet in diesem Fall aus, da die Polygone nicht bis zum Niveau
der Texturpixel zerlegt werden. Dadurch lassen sich einige Objekte mit transparenten
Texturen auch nicht korrekt mit OPENGL darstellen.
Eine wichtige Anwendung von Texturen mit transparenten Pixeln sind Texturen,
in denen der Α-Kanal nur zur Maskierung verwendet wird also nur die Α-Werte Null
und Eins vorhanden sind. Solche Texturen werden beispielsweise verwendet, um kom-
plex geformte Objekte wie (entfernte) Bäume durch ein rechteckiges Polygon und ei-
ne Textur des Baumes zu simulieren. Ein weiteres Beispiel zeigt 7.3, die Polygone
der Knotenfläche sind einfache Vierecke, erst die Textur erzeugt den Eindruck eines
Flechtwerks.
Texturen, die nur eine Maske enthalten, sollten nach allen undurchsichtigen Flä-
chen gezeichnet werden, aber vor den transparenten Flächen mit 0 < Α < 1. Die durch
die Textur undurchsichtigen Teile der Polygone müssen den Tiefenpuffer abfragen und
modifizieren, beim Zeichnen der durchsichtigen Teile der Textur darf der Tiefenpuffer
nicht modifiziert werden. Der Α-Test erlaubt es, Pixel zu verwerfen, deren Α-Wert ein
bestimmtes Kriterum nicht erfüllt. Die Polygone mit einer Α-Textur werden zweimal
gezeichnet. Als erste müssen die undurchsichtigen Teile dargestellt werden. Der Α-Test
verhindert, dass transparente Teile der Fläche gezeichnet werden und den Tiefenpuffer
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modifizieren. Im zweiten Durchlauf werden nur die Teile der Fläche gezeichnet, die
durchsichtig sind, ist bekannt, dass die Textur nur Α = 0, 1 Werte enthält, kann das
nochmalige Zeichnen entfallen.
C-FRAGMENT
glEnable(GL_ALPHA_TEST);
glAlphaFunc(GL_GEQUAL,1.0f);
¼ /* zeichnen der Polygone mit Transparenz */
glBlendFunc(GL_SRC_ALPHA,GL_ONE_MINUS_SRC_ALPHA);
glEnable(GL_BLEND);
glDepthMask(GL_FALSE);
glAlphaFunc(GL_LESS,1.0f);
¼ /* nochmaliges Zeichnen, diesmal sind nur
die durchsichtigen Teile beteiligt */
glDisable(GL_ALPHA_TEST);
glDisable(GL_BLEND);
glDepthMask(GL_TRUE);
Abbildung 7.3: Transparente Textur (links) alle weißen Flächen sind maskiert und sind
nach der Verwendung als Textur transparent, rechts das Ergebnis der Texturanwendung,
durch die Textur entsteht der Eindruck als seien die Polygone um die Knotenfläche
geflochten
Beim zweiten Durchlauf sollte man entweder die Polygone von hinten nach vorn
sortiert zeichnen oder erst die Rückseiten darstellen, dann die Vorderseiten.
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Abbildung 7.4: Transparente Textur für die Wolken (rechts oben), die auf eine etwas
grössere Kugel gelegt wird als die Kugel mit der Textur für die Erdoberfläche
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Kapitel 8
Direkte Pixel-Operationen
Neben der Verwendung von Bildern als Texturen ist es wünschenswert, direkt mit den
von OPENGL dargestellten Bildern zu arbeiten. Die wichtigste Anwendung dafür ist
das Abspeichern der gerenderten Szene und das Simulieren spiegelnder Flächen, die
eine Textur mit der gerenderten Szene erhalten.
8.1 Lesen und Schreiben der Pixel Daten
Zum Lesen der Pixel Daten dient die Funktion glReadPixels().
C-FRAGMENT
glPixelStorei(GL_UNPACK_ALIGNMENT,1);
glReadPixels(x, y,
width, height,
format, type,
buffer);
dabei wird von der linken unteren Ecke (x, y) ein rechteckiges Segment des Spei-
chers in buffer kopiert. format legt fest, welche Daten gelesen werden, type bestimmt
den Datentyp. Die wichtigsten Formate sind in Tabelle 8.1 zusamengefasst. RGB Daten
können nur gelesen werden, wenn OPENGL auch mit einem RGB-Puffer initialisiert
wurde, für das Lesen von Α Komponenten muss ein Α-Puffer initialisert werden. Die
Grauwerte werden üblicherweise nicht entsprechend der Empfindlichkeit des Auges
behandelt, um die Skalierung
g =
3
10 r +
59
100 g +
11
100 b
zu ermöglichen, muss
65
Tabelle 8.1: Die wichtigsten Formate zum Lesen Schreiben und Kopieren der Pixel
Daten
Format Konstante Bedeutung
GL_RGB Rot, Grün und Blaue Komponente
GL_RGBA Rot, Grün, Blaue und Α Komponente
GL_RED Rot Komponente
GL_GREEN Grün Komponente
GL_BLUE Blau Komponente
GL_ALPHA Α Komponente
GL_LUMINANCE Grauwert Komponente
GL_LUMINANCE_ALPHA Grauwert und Α Komponente
GL_DEPTH_COMPONENT Wert des Tiefenpuffers
GL_STENCIL_INDEX Index des Schablonenpuffers
Tabelle 8.2: Die wichtigsten Typen zum Lesen Schreiben und Kopieren der Pixel Daten
Typ Konstante Bedeutung und Speicher
GL_UNSIGNED_BYTE 8 Bit
GL_BYTE 7+1 Bit
GL_UNSIGNED_SHORT 16 Bit
GL_SHORT 15+1 Bit
GL_UNSIGNED_INT 32 Bit
GL_INT 31+1 Bit
GL_FLOAT 4 Byte Gleitkomma
C-FRAGMENT
glPixelTransferf(GL_RED_SCALE,0.3f);
glPixelTransferf(GL_GREEN_SCALE,0.59f);
glPixelTransferf(GLBLUE_SCALE,0.11f);
gesetzt werden.
Die möglichen Datentypen sind in Tabelle 8.2 zusammengefasst. Der buffer muss
entsprechend groß sein, um die Daten aunehmen zu können. Für das Abspeichern der
Bilder bietet sich GL_UNSIGNED_BYTE an, soll der Tiefenpuffer gespeichert werden,
so sollte man GL_FLOAT wählen.
glReadPixels() liest bei einfacher Pufferung den front buffer und bei doppel-
ter Pufferung den back buffer. Sollen die Bitmaps gespeichert werden, so ist darauf
zu achten, dass der back buffer vor dem Austausch der Puffer gelesen werden muss.
Auf XWindow-Systemen ist der back buffer nach dem Austausch in einem undefinier-
ten Zustand – einzig die Mesa Bibliothek sichert den Puffer. Das Lesen aus dem front
buffer gelingt nur, wenn das Fenster nicht von anderen Fenstern überdeckt wird.
Das Einsetzen von Pixel Daten in den frame buffer erfolgt mit
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C-FRAGMENT
glPixelStorei(GL_UNPACK_ALIGNMENT,1);
glRasterPos2i(x,y);
glDrawPixels(width, height,
format, type,
buffer);
die Variablen sind dabei analog zum Lesen von Pixeln. Die linke untere Ecke
wird dabei mit glRasterPos2i() festgelegt. Die Positionsangabe in glRaster-
Pos2i() unterliegt dabei der Projektionstransformation und man sollte eine ent-
sprechende Projektionsmatrix und Modellmatrix definieren, wenn man dreidimensio-
nale Darstellungen mit dem Schreiben von Pixeldaten kombiniert. Eventuell muss
beim Schreiben der Zielpuffer mit glDrawBuffer(GL_BACK) oder glDrawBuf-
fer(GL_FRONT) angegeben werden.
Das Kopieren der Pixeldaten innerhalb eines Fensters erfolgt mit
C-FRAGMENT
glRasterPos2i(xNew,yNew);
glCopyPixels(x, y,
width, height,
type);
dabei wird das Rechteck (x, y, x+width , y+ height) zur aktuellen Position kopiert.
8.2 Pixel Packen und Entpacken
Die einzelnen Elemente des frame buffer haben unterschiedliche Bittiefe, so wird für
den Tiefenpuffer die volle Genauigkeit der 4 Bit Gleitkommazahlen verwendet, die
Farbkomponenten sind üblicherweise nur 8 Bit (oder weniger) tief. Das Schreiben oder
Lesen dieser Elemente erfordert eine Umorganisation der Daten und eventuell eine
Konvertierung in einen anderen Datentyp.
Die Speicherausrichtung Pixel Daten kann, abhänging von der Prozessorarchitek-
tur, mit 2, 4 oder 8 Byte ausgelegt sein, so dass sich am Ende des Speicherblocks ein
Überhang ungenutzten Speichers ergibt. Die übliche, nicht auf Compiler-Optimierung
und spezielle Prozessorarchitektur ausgerichtete Deklaration ist daher glPixelSto-
rei(GL_UNPACK_ALIGNMENT,1). Sollen die Daten gespeichert werden und mit
einem anderen Programm und/oder auf einem anderen Rechner weiterverarbeitet wer-
den, kann es nützlich sein, die Byteordung beim mit
C-FRAGMENT
glPixelStorei(GL_UNPACK_SWAP_BYTES,GL_TRUE);
glPixelStorei(GL_PACK_SWAP_BYTES,GL_TRUE);
für die Typen GL_SHORT und GL_INT zu ändern.
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Tabelle 8.3: Die wichtigsten Parameter für den Pixel Tranfer
Parameter Konstante Anfangswert Parameterinterval
GL_RED_SCALE 1.0f (-¥,¥)
GL_GREEN_SCALE 1.0f (-¥,¥)
GL_BLUE_SCALE 1.0f (-¥,¥)
GL_ALPHA_SCALE 1.0f (-¥,¥)
GL_DEPTH_SCALE 1.0f (-¥,¥)
GL_RED_BIAS 0.0f (-¥,¥)
GL_GREEN_BIAS 0.0f (-¥,¥)
GL_BLUE_BIAS 0.0f (-¥,¥)
GL_ALPHA_BIAS 0.0f (-¥,¥)
GL_DEPTH_BIAS 0.0f (-¥,¥)
Vor der Übertragung der Pixel Daten kann man die Werte skalieren und verschieben
in dem man mit
C-FRAGMENT
glPixelTransferf(param,value);
den Linearen und den Skalierungsfaktor setzt, die wichtigsten Parameter sind in
Tabelle 8.3 zusammengefasst. param legt bei fest, welcher Transformationsparameter
geändert wird, value gibt den neuen Wert an.
Wenn die Pixel Daten in den Speicher kopiert werden, kann man die Daten noch
skalieren. Das normale Verhalten besteht darin, dass jeder Pixel der Daten auf einen
Pixel im fram buffer abgebildet wird. Mit glPixelZoom(zx, zy) kann man die
Bitmaps vergrößern oder verkleinern. Negative Werte für zx oder zy spiegeln die Pixel
Daten an der x- oder y-Achse.
8.3 Bitmaps und Zeichensätze
Neben dem Wunsch, Teile des frame buffers zu lesen oder zu schreiben, ist es für
die Verwendung von Bitmap-Zeichensätzen notwendig, ein rechteckiges Raster von
Bits in den frame buffer zu schreiben. Eine Bitmap-Font besteht aus einer Reihe von
Bitmap-Mustern für jeden Buchstaben, OPENGL selbst bietet keine Zeichensätze an,
aber mit glBitmap() kann man die binären Daten der einzelnen Zeichen mit einer
über glColor*() definierten Farbe an eine mit glRasterPos*() festgelegte Po-
sition schreiben. Die Bits der Bitmaps werden in vorzeichenlosen Bytes kodiert und
beginnen in der linken unteren Ecke. Der Buchstabe Y aus Abbildung 8.1 wird mit
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C-FRAGMENT
void ShowPsi(int x,int y)
{
GLubyte PsiBitmap[]=
{0x0f, 0xc0, 0x03, 0x00, 0x03, 0x00,
0x03, 0x00, 0x03, 0x00, 0x03, 0x00,
0x1f, 0xe0, 0x33, 0x30, 0x63, 0x18,
0x63, 0x18, 0x63, 0x18, 0x63, 0x18,
0x63, 0x18, 0x63, 0x18, 0x43, 0x08,
0xc3, 0x0c, 0x0f, 0x0c0};
glColor3f(1.0f, 1.0f, 1.0f);
glRasterPos2i(x,y);
glBit-
map(16,17, 0.0f, 0.0f, 17.0f, 0.0f,PsiBitmap);
}
gezeichnet.
0 2.5 5 7.5 10 12.5 15
0
2.5
5
7.5
10
12.5
15
f 16 c016
316 016
316 016
316 016
316 016
316 016
1f16 e016
3316 3016
6316 1816
6316 1816
6316 1816
6316 1816
6316 1816
6316 1816
4316 816
c316 c16
f16 c016
Abbildung 8.1: Kodierung des Buchstabens Y als 16 ´ 17 Bitmap für glBitmap()
Die Parameter für den Aufruf von glBitmap() mit
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C-FRAGMENT
glBitmap(width, height,
xO, yO,
xInc, yInc,
bitmap);
geben die Breite und die Höhe der Bitmap an, die Position des Ursprunges und
die Werte, um die die Rasterposition erhöht werden soll. Die Breite der Bitmap muss
nicht notwendig ein Vielfaches von Acht sein, auch wenn die Daten in Achterblöcken
gespeichert werden. Die Angabe des Inkrements ermöglicht eine einfache Ausgabe
von Zeichenketten, ohne dass die Rasterposition jeweils neu gesetzt werden muss. Die
Farbe für die Bitmap wird gesetzt, wenn die Position angegeben wird.
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Kapitel 9
Display Listen und
Vertex-Felder
9.1 Display Listen
Eine display-Liste speichert eine Gruppe von OPENGL Befehlen. Die meisten
OPENGL Befehle können sowohl in einer display-Liste als auch direkt ausgeführt wer-
den. Die Ausgabe der Listen kann mit der direkten Ausführung von OPENGL Befehlen
gemischt werden. Eine typische Anwendung wäre eine Szene von starren Objekten, die
sich innerhalb der Szene bewegen. Für jedes Objekt wird eine display-Liste erzeugt
und in jedem neue Bild der Animation die entsprechende Transformation des Objektes
definiert bevor die display-Liste des Objektes aufgerufen wird.
Der Vorteil von display-Listen besteht in einer erhöhten Geschwindigkeit der Aus-
führung. Je nach Komplexität des Objektes kann die Ausführung um 30–50 % schnel-
ler werden. In Abhängigkeit von der OPENGL hardware werden die display-Listen im
Speicher der Graphikkarte in optimierter Form verwaltet. Der Nachteil besteht in einer
doppelten Speicherung der Daten, sofern die Objekte nicht dynamisch erzeugt werden.
OPENGL verwendet üblicherweise float Werte, um die Koordinaten, Normalen und
Texturkoordinaten zu speichern. Um den zusätzlichen Verbrauch an Speicher zu ver-
deutlichen sei ein Beispiel angeführt, ein Programm speichert Punkte und Normalen
mit doppelter Genauigkeit, um ein Modell mit 518856 Punkten und Normalen das aus
716629 Polygonen besteht zu rendern, benötigt es auf einer SGI Octane ohne eine dis-
play-Liste 186 MByte, mit einer display-Liste 284 MByte.
Bei der Ausführung eines OPENGL Programmes über ein Netzwerk werden die
Listen auf dem Server verwaltet, die Daten für das Objekt müssen also nicht mehrfach
über das Netzwerk übertragen werden.
Bei der Verwendung mehrerer Zeichenfenster können display-Listen nicht ohne
weiteres in verschiedenen Fenstern ausgeführt werden. Die im Seminar verwendete
GLUT erlaubt dies generell nicht. Unter MS-Windows ist dies jedoch mit wglShare-
Lists() möglich, unter UNIX müssen die Parameter von glXCreateContext()
entsprechend gesetzt werden.
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display-Listen können OPENGL Variablen ändern, diese werden bei der Ausfüh-
rung der Liste modifiziert aber nicht wieder hergestellt. Da ein Aufruf zum Abfragen
der Variablen mit glGet*() bei der Listenerzeugung nicht erlaubt ist, sollte man das
Mischen von Änderungen der Zustandsvariablen und Zeichenbefehlen vermeiden.
Die display-Listen können nach ihrer Definition nicht mehr modifiziert werden. Der
rekursive (hierarchischer) Aufruf einer display-Liste bei der Erzeugung einer weiteren
display-Liste speichert nur die Referenz auf den Aufruf und kopiert nicht die Daten.
Matrixoperationen lassen sich effizient in display-Listen speichern, da meist auch
die Inversen der Matrizen berechnet werden müssen und diese ebenfalls in der display-
Liste gespeichert werden.
Bitmaps und Texturen benötigen meist ein Umspeichern der Daten, wenn eine dis-
play-Liste erzeugt wird, so werden diese Transformationen bereits durchgeführt. Durch
die Texturobjekte ist der Effekt bei Texturen weniger signifikant. Bitmaps aus Zeichen-
sätzen sollten auf jeden Fall mit display-Listen dargestellt werden.
Material- und Beleuchtungsdefinitionen sollten in display-Listen gespeichert wer-
den.
9.2 Erzeugen von display-Listen
Jede display-Liste wird durch eine positive ganze Zahl referenziert, daher sind maximal
232-1 solcher Listen möglich. Das Anfordern von Referenzen zu neuen display-Listen
erfolgt mit glGenLists(range). Als Ergebnis von glGenLists() erhält man
die erste neue Referenz für eine display-Liste. Ein display-Liste-Name mit dem Index
Null ist nicht möglich. Der range Parameter erlaubt es, mehrere Referenzen zu erzeu-
gen, um beispielsweise die Namen für die Buchstaben eines Zeichensatzes zu erhalten.
Das Schreiben der Daten in die display-Liste erfolgt mit glNew-
List(listName, mode). Beim Modus sind GL_COMPILE und
GL_COMPILE_AND_EXECUTEmöglich. Im Übersetzungsmodus werden die Befehle
nur in der Liste gespeichert, es wird aber nichts gezeichnet.
Mit glEndList() wird das Ende der display-Liste markiert. Eine einzelne dis-
play-Liste wird mit
C-FRAGMENT
objName=glGenLists(1);
if(objName) {
glNewList(objName,GL_COMPILE);
¼
glEndList();
}
erzeugt und mit Daten gefüllt.
Zum Zeichnen der Daten in der Liste muss glCallList(objName) aufgerufen
werden.
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C-FRAGMENT
¶
glTranslate3f(-1.f,0.f,0.f);
glCallList(objName);
glTranslate3f(2.f,0.f,0.f);
glCallList(objName);
¶
Der glCallList() Aufruf kann auch bei der Erzeugung weiterer Listen ver-
wendet werden, allerdings sind nicht mehr als 64 Verschachtelungen möglich.
Die innerhalb einer glNewList() aufgerufenen Listen müssen beim Erzeugen
dieser Liste noch nicht definiert sein. Man kann diese Eigenschaft dazu benutzen,
die untergeordneten Listen zu modifizieren. Das erneute Erzeugen einer display-Liste
löscht die vorher darin gespeicherten Daten.
Sollen mehrere solcher display-Listen ausgeführt werden, so kann man die Listen-
Namen in einem Feld ablegen und mit glCallLists(length, type, objNa-
mes) nacheinander ausführen lassen.
9.3 Vertex-Felder
OPENGL benötigt zum Zeichnen sehr viele Funktionsaufrufe mit zahlreichen Para-
metern. Neben den display-Listen stellen Vertex-Felder eine weitere Möglichkeit der
Optimierung eines OPENGL-Programmes dar. Vertex-Felder können nicht in display-
Listen gespeichert werden und werden auch nicht, wie display-Listen, vom Server ver-
waltet sondern vom Client. Das eventuell doppelte Speichern der Daten kann damit
vermieden werden.
Damit man mit Vertex-Feldern arbeiten kann, müssen diese für jeden Typ
von Daten GL_VERTEX_ARRAY, GL_COLOR_ARRAY, GL_NORMAL_ARRAY und
GL_TEXTURE_COORD_ARRAY explizit zugelassen werden. Dies geschieht mit
glEnableClientState().
Für eine glatte Oberfläche ist also
C-FRAGMENT
glEnableClientState(GL_VERTEX_ARRAY);
glEnableClientState(GL_NORMAL_ARRAY);
notwendig. Nützlich ist das individuelle Zulassen von Normalen, Farben und Tex-
turkoordinaten, um auf einfache Weise zwischen verschiedenen Darstellungsmodi um-
schalten zu können. Mit glDisableClientState(typ) kann das jeweilige Da-
tenfeld deaktiviert werden.
Die Position der Daten im Speicher wird mit
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C-FRAGMENT
glVertexPointer(vcoordPerVertex,type,stride,vpointer);
glNormalPointer(ncoordPerVertex,type,stride,npointer);
glColorPointer(ccoordPerVertex,type,stride,cpointer);
glTexCoordPointer(tcoordPerVertex,type,stride,tpointer);
angegeben. Das erste Argument gibt dabei jeweils an, wieviele Koordinaten pro
Vertex benutzt werden, der typ ist GL_INT, GL_FLOAT oder GL_DOUBLE. Der drit-
te Parameter gibt den Offset zwischen aufeinanderfolgenden Verticies an, bei einem
Wert von Null, liegen die Daten hintereinander im Speicher. Der Wert sollte ansonsten
der Anzahl der Bytes zwischen zwei aufeinanderfolgenden Zeigern für die Verticies
sein. Der letzte Parameter ist schließlich die Anfangsadresse der Daten.
Beim Zeichnen der Geometrie werden zwischen glBegin() und glEnd() nur
noch die Positionen der Koordinaten in den Feldern mit glArrayEle-
ment(index) angegeben. Dadurch entfallen z. B. die wiederholten Aufrufe an gl-
Normal3f() und glVertex3d() beim Zeichnen einer glatten Oberfläche und es
wird nur ein Funktionsaufruf mit einem Parameter pro Punkt benötigt.
Sind die Daten bereits indiziert, so kann auch ein Feld von Indizies gezeichnet
werden. Mit
C-FRAGMENT
glDrawElements(geoMode, no, indexType, indexArray);
werden die no in indexArray gespeicherten Indizies der Punkte als geoMode
gezeichnet. Der geoMode ist dabei GL_LINE, GL_TRIANGLES oder ein anderer
möglicher Darstellungsmodus. Der indexType gibt den Type der Indexvariablen als
GL_UNSIGNED_BYTE, GL_UNSIGNED_SHORT oder GL_UNSIGNED_INT an.
Man beachte, dass hier kein glBegin(), glEnd() Paar verwendet wer-
den darf.
Mit glDrawElement() und glDrawElements() kann man innerhalb der
Vertexfelder die Punkte beliebig auswählen. Sind die Daten in den Feldern bereits in
der richtigen Anordung, um als GL_TRIANGLE_STRIP oder GL_QUADS dargestellt
zu werden, kann dies mit glDrawArrays() geschehen. Der Aufruf
C-FRAGMENT
glDrawArrays(geoMode, first, count);
zeichnet count aufeinander folgende Elemente des Feldes, beginnend mit first
als geoMode.
Sind die Daten für Punkte, Normalen, Farben und Texturkoordinaten gemischt (auf-
einanderfolgend für jeden Punkt) so muß zuerst glInterleaveArrays() verwen-
det werden, um die Reihenfolge der gespeicherten Daten anzugeben. Mit
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Tabelle 9.1: Variablen für das Format in glInterleaveArrays()
GL_V2F x, y Punktkoordinaten als float
GL_V3F x, y, z Punktkoordinaten als float
GL_C3F_V3F r, g, b-Farben und x, y, z Punktkoordinaten
als float
GL_N3F_V3F Normalen und x, y, z Punktkoordinaten als
float
GL_T2F_V3F s, t-Texturkoordinaten und x, y, z Punktko-
ordinaten als float
GL_T2F_N3F_V3F s, t, Normalen und x, y, z Punktkoordinaten
als float
GL_T2F_C3F_V3F s, t, r, g, b-Farben und x, y, z Punktkoordi-
naten als float
GL_T2F_C4F_N3F_V3F s, t, Farben, NormalenVektor und x, y, z
Punktkoordinaten als float
C-FRAGMENT
glInterleaveArrays(format, stride, pointer);
werden sowohl die format entsprechenden Client-Zustände aktiviert als auch an-
gegeben wie die Daten im Speicher stehen, die wichtigsten Werte für format sind in
Tabelle9.1 angegeben.
Nach der Angabe von glInterleaveArrays() müssen die Daten natürlich
noch mit glArrayElement() oder glDrawArrays() gezeichnet werden.
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Kapitel 10
Mehrfaches Rendern der Szene
Das mehrfache Rendern der Szene ist notwendig, um die Qualität der erzeugten Bilder
zu verbessern, Effekte wie eine Bewegungsunschärfe in der Darstellung zu erzeugen
oder um eine Linsenunschärfe zu simulieren. Bei allen diesen Effekten werden mehrere
Bilder des frame buffer kombiniert, um die scheinbare Unschärfe in der endgültigen
Darstellung zu erzielen.
Da die Szene für eine einzelne Darstellung 2-20 mal gerendert werden muss, ist es
besonders wichtig, dass das Rendern schnell vonstatten geht. Die Szene sollte für alle
Darstellungen, die ein mehrfaches Rendern notwendig machen, in einer display-Liste
gespeichert werden.
10.1 Antialiasing
Die wichtigste Anwendung des mehrfachen Renderns der Szene ist das Antialiasing.
Beim Zeichnen von Polygonkanten und Linien muss eine Abbildung auf das diskrete
Pixel-Raster des Bildschirmes erfolgen. Da keine halb von der Linie bedeckten Pixel
dargestellt werden können, entstehen sichtbare Stufen in den Linien. Um dennoch den
Eindruck von teilweise bedeckten Pixels zu erzielen, werden die Farbintensitäten der
teilweise bedeckten Pixel herabgesetzt. Bei entsprechend hoher Auflösung verringert
sich dieser Effekt, eine übliche Methode ist es daher, das Bild mit einer hohen Auf-
lösung zu erzeugen, einen Glättungsfilter anzuwenden und dann auf die gewünschte
kleinere Auflösung herunter zu skalieren.
Eine weitere Variante besteht darin, die Linien und Polygone mehrfach zu zeichnen.
Die Anfangs- und Endpunkte der Linien und Polygonkanten werden bei jedem Zeich-
nen mit einer zufälligen Verschiebung (±∆x,±∆y) modifiziert für die gilt ∆x, ∆y £ 1/2
Pixel. Dieses Prinzip wird auch beim Antialiasing mit OPENGL verwendet.
Für ein Bild mit Antialiasing einer dreidimensionalen Szene wird die Szene n mal
aus verschiedenen Betrachterpositionen gerendert. Befindet sich der Betrachter im Ko-
ordinatenursprung und ist die Projektionsebene die xy-Ebene, so werden die Punkte zu-
fällig im Quadrat mit den Extrempunkten p1 = (-Dx/2,-Dy/2) und p2 = (Dx/2,Dy/2)
gewählt. Dx und Dy sind dabei die Pixel-Weiten der Darstellung.
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Abbildung 10.1: Links eine Linie auf einem 32 ´ 32 Raster ohne Antialiasing, rechts
mit 16-fach übermalt mit zufällig verschobenen Anfangs- und Endpunkten
Die Verteilung der Betrachterpositionen sollte einer Poisson-Kreisverteilung [?]
entsprechen. Die Punkte werden dabei zufällig in der Ebene plaziert mit der Nebenbe-
dingung, dass der Abstand zweier Punkte eine Schranke nicht unterschreiten darf. Für
das Antialiasing werden zwischen acht und 66 solcher Betrachterpositionen verwendet.
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Abbildung 10.2: 256 Poisson-Kreisverteilte Punkte (rechts) in der Ebene und die Ver-
teilung der Punktabstände (links)
Beim Antialiasing mit OPENGL verwendet man einen vorher berechneten Satz von
Poisson-Kreisverteilten Punkten. Entsprechend der vorgegebenen Anzahl der
Antialiasing-Schritte wird die Szene von verschiedenen Kamerapositionen aus geren-
dert und die RGB(Α) Werte der Bitmaps summiert. Darstellungen mit scharfen Poly-
gonkanten, Linien, Polygonumrandungen oder Texturen mit steilen Farbverläufen pro-
fitieren am meisten vom Antialiasing.
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Zum Summieren der einzelnen Bilder verwendet OPENGL einen accumulation
buffer. Bei der Initialisierung muss (ähnlich wie beim Α-Puffer) explizit angegeben
werden, dass ein solcher Puffer benötigt wird.
Das Transferieren der Bitmaps zwischen frame buffer und accumulation buffer er-
folgt mit der
C-FRAGMENT
glAccum(operation, value);
Funktion. Wird als operation GL_ACCUM angegeben, so werden die Farbwerte
des frame buffers gelesen, mit valuemultipliziert und zu den Farbwerten des accumu-
lation buffers addiert. Mit der Operation GL_LOADwerden die Werte des accumulation
buffers durch die des skalierten frame buffers ersetzt.
Die Operation GL_RETURN überträgt die Daten des accumulation buffers zurück
in den frame buffer.
Gelesen wird jeweils aus dem mir glReadBuffer() festgelegten Teil den frame
buffer, bei doppelter Pufferung aus dem back buffer, sonst aus dem front buffer.
Sowohl für das Antialiasing als auch für die Linsenunschärfe sind zwei Hilfsfunk-
tionen zur Positionierung der Kamera nützlich. Die erste entspricht bis auf die Parame-
ter zur Verschiebung der Kamera dem normalen glFrustum() Aufruf. Für das An-
tialiasing werden nur pixdx und pixdy entsprechend der Poisson-Kreisverteilung
vor jedem Rendern initialisiert. Für das Antialiasing müssen die Bruchteile der Pixel
auf die Größe der frame buffer skaliert werden und die Projektionsebene entsprechend
verschoben werden.
78
C-FRAGMENT
void accFrustum(
GLdouble left, GLdouble right,
GLdouble bottom, GLdouble top,
GLdouble nnear, GLdouble ffar,
/* Antialias position in Bruchteilen
von Pixeln */
GLdouble pixdx, GLdouble pixdy,
/* Betrachterposition und Brennpunkt
der Linsenunschärfe */
GLdouble eyedx, GLdouble eyedy,
GLdouble focus)
{
GLdouble xwsize, ywsize;
GLdouble dx, dy;
GLint viewport[4];
glGetIntegerv (GL_VIEWPORT, viewport);
xwsize = right - left;
ywsize = top - bottom;
dx = -(pixdx*xwsize/(GLdouble) viewport[2] +
eyedx*nnear/focus);
dy = -(pixdy*ywsize/(GLdouble) viewport[3] +
eyedy*nnear/focus);
glMatrixMode(GL_PROJECTION);
glLoadIdentity();
glFrustum (left + dx, right + dx,
bottom + dy, top + dy, nnear, ffar);
glMatrixMode(GL_MODELVIEW);
glLoadIdentity();
glTranslatef (-eyedx, -eyedy, 0.0);
}
Die der gluPerspective() entsprechende Funktion für die Kameradefinition
leitet die Parameter nur an accFrustum() weiter
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C-FRAGMENT
void accPerspective(
GLdouble fovy, GLdouble aspect,
GLdouble nnear, GLdouble ffar,
/* Antialias Parameter */
GLdouble pixdx, GLdouble pixdy,
/* Linsenunschärfe Parameter */
GLdouble eyedx, GLdouble eyedy,
GLdouble focus)
{
GLdouble fov2,left,right,bottom,top;
fov2 = ((fovy*Pi) / 180.0) / 2.0;
top = nnear / (cos(fov2) / sin(fov2));
bottom = -top;
right = top * aspect;
left = -right;
accFrustum (left, right, bottom, top,
nnear, ffar,
pixdx, pixdy,
eyedx, eyedy, focus);
}
Beim Erstellen einer Szene in mehreren Durchläufen wird zuerst der accumulati-
on buffer mit glClear(GL_ACCUM_BUFFER_BIT) gelöscht. Dann wird in jedem
Durchlauf der frame buffer gelöscht, die Szene gezeichnet und in den accumulation
buffer übertragen. Die Bilder des frame buffer werden dabei jeweils mit 1/n gewichtet,
wenn n die Anzahl der Durchläufe ist. Nach allen Durchläufen wird der Inhalt des ac-
cumulation buffers zurück in den frame buffer kopiert. Hat man eine doppelt gepufferte
Ausgabe müssen noch front und back buffer getauscht werden.
10.2 Linsenunschärfe
Beim Simulieren der Linsenunschärfe muss die Kamera um den scheinbaren Brenn-
punkt gedreht werden, mit OPENGL erreicht man diesen Eindruck, indem man den Py-
ramidenstumpf des Sichtvolumens verscheert. accFrustum() erreicht die Verschee-
rung einfach durch eine zusätzliche Translation in der Modelltransformation. Als Werte
für diese Verschiebungen kann man wieder die skalierten Positionen einer Poisson-
Kreisverteilung benutzen und als eyedx und eyedy verwenden. Der Brennpunkt
liegt normalerweise beim Abstand des Betrachters zum Mittelpunkt der Szene. Die
Einzelbilder werden mit gleicher Intensität gewichtet.
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Abbildung 10.3: Links eine Szene ohne Antialising mit einem vergrösserten Detail
darunter, links die selbe Szene mit Antialiasing durch 16 faches Überblenden
10.3 Bewegungsunschärfe
Ein weiterer Unschärfeeffekt entsteht bei der Betrachtung schnell bewegter Objekte.
Das Auge kann dann einzelne Positionen im Bewegungsablauf nicht mehr wahrneh-
men und mehrere Bilder überlagern sich, da die Sehnerven nach der Erregung eine
kurze Relaxationszeit benötigen, bevor sie erneut einen Reiz weiterleiten können. Im
Gehirn entsteht dann der Eindruck, als ob man eine überlagerte Sequenz von Bildern
abklingender Intensität sieht.
Für diesen Effekt wird ebenfalls der accumulation buffer verwendet. Die Kamera
wird jedoch nicht bewegt. Auch hier wird der accumulation bufer zuerst gelöscht. Dann
wird der frame buffer gelöscht, eine einzelne Phase der Bewegung gerendert und mit
linear ansteigender Intensität im accumulation buffer summiert. Die Summe der Inten-
sitäten der Einzelbilder sollte eins ergeben. Das fertige Bild wird dann wieder aus dem
accumulation buffer in den frame buffer kopiert und eventuell werden front und back
buffer getauscht.
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Abbildung 10.4: Eine Szene ohne Antialiasing (links oben), mit achtfachem Antiali-
asing (rechts oben), mit motion blur einer Rotation um die z-Achse (links unten) und
mit einer Linsenunschärfe (rechts unten) der fokussierte Punkt liegt genau in der Mitte
der Kleinschen Flasche
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Kapitel 11
Schatten mit dem Schablonen
Puffer
Die Methoden zum Zeichnen von Schatten unterscheiden sich bei den Systemen zum
Rendern von dreidimensionalen Szenen sehr stark. Den natürlichen Verhältnissen
kommt das ray tracing am nächsten. Bei der Beleuchtung einer Oberfläche wird ein
Strahl zu den Lichtquellen verfolgt. Trifft er dabei auf einen undurchsichtigen Körper,
so wird diese Lichtquelle nicht in die Lichtberechnung einbezogen.
Diese Methode versagt bei der Darstellung mit OPENGL. Zum Finden der schat-
tierten Polygone ist es notwendig einen Sichtbarkeitstest für einen Betrachter durch-
zuführen, der sich in der Position der Lichtquelle befindet. Die von dieser Position
unsichtbaren Teile der Szene liegen dann im Schatten. Für die Sichtbarkeitsuntersu-
chung kann man mit entweder den Tiefenpuffer von OPENGL selbst verwenden oder
aber die Polygondarstellung des Schattenvolumens aus den Polygonkanten der Szene
erzeugen.
Die Verwendung des Tiefenpuffers hat den Vorteil, dass die Szene nicht aus Poly-
gonen bestehen muss. Der Nachteil dieser Methode besteht in der endlichen Auflösung
des Tiefenpuffers. Da die Schattenvolumen sehr steile Kanten aufweisen können, ist
die Abbildung auf das Rechteckgitter des Bildschirms fehlerbehaftet. Nach der Rück-
transformation der Koordinaten des Tiefenpuffers in die Koordinaten der Szene erhält
man das Schattenvolumen, in dem man die Punkte zu Flächen verbindet.
Das explizite Berechnen der Polygondarstellung des Schattenvolumens ist ein kom-
pliziertes geometrisches Problem. Man benötigt dazu auch die Polygondarstellung der
Szene, die bei der Verwendung von Splineflächen nicht leicht zu beschaffen ist.
Ist das Schattenvolumen gefunden, so maskiert man den Bereich des Bildschirms,
indem schattierte Pixel liegen, und zeichnet die Szene noch einmal im maskierten Be-
reich ohne die schattenwerfenden Lichtquelle. Der Schablonen Puffer dient dazu, eine
solche Maske zu erstellen und beim Zeichnen sicherzustellen, dass nur die maskierten
Bereiche überschrieben werden.
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11.1 Der Schablonen Puffer
Der Schablonen Puffer dient dazu, die Darstellung auf einen Teil des Fensters zu be-
schränken. Die einfachste Anwendung wäre eine Szene, die durch ein Fenster mit Fen-
sterkreuz dargestellt werden soll. Die Flächen, die den Scheiben des Fensters entspre-
chen, werden im Schablonen Puffer markiert und die Szene gezeichnet. Man kann nicht
direkt in den Schablonen Puffer schreiben.
Auch dieser Puffer muss bei der Initialisierung angefordert werden. Das Anwen-
den der Schablone besteht darin, dass in einem Test der Wert des Puffers mit einem
Referenzwert verglichen und der Puffer eventuell modifiziert wird. Dazu dienen die
Funktionen glStencilFunc() und glStencilOp(). Mit
C-FRAGMENT
glStencilFunc(func,ref,mask);
wird eine Vergleichsoperation func, der Referenzwert für den Vergleich ref und
eine Maske für den Vergleich angegeben. Der Referenzwert wird mit dem Wert des
Schablonen Puffers verglichen, der Vergleich erfolgt aber nur für Bits, die in der Mas-
ke gesetzt sind. Die Maske wird mit einem Bit-And auf die Werte das Schablonen Puf-
fers und den Vergleichswert angewendet. Der möglichen Werte für die Vergleichsope-
ration func sind GL_ALWAYS, GL_NEVER, GL_LESS, GL_LEQUAL, GL_EQUAL,
GL_GEQUAL, GL_GREATER und GL_NOTEQUAL.
Ist ein Schablonen Puffer vorhanden, so wird der Test mit glEnable(
GL_STENCIL_TEST) aktiviert und mit glDisable(GL_STENCIL_TEST) aus-
geschaltet. Der Test wird nach dem Α-Test ausgeführt aber vor dem Vergleich der Tie-
fen.
Die Angaben der
C-FRAGMENT
glStencilOp(fail, zfail, zpass);
modifizieren den Puffer wenn der Test scheitert fail, wenn der nachfolgende Test
des Tiefenpuffers fehlschlägt zfail oder Erfolg hat zpass. Scheitert der Schablonen
Test, so wird fail angewendet, ist der Test erfolgreich, so wird der Tiefen Test durch-
geführt und zfail oder zpass ausgeführt. Die möglichen Werte für die Operationen
sind GL_KEEP, GL_ZERO, GL_REPLACE, GL_INCR, GL_DECR und GL_INVERT.
GL_KEEP verändert den Wert im Puffer nicht, GL_ZERO setzt den Puffer auf Null,
GL_REPLACE setzt den Wert auf den der Referenz, GL_INCR erhöht den Wert des
Schablonen Puffers, GL_DECR erniedrigt ihn und GL_INVERT invertiert ihn Bitweise.
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11.2 Einfache Schatten
Als erste Variante zum Darstellen eines Schattens soll ein vereinfachtes Schattenvolu-
men aus der Polygondarstellung der Objekte erzeugt werden. Die vorgestellte Methode
ist nur für konvexe Objekte und ihre Schatten korrekt, da eventuell vorhandene Löcher
nicht korrekt dargestellt werden.
Lichtquelle
Schatten
werfendes
Polygon
Abbildung 11.1: Das Schattenvolumen für ein einzelnes Polygon, die Schattenflächen
entsprechen den Seiten des Pyramidenstumpfes
Für jede Polygonkante des schattenwerfenden Objektes wird von der Lichtquelle
aus ein Viereck konstruiert (Abbildung 11.1). Bei einer Punktlichtquelle wird der Vek-
tor von der Lichtquelle zu einem Kantenpunkt verwendet, bei einer Richtungslichtquel-
le kann der Richtungsvektor benutzt werden. Diese Vektoren werden soweit verlängert,
bis ihre Endpunkte die Szene und das sichtbare Fenster verlassen haben. Die Vierecke
werden in einer display-Liste gespeichert. Da sich die Vierecke mehrfach überdecken,
werden alle Flächen im Inneren der Schattenpyramide überschrieben und somit auch
Flächen, die durch ein Loch im schattenwerfenden Objekt beleuchtet werden.
Das Rendern der Szene erfolgt nun in drei Schritten. Als erstes wird die gesamte
Szene gezeichnet. Sämtliche Lichtquellen sind dabei eingeschaltet, der Test des Tie-
fenpuffers aktiviert und der Schablonen Puffer nicht getestet. Der Tiefenpuffer enthält
nun die korrekte Abbildung der Abstände der Objekte.
Im zweiten Schritt wird die Maske mit den schattierten Flächen im Schablonen
Puffer erzeugt.
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Abbildung 11.2: Ein einfacher Schatten. Die schattenwerfende Lichtquelle ist als roter
Punkt markiert, eine zweite Lichtquelle steht genau über der Mitte der Szene, und nur
die Kleinsche Flasche wirft eine Schatten
C-FRAGMENT
/* keine Beleuchtung berechnen */
glDisable(GL_LIGHTING);
glEnable(GL_DEPTH_TEST);
glDepthFunc(GL_LESS);
/* Tiefenpuffer nicht ändern */
glDepthMask(GL_FALSE);
glEnable(GL_STENCIL_TEST);
glStencilFunc(GL_ALWAYS, 0x1, 0x1);
glStencilMask(0x1);
/* sichtbare Fläche des Schattens markieren */
glStencilOp(GL_KEEP, GL_KEEP, GL_REPLACE);
/* das Schattenvolumen nicht zeichen */
glColorMask(GL_FALSE,GL_FALSE,GL_FALSE,GL_FALSE);
/* Schatten darstellen */
glCallList(Shadow);
Nach diesem Schritt steht im Schablonen Puffer an den vom Schattenvolumen über-
deckten Pixeln eine Eins, alle anderen Einträge sind Null (durch das Löschen).
Nun wird die Szene nochmals gezeichnet aber ohne die schattenwerfende Licht-
quelle. Nur Pixel, die vorher markiert worden sind, werden auch im Bild ersetzt.
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C-FRAGMENT
/* Licht an */
glEnable(GL_LIGHTING);
/* Schatten Lichtquelle aus */
glDisable(GL_LIGHT0);
/* nur Pixel zeichen die
im original Bild sichtbar
sind */
glEnable(GL_DEPTH_TEST);
glDepthFunc(GL_EQUAL);
/* Tiefenpuffer nicht ändern */
glDepthMask(GL_FALSE);
/* nur Pixel zeichen die in der
Maske markiert sind */
glEnable(GL_STENCIL_TEST);
glStencilFunc(GL_EQUAL, 0x1, 0x1);
glStencilOp(GL_KEEP, GL_KEEP, GL_ZERO);
/* Bild modifizieren */
glColorMask(GL_TRUE, GL_TRUE, GL_TRUE, GL_TRUE);
/* Szene nochmals zeichnen */
DrawObjects();
11.3 Schatten mit dem Tiefenpuffer
Um den Tiefenpuffer für die Berechnung des Schattenvolumens zu benutzen [4], muss
die Szene von der Position jeder schattenwerfenden Lichtquelle aus gerendert werden.
Die Beleuchtung, das Schreiben in den frame buffer und das Darstellen von Texturen
kann dabei abgeschaltet werden. Nach jedem Rendern werden die Werte des Tiefen-
puffers ausgelesen. Die Auflösung der so erzeugten shadow map kann durch das Setzen
des Zeichenfensters (mit glViewport() festgelegt werden. Die Kamera sollte bei
einem Punktlicht auf das Zentrum der Szene zeigen, bei einer Richtungslichtquelle
kann deren Richtung als z-Achse verwendet werden. Die Kamera bei einer Richtungs-
lichtquelle sollte vom Zentrum der Szenen entlang der negativen Lichtrichtung ausser-
halb des Begrenzungsquaders positioniert werden.
Die shadow map sollte eine Auflösung von > 642 Pixel haben, Punktlichtquellen
verwenden eine Zentralprojekton, Richtungslichtquellen eine Parallelprojektion.
Bevor die Werte des Tiefenpuffers aus dem Kamerakoordinatensystem in die Mo-
dellkoordinaten transformiert werden, empfiehlt es sich die Tiefenwerte zu glätten. Wie
man auf der Abbildung 11.3 erkennt, enthält die shadow map einige scharfe Kanten,
die bei der Verwendung als Schattenvolumen zu einem gezackten Schattenrand führen
(Abbildung 11.5). Im Prinzip ist jeder Glättungsfilter geeignet. Für shadow maps mit
einer hohen Auflösung sollte die Filterlänge entsprechend erhöht werden. Die Rück-
transformation in Modellkoordinaten erfolgt mit gluUnProject().
Ein weiteres Problem beim Rendern besteht darin, dass die Polygone der shadow
map nicht genau auf denen der Szene liegen, dadurch ergeben sich auf der beleuchte-
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ten Oberseite falsche Schatten. Man sollte das Schattenvolumen daher etwas von der
Lichtquelle weg schieben.
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Abbildung 11.3: Die negativen Werte des z-Buffers. Hier sind die Daten noch nicht ge-
filtert worden und es ergeben sich scharfe Kantenverläufe, die auch im Schatten sicht-
bar bleiben
Nach dem Berechnen des Schattenvolumens erfolgt das Erzeugen der Maske im
Schablonen Puffer wieder in drei Schritten. Zuerst wird die Szene mit allen Lichtquel-
len gerendert. Der Test des Tiefenpuffers ist aktiviert.
Beim Rendern der Flanken der shadow map werden alle Flanken gezeichnet (keine
Modifikation des Tiefenpuffers) und die Werte im Schablonen Puffer invertiert. Eine
gerade Anzahl von Überdeckungen eines Pixels mit den Flanken zeigt an, dass der
Pixel beleuchtet ist, eine ungerade Anzahl von Überdeckungen entspricht einem Pixel,
der im Schatten liegt (Abbildung 11.4). Eine Beleuchtungsberechnung ist unnötig.
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Lichtquelle
Punkt im Schatten
mit einer einmaligen
Überlagerung des
Schattens
Beleuchtetr Punkt
mit einer doppelten
Überlagerung
der Schattenflanken
Abbildung 11.4: Nur Pixel, die mit einer ungeraden Anzahl von Schattenflanken über-
deckt werden, sind schattiert
C-FRAGMENT
glDisable(GL_LIGHTING);
glEnable(GL_DEPTH_TEST);
glDepthFunc(GL_LESS);
/* Tiefenpuffer nicht ändern */
glDepthMask(GL_FALSE);
glEnable(GL_STENCIL_TEST);
glStencilFunc(GL_ALWAYS,0,0);
glStencilMask(0x1);
/* Invertieren des Schablonen Puffers
wenn der Schatten nicht von einem
Objekt der Szene überdeckt wird */
glStencilOp(GL_KEEP,GL_KEEP,GL_INVERT);
/* Nichts zeichnen */
glColorMask(GL_FALSE,GL_FALSE,GL_FALSE,GL_FALSE);
/* Schatten darstellen */
glCallList(Shadow);
Im dritten Durchlauf wird die Szene erneut gerendert, die schattenwerfende Licht-
quelle ist dabei abgeschaltet, alle anderen Lichtquellen werden verwendet. Nur Pixel
mit einer Eins im Schablonen Puffer werden auch gezeichnet, da sie von einer unge-
raden Anzahl von Schattenflanken überdeckt werden. Die Tests sind in derselben Art
aktiviert wie schon beim einfachen Schatten. Durch das Zählen der Überdeckungen
für die Pixel gelingt es jetzt auch den Schatten der nicht konvexer Körper darzustellen
(Abbildung 11.6).
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Abbildung 11.5: Der Schatten im linken Bild ist durch einen ungeglätteten Tiefenpuffer
erzeugt worden, der Schatten im rechten Bild durch eine Glättung mit einem Gauss-
Filter
Abbildung 11.6: Bei der Verwendugn einer shadow map wird auch das Loch im Inneren
der Kleinschen Flasche korrekt beleuchtet
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