Mobile tracking technologies are facilitating the collection of increasingly large and detailed data sets on object movement. Movement data are collected by recording an object's location at discrete time intervals. Often, of interest is to estimate the unknown position of the object at unrecorded time points to increase the temporal resolution of the data, to correct erroneous or missing data points, or to match the recorded times between multiple data sets. Estimating an object's unknown location between known locations is termed path interpolation. This paper introduces a new method for path interpolation termed kinematic interpolation. Kinematic interpolation incorporates object kinematics (i.e. velocity and acceleration) into the interpolation process. Six empirical data sets (two types of correlated random walks, caribou, cyclist, hurricane and athlete tracking data) are used to compare kinematic interpolation to other interpolation algorithms. Results showed kinematic interpolation to be a suitable interpolation method with fast-moving objects (e.g. the cyclist, hurricane and athlete tracking data), while other algorithms performed best with the correlated random walk and caribou data. Several issues associated with path interpolation tasks are discussed along with potential applications where kinematic interpolation can be useful. Finally, code for performing path interpolation is provided (for each method compared within) using the statistical software R.
Introduction
New devices are providing scientists with unprecedented data on the movements of many different types of objects (e.g. humans, vehicles and wildlife). Movement data are typically collected by recording an object's location at discrete time intervals, typically represented by the triple {x, y, t}, where x and y are spatial coordinates, and t is the time when the coordinates were recorded (Hornsby and Egenhofer 2002) . Modern devices record movement data at increasingly detailed spatial and temporal resolutions, moving towards a continuous representation of the movement trajectory (Laube et al. 2007) . With the rapid growth in availability of movement data, the field of GIScience has made significant contributions to methods for storing, indexing, visualizing, and analysing movement data, but yet there remain many areas for improving movement-related research (Long and Nelson 2013a, Purves et al. 2014) .
Movement analysis must consider that movement data are represented discretely, and thus the data represent only a sample of the object's true trajectory. When analysing movement data, problems can arise where data are missing, erroneous or sampled with an irregular frequency (Laube and Purves 2011) . In these cases, there is often a desire to estimate an object's unknown location using known data. The process of estimating unknown locations of a moving object along its trajectory is termed path interpolation. Methods for path interpolation have many practical applications in the analysis of moving objects. For example, researchers are commonly wishing to increase the temporal resolution of moving-object databases (Güting and Schneider 2005) , often termed up-sampling (Turchin 1998) . Up-sampling (and down-sampling) is useful, for example, when examining scale dependencies in movement pattern indices (Laube and Purves 2011) . Many methods for analysing joint movement patterns (e.g. Laube et al. 2005 , Shirabe 2006 , Benkert et al. 2008 , Long and Nelson 2013b require that the temporal sampling of multiple data sets match-up. In cases where multiple movement data sets do not perfectly match, path interpolation methods are useful for aligning the sampling resolutions of two or more movement data sets. Finally, path interpolation is used widely to deal with missing or erroneous data, which are commonly encountered in practice (Tremblay et al. 2006 , Lonergan et al. 2009 ).
To date, several methods have been proposed for path interpolation. The most commonly applied interpolation method is linear interpolation, which assumes that movement follows the straight-line path (beeline) between two known points. Linear interpolation is advantageous because it can be straightforwardly implemented. The straight-line path between two points also represents the most-likely path of movement derived from random walk models (Winter and Yin 2010) , making a strong theoretical argument for linear interpolation as well. Random walk models have also been used to interpolate the movements of some animals, which are known to exhibit more random movement patterns (Wentz et al. 2003 , Technitis et al. 2015 . However, with many types of objects linear and random walk models are inappropriate. For example, curvilinear shapes (i.e. modelled using cubic-splines or Bézier curves) have been shown to be better at interpolating the movement trajectories of marine mammals (Tremblay et al. 2006) . Similarly, Kim (2004, 2006) showed that polynomial curves improved interpolation of vehicle trajectories in comparison with linear interpolation methods.
The study of motion is commonly termed kinematicswhich involves the use of a set of kinematic equations to describe the motion properties of an object (i.e. position, velocity and acceleration) without considering the forces behind the motion. To date, the most significant advances in studying kinematic properties of moving-objects within GIScience have been extensions to Hägerstrand's (1970) classic time geographic model. Kuijpers et al. (2011) provided the mathematical framework for altering the boundaries of the space-time cone and space-time prism to account for kinematic effects. Long et al. (2014a) extended the work of Yin (2010, 2011) to construct a probabilistic time-geographic model for calculating internal kinematic movement probabilities for the kinematic space-time cone. The approaches developed by both Kuijpers et al. (2011) and Long et al. (2014a) both fail to demonstrate how to delineate a kinematic path within a kinematic space-time prism. Current approaches to path interpolation fail to adequately consider the kinematic properties of the object, despite the fact that in many cases the kinematic characteristics of an object will influence the movement trajectory.
In this paper, a new method is proposed for kinematic path interpolation that can be used to estimate the kinematic trajectory of an object from movement data. Here, it is hypothesized that kinematic path interpolation will be useful with data sets representing the movement of fast-moving objects, where data are collected with relatively fine sampling resolutions, for example, with vehicles, cyclists or athletes. The algorithm for performing kinematic path interpolation is derived and six empirical data sets are demonstrated to compare kinematic path interpolation with common existing approaches. Finally, a discussion of the results and general points for utilizing kinematic interpolation in other applications is provided.
Methods
This section begins with the development of the proposed kinematic interpolation method. Next, descriptions of four other commonly employed interpolation methods (Table 1) are provided for comparison: linear interpolation, constrained random walk, Bézier curves and Catmull-Rom curves. These methods were chosen as they reflect the diversity of currently available methods for path interpolation and are employed in a variety of situations. A contrived example is used to demonstrate each approach. Then, six empirical data sets are described which are used to evaluate the effectiveness of each interpolation method. The methods for evaluating each interpolation method are introduced, followed by a discussion of the computational efficiency of each method.
Kinematic path interpolation
Consider the well-documented situation where a moving object's position is recorded at discrete time intervals denoted zðtÞ. The goal of path interpolation is to estimate the object's unknown location at some time t u between known locations zðt i Þ and zðt j Þ where t i <t u <t j . In order to perform kinematic interpolation, we assume that the object has a known (or estimated) instantaneous velocity at time t i (resp. t j ), denoted vðt i Þ (resp. vðt j Þ). Kinematic interpolation builds from the equations that define kinematic motion in one dimension, that is, zðtÞ and vðtÞ are segmented into two (or three) independent dimensions (i.e. zðtÞ ¼ ðz x ðtÞ; z y ðtÞÞ and vðtÞ ¼ ðv x ðtÞ; v y ðtÞÞ). Kinematic motion equations are straightforwardly extended to the two-dimensional case by solving the system Barry and Goldman (1988) Many potential parameterizations, but Catmull-Rom parameterization especially useful in path interpolation independently for each of the x and y components. The following kinematic equations can be used to describe kinematic motion in one dimension:
where f ðt u Þ is a function that describes the object's acceleration between t i and t j . Acceleration can change instantaneously, thus there are infinitely many ways in which we could describe an object's acceleration (and subsequently motion) via f ðt u Þ. Here it is proposed that f ðt u Þ be modelled as a linear function of time in order to describe object acceleration as a smooth motion (i.e. no abrupt changes in speed or direction). This means that f ðt u Þ describes the change in velocity between the two known locations as a monotonously increasing or decreasing linear function depending on vðt i Þ and vðt j Þ.
where b and m are two unknown parameters that represent the intercept and slope of the acceleration function. Back substitution of Equation (4) into Equations (1), (2) and (3) results in the following equations:
Given known values for zðt i Þ, zðt j Þ, vðt i Þ, and vðt j Þ Equations (5)- (7) can be used to set up a system of two equations in order to solve for the parameters b and m following:
Solving the system of equations described by Equations (8) and (9) for b and m allows us to back-substitute b and m into Equation (5) in order to interpolate the position of the object at time t u . Once b and m are solved for, Equation (5) can be applied recursively to estimate a continuous kinematic trajectory between zðt i Þ and zðt j Þ. As stated previously, the process described by Equations (1) to (9) is applied independently to each (spatial) dimension, and thus the parameters b and m are likely to be different across different dimensions.
Linear interpolation
Linear interpolation is conducted by estimating an object's unknown location along the straight-line path between two known locations (the beeline). Linear interpolation has been implemented in numerous studies (e.g. Wentz et al. 2003 , Delgado et al. 2014 , Nelson et al. 2015 , due to its straightforward calculation and interpretation. An unknown location at a specified time zðt u Þ is calculated in Equation (10):
Linear interpolation is a special case of kinematic interpolation where it is assumed that vðt
Constrained random walk
Random walks can be used to interpolate a moving object, whereby an interpolated position is dependent on the previous position. Random walks are generated by taking random samples from two distributions: a step-length distribution (l) and a turning angle distribution (θ) (Turchin 1998) . The coordinates for a random walk position can be calculated simply as z x ðt u Þ ¼ z x ðt i Þ þ lcosðθÞ and z y ðt u Þ ¼ z y ðt i Þ þ lsinðθÞ (Turchin 1998) . Such a random walk approach fails to consider the sequential nature of movement data, that is, that the object travels between two consecutive known locations zðt i Þ and zðt j Þ. Thus, here a specific type of random walk is chosen, where the interpolation is constrained to the time geographic space-time prism (Hägerstrand 1970 ). Using the spacetime prism to constrain random walks was first employed by Wentz et al. (2003) , and further developed by Technitis et al. (2015) , both in the context of interpolating paths from wildlife tracking data. As the object must move from location zðt i Þ to zðt j Þ, the space-time prism is used to constrain the potential points included in the random walk (i.e. it is not completely random). To calculate such a constrained random walk, the potential point area for t u is computed by intersecting the forward and past space-time cones from t i to t u and t j to t u , respectively (Technitis et al. 2015) . The constrained random walk algorithm is implemented by randomly selecting a location within the potential point area for t u . When more than one point is to be interpolated, the time geographic constrained random walk algorithm accounts for the tendency of a random walk to wander around the first point and then make a beeline to the second point (Wentz et al. 2003 , Technitis et al. 2015 by randomly ordering the t u s to be interpolated. The algorithm requires a parameter (v max ) representing the upper bound on mobility (i.e. velocity) which here was estimated as the maximum of either the 25th percentile of all segment velocities or 1:25 Â the observed segment velocity between t i and t j to account for differences between faster and slower movement periods. For more details on the time geographic constrained random walk, see Technitis et al. (2015) .
Bézier curve
A cubic Bézier curve algorithm has been shown to be an effective interpolation method for some types of moving objects (Tremblay et al. 2006) . Calculating the cubic Bézier curve requires definition of four anchor points, two of which are the origin P 1 ¼ zðt i Þ and destination point locations P 4 ¼ zðt j Þ, and the other two (P 2 , P 3 ) control the shape of the curve.
Here, the approach taken for computing the Bézier control points (P 2 , P 3 ) is based on the initial and exit velocities (see below). Such an approach makes the Bézier curve (as implemented here) comparable with kinematic interpolation, in that they use the same information.
where δ ¼ t u Àt i t j Àt i , δ being simply the time we wish to interpolate scaled to unity.
Catmull-Rom curve
Another curve-based option is the Catmull-Rom curve (Barry and Goldman 1988, Yuksel et al. 2011) which is a special type of cubic-spline that can be used to straightforwardly interpolate between known data points. The principal advantage of the Catmull-Rom curve approach in the context of path interpolation is that the observed movement locations are used directly as control points for the interpolated curve. Catmull-Rom curves can be used to estimate the location of an object at t u based on four control points defined by zðt iÀ1 Þ; zðt i Þ; zðt j Þ; zðt jþ1 Þ (see supplementary material A for derivation).
Example
To demonstrate kinematic interpolation, a contrived example is used to compare the interpolated locations from the kinematic algorithm to the other methods. In this contrived scenario, consider a sequence of four points, where an object begins at the point zð0Þ ¼ ð0; À3Þ with a velocity of 0 m/s and then moves to the origin zð1Þ ¼ ð0; 0Þ with a velocity of 3 m/s o the north vð1Þ ¼ ð0; 3Þ. The object reaches position zð6Þ ¼ ð10; 10Þ after 5 s, it now has a velocity of 3 m/s to the east vð6Þ ¼ ð3; 0Þ and it continues on to location zð7Þ ¼ ð13; 10Þ. Using each interpolation method, the location of the object is estimated at 1=2s intervals from t u ¼ 1 to 6 s in order to show the shape of the interpolated trajectory resulting from each method (Figure 1 ). The differences between each interpolation method and the kinematic interpolation method proposed are readily observed from this contrived example. The linear interpolation algorithm follows the 'beeline' path between the two known points (Figure 1a ). The constrained random walk wanders within the space in between the known points as defined by the space-time prism (Figure 1b) . The Bézier method results in a curved trajectory that is more exaggerated than the kinematic path, but one that seems to incorporate the initial and final velocities (Figure 1c ). The Catmull-Rom curve is the closest to the kinematic curve, in this case, with only small differences observed (Figure 1d ).
Data
Six empirical data sets are used to compare and contrast the new kinematic path interpolation algorithm with the other methods ( Figure 2 ). The first two data sets are generated via simulations using correlated random walks that exhibit a low (r ¼ 0:2) or high (r ¼ 0:9) level of correlation in movement. Correlated random walks are commonly used to model animal movement and have been used in many studies (e.g. Fauchald and Tveraa 2003 , Rowcliffe et al. 2012 , Long et al. 2014b to compare different methods for analysing movement data. The third data set tracks the movement of a caribou in northern British Columbia, Canada, over a 1-year period. Caribou locations were recorded every 4 h using satellite telemetry. The fourth data set represents the movement of a cyclist within an urban environment. Cyclist locations were recorded using a GPS with a 1=5 Hz sampling rate. The fifth data set shows the movement of hurricane Katrina at 3 h intervals between 21:00 on 26 August 2005 and 21:00 on 29 August 2005. The point location of the hurricane was calculated as the centroid of the eye of the hurricane, obtained from the NOAA H*WIND data product (Powell et al. 1998 (Powell et al. , 2010 . The final data set shows the movement of an athlete playing Ultimate Frisbee. The athlete tracking data were recorded using a sport-specific GPS device (GPSports, Fyshwick, Australia) with a 5 Hz sampling rate. (0, 3) . The object reaches position z (6) = (10, 10) after 5 s, it now has a velocity of 3 m/s to the east v(6) = (3, 0) and it continues on to location z(7) = (13, 10). The time difference between the initial and final point is 5 s and the object's location is estimated every 1/2 s in between.
Interpolation testing
In order to test the effectiveness of each path interpolation algorithm, an approach similar to previous interpolation studies (e.g. Wentz et al. 2003 , Tremblay et al. 2006 ) is followed. A known point zðt k Þ (or sequence of points, k 2 f1; 2; 3; :::g) is removed and then estimated via interpolation from the surrounding points. Thus, the procedure utilizes a sequential moving window approach to removing k known points and subsequently reestimating them by each of the five interpolation methods (a similar approach to Long et al. 2014a). As the number of consecutive fixes to be estimated (k) is increased, the interpolation task becomes more difficult.
With some tracking devices, instantaneous velocities may be recorded alongside the location points, but typically this is not the case. In cases where instantaneous velocities are unknown, the initial velocity vðt i Þ and final velocity vðt j Þ can be estimated using the distance between two consecutive fixes and dividing it by the time difference. Specifically here instantaneous velocities are estimated for vðt i Þ and vðt j Þ using the observed tracking data. That is, vðt i Þ ¼ zðt i ÞÀzðt iÀ1 Þ t i Àt iÀ1 and vðt j Þ ¼ zðt jþ1 ÞÀzðt j Þ t jþ1 Àt j . To evaluate interpolation performance two measures of overall assessment are used. The first measure is the root mean squared error (rmse) of the error between the interpolated locations and the known points, where error is defined simply as the spatial Euclidean distance between an interpolated point estimate and the known location. The second measure is the proportion of the points in the interpolation where a given method performed best (P best ). The P best measure is comparative, allowing direct comparison between the five methods for each interpolated location. To test across a range of interpolation difficulties, the interpolation testing procedure described above was implemented on each of the six data sets using values of k ranging from k ¼ 1; :::; 10, representing increasing interpolation difficulty.
Examination of computational efficiency
The complexity of each method was investigated, along with a time trial, to examine the computational efficiency of each method. All analyses were conducted using the statistical computing software R (R Development Core Team 2015), and the code for each algorithm is available in the supplementary material. To test the computational efficiency of each algorithm, a scenario was derived (similar to that in the contrived example) where the number of points to be interpolated was set to k ¼ 1 Â 10 6 , 1 Â 10 7 , 1 Â 10 8 and 2 Â 10 8 . Each scenario was run 100 times, and the average of these runs is reported in supplementary material B. In the case of the constrained random walk, the algorithm is much slower, and for comparison k ¼ 1 Â 10 1 , 1 Â 10 2 , 1 Â 10 3 and 2 Â 10 3 was used. The results were realized on a standard desktop PC (Intel QuadCore i7 3770 CPU @ 3.40 GHz, with 16 Gb of RAM, on Windows 7) running R version 3.1.2.
Results

Interpolation testing
For the first correlated random walk (CRW1), the linear method had the lowest rmse, while the time geographic constrained random walk had the highest rmse, for all values of k ( Figure 3a ). As would be expected, the level of rmse increased with k for all methods, and this was consistent across the different data sets. With the more correlated (i.e. smoother) random walk (CRW2) the linear, kinematic and Catmull-Rom curve methods provided nearly identical results, and the kinematic and Catmull-Rom curve methods resulted in lower rmse at higher values of k (Figure 3b ). With the caribou data, the linear method resulted in the lowest rmse, followed by the Catmull-Rom method. With the caribou data, the Bézier curve method (Figure 3c ) showed the highest rmse. With the cyclist data, the kinematic and Catmull-Rom methods performed nearly identically, with the lowest rmse, followed by the Bézier, linear and constrained random walk (Figure 3d ). In the hurricane Katrina data set, again the Catmull-Rom and kinematic methods performed similarly, but for larger k these two methods resulted in much lower rmse than the other three methods (Figure 3e ). Finally, for the athlete data set at low k values the linear, Catmull-Rom and kinematic methods perform nearly identical, but as k increases, the kinematic and the Catmull-Rom methods have lower rmse than the linear and other methods (Figure 3f) .
Looking at the P best measure of fit, in CRW1 linear had the best fit for about 40% of the interpolation points, while constrained random walk was best in about 30% of the points (Figure 4a ). With CRW2 linear had the best fit about 30-40% of the points, while Bézier was best at higher values of k (Figure 4b ). The linear method performed even better with the caribou data, having the P best estimate upwards of 40% of the interpolations, while the constrained random walk had 30% and the other methods around 10% each (Figure 4c ). In the cyclist data, the linear and Catmull-Rom were very close for k ¼ 1 with P best about 30% each; however, as k increases, the kinematic method produced similarly good results (Figure 4d ). With the hurricane Katrina data set, a more unpredictable pattern emerges; at low values for k, the linear method had the highest P best values, while for higher k the Catmull-Rom, and kinematic method performed better (Figure 4e ). In the athlete data, the linear method performed best with P best = 40% with k = 1, but at higher k the Catmull-Rom and kinematic methods again were best performing approximately equally well (Figure 4f ).
Computational efficiency
Each of the five methods employed here are OðnÞ complex. The linear, Bézier curve, Catmull-Rom curve and kinematic methods are all relatively fast and easy to compute (see supplementary material B). The linear method is the fastest, followed by the Catmull-Rom curve, then kinematic, and finally, the Bézier curve, but the differences between these four are negligible in practical scenarios (e.g. 1 Â 10 6 interpolations in <1 s). The constrained random walk method, however, takes much longer (e.g. the time taken for interpolating 10 points using the constrained random walk method was comparable to interpolating 1 Â 10 6 points using the other methods). This difference is likely due to the additional requirement of intersecting the forward and past space-time cones for each interpolation which is a computationally expensive operation (more information on the performance of constrained random walk algorithm can be found in Technitis et al. 2015) . Thus, kinematic interpolation is a fast and computationally efficient interpolation method, in-line with, or better than, existing approaches.
Discussion
With different types of movement processes, different models are expected to be more appropriate. As hypothesized, the kinematic interpolation method performed best with fast moving objects where kinematic properties are known to influence movement (e.g. cyclists and athletes). With cyclists, it is somewhat surprising that kinematic outperformed linear interpolation given the linear shape of cyclist movement along road networks. This result is owed to the effect of changes in speed (e.g. slowing down or speeding up), which are appropriately modelled via kinematic interpolation and are ignored in the linear method. It was also found that kinematic interpolation may be useful for other types of objects, for example, hurricane movements as shown here. Recent studies have focused on analysing spatial-temporal patterns in large collections of hurricane tracks (Buchin et al. 2012 . Here kinematic interpolation may provide a useful tool for upsampling such analysis or comparing data with differing temporal resolutions. Here, the similar, but different, outcomes of three curve-based interpolation algorithms -Bézier curves, Catmull-Rom curves and kinematic interpolationare clearly demonstrated. Our results suggest that Catmull-Rom and kinematic curves are nearly equivalent, and most appropriate with fast-moving objects, producing very similar rmse values in the empirical examples shown. Bézier curves are likely more useful only in specific scenarios, which is surprising given that they performed well in the study by Tremblay et al. (2006) . It may be unsurprising that the curve-based methods (i.e. Bézier and Catmull-Rom) and kinematic method outperformed linear interpolation. One reason for this is that the Bézier, Catmull-Rom and kinematic methods all take into consideration the surrounding points in some way. Here, the surrounding points (i.e. zðt iÀ1 Þ and zðt jþ1 Þ) were used to estimate the initial velocities used in both the Bézier and kinematic methods. In the Catmull-Rom algorithm, the points zðt iÀ1 Þ and zðt jþ1 Þ are used directly in the calculation. The constrained random walk also uses ancillary information in the form of the v max parameter. In this sense, the comparisons made here are somewhat unfair to the linear method, as it uses the least amount of information in its calculation.
Movement data are typically recorded as discrete (i.e. x; y; t) points and analysis methods are then influenced by the granularity (i.e. temporal resolution) at which data are collected. The equations for kinematic motion, as implemented here, assume acceleration to be a linear function of time. This assumption is reasonable when movement data are recorded at relatively high sampling resolutions (i.e. the cyclist data and athlete data here). The idea that two consecutive points in a movement data set can be related to each other through kinematic equations can be thought of as kinematic dependence. With many movement data examples, the assumption of kinematic dependence is unrealistic, for example, here with caribou data collected at temporal resolution of 4 h. With data where kinematic dependence is not present, it is unlikely that kinematic interpolation will be useful. However, note that kinematic dependence is not entirely dependent on the tracking interval. With some objects with coarse tracking intervals their kinematics may still be relevant, for example, with hurricanes as shown by the Hurricane Katrina example. This is related to the joint effects of the objects velocity and size, along with the acceleration and turning ability of the object. With athletes this concept is often characterized using the term agility.
With the data sets employed here, instantaneous velocities were not known and were estimated from the data. However, when instantaneous velocity is estimated from the data, the velocity estimation is highly dependent on the temporal resolution of the movement data (Laube and Purves 2011) . The process of estimating instantaneous velocities likely influenced the resulting interpolations; using an example where instantaneous velocities were known would improve the performance of kinematic interpolation. In studying marine mammals, it is useful to deploy a 'dead reckoning' tag (which usually consists of an accelerometer, a magnetometer, a time-depth recorder and other components) alongside GPS devices to help interpolate between fixes, as marine mammals can only be tracked via GPS when they surface (Wilson et al. 2007 , Nordstrom et al. 2013 . Several approaches have been proposed for modelling the interpolated path combining GPS and accelerometer data (e.g. Wilson et al. 2007 , Liu et al. 2014 . Similarly, the GPS units commonly used to study the movements of athletes often incorporate high-frequency tri-axial accelerometers into the unit (Barbero-Alvarez et al. 2010, Coutts and Duffield 2010) . New approaches capable of integrating kinematic interpolation with accelerometer data may provide improved estimates of fine-scale movements from tracking data where both GPS and accelerometer data are recorded.
Perhaps the most interesting potential development from this work is the potential to build upon the work of Kuijpers et al. (2011) and Long et al. (2014a) in order to study kinematic probabilities within the kinematic space-time prism. Using simulated kinematic trajectories, kinematic probabilities can be defined within the kinematic space-time prism, where probability is defined by the amount of energy or work (from classical mechanics, Goldstein et al. 2001 ) required to undergo a movement trajectory. Trajectories requiring more work can be modelled as having lower movement probability in order to construct a probabilistic kinematic space-time prism, similar to that proposed by Yin (2010, 2011) . Such developments will have the benefit of being grounded in underlying movement theory (i.e. kinematic motion equations) and would be appropriate for several types of fluid movement (e.g. athletes and hurricanes described here).
The results highlight the value of the traditional linear method for interpolation. Simply put, in many scenarios the linear method performed as well as or better than other more complex methods. With animal tracking data, especially land mammals whose movement are frequently modelled via random walks (Codling et al. 2008) , the linear method remains a suitable choice. Tremblay et al. (2006) showed that the Bézier interpolation outperformed linear interpolation with marine mammals; however, the results (i.e. CRW2) suggest the kinematic or Catmull-Rom approach may be a suitable alternative to Bézier curve methods with marine mammals and other species exhibiting curvilinear movement patterns. With moving object data sets that are both fast moving and represented by data at an appropriately fine temporal resolution, kinematic interpolation is an appropriate alternative method for interpolating object locations.
Conclusion
This paper proposes a new method for interpolating movement data trajectories, one that is based on object kinematics. Using several empirical data sets reflecting different types of movement scenarios, this research highlights where kinematic interpolation improves, or is comparable to, existing approaches. Further, this research demonstrates situations where existing and simpler methods (i.e. linear interpolation) may be more appropriate. Kinematic interpolation represents a suitable interpolation method with fast-moving objects, where movement data were collected at a relatively high temporal resolution. Examples include cyclists, motorists and athlete tracking data. Similarly, kinematic interpolation may be useful for tracking large objects (e.g. hurricanes) that display kinematic effects over broad spatialtemporal extents, or with data sets where curvilinear movement patterns are present. Finally, perhaps the biggest contribution of kinematic interpolation is the opportunity for future research developing calculations for kinematic movement probabilities for the space-time prism. To assist other researchers wishing to perform path interpolation, code is provided (in the statistical software R) for each method described herein.
