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a b s t r a c t
We study the strong stability of a G/M/1 queueing system after perturbation of the
service times. We are interested in the determination of the proximity error between the
corresponding service time distributions of G/G/1 and G/M/1 systems, the approximation
error on the stationary distributions, and confidence intervals for the difference between
the corresponding characteristics of the quoted systems in the stationary state, when the
general distribution of service times G in the G/G/1 system is unknown and must be
estimated by means of a nonparametric estimation method. We use the Student test to
accept or reject the equality of the corresponding characteristics. The boundary effects are
taken into account. Simulation studies are performed to support the results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Because of the complexity of some queueing models, analytic results are generally difficult to obtain or are not
very exploitable in practice. This is the case, for example, in the G/G/1 queueing system, where the Laplace transform
or the generating function of the waiting time distribution is not available in closed form. Therefore, we generally
resort to approximation methods for analysis. One of these approaches is the stability method, which approximates the
characteristics of a complex system by those of a simpler one.
The strong stability method (also called the operator method) was developed in the beginning of the 1980s [1,2]. It can
be used to investigate the ergodicity and stability of the stationary and nonstationary characteristics of Markov chains. A
closely related approach is the series expansionmethod [3–5],which derives bounds for the stationary distribution of a finite
homogeneous Markov chain using methods of matrix analysis. In contrast to other methods, the strong stability approach
supposes that the perturbation of the transition kernel is small with respect to a certain norm. Such a stringent condition
allows us to obtain better estimates on the characteristics of the perturbed chain. Besides the ability to perform qualitative
analysis of some complex systems, one important particularity of the strong stability method is the possibility of obtaining
stability inequalities with an exact computation of the constants.
The applicability of the strong stabilitymethod iswell proved anddocumented in various fields and for different purposes.
In particular, it has been applied to several queueing models [6–11] and inventory models [12].
Note that in practice all model parameters are imprecisely known because they are obtained by means of statistical
methods. In this sense, one aspect which is of interest is when a distribution governing a queueing system is unknown and
we resort to nonparametric methods to estimate its density function.
∗ Corresponding author. Tel.: +213 34 21 08 00; fax: +213 34 21 51 88.
E-mail address: aicha_bareche@yahoo.fr (A. Bareche).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.12.057
A. Bareche, D. Aïssani / Computers and Mathematics with Applications 61 (2011) 1296–1304 1297
In this paper, we use nonparametric estimation to approximate the complexG/G/1 system by the simplerG/M/1 one, on
the basis of the theoretical results addressed in [7] involving the strong stability of the G/M/1 system. As the strong stability
method assumes that the perturbation is small, we suppose that the general service law G of the G/G/1 system is close
to the exponential one with parameter µ. This permits us to consider the problem of boundary effects when performing
nonparametric estimation of the unknown density of the law G, since the exponential law is defined on the positive real
line.
Indeed, it is very often the case that the natural domain of definition of a density to be estimated is not the whole real
line but an interval bounded on one or both sides. For example, when the data are measurements of positive quantities, it
will be preferable to obtain density estimates which take the value zero for all negative numbers. Several approaches for
handling the boundary effects for nonparametric density estimation have been proposed [13–18].
This work is similar to [19] in that strong stability is used. However, three new different features could be emphasized.
The first feature concerns the model motivation: in queueing theory, there exist formulas which permit us to compute the
stationary distribution of the queue length in a G/M/1 system. Unfortunately, for a G/G/1 system, these exact formulas
are not known. But, if we suppose that the G/G/1 system is close to a G/M/1 one, then we can use the formulas obtained
for the G/M/1 system to approximate the G/G/1 system characteristics. This substitution of characteristics is not justified
without a prior estimation of the corresponding approximation error. The second point deals with the use of a new class of
nonparametric density estimation to remove boundary effects. This is the class of flexible kernels, for instance asymmetric
kernels and smoothed histograms [13]. Finally, besides evaluating the proximity error between the corresponding service
time distributions of the G/G/1 and G/M/1 systems and the approximation error on their stationary distributions, we
determine confidence intervals for the difference between the corresponding characteristics of the systems, and then we
apply the Student test to accept or reject the equality.
The remainder of this paper is composed as follows. In Section 2, we describe the queueingmodels andwe present briefly
the basics of the strong stability method. A review of boundary correction techniques in nonparametric density estimation
is given in Section 3. In Section 4, we show how to use the Student test to compare two queueing systems. The main results
of this paper, which are supported by simulation studies, are given in Section 5.
2. Strong stability of a G/M/1 system after perturbation of the service times
2.1. Models description
Consider a G/G/1 queueing system with general service time distribution G and general inter-arrival time probability
distribution F . The following notation is used: θn is the arrival time of the nth customer, ωn is the departure time of the
nth customer, γn is the time interval from θn to the departure of the next customer, and Vn = V (θn − 0) is the number of
customers found in the system immediately prior to θn.
We denote νθn = min{m > 0, ωm ≥ θn}. Then, γn = ωνθn − θn. Define the sequence {Tk}k∈N recursively in the following
manner:
Tk =

ωνθn − (θn + γn) = 0, if k = 0,
Tk−1 + ξνθn+k, if k > 0,
where ξn represents the service time of the nth customer arriving at the system.
The sequence {Tk}k∈N forms the departure process after θn.
The sequence Xn = (Vn, γn) constitutes a homogeneous Markov chain with state space N× R+ and transition operator
Q = (Qij)i,j≥0, where Qij(x, dy) = P(Vn+1 = j, γn+1 ∈ dy/Vn = i, γn = x), defined by (see [7])
Qij(x, dy) =

qi−j(x, dy), for 1 ≤ j ≤ i, i ≥ 1,−
k≥i
qk(x, dy), for j = 0, i ≥ 0,
p(x, dy), for j = i+ 1, i ≥ 0,
0, for j > i+ 1, i ≥ 0,
where
qk(x, dy) =
∫ ∞
x
P(Tk ≤ u− x < Tk+1, Tk+1 − (u− x) ∈ dy)dF(u),
p(x, dy) =
∫ x
0
P(x− u ∈ dy)dF(u).
Let us also consider a G/M/1 system and denote by Eµ the distribution of the service times, and take the same distribution
of the arrival flux as the G/G/1 one. We introduce the corresponding following notation: θ¯n, ω¯n, γ¯n, and V¯n = V¯ (θ¯n − 0),
defined as above. We also define the process {T¯k}k∈N as the sequence {Tk}k∈N.
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The sequence X¯n = (V¯n, γ¯n) constitutes a homogeneous Markov chain with state space N× R+ and transition operator
Q¯ = (Q¯ij)i,j≥0, having the same form as Q (see [7]), where
q¯k(x, dy) = q¯k(x)Eµ(dy),
p¯(x, dy) = p(x, dy),
where q¯k(x) =
∞
x e
−µ(u−x) [µ(u−x)]k
k! dF(u).
Suppose that the service law of the G/G/1 system is close to the exponential one with parameter µ. This proximity is
characterized by the distance of variation
W ∗ = W ∗(G, Eµ) =
∫
ϕ∗(t)|G− Eµ|(dt), (1)
where ϕ∗ is a weight function and |a| designates the variation of the measure a. We take ϕ∗(t) = eδt , with δ > 0. Moreover,
we define the following deviation:
W0 = W0(G, Eµ) =
∫
|G− Eµ|(dt). (2)
2.2. Strong stability criteria
In this section, we introduce some necessary notation and recall the basic theorem of the strong stability adapted to the
case being studied. For a general framework see [1,2,7]. In what follows, when no domain of integration is indicated, an
integral is extended over R+.
Consider the σ -algebra E , which represents the product E1⊗E2 (E1 is the σ -algebra generated by the countable partition
of N and E2 is the Borel σ -algebra of R+).
We denote by mE the space of finite measures on E , and we introduce the special family of norms of the form ‖m‖v =∑
j≥0

v(j, y)|mj|(dy), ∀m ∈ mE , where v is a measurable function on N × R+, bounded below away from zero (not
necessarily finite).
This norm induces a corresponding norm in the space f E of bounded measurable functions on N × R+, namely
‖f ‖v = supk≥0 supx≥0[v(k, x)]−1|f (k, x)|, ∀f ∈ f E , as well as a norm in the space of linear operators, namely ‖P‖v =
supk≥0 supx≥0[v(k, x)]−1
∑
j≥0

v(j, y)|Pkj(x, dy)|. We associate to each transition kernel P the linearmapping P : f E → f E
acting on f ∈ f E as follows: (Pf )(k, x) = ∑j≥0  Pkj(x, dy)f (j, y). For m ∈ mE and f ∈ f E , the symbol mf denotes the
integralmf =∑j≥0  mj(dx)f (j, x), and f ◦m denotes the transition kernel having the form (f ◦m)ij(x, A) = f (i, x)mj(A).
Remark 1. Using the norm defined on the space of finite measures introduced in the current section, we can characterize
the proximity of the two systems G/G/1 and G/M/1 by
‖G− Eµ‖v =
−
j≥0
∫ +∞
0
v(j, t)|G− Eµ|(dt). (3)
Taking v(j, t) =

eδt , if j = 0,
0, if j ≠ 0 in (3), where δ > 0, one recovers the variational norm defined in (1).
Moreover, taking v(j, t) =

1, if j = 0,
0, if j ≠ 0 in (3), one recovers the variational norm defined in (2).
Definition 2 ([2]). The Markov chain X with transition kernel P and stationary distribution π is said to be υ-strongly stable
with respect to the norm ‖.‖υ , if ‖P‖υ < ∞ and each stochastic kernel Q in the neighbourhood {Q : ‖Q − P‖υ <
ϵ for some ϵ > 0} has a unique invariant measure µ = µ(Q ) and ‖π − µ‖υ → 0 as ‖Q − P‖υ → 0.
2.3. Strong v-stability in a G/M/1 system
The following theorem determines the strong v-stability conditions of a G/M/1 system after a small perturbation of the
service times. It also gives the estimates of the deviations of both the transition kernel and the stationary distribution.
Let π and π¯ , respectively, denote the stationary distributions associated with the embedded Markov chains Xn and X¯n of
the G/G/1 and G/M/1 systems.
Theorem 3 ([7]). Suppose that, in the G/M/1 system, the ergodicity conditionµτ¯ > 1 holds, where τ¯ is the mean time between
arrivals. Then, for all β such that 1 < β < 1
σ
, the imbedded Markov chain X¯n is υ-strongly stable, after a small perturbation of
the service times, for
v : N× R+ → R+(k, x) → v(k, x) = βkαx, (with α = eδ),
where 0 < δ = µ− µ
β
< µ, and σ (0 < σ < 1) is the unique solution of the equation σ = F∗(µ−µσ) = ∞0 e−(µ−µσ)xdF(x),
where F∗ is the Laplace transform of the probability density function of the demands’ inter-arrival times.
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Now suppose that the following conditions hold.
(1) G∗ =  eδtG(dt) < +∞.
(2) ∃a > 0such that  eaudF(u) = N < +∞.
(3) W0 < aa+µ .
(4) The geometric ergodicity condition µτ¯ > 1 holds.
Then, the following inequality holds: ‖Q − Q¯‖v ≤ W ∗(1 + µτ¯) + W0G∗ N+µM1−C0 , where C0 = W0 +
µ
a+µ < 1 and
M =  ueaudF(u) < +∞.
In addition, if W ∗ < 1−ρ2C(1+µτ¯+C1) and W0 <
a
a+µ , then we have
Er := ‖π − π¯‖v ≤ 2[(1+ µτ¯)W ∗ + C1W0]C(C − 1)1− ρ , (4)
where W ∗ and W0, respectively, are defined in (1) and (2), C = 1+ β(1−σ)1−βσ , C1 = N+µM1−C0 G∗, and ρ = βF∗

µ− µ
β

< 1.
Remark 4. The assumption that τ¯µ > 1 implies the existence of a stationary distribution π¯ for the imbeddedMarkov chain
X¯n in the G/M/1 system. This distribution has the following form:
π¯({k}, A) = π¯k(A) = pkEµ(A), ∀{k} ⊂ N and A ⊂ R+,
where pk = limn→∞ P(V¯n = k) is given by
pk = (1− σ)σ k, k = 0, 1, 2, . . . . (5)
It is obvious that the queue length distribution found just before an arriving customer is geometric with parameter σ
(see [20]), where σ is the same as defined in Theorem 3.
Otherwise, note that
lim
t→∞ P(X(t) = k) =
1
τ¯µ
pk−1, k = 1, 2, . . . , and lim
t→∞ P(X(t) = 0) = 1−
1
τ¯µ
, (6)
where X(t) represents the size of the G/M/1 system at time t .
Formulas (5) and (6) permit us to compute the stationary distribution of the queue length in a G/M/1 system.
Unfortunately, for a G/G/1 system, these exact formulas are not known. But, if we suppose that the G/G/1 system is close
to a G/M/1 system, then we can use (5) and (6) to approximate the G/G/1 system characteristics with prior estimation of
the corresponding approximation error.
Given the bound in Theorem3, it remains to computeW ∗ andW0, andmethods to do sowill be discussed in the following.
3. Nonparametric density estimation
The basic problem innonparametric density estimation is the following. There is an unknownprobability density function
f defined on R (or a subset of R). We take an independent identically distributed sample X1, . . . , Xn coming from a random
variable X having density f and distribution function F , and we want to use the data to estimate the density f .
To resolve the problem, different standard types of nonparametric density estimator are used when estimating densities
with unbounded support [21]. The best known is the classical symmetric kernel estimate, which works well for this type
of density. However, when they are defined on the positive real line [0,∞[, without correction, the kernel estimates suffer
from boundary effects since they have a boundary bias. This problem is due to the use of a fixed kernel which assigns weight
outside the support when smoothing is carried out near the boundary. It is further known that the expected value of the
standard kernel density estimate at x = 0 converges to the half value of the underlying density when f is twice continuously
differentiable on its support [0,+∞) [13,18].
Several techniques have been introduced to get a better estimation on the border. Some of them proposed the use of
particular kernels or bandwidths [15,16,18]. The main criticism addressed to these approaches is that a number of them are
quite complicated and difficult to work with, both numerically and analytically. Also, they often allow the new estimate to
become negative.
In the last decade, to remedy these problems, other techniques propose the use of estimators based on flexible kernels
(asymmetric kernels [13,14,17] and smoothed histograms [13]). They are very simple in implementation, free of boundary
bias, always nonnegative, their support matches the support of the probability density function to be estimated, and their
rate of convergence for the mean integrated squared error is o(n−4/5).
Below, the estimates which we will use in our work are briefly discussed.
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3.1. Kernel density estimator
The best known and used nonparametric estimation method is the kernel density estimation. The Parzen–Rosenblatt
kernel estimate of the density f (x) for each point x ∈ R [22,23] is given by
fn(x) = 1nhn
n−
j=1
K

x− Xj
hn

, (7)
where K is a symmetric density function called the kernel and hn is the bandwidth.
3.2. Mirror image modification
Schuster [18] suggests creating the mirror image of the data in the other side of the boundary and then applying the
estimator (7) for the set of the initial data and their reflection. f (x) is then estimated, for x ≥ 0, as follows:
f˜n(x) = 1nhn
n−
j=1
[
K

x− Xj
hn

+ K

x+ Xj
hn
]
. (8)
3.3. Asymmetric Gamma kernel estimator
A simple idea for avoiding boundary effects is using a flexible kernel, which never assigns a weight outside the support
of the density function and which corrects the boundary effects automatically and implicitly. The first category consists of
the asymmetric kernels [13,14] defined by the form
fˆb(x) = 1n
n−
i=1
K(x, b)(Xi), (9)
where b is the bandwidth and the asymmetric kernel K can be taken as a Gamma density KG with the parameters (x/b+1, b)
given by
KG
 x
b
+ 1, b

(t) = t
x/be−t/b
bx/b+10(x/b+ 1) . (10)
3.4. Smoothed histograms
The second category of flexible kernels consists of smoothed histograms [13] defined by the form
fˆk(x) = k
+∞−
i=0
ωi,kpki(x), (11)
where the randomweightsωi,k are given byωi,k = Fn
 i+1
k
−Fn  ik , where Fn is the empiric distribution, k is the smoothing
parameter, and the pki(.) can be taken as a Poisson distribution with parameter kx,
pki(x) = e−kx (kx)
i
i! , i = 0, 1, . . . . (12)
4. Student test for the comparison of two queueing systems
Suppose that we have to compare the characteristics of two queueing systemsΣ1 andΣ2 in the stationary state. We fix a
simulation time Ti for the systemΣi (i = 1, 2) and we repeat its simulation Ri times. We denote by θ (j)i the theoretical value
of the jth characteristic ofΣi. The goal of this experience is to obtain a punctual estimation and confidence intervals, for the
difference between the corresponding characteristics, i.e. for θ (j)1 − θ (j)2 . One of the methods used is based on the Student
test.
At the rth repetition of the simulation of systemΣi, one obtains the estimate Y
(j)
ri of the characteristic θ
(j)
i . Suppose that
the estimators Y (j)ri are unbiased. This implies that θ
(j)
i = E(Y (j)ri ), r = 1, 2, . . . , Ri, i = 1, 2.
Now, we are interested in the construction of a confidence interval for θ (j)1 − θ (j)2 , which will answer the following
questions. What is the value of the difference between the corresponding characteristics and what is the precision of the
estimator of this difference? Is there a significant difference between the two systems? This last question leads to one of the
following three conclusions.
(1) If the confidence interval for θ (j)1 −θ (j)2 is totally on the left-hand side of zero, then it is extremely probable that θ (j)1 < θ (j)2 .
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(2) If the confidence interval for θ (j)1 − θ (j)2 is totally on the right-hand side of zero, then it is extremely probable that
θ
(j)
1 > θ
(j)
2 .
(3) If the confidence interval for θ (j)1 − θ (j)2 contains the zero, then there is no statistical obviousness affirming that the jth
characteristic of one of the systems is better than that of the other.
To be able to apply the Student test for the comparison of the two queueing systemsΣ1 andΣ2, we suppose that the number
of simulations R1 = R2 = R is rather large. With a probability 1− α, the bounds of the confidence interval for θ (j)1 − θ (j)2 are
given by the following form:
(y¯(j)1 − y¯(j)2 )± t(α/2;ν)σ(y¯(j)1 − y¯(j)2 ), (13)
where y¯(j)i = 1R
∑R
r=1 Y
(j)
ri , i = 1, 2, σ(y¯(j)1 − y¯(j)2 ) is the standard error of the punctual specified estimator, ν = 2(R − 1) is
the number of degrees of freedom, and t(α/2;ν) is a value to take on the Student table.
5. Nonparametric estimation for the approximation of a G/G/1 system by a G/M/1 one using the strong stability
method
We want to apply nonparametric estimation methods introduced in Section 3 to determine the variation distances W0
and W ∗ defined respectively in (2) and (1), the proximity error Er defined in (4) between the stationary distributions of
the G/G/1 and G/M/1 systems, and confidence intervals for the difference between the characteristics of the systems in
the stationary state. We use the discrete event simulation approach to simulate the systems and we apply the Student test
for the acceptance or rejection of the equality of the corresponding characteristics. The characteristics considered are the
following.
• n¯i, i = 1, 2, the mean number of customers in system i.
• ω¯i, i = 1, 2, the output rate in system i.
• t¯i, i = 1, 2, the sojourn mean time of a customer in system i (response time of the system).
• ρ¯i, i = 1, 2, the occupation rate of system i.
To this end, we developed an algorithm containing the following steps.
(1) Generation of a sample of size n of general service distribution Gwith theoretical density g(x).
(2) Use of a nonparametric estimation method to estimate the theoretical density function g(x) by a function denoted in
general g∗n (x).
(3) Calculation of the mean service rate, given by µ = 1/  xdG(x) = 1/  xg(x)dx = 1/  xg∗n (x)dx.
(4) Verification, in this case, of the strong stability conditions given in Theorem 3. Here, the variation distancesW0 andW ∗
are given respectively byW0 =
 |G− Eµ|(dx) =  |g∗n − eµ|(x)dx andW ∗ =  eδx|G− Eµ|(dx) =  eδx|g∗n − eµ|(x)dx,
where δ > 0.
(5) Computation of the minimal error on the stationary distributions of the considered systems according to (4).
(6) Application of the Student test to determine the difference between the corresponding characteristics of the systems
according to (13).
Remark 5. Using Hahn–Jordan decomposition and the definition of the total variation of a measure, W ∗ and W0 can be
rewritten as follows:
W ∗ =
∫
eδx max(g(x)− eµ(x), 0)dx+
∫
eδx max(eµ(x)− g(x), 0)dx,
W0 =
∫
max(g(x)− eµ(x), 0)dx+
∫
max(eµ(x)− g(x), 0)dx.
This will help us with the numerical analysis which we will carry out later on in our case study to determineW ∗ andW0.
Simulation studies were performed under theMatlab 7.1 environment. The Epanechnikov kernel [21] is used throughout for
estimators involving symmetric kernels. The bandwidth hn is chosen to minimize the criterion of the ‘‘least squares cross-
validation’’ [24]. The smoothing parameters b and k are chosen according to a bandwidth selection method which leads to
an asymptotically optimal window in the sense of minimizing L1 distance [13].
5.1. Simulation study
We consider a G/G/1 system such that the general inter-arrival distribution G is assumed to be a Weibull distribution
with parameters (α = 2, β = 0.5, ν = 0) and the service time distribution is Cox2 with parameters (p = 0.9, n1 =
1, β1 = 2, n2 = 4, β2 = 3), with a theoretical density g(x). By generating a sample coming from this Cox2 law, we use
the different nonparametric estimators given respectively in (7)–(12) to estimate the theoretical density g(x). For these
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Fig. 1. Theoretical density g = Cox2 (0.9, 1, 2, 4, 3), and estimated densities.
Table 1
Performance measures with different estimators.
Measures g(x) gn(x) g˜n(x) gˆb(x) gˆk(x)
Mean service rate µ 1.7143 1.6972 1.7064 1.7123 1.7111
Traffic intensity of the system λ
µ
0.1458 0.1473 0.1465 0.1460 0.1461
Variation distanceW0 0.0302 0.4236 0.0401 0.0334 0.0336
Variation distanceW ∗ 0.0441 0.5375 0.0569 0.0482 0.0494
Error on stationary distributions Er 0.1691 0.2001 0.1723 0.1725
Table 2
Confidence intervals with the theoretical density g(x).
Characteristics difference Lower bound Upper bound
n¯1 − n¯2 −0.0222 0.0091
ω¯1 − ω¯2 −0.0163 0.0024
t¯1 − t¯2 −0.0461 0.0392
ρ¯1 − ρ¯2 −0.0092 0.0029
Table 3
Confidence intervals with the Parzen–Rosenblatt estimator gn(x).
Characteristics difference Lower bound Upper bound
n¯1 − n¯2 −0.0473 −0.0129
ω¯1 − ω¯2 −0.0346 −0.0098
t¯1 − t¯2 −0.0878 −0.0324
ρ¯1 − ρ¯2 −0.0591 −0.0289
Table 4
Confidence intervals with the mirror image estimator g˜n(x).
Difference in characteristics Lower bound Upper bound
n¯1 − n¯2 −0.0469 0.0096
ω¯1 − ω¯2 −0.0362 0.0121
t¯1 − t¯2 −0.0678 0.0793
ρ¯1 − ρ¯2 −0.0135 0.0133
estimators, we take the sample size n = 200 and the number of simulations R = 100. For the construction of confidence
intervals using the Student test, we take the significance level α = 0.05. Hence the number of degrees of freedom ν = 198,
and t(α/2;ν) = t(0.025;198) = 1.96.
Curves of the theoretical and estimated densities are illustrated in Fig. 1.
The different performance measures are given in Table 1. The confidence intervals are shown respectively in Tables 2–6,
by giving their lower and upper bounds.
Discussion Fig. 1 shows that the use of nonparametric methods taking into account the correction of boundary effects
improves the quality of the estimation (compared to the curve of the Parzen–Rosenblatt estimator, those of the mirror
image, asymmetric Gamma kernel and smoothed histogram estimators are closer to the curve of the theoretical density).
We note in Table 1 that the approximation error on the stationary distributions of the G/G/1 and G/M/1 systems was
given when applying nonparametric estimation methods by considering the correction of boundary effects such in the
cases of using themirror image estimator (Er = 0.2001), asymmetric Gamma kernel estimator (Er = 0.1723) and smoothed
histogram (Er = 0.1725). In addition, these two last errors are close to the one givenwhen using the theoretical density g(x)
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Table 5
Confidence intervals with the asymmetric Gamma kernel estimator gˆb(x).
Characteristics difference Lower bound Upper bound
n¯1 − n¯2 −0.0231 0.0013
ω¯1 − ω¯2 −0.0177 0.0027
t¯1 − t¯2 −0.0422 0.0398
ρ¯1 − ρ¯2 −0.0094 0.0032
Table 6
Confidence intervals with the smoothed histogram gˆk(x).
Characteristics difference Lower bound Upper bound
n¯1 − n¯2 −0.0230 0.0014
ω¯1 − ω¯2 −0.0179 0.0029
t¯1 − t¯2 −0.0420 0.0340
ρ¯1 − ρ¯2 −0.0099 0.0034
(Er = 0.1691). But, when applying the Parzen–Rosenblatt estimator, which does not take into consideration the correction
of boundary effects, the approximation error Er on the stationary distributions of the systems could not be given. This
shows the importance of the smallness of the proximity error of the corresponding service time distributions of the systems,
characterized by the variation distancesW0 andW ∗.
We notice also that in the cases of using the theoretical density g(x), themirror image estimator g˜n(x), the Gamma kernel
estimator gˆb(x) and the smoothed histogram gˆk(x), with a significance level α = 0.05, we do not reject any hypotheses
since all the intervals contain zero (see Tables 2 and 4–6). This means that, with a probability 0.95, the corresponding
characteristics of the systems are not significantly different. But in the case of using the Parzen–Rosenblatt estimator gn(x),
with the same level α = 0.05, all the hypotheses are rejected since all the intervals do not contain zero (see Table 3). This
means that the risk of wrongly rejecting these hypotheses is 5%. So, we prefer to say that the corresponding characteristics
of the systems considered are significantly different.
6. Concluding remarks
Simulation studies presented in this paper show the importance of some aspects in the application of the strong
stability method to queueing systems. First of all, the smallness of the perturbation made has a significant impact on the
determination of the proximity of the systems and hence on the approximation error on their stationary distributions. On
the other hand, when statistical methods are used to estimate an unknown density function in a system, we cannot ignore
the problem of boundary effects.
To summarize, we have shown features of interest of some statistical techniques (boundary bias techniques and the
Student test) when using nonparametric estimation methods for the study of the strong stability of a G/M/1 queueing
system, in order to substitute the characteristics of a complicated real G/G/1 system by those of a simpler classical G/M/1
system.
The study of the strong stability of an M/G/1 system can be realized by following the same scenario used in this paper
with appropriate changes.
Another field of some practical interest is risk models, which we can study by using both the strong stability method
and boundary correction techniques. Indeed, for instance, when modelling insurance claims, one could be interested in
the loss distribution which describes the probability distribution of payment to the insured. It is a positive variable: hence
the presence of the boundary bias problem. The asymmetric Beta kernel estimates are suitable for estimating this type of
heavy-tailed distribution.
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