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Resumen
Cuando estudiamos un sistema dinámico f deﬁnido en un espacio topológico
X, aparecen los conceptos de transitividad topológica y caos. En este caso estudia-
mos los efectos del caos individual, dado que nos enfocamos en el comportamiento
de las órbitas a largo plazo de f para un punto dado en su dominio. En muchas
ocasiones comportamientos individuales en la naturaleza generan cambios en los
comportamientos colectivos, y viceversa. Peris en [30] se pregunta: ¾Cómo afecta el
caos individual de un miembro, en un cierto ecosistema, al comportamiento caótico
de la dinámica del ecosistema en su conjunto? ¾Y viceversa?
El estudio del caos colectivo lo podemos interpretar como el estudio de la dinámica
de una función que tiene por dominio una familia de conjuntos con ciertas caracte-
rísticas, en nuestro caso estudiaremos el caos de funciones evaluadas en conjuntos
compactos no vacíos de cierto espacio topológico. Cuando el espacio topológico en
cuestión es Rn, entonces la familia de todos los subconjuntos compactos no vacíos en
Rn es conocida como el lugar donde viven los fractales, ver [7], dado que los fractales
son usualmente conjuntos compactos.
Motivados en lo anterior, el objetivo principal del presente trabajo ﬁnal de más-
ter es estudiar las distintas nociones de caos y ver la relación que hay entre una
función continua f : X −→ X y su respectiva hiperextensión f : K(X) −→ K(X)
con respecto a las distintas nociones de caos.
En el Capítulo 1, introduciremos los conceptos de transitividad topológica, caos
de Devaney, funciones mezclantes y débilmente mezclantes, veremos también cómo
se perciben estas nociones en el contexto de operadores lineales continuos deﬁnidos
en un espacio de Fréchet, lo cual nos lleva a deﬁnir la noción de operadores hiper-
cíclicos. Por último deﬁniremos el hiperespacio de conjuntos compactos no vacíos
de un espacio topológico X, el cual será denotado por K(X). Veremos que cuando
(X, d) es un espacio métrico entonces podemos dotar al espacio K(X) con la métrica
de Hausdorﬀ, la cual mide la distancia entre conjuntos, y probaremos que cuando
X es un espacio métrico completo entonces su respectivo hiperespacio K(X) es un
espacio métrico completo con la métrica de Hausdorﬀ.
En los Capítulos 2 y 3 introduciremos las distintas nociones de caos: el caos de
Devaney, el caos total de Devaney, el caos exacto de Devaney, el caos en el sentido
de Li-Yorke, el ω-caos y el caos distribucional. Y veremos la relación que hay entre
una función f y su hiperextensión f en cuanto las disntintas nociones de caos. Nos
preguntamos si el caos individual implica el caos colectivo en cada una de estas
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distintas nociones, y viceversa.
Un concepto más fuerte que el caos en el sentidio de Devaney es la propiedad de
especiﬁcación periódica fuerte, que veremos en el Capítulo 4. Estudiaremos esta pro-
piedad para una función f y su respectiva hiperextensión f tratando de relacionarlas,
en base al esquema general planteado.
Resume
When we study a dynamic system f deﬁned in a topological space X, the con-
cepts of topological transitivity and chaos appear. In this case we study the eﬀects
of individual chaos, since we focus on the behavior of the long-term orbits of f for
a given point in its domain. In many cases individual behaviors in nature generate
changes in collective behaviors, and vice versa. Peris in [30] asks: How does the in-
dividual chaos of a member, in a certain ecosystem, aﬀect the chaotic behavior of
the ecosystem dynamics as a whole? And vice versa?
The study of collective chaos can be interpreted as the study of the dynamics of
a function that has a family of sets with certain characteristics, in our case we will
study the chaos of evaluated functions in compact sets that are not empty of a
certain topological space. When the topological space in question is Rn, then the
family of all compact subsets not empty in is known as the place where fractals live,
see [7], since fractals are usually compact sets.
Motivated in the above, the main objective of this ﬁnal master's degree is to study
the diﬀerent notions of chaos and see the relationship between a continuous function
f : X −→ X and its respective hyperextension f : K(X) −→ K(X), with respect to
the diﬀerent notions of chaos.
In Chapter 1, we will introduce the concepts of topological transitivity, Devaney
chaos, mixing and weakly mixing, we will also see how these notions are perceived
in the context of continuous linear operators deﬁned in a Fréchet spaces, which leads
us to deﬁne the notion of hypercyclic operators. Finally we will deﬁne the hypers-
pace of non-empty compact sets of a topological space X, which will be denoted by
K(X). We will see that when (X, d) is a metric space then we can endow the space
K(X) with the Hausdorﬀ metric, which measures the distance between sets, and we
will prove that when X is a complete metric space then its respective hyperspace
K(X) is a complete metric space with the Hausdorﬀ metric.
In Chapters 2 and 3 we will introduce the diﬀerent notions of chaos: Devaney
chaos, totally Devaney chaos, exact Devaney chaos, Li-Yorke chaos, ω-chaos and
the distributional chaos. And we will see the relation between a function f and
its hyperextension f as regards the diﬀerent notions of chaos. We wonder if indi-
vidual chaos implies collective chaos in each of these diﬀerent notions, and vice versa.
A stronger concept than the chaos in the sense of Devaney is the strong periodic
speciﬁcation property, which we will see in Chapter 4. We will study this property
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for a function f and its respective hyperextension f trying to relate them, based on
the general scheme proposed.
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Capítulo 1
Preliminares
1.1. Dinámica topológica
Deﬁnición 1.1. Un sistema dinámico es un par (f,X) que consiste de un espacio
métrico X y una función continua f : X −→ X.
En muchas ocasiones diremos simplemente que f ó f : X −→ X, ó bien (f,X),
es un sistema dinámico. El principal objetivo de los sistemas dinámicos es estudiar
el comportamiento a largo plazo de las iteraciones de la función f en cada uno de los
puntos de su dominio. Comenzamos con un cierto punto x0 ∈ X, para éste defnimos
sus iteraciones fn : X −→ X, n ≥ 0,
fn(x0) = f ◦ · · · ◦ f︸ ︷︷ ︸
n−iteraciones
(x0).
Por convención f 0 denota la función identidad en X.
Deﬁnición 1.2. Sea f : X −→ X un sistema dinámico. Para x ∈ X la órbita de x
bajo f es el conjunto
Orb(x, f) = {x, f(x), f 2(x), ...} = {fn(x) : n ∈ N0} .
El objetivo principal de la dinámica es estudiar el comportamiento de las órbitas
de un sistema dinámico f : X −→ X. Observe que la órbita de un punto x0 ∈ X
bajo una función f deﬁne una sucesión (fn(x0))n, esto nos dice que el estudio de
la órbita del punto x0 bajo la función continua f es equivalente al estudio de la
sucesión (fn(x0))n.
Dado un espacio métrico X, deﬁnimos el ω−límite de x ∈ X como el conjunto
ω(x, f) de todos los puntos límites de la órbita de x considerada como una sucesión.
Ejemplo 1.3. Sea f : C −→ C, z 7→ z2. Las iteradas de f vienen dadas por la
fórmula explícita
fn(z) = z2
n
.
Tenemos que si |z| < 1 entonces Orb(z, f) tiende a 0. Si |z| > 1 entonces Orb(z, f)
tiende a ∞.
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La siguiente deﬁnición nos permite relacionar dos sistemas dinámicos (g, Y ) y
(f,X) mediante una función continua ϕ : Y −→ X.
Deﬁnición 1.4. Sean g : Y −→ Y y f : X −→ X sistemas dinámicos
(a) f es llamada semiconjugada de g si existe una función continua ϕ : Y −→ X
con rango denso tal que f ◦ ϕ = ϕ ◦ g, esto es que el diagrama
Y
g //
ϕ

Y
ϕ

X
f
// X
conmuta.
(b) Si ϕ es un homeomorﬁsmo entonces g y f se dicen conjugados.
La conjugación es una clase de equivalencia entre sistemas dinámicos, y sistemas
dinámicos conjugados tienen el mismo compartamiento en su dinámica.
Deﬁnición 1.5. Decimos que una propiedad P de un sistema dinámico es preser-
vada bajo (semi)conjugación si cuando un sistema dinámico g : Y −→ Y cumple la
propiedad P entonces el sistema dinámico f : X −→ X que es (semi)conjugado de
g también cumple la propiedad P .
Una forma de deﬁnir un sistema dinámico a partir de otro sistema dinámico f
dado es restringirlo a un subconjunto f -invariante.
Deﬁnición 1.6. Sea f : X −→ X un sistema dinámico. Un subconjunto Y ⊂ X se
dice f -invariante o invariante bajo f si f(Y ) ⊂ Y .
Si Y ⊂ X es f -invariante entonces f |Y : Y −→ Y es un sistema dinámico.
Ejemplo 1.7. La función f : T −→ T, z 7→ z2 con T = {z ∈ C : |z| = 1} es un
sistema dinámico, pues f(T) ⊂ T. Esta función duplica el argumento del número
complejo z.
Uno de los conceptos fundamentales de la teoría se deﬁne a continuación.
Deﬁnición 1.8. Un sistema dinámico f : X −→ X se dice topológicamente transiti-
vo si para cualquier par U, V de subconjuntos abiertos no vacíos de X, existe n ≥ 0
tal que
fn(U) ∩ V 6= ∅.
La transitividad topólogica se puede interpretar como que f conecta todas las
parte nos triviales de X. Veremos que la transitividad topológica puede deducirse
de la existencia de un punto x ∈ X cuya órbita bajo f es densa.
Proposición 1.9. La transitividad topólogica es preservada bajo semiconjugación.
Demostración. Sea f : X −→ X la semiconjugada de g : Y −→ Y vía ϕ : Y −→ X.
Sean U y V subconjuntos abiertos no vacíos de X. Como ϕ es continua y tiene
rango denso entonces ϕ−1(U) y ϕ−1(V ) son abiertos no vacíos de Y . Entonces existe
y ∈ ϕ−1(U) y n ≥ 0 tal que gn(y) ∈ ϕ−1(V ). Entonces ϕ(y) ∈ U y fn(ϕ(y)) =
ϕ(gn(y)) ∈ V .
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Proposición 1.10. Sea f una función continua en un espacio métrico X sin puntos
aislados. Si f tiene una órbita densa entonces f es topológicamente transitiva.
La prueba sigue la idea de la Proposición 1.15 en [21].
Demostración. Suponemos que x ∈ X tiene órbita densa bajo f . Sean U y V son
subconjuntos abiertos no vacíos de X. Entonces existe n ≥ 0 tal que fn(x) ∈ U .
Note que
Orb(x, f) \ {x, f(x), ..., fn−1(x)} ⊂ Orb(fn(x), f).
Como el espacio métrico no tiene puntos aislados entonces se sigue que Orb(fn(x), f)
es un subconjunto denso. Luego existe m ≥ n tal que fm(x) ∈ V . Esto implica que
fm−n(U) ∩ V 6= ∅. Lo que muestra que f es topológicamente transitiva.
El recíproco de este resultado no es tan obvio, pero sí es verdadero si X es com-
pleto y separable, y es debido a G. D. Birkhoﬀ (1920), que se puede consultar en [14].
De esta manera presentamos a continuación uno de los resultados más importantes
en la teoría de la dinámica topológica, que viene precedido por el siguiente lema.
Lema 1.11. Sea f : X −→ X un sistema dinámico. Las siguientes aﬁrmaciones son
equivalentes
(a) f es topológicamente transitiva.
(b) Para cualquier conjunto abierto no vacío U de X el conjunto
∞⋃
n=0
f−n(U) es
denso en X.
Demostración. Un subconjunto D no vacío de un espacio topológico X es denso en
X si para todo subconjunto abierto U no vacío de X se cumple D ∩ U 6= ∅. La
equivalencia entre (a) y (b) se sigue del hecho de observar que como f es topológi-
camente transitiva entonces para todo par de subconjuntos abiertos no vacíos U, V
de X existe n ≥ 0 tal que fn(U) ∩ V 6= ∅ si y sólo si U ∩ f−n(V ) 6= ∅.
Un resultado más detallado de este lema se puede encontrar en la Proposición
1.10 de [21].
Teorema 1.12 (Teorema de transitividad de Birkhoﬀ). Sea f una función
continua en un espacio métrico separable y completo X sin puntos aislados. Las
siguientes aﬁrmaciones son equivalentes:
(a) f es topológicamente transitiva.
(b) Existe x ∈ X cuya órbita bajo f es densa en X.
Si alguna de estas condiciones es válida entonces el conjunto de puntos en X cuya
órbita bajo f es densa es un conjunto Gδ denso.
Demostración. (a)⇐ (b) Es inmediato por la Proposición 1.10.
(a) ⇒ (b) Sea f topológicamente transitiva, y denotamos por D(f) el conjunto
de puntos en X que tienen órbita densa bajo f . Como X es separable, entonces tie-
ne un conjunto denso numerable {yj : j ≥ 1}, luego las bolas de radio 1m alrededor
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de yj con m, j ≥ 1 forman una base numerable (Uk)k≥1 de la topología de X. Por
tanto, x ∈ D(f) si y, sólo si, para cada k ≥ 1, existe n ≥ 0 tal que fn(x) ∈ Uk. En
otras palabras
D(f) =
∞⋂
k=1
∞⋃
n=0
f−n(Uk).
Por la continuidad de f , y por el hecho de que f es topológicamente transitiva,
entonces en virtud del Lema 1.11 se sigue que cada conjunto
∞⋃
n=0
f−n (Uk) , k ≥ 1, es
abierto y denso. El teorema de categoría de Baire implica que D(f) es un conjunto
Gδ denso y, por tanto, es no vacío.
Proposición 1.13. La propiedad de tener órbita densa es preservada bajo semi-
conjugación.
Demostración. Sea f : X −→ X la semiconjugada de g : Y −→ Y vía ϕ : Y −→ X.
Sea y ∈ Y con órbita densa bajo g. Si U es un subconjunto abierto no vacío de
X etonces ϕ−1(U) es abierto y no vacío, así que existe gn(y) ∈ ϕ−1(U) para algún
n ≥ 0. Pero entonces fn (ϕ(y)) = ϕ (gn(y)) ∈ U .
Deﬁnición 1.14. Sea (X, d) un espacio métrico sin puntos aislados. Decimos que un
sistema dinámico f : X −→ X tiene dependencia sensible de las condiciones iniciales
si existe δ > 0 tal que para cada x ∈ X y ε > 0, existe y ∈ X con d(x, y) < ε tal
que para algún n ≥ 0,
d(fn(x), fn(y)) > δ.
El número δ es llamado constante de sensibilidad para f .
Este hecho es conocido popularmente como el efecto mariposa. El cual dice que
muy pequeñas diferencias inicialmente pueden tener consecuencias incontrolables.
También se reﬁere a la estabilidad del sitema dinámico.
Deﬁnición 1.15. Sea f : X −→ X un sistema dinámico.
(a) Un punto x ∈ X se dice punto ﬁjo de f si f(x) = x.
(b) Un punto x ∈ X se dice punto periódico de f si existe n ≥ 1 tal que fn(x) = x.
Se dice que n es el período de x si fk(x) 6= x para k < n. El conjunto de puntos
periódicos se denota por Per(f).
Observe que un punto es periódico si y sólo si es punto ﬁjo de alguna iteración
fn, n ≥ 1.
Proposición 1.16. La propiedad de tener un conjunto denso de puntos periódicos
es preservada bajo semiconjugación.
Demostración. Sea f : X −→ X semiconjugada de g : Y −→ Y vía ϕ : Y −→ X, y
sea U ⊂ X un conjunto abierto no vacío. Entonces ϕ−1(U) contiene un punto y con
gn(y) = y para algún n ≥ 1. Por tanto, ϕ(y) ∈ U y fn(ϕ(y)) = ϕ(gn(y)) = ϕ(y).
Deﬁnición 1.17 (Caos de Devaney versión inicial). Sea (X, d) un espacio
métrico sin puntos aislados. El sistema dinámico f : X −→ X se dice caótico (en el
sentido de Devaney) si satsiface las siguientes condiciones
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(a) f tiene dependencia sensible de las condiciones iniciales,
(b) f es topológicamente transitiva,
(c) f tiene un conjunto denso de puntos periódicos.
La dependencia sensible de las condiciones inicales no es preservada bajo conju-
gación. Esto pues depende de la métrica propuesta en el espacio como veremos en
el siguiente ejemplo.
Ejemplo 1.18. Sea f : ]1,∞[−→]1,∞[ dado por f(x) = 2x. Como |fn(x)−fn(y)| =
2n|x− y| → ∞ cuando x 6= y entonces f tiene dependencia sensible de las condicio-
nes iniciales con respecto a la métrica usual en ]1,∞[.
Si deﬁnimos en ]1,∞[ la métrica d(x, y) = | log x − log y|, la cual es equivalente,
tenemos
d(fn(x), fn(y)) = | log fn(x)− log fn(y)| = | log 2nx− log 2ny|
= | log x− log y| = d(x, y), ∀x, y ∈ X.
Entonces f no tiene dependencia sensible en condiciones iniciales con respecto a d.
En ambas versiones, f es conjugado por la identidad.
Sin embargo la dependencia sensible de las condiciones iniciales se puede obte-
ner como consecuencia de las otras dos condiciones como veremos en el siguiente
teorema, el cual puede consultarse en [4].
Teorema 1.19 (Banks-Brooks-Cains-Davis-Stacey). SeaX un espacio métrico
sin puntos aislados. Si un sistema dinámico f : X −→ X es topológicamente tran-
sitivo y tiene un conjunto denso de puntos periódicos entonces f tiene dependencia
sensible de las condiciones iniciales con respecto a cualquier métrica que deﬁna la
topología de X.
Demostración. Fijamos una métrica d en la topología deX. Vamos a probar primero
que existe una constante η > 0 tal que para cualquier punto x ∈ X existe un punto
periódico p tal que
d (x, fn(p)) ≥ η para todo n ∈ N0.
En efecto como X no tiene puntos aislados podemos encontrar puntos periódicos p1
y p2 cuya órbitas son disjuntas. Por tanto,
η : = ı´nf
m,n∈N0
d (fm(p1), f
n(p2))/2 > 0.
Entonces, por desigualdad triangular se sigue que para cualquier x ∈ X, y para
j = 1 ó j = 2, que d (x, fn(pj)) ≥ η para todo n ∈ N0.
Aﬁrmamos que f tiene dependencia sensible de las condiciones iniciales con constan-
te de sensibilidad δ = η/4 > 0. Sea x ∈ X y ε > 0, por lo expuesto anteriormente,
existe un punto periódico q tal que
d (x, q) < mı´n (ε, δ) . (1.1)
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Sea N el período de q, anteriormente vimos que existe un punto periódico p tal que
d (x, fn(p)) ≥ η = 4δ para n ∈ N0. (1.2)
Como f es continua existe un vecindario V de p tal que
d (fn(p), fn(y)) < δ para y ∈ V y n = 0, 1, ..., N. (1.3)
Finalmente por la transitividad topológica de f podemos encontrar un punto z y
k ∈ N0 tal que d (x, z) < ε y fk(z) ∈ V . Sea j ∈ N0 tal que k ≤ jN < k + N . La
desigualdad triangular junto con (1.2), (1.3) y (1.1) nos da que
d
(
f jN(q), f jN(z)
)
= d
(
f jN(q), f jN−kfk(z)
)
= d
(
q, f jN(z)
)
≥ d (x, f jN−k(p))− d (f jN−k(p), f jN−kfk(z))− d (x, q)
> 4δ − δ − δ = 2δ.
Así, esto implica que d
(
f jNx, f jNq
)
> δ ó d
(
f jNx, f jNz
)
> δ. Como ambos, z y q,
distan menos que ε de x se sigue el resultado.
El resultado anterior nos permite deﬁnir el caos sin la necesidad de exigir al siste-
ma dinámico la condición de tener dependencia sensible de las condiciones iniciales.
Deﬁnición 1.20 (Caos de Devaney). Un sistema dinámico f : X → X se dice
caótico, en el sentido de Devaney, si satisface las siguientes condiciones
(a) f es topológicamente transitiva;
(b) f tiene un conjunto denso de puntos periódicos.
Como las propiedades de ser topológicamente transitiva y de tener un conjunto
denso de puntos periódicos son preservadas bajo conjugación, se sigue inmediata-
mente la siguiente proposición.
Proposición 1.21. El caos de Devaney es preservado bajo semiconjugación.
Una propiedad más fuerte que la transitividad topológica es la de ser mezclante,
que deﬁnimos a continuación.
Deﬁnición 1.22. Un sistema dinámico f : X −→ X se dice mezclante, si para
cualquier par de subconjuntos abiertos no vacíos U, V de X, existe N ≥ 0 tal que
fn(U) ∩ V 6= ∅, ∀n ≥ N.
Observe que si una función f es mezclante entonces es topológicamente transitiva;
y como en el caso de la transitividad topológica tenemos el siguiente resultado.
Proposición 1.23. La propieda de ser mezclante se preserva bajo semiconjugación.
Si tenemos dos espacios métricos X y Y sabemos que su producto cartesiano
viene dado por X × Y = {(x, y) : x ∈ X, y ∈ Y }, el cual es también un espacio
métrico, con la métrica dada por
d ((x1, y1) , (x2, y2)) = dX (x1, x2) + dY (y1, y2) ,
donde dX y dY son las métricas deﬁnidas en X y Y respectivamente. Una base para
la topología, inducida por la métrica, para el producto cartesiano es formada por
los productos U × V de subconjuntos abiertos U ⊂ X y V ⊂ Y .
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Deﬁnición 1.24. Sean f : X → X y g : Y → Y sistemas dinámicos. La función
f × g está deﬁnido por
f × g : X × Y −→ X × Y, (f × g)(x, y) = (f(x), g(y)) .
La función f × g es continua, y sus iteradas vienen dadas por
(f × g)n = fn × gn.
Los productos de más de dos espacios o funciones se deﬁnen de manera similar.
Teorema 1.25. Sean f : X −→ X y g : Y −→ Y sistemas dinámicos. Entonces se
satisfacen las siguientes aﬁrmaciones.
(a) Si f × g tiene una órbita densa entonces f y g tienen una órbita densa.
(b) Si f × g es topológicamente transitiva entonces f y g son topológicamente
transitivas.
(c) Si f × g es caótica entonces f y g son caóticas.
(d) Si f y g son topológicamente transitivas y al menos uno de ellos es mezclante
entonces f × g es topológicamente transitiva.
(e) f × g es mezclante si y sólo si f y g son mezclantes.
Se omitirá la prueba, para ver detalles de la demostración se puede consultar la
Proposición 1.42 en [21].
Deﬁnición 1.26. Un sistema dinámico f : X −→ X se dice débilmente mezclante
si f × f es topológicamente transitivo.
Dado que los productos U ×V de conjuntos abiertos U, V ⊂ X forman una base
de la topología de X × X, f es débilmente mezclante si y, sólo si, para cualquier
4−tupla U1, U2, V1, V2 de subconjuntos de X abiertos no vacíos, existe n ≥ 0 tal que
fn(U1) ∩ V1 6= ∅ y fn(U2) ∩ V2 6= ∅.
Observación 1. Para cualquier sistema dinámico se puede observar que
mezclante =⇒ débilmente mezclante =⇒ topológicamente transitivo.
Proposición 1.27. (a) La propiedad de ser débilmente mezclante es preservada
bajo semiconjugación.
(b) Sean f : X −→ X y g : Y −→ Y sistemas dinámicos, si f × g es débilmente
mezclante entonces f y g son débilmente mezclantes.
Demostración. (a) Si ϕ : Y −→ X deﬁne la semiconjugada de g : Y −→ Y a
f : X −→ X entonces ϕ × ϕ deﬁne una semiconjugada de g × g a f × f , el
resultado se sigue de la Proposición 1.9.
(b) Es consecuencia inmediata del Teorema 1.25.
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Introducimos el siguiente concepto que nos ayudará en los argumentos de ciertas
demostraciones que involucran el concepto de funciones débilmente mezclantes.
Deﬁnición 1.28. Sea f : X −→ X un sistema dinámico. Entonces, para cualquier
par de conjuntos A,B ⊂ X, el conjunto retorno de A a B se deﬁne como
Nf (A,B) = N(A,B) = {n ∈ N0 : fn(A) ∩B 6= ∅} .
Usualmente se omite el subíndice f cuando no hay ambigüedad. Con respecto a esta
deﬁnición, f es topológicamente transitivo (o mezclante) si y sólo si para cualquier
par de conjuntos abiertos no vacíos U, V de X se tiene que el conjunto de retorno
N(U, V ) 6= ∅ (o coﬁnito, respectivamente).
Y f es débilmente mezclante si y, sólo si, para cualquier 4−tupla U1, U2, V1, V2 de
subconjuntos de X abiertos no vacíos se tiene
N(U1, V1) ∩N(U2, V2) 6= ∅.
Lema 1.29 (Truco de los 4 conjuntos). Sea f : X → X un sistema dinámico, y
sean U1, V1, U2, V2 subconjuntos abiertos y no vacíos de X. Entonces
(a) si existe una función continua g : X −→ X que conmuta con f tal que
g(U1) ∩ U2 6= ∅ y g(V1) ∩ V2 6= ∅,
entonces existen conjuntos abiertos no vacíos U ′1 ⊂ U1, V ′1 ⊂ V1 tal que
N(U ′1, V
′
1) ⊂ N(U2, V2) y N(V ′1 , U ′1) ⊂ N(V2, U2).
Si, además, f es topológicamente transitiva entoncesN(U1, V1)∩N(U2, V2) 6= ∅.
(b) Si f es topológicamente transitiva entonces
N(U1, U2) ∩N(V1, V2) 6= ∅ =⇒ N(U1, V1) ∩N(U2, V2) 6= ∅.
El siguiente toerema es debido a Furstenberg, ver en [19], donde además se puede
encontrar el Lema 1.29 implícitamente del cual hemos omitido la demostración.
Teorema 1.30. Sea f : X −→ X un sistema dinámico débilmente mezclante. En-
tonces el n-producto f × · · · × f , n veces, es débilmente mezclante para n ≥ 2.
Demostración. Probar que el n-producto es débilmente mezclante es equivalente a
probar que el 2n-producto es topológicamente transitivo por deﬁnición. Así que, pro-
baremos por inducción que cada n producto f×· · ·×f es topológicamente transitivo
para n ≥ 2. El caso n = 2 es claro dado que f es débilmente mezclante entonces
f × f es topológicamente transitivo. Por tanto, suponemos que el n-producto es
topológicamente transitivo. Para probar la transitividad topológica para el corres-
pondiente (n+ 1)-producto necesitamos probar que dados subconjuntos abiertos no
vacíos Uk, Vk de X, con k = 1, ..., n+ 1, se tiene que
n+1⋂
k=1
N(Uk, Vk) 6= ∅. (1.4)
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En efecto, como f es débilmente mezclante existe m ∈ N0 tal que fm (Un)∩Un+1 6= ∅
y fm (Vn)∩Vn+1 6= ∅, por el Lema 1.29 entonces existen conjuntos abiertos no vacíos
U ′n ⊂ Un, V ′n ⊂ Vn con
N (U ′n, V
′
n) ⊂ N (Un, Vn) ∩N (Un+1, Vn+1) .
Por otro lado, la hipótesis de inducción implica que
n−1⋂
k=1
N(Uk, Vk) ∩N(U ′n, V ′n) 6= ∅,
lo cual implica (1.4).
Proposición 1.31. Un sistema dinámico f : X −→ X es débilmente mezclante si
y sólo si para cualesquiera conjuntos abiertos no vacíos U, V1, V2 ⊂ X, se tiene que
N(U, V1) ∩N(U, V2) 6= ∅.
Demostración. (⇒) Es directo de la deﬁnición de conjunto de retorno en el caso de
que la función f es débilmente mezclante.
(⇐) Sean U1, U2, V1, V2 subconjuntos de X abiertos no vacíos. Entonces por hi-
pótesis existe n ∈ N(U1, U2) ∩ N(U1, V2). En particular U = U1 ∩ f−n(U2) y
f−n(V2) son abiertos no vacíos. Aplicando la hipótesis nuevamente, podemos en-
contrar m ∈ N(U, V1) ∩ N(U, f−n(V2)). En particular, existe x ∈ U con fm(x) ∈
f−n(V2). Entonces fm (fn(x)) = fn (fm(x)) ∈ V2 y fn(x) ∈ U2, lo que prueba que
m ∈ N(U1, V1) ∩N(U2, V2). Y Por tanto, f es débilmente mezclante.
Proposición 1.32. Un sistema dinámico f : X −→ X es débilmente mezclante si
y sólo si, para cualquier par de conjuntos abiertos no vacíos U, V ⊂ X, se tiene que
N(U,U) ∩N(U, V ) 6= ∅.
Demostración. Es suﬁciente probar que la condición establecida implica la condi-
ción de la Proposición 1.31. Sean U, V1, V2 subconjuntos abiertos no vacíos de X. Por
hipótesis existe n ∈ N0 tal que U1 = U ∩ f−n(V1) es abierto no vacío. Como las fun-
ciones topológicamente transitivas tienen rango denso, la hipótesis también implica
que f−n(V2) es abierto y no vacío, así que existe m ∈ N(U1, U1) ∩ N(U1, f−n(V2)).
Por tanto, existen x, y ∈ U1 con fm(x) ∈ U1 y fn (fm(y)) ∈ V2. Tenemos entonces
que fn (fm(x)) ∈ V1, lo que implica que n+m ∈ N(U, V1) ∩N(U, V2).
Finalmente podemos caracterizar la propiedad débilmente mezclante en términos
del tamaño de los conjuntos de retorno N(U, V ), o equivalentemente, en términos
de la transitividad topológica de ciertas subsucesiones (fnk)k.
Deﬁnición 1.33. Una sucesión estrictamente creciente (nk)k de enteros positivos
se dice sindética si
sup
k≥1
(nk+1 − nk) <∞.
Un conjunto A ⊂ N se dice sindético si la sucesión de enteros positivos que forman A
es sindética, o equivalentemente si su complemento no contiene intervalos de longitud
arbitrariamente grande.
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Teorema 1.34. Sea f : X −→ X un sistema dinámico. Las siguientes condiciones
son equivalentes.
(a) f es débilmente mezclante.
(b) Para cualquier par de conjuntos abiertos no vacíos U, V ⊂ X, N(U, V ) contiene
intervalos de longitud arbitrariamente grande.
(c) Para cualquier sucesión sindética (nk)k, la sucesión (fnk)k es topológicamente
transitiva.
Demostración. (a) ⇒ (b) Sean U, V subconjuntos abiertos no vacíos de X, y sea
m ∈ N. Como en la prueba de la Proposición 1.32, cada conjunto f−k(V ) , k =
1, . . . ,m es abierto y no vacío. Como el m-producto f × · · · × f es topológicamente
transitivo, existe n ∈ N tal que
fn(U) ∩ f−k(V ) 6= ∅, para k = 1, . . .m.
Esto implica que fn+k(U) ∩ V 6= ∅ para k = 1, . . . ,m.
(b) ⇒ (a) Por la Proposición 1.31 es suﬁciente probar que dados cualesquiera sub-
conjuntos abiertos no vacíos U, V1, V2 de X se tiene N(U, V1) ∩ N(U, V2) 6= ∅. Por
(b) existe m ∈ N(V1, V2) y, por tanto, un conjunto abierto no vacío V3 ⊂ V1 tal
que fm(V3) ⊂ V2. Además, por (b) existe k ∈ N0 tal que k + j ∈ N(U, V3) para
j = 0, 1, . . . ,m. En particular tenemos que k +m ∈ N(U, V1) y
fk+m (U) ∩ V2 ⊃ fk+m (U) ∩ fm (V3) ⊃ fm
(
fk(U) ∩ V3
) 6= ∅.
Lo que nos permite concluir que k +m ∈ N(U, V1) ∩N(U, V2).
(b) ⇔ (c) Se sigue directamente de las deﬁniciones y de que un subconjunto de
N0 contiene intervalos de longitud arbitrariamente grande si y sólo si cumple que
toda sucesión es sindética.
1.2. Dinámica de operadores
En esta sección deﬁniremos el concepto de hiperciclicidad, el cual como veremos,
es equivalente en algunas ocasiones al concepto de transitividad topológica cuan-
do consideramos funciones lineales continuas entre espacios topológicos. Muchos de
los conceptos de análisis funcional los tendremos presentes, tales como seminormas,
normas, espacios de Fréchet, espacios de Banach, espacios de Hilbert sobre un cuer-
po K = C ó R, operadores lineales continuos entre tales espacios. La dinámica que
trataremos a lo largo de esta sección será para operadores T : X −→ X donde X es
un espacio de Fréchet.
Recordemos que un espacio de Fréchet es un espacio vectorial topológico cuya to-
pología viene deﬁnida por una sucesión de seminormas que deﬁnen una métrica
invariante por traslaciones y que con dicha métrica el espacio es completo.
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Deﬁnición 1.35. Un sistema dinámico lineal es un par (T,X) que consiste de un
espacio de Fréchet separable X y un operador T : X −→ X lineal y continuo.
Usualmente omitiremos lineal y continuo cuando nos referimos a un operador T ,
diremos simplemente que T es un operador.
Deﬁnición 1.36. Un operador T : X −→ X se dice hipercíclico si existe x ∈ X
cuya órbita bajo T es densa. En tal caso, x se dice que es un vector hipercíclico para
T . El conjunto de vectores hipercíclicos para T es denotado por HC(T ).
El origen de esta terminología se explica fácilmente. Durante mucho tiempo los
investigadores en teoría de operadores han estado estudiando el llamado vector cícli-
co en relación con el problema del subespacio invariante. Vectores con una propiedad
más restringida son llamados supercíclicos.
Deﬁnición 1.37. Sea T : X −→ X un operador. Un vector x ∈ X se dice cíclico
para T si el espacio generado por sus órbitas es denso en X, esto es
span {T nx : n ≥ 0} = X.
Un vector x ∈ X es llamado supercíclico para T si su órbita proyectiva,
{λT nx : n ≥ 0, λ ∈ K}
es densa en X.
Los operadores que poseen un vector cíclico (o supercíclico) se dicen cíclicos (o
supercíclicos).
Como los espacios de Fréchet no tienen puntos aislados entonces el teorema de
transitividad de Birkhoﬀ nos facilita criterios para saber cuándo un operador T es
hipercíclico.
Teorema 1.38 (Teorema de Transitividad de Birkhoﬀ). Un operador T es
hipercíclico si, y sólo si, es topológicamente transitivo. En este caso, el conjunto
HC(T ) de vectores hipercíclicos es un conjunto Gδ denso.
El siguiente ejemplo es de un operador hipercíclico encontrado por D. Rolewicz
en 1969; pero hay dos ejemplos anteriores, G. D. Birkhoﬀ en 1929 fue el primero
en encontrar un ejemplo de operadores hipercíclicos deﬁnidos en el espacio H(C)
de funciones enteras, denominados operadores de Birkhoﬀ, y posteriormente G. R.
MacLane en 1952 observó que el operador diferenciación, D : f −→ f ′, en H(C)
también deﬁne un operador hipercíclico. Estos ejemplos pueden ser encontrados en
[21].
Ejemplo 1.39 (Operadores de Rolewicz). Sea X = lp, 1 ≤ p < ∞ ó X = c0,
consideramos para λ ∈ K
T : X −→ X, (x1, x2, x3, ...) 7−→ λ(x2, x3, x4, ...).
Si |λ| ≤ 1 entonces ‖T nx‖ = |λ|n‖(xn+1, xn+2, ....)‖ ≤ ‖x‖ para todo x ∈ X y n ≥ 0.
Por tanto, T no puede ser hipercíclico.
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Pero si |λ| > 1 entonces T sí es hipercíclico. Sean U, V subconjuntos de X abiertos
y no vacíos, se puede encontrar x ∈ U y y ∈ V de la forma
x = (x1, x2, ..., xN , 0, 0, ...), y = (y1, y2, ..., yN , 0, 0, ...), N ∈ N.
Sea n ≥ N . Deﬁna z ∈ X por zk = xk si 1 ≤ k ≤ N , y zk = λ−nyk−n si
n + 1 ≤ k ≤ n + N y zk = 0 en otro caso. Se obtiene entonces una sucesión
con T nz = y. Además ‖x− z‖ = |λ−n|‖y‖ → 0, si n→∞.
Así z ∈ U y T nz ∈ V para n suﬁcientemente grande. Lo que prueba que T es
topológicamente transitiva; y como estos espacios son espacios de Banach separa-
bles, entonces T es hipercíclico.
Como consecuencia de la Proposición 1.9 obtenemos la siguiente proposición.
Proposición 1.40. La hipercilicidad es preservada bajo semiconjugación.
Anteriormente vimos que la deﬁnición de caos demandaba que un sistema di-
námico f sea topológicamente transitivo y que exista un conjunto denso de puntos
períodicos. Ahora en vista del Teorema 1.38 tenemos la siguiente deﬁnición de caos.
Deﬁnición 1.41 (Caos Lineal). Un operador T se dice caótico en el sentido de
Devaney si satisface las siguientes condiciones.
(a) T es hipercíclico.
(b) T tiene un conjunto denso de puntos periódicos.
Recordemos que la dependencia sensible de las condiciones iniciales es una con-
secuencia del caos en espacios métricos sin puntos aislados. Para operadores la hi-
perciclicidad implica la dependencia sensible de las condiciones iniciales como vemos
en la siguiente proposición.
Proposición 1.42. Sea T un operador hipercíclico. Entonces T tiene dependencia
sensible de las condiciones iniciales (con respecto a cualquier métrica invariante por
traslaciones que deﬁna la topología de X).
Demostración. Sea d una métrica invariante por traslaciones que induce la topología
de X. Sean δ, ε > 0 y x ∈ X arbitrarios. Vamos a considerar los siguientes conjuntos
abiertos no vacíos
U = {z ∈ X : d(0, z) < ε} , V = {z ∈ X : d(0, z) > δ} .
Por la transitividad topológica de T , existe n ∈ N0 y z ∈ U tal que T nz ∈ V . Para el
punto y : = x+z tenemos que d(x, y) = d(0, z) < ε y d (T nx, T ny) = d (0, T nz) > δ,
lo que implica la dependencia sensible de las condiciones iniciales del operador T .
Estudiaremos las propiedades de los conceptos mezclante y débilmente mezclante
para operadores. Como es usual, para un par de subconjuntos A y B de un espacio
vectorial deﬁnimos A+B = {a+ b : a ∈ A, b ∈ B}.
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Lema 1.43. Sea X un espacio de Fréchet. Si U ⊂ X es un conjunto abierto no vacío
entonces existe un conjunto abierto no vacío U1 ⊂ U y un 0-vecindario, W , tal que
U1 +W ⊂ U . Si W es un vecindario de 0 entonces existe un 0-vecindario W1 tal que
W1 +W1 ⊂ W .
La prueba del Lema 1.43 se puede consultar en el Lema 2.36 en [21].
La propiedad de ser mezclante también pide que los conjuntos de retorno N(U, V ),
donde U, V son conjuntos abiertos no vacíos de X, sean coﬁnitos.
Proposición 1.44. Un operador T es mezclante si y sólo si, para cualquier conjunto
abierto no vacío U de X y cualquier 0-vecindario W , los conjuntos de retorno
N(U,W ) y N(W,U)
son coﬁnitos.
Demostración. (⇐) Como N(U,W ) es coﬁnito entonces T es mezclante por la De-
ﬁnición 1.28.
(⇒) Sean U, V subconjuntos de X abiertos no vacíos. Por el Lema 1.43 existe sub-
conjuntos abiertos no vacíos, U1, V1, de X y un 0-vecindario W1 tal que U1 +W ⊂ U
y V1 + W ⊂ V . Por hipótesis, existe N ∈ N tal que para cualquier n ≥ N , existen
u ∈ U1 y w ∈ W tal que T nu ∈ W y T nw ∈ V1. Pero entonces u + w ∈ U y
T n (u+ w) = T nu+ T nw ∈ V , lo que implica que N (U, V ) es coﬁnito.
Ejemplo 1.45. Los operadores de Birkhoﬀ, MacLane y Rolewicz son operadores
hipercíclicos que son mezclantes.
Si tenemos dos espacios X y Y deﬁnimos el espacio
X ⊕ Y = {(x, y) : x ∈ X, y ∈ Y }.
Deﬁnición 1.46. Sean S : X −→ X y T : Y −→ Y operadores en espacios de
Fréchet X y Y . Entonces el operador S ⊕ T está deﬁnido por
S ⊕ T : X ⊕ Y −→ X ⊕ Y, (S ⊕ T )(x, y) = (Sx, Ty).
Proposición 1.47. Sea S : X −→ X y T : Y −→ Y operadores. Si S ⊕ T es
hipercíclico entonces T y S son hipercíclicos.
El recíproco es falso en general, en la nota posterior a la Proposición 4.16 en [21]
se menciona un ejemplo de dos operadores S y T que son débilmente mezclantes y,
por tanto, hipercíclicos, pero cuya suma directa S ⊕ T no es hipercíclico.
Proposición 1.48. Sean S : X −→ X y T : Y −→ Y operadores hipercíclicos. Si al
menos uno de ellos es mezclante entonces S ⊕ T es hipercíclico. Además S ⊕ T es
mezclante si y sólo si S y T son mezclantes.
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En nuestro presente contexto, un operador T : X −→ X es débilmente mezclan-
te si, y sólo si, T ⊕ T es hipercíclico si y, sólo si, para U1, U2, V1, V2 subconjuntos
abiertos no vacíos de X se tiene N(U1, V1) ∩N(U2, V2) 6= ∅.
A manera de observación tenemos la siguiente cadena de implicaciones, referente
a operadores,
mezclante =⇒ débilmente mezclante =⇒ hipercíclico.
El contraejemplo de la segunda implicación anterior se debe al siguiente teorema del
cual omitiremos demostración pero que sin embargo vale la pena mencionar.
Teorema 1.49 (De la Rosa-Read). Existen operadores hipercíclicos en espacios de
Banach que no son débilmente mezclantes.
Más detalles de este teorema se pueden encotrar en el trabajo realizado por De
la Rosa y Read en [16].
Lema 1.50. Sea T un operador hipercíclico. Entonces, para cualquier par de con-
juntos abiertos no vacíos U, V en X y cualquier 0-vecindario W existe un conjunto
abierto no vacío U1 ⊂ U y un 0-vecindario W1 ⊂ W tal que
N(U1,W1) ⊂ N(V,W ) y N(W1, U1) ⊂ N(W,V ).
Demostración. Usando la transitividad topológica y la continuidad de T podemos
encontrar m ∈ N0 , un conjunto abierto U1 ⊂ U y un 0-vecindario W1 ⊂ W tal que
Tm (U1) ⊂ V y Tm (W1) ⊂ W.
Ahora, si n ∈ N(U1,W1), entonces existe x ∈ U1 con T nx ∈ W1. Se sigue entonces
que T nTmx = TmT nx ∈ W , así n ∈ N(V,W ). De manera similar se obtiene que
N(W1, U1) ⊂ N(W,V ).
Teorema 1.51. Sea T un operador hipercíclico. Si, para cualquier conjunto abierto
no vacío U ⊂ X y cualquier 0-vecindarioW existe un operador continuo S : X −→ X
que conmuta con T tal que
S(U) ∩W 6= ∅ y S(W ) ∩ U 6= ∅, (1.5)
entonces T es débilmente mezlcante
Demostración. El truco de los 4-conjuntos y la transitividad topológica de T nos
garantiza que para cualquier conjunto abierto no vacío U ⊂ X y para cualquier
0-vecindario W ,
N(U,W ) ∩N(W,U) 6= ∅.
Por la Proposición 1.32 es suﬁciente probar que, dados cualquier par de subconjuntos
abiertos no vacíos U, V ⊂ X existe n ∈ N(U,U)∩N(U, V ). Para esto, en virtud del
Lema 1.43, vamos a ﬁjar conjuntos abiertos U1 ⊂ U, V1 ⊂ V y un 0-vecindario W1
tal que U1+W1 ⊂ U y V1+W1 ⊂ V . El Lema 1.50 implica que existe un 0-vecindario
W2 ⊂ W1 y un conjunto abierto no vacío U2 ⊂ U1 tal que N(W2, U2) ⊂ N(W1, V1).
Ahora ﬁjamos n ∈ N(U2,W2)∩N(W2, U2); entonces existen u2 ∈ U2 con T nu2 ∈ W2,
w1 ∈ W1 con T nw1 ∈ V1 y w2 ∈ W2 con T nw2 ∈ U2.
Si tomamos u3 = u2 + w2 ∈ U y u4 = u2 + w1 ∈ U , entonces obtenemos que
T nu3 ∈ W2 + U2 ⊂ U y T nu4 ∈ W2 + V1 ⊂ V . Esto es, n ∈ N(U,U) ∩N(U, V ).
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Teorema 1.52. Un operador T es débilmente mezclante si y sólo si, para cualquier
par de conjuntos abiertos no vacíos U, V ⊂ X y cualquier 0-vecindario W ,
N(U,W ) ∩N(W,V ) 6= ∅.
Teorema 1.53. Sea T un operador hipercíclico. Si existe un subconjunto denso
X0 de X tal que la órbita de cada x ∈ X0 es acotada entonces T es débilmente
mezclante.
Demostración. Sea U un subconjunto abierto no vacío de X y W un 0-vecindario.
Si (pn)n es una sucesión creciente de seminormas que deﬁnen la topología de X,
entonces existe algún k ∈ N y ε > 0 tal que pk(x) < ε implica que x ∈ W .
Ahora, por hipótesis, podemos encontrar un punto x ∈ X0 ∩ U , se sigue que
M := sup
m∈N0
pk (T
nx) <∞. Por tanto, ε
2M
T nx ∈ W para todo n ∈ N0.
Por otro lado, por la transitividad topológica de T , existe n ∈ N0 con
(
ε
2M
T n(W )
)∩
U = T n
(
ε
2M
W
)∩U 6= ∅. Por tanto, se satisfce la condición (1.5) para S = ε
2M
T n.
De esta manera, todo punto periódico tiene órbita acotada, al igual qque cual-
quier punto cuya órbita converge. Esto es válido para todo punto del núcleo gene-
ralizado de T ∞⋃
n=0
kerT n.
Corolario 1.54. Cualquiera de los siguientes operadores son débilmente mezclantes:
(a) Operadores caóticos.
(b) Operadores hipercíclicos que tienen un conjunto denso de puntos para el cual
las órbitas convergen.
(c) Operadores hipercíclicos con núcleo generalizado denso.
Proposición 1.55. Sea T : X −→ X un operador. Entonces
(a) T ⊕ T es débilmente mezclante si y sólo si T es débilmente mezclante.
(b) T ⊕ T es caótico si y sólo si T es caótico
Contrario a la condición (a) un resultado más general a la condición (b) establece
lo siguiente.
Proposición 1.56. Los operadores S y T son caóticos si y sólo si S⊕ T es caótico.
1.3. Hiperespacios
Los conceptos anteriores de dinámica son individuales, es decir se estudia el com-
portamiento de la órbita bajo una función f de un punto dado en el espacio métrico
X. El objetivo que nos planteamos es estudiar la dinámica colectiva, nos referimos
con dinámica colectiva al estudio de todos los conceptos vistos anteriormente (órbi-
tas, transitividad, caos, etc) aplicados a subconjuntos de X, es decir estudiaremos
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la dinámica de funciones evaluadas en subconjuntos del espacio métrico X.
Antes de introducirnos en este estudio, esta sección está enfocada en exhibir re-
sultados importantes referentes a la topología y a la métrica que vamos a emplear;
trabajaremos especialmente con la familia de subconjuntos compactos no vacíos de
X que deﬁnimos a continuación.
Deﬁnición 1.57. Dado un espacio topológico X, el correspondiente hiperespacio de
subconjuntos compactos no vacíos de X, lo denotamos por
K(X) = {K ⊂ X : K es compacto y no vacío } .
A K(X) lo dotamos con la topología de Vietoris, cuya base consiste de los con-
juntos de la forma
V (U1, ..., Uk) =
{
K ∈ K(X) : K ⊂
k⋃
i=1
Ui y K ∩ Ui 6= ∅, i = 1, ...k
}
,
donde U1, ..., Uk son subconjuntos de X abiertos no vacíos.
El hiperespacio de conjuntos compactos no vacíos en Rn es conocido como el espacio
donde viven los fractales, [30] y [7], dado que los fractales son usualmente compactos.
Cuando X es además un espacio métrico podemos deﬁnir en K(X) la denomina-
da métrica de Hausdorﬀ, cuya topología inducida en K(X) coincide con la topología
de Vietoris. Además resulta que K(X) con dicha métrica de Hausdorﬀ es un espacio
métrico completo.
Deﬁnición 1.58 (Métrica de Hausdorﬀ). Sea (X, d) un espacio métrico, el es-
pacio K(X) está dotado con la métrica de Hausdorﬀ
dH(A,B) : = ma´x {sup{d(x1, B) : x1 ∈ A}, sup{d(x2, A) : x2 ∈ B}} ,
con A,B ∈ K(X). Donde
d(x,A) = ı´nf{d(x, y) : y ∈ A}, x ∈ X,A ∈ K(X).
Podemos deﬁnir la métrica de Hausdorﬀ en términos de vecindarios de conjuntos
de la siguiente manera: si A es subconjunto no vacío en un espacio métrico (X, d),
deﬁnimos su ε-vecindario como el conjunto
Nε(A) = {x ∈ X : d(x,A) < ε} .
Si A y B son subconjuntos no vacíos de X entonces
dH(A,B) = ı´nf {ε > 0: A ⊆ Nε(B) y B ⊆ Nε(A)} .
Las dos deﬁniciones coinciden, y en algunos casos es más conveniente utilizar una
que otra.
A continuación, veremos que efectivamente dH deﬁne una métrica y que el espa-
cio métrico (K(X), dH) es completo, antes es necesario tener en cuenta la siguiente
deﬁnición que nos ayudará a cumplir nuestro propósito.
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Deﬁnición 1.59. Un conjunto K ⊆ X es totalmente acotado si para todo ε > 0
existe un subconjunto ﬁnito {xi : 1 ≤ i ≤ n} de K tal que K ⊂
n⋃
i=1
Bd(xi, ε). Donde
Bd(x, ε) denota la bola de centro x y radio ε con respecto a la métrica d.
No es díﬁcil darse cuenta que cualquier conjunto totalmente acotado es acotado,
pero el recíproco no es cierto en general.
Proposición 1.60. (K(X), dH) es un espacio métrico con la métrica de Hausdorﬀ,
dH .
La prueba de la proposición 1.60 sigue las ideas de [18] y [2].
Demostración. Debemos probar que dH cumple la deﬁnición de métrica. Es decir,
que para tres subconjuntos compactos A,B y C en X no vacíos se tiene lo siguiente.
1. dH(A,B) > 0.
2. dH(A,B) = 0 si y sólo si A = B.
3. dH(A,B) = dH(B,A).
4. dH(A,B) ≤ dH(A,C) + dH(B,C).
Es claro que por deﬁnición
dH(A,B) ≥ 0 y dH(A,B) = dH(B,A).
Obteniendo 1 y 3. Y como A,B son compactos no vacíos se tiene que son totalmente
acotados y, por tanto, acotados. Entonces dH(A,B) <∞.
Si A = B entonces para todo ε > 0 se tiene A ⊆ Nε(B) = Nε(A) entonces
dH(A,B) = 0. Suponga ahora que dH(A,B) = 0. Si x ∈ A entonces para todo
ε > 0 se tiene que x ∈ Nε(B), de manera que d(x,B) = 0, y como B es compacto, es
cerrado, entonces x ∈ B. Así A ⊆ B. De manera similar B ⊆ A. Por tanto, A = B,
y tenemos la propiedad 2.
Veriﬁcamos ahora la propiedad 4, la desigualdad triangular. Si x ∈ A, y ∈ B y
z ∈ C, entonces tenemos que
d(x,B) ≤ d(x, y) ≤ d(x, z) + d(z, y).
Así
d(x,B) ≤ d(x, z) + d(z, B) ≤ d(x, z) + dH(C,B).
Tomando ínﬁmo a la derecha con respecto a z ∈ C, tenemos
d(x,B) ≤ d(x,C) + dH(C,B) ≤ dH(A,C) + dH(C,B).
De manera que sup {d(x,B) : x ∈ A} ≤ dH(A,C)+dH(C,B). Por tanto, por simetría
dH(A,B) = ma´x {sup {d(x,B) : x ∈ A} , sup {d(y,A) : y ∈ B}} ≤ dH(A,C) + dH(C,B).
Lo que prueba la desigualdad triangular, mostrando que dH es una métrica.
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Probaremos ahora que si el espacio métrico (X, d) es completo entonces el co-
rrespondiente hiperespacio de subconjuntos compactos, K(X), es completo cuando
lo dotamos con la métrica de Hausdorﬀ deﬁnida anteriormente. Antes veremos una
serie de resultados que usaremos como herramienta para llevar a cabo la prueba de
la completitud de (K(X), dH), todos estos resultados y sus pruebas correspondientes
están basados en el artículo de Barich [6].
Lema 1.61. Sea x ∈ X y A,K(X), entonces existe ax ∈ A tal que d(x,A) = d(x, ax).
Demostración. Recordemos que d(x,A) = ı´nf {d(x, a) : a ∈ A}, por la caracteriza-
ción de ínﬁmo podemos encontrar una sucesión (an)n en A tal que
d(x, an) ≤ d(x,A) + 1
n
, ∀n.
Como A es compacto entonces es secuencialmente compacto, y luego existe una
subsucesión (ank)k de (an)n que converge a algún ax ∈ A. Entonces
d (x,A) ≤ d (x, ax) ≤ d (x, ank) + d (ank , ax) ≤ d (x,A) +
1
nk
+ d (ank , ax) .
Como l´ım
k→∞
(
1
nk
+ d (ank , ax)
)
= 0, entonces
d (x,A) ≤ d (x, ax) ≤ d (x,A) .
Se sigue que d (x,A) = d (x, ax).
Dado A ∈ K(X) y ε > 0 deﬁnimos
A+ ε : = {x ∈ X : d (x,A) ≤ ε} .
Proposición 1.62. Para todo ε > 0 y A ∈ K(X) el conjunto A+ ε es cerrado.
Demostración. Sean ε > 0 y A ∈ K(X). Sea x un punto límite de A + ε. Entonces
existe una sucesión (xn)n ⊂ (A+ ) \ {x} que converge a x. Como xn ∈ A+ ε para
todo n, por deﬁnición d (xn, A) ≤ ε para todo n. El Lema 1.61 nos garantiza que
para cada n existe yn ∈ A tal que d (xn, A) = (xn, yn). Por tanto, d (xn, yn) ≤  para
todo n. Como A es secuencialmente compacto se sigue entonces que toda sucesión
(yn)n tiene una subsucesión (ynk)k que converge a un punto y ∈ A.
Como (xn)n converge a x entonces cualquier subsucesión (xnk)k converge a x. En-
tonces
d (xnk , ynk) −→ d (x, y) .
Como (xnk)k y (ynk)k son subsucesiones de (xn)n y (yn)n respectivamente, entonces
d (xnk , ynk) ≤ ε, para todo k. Por tanto, tenemos que d (x, y) ≤ ε. Así d (x,A) ≤ ε
y x ∈ A + ε. Como x es punto límite arbitrario se sigue que A + ε e cerrado, dado
que contiene a todos sus puntos límites.
El siguiente resultado nos ayudará a probar la convergencia de sucesiones de
Cauchy en la prueba de la completitud de (K(X), dH).
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Teorema 1.63. Sean A,B ∈ K(X) y ε > 0. Entonces dH(A,B) ≤ ε si y sólo si
A ⊆ B + ε y B ⊆ A+ ε.
Demostración. Por simetría es suﬁciente probar que dH(A,B) ≤ ε si y sólo si
A ⊆ B + ε.
(⇐) Suponga que A ⊆ B + ε, entonces por deﬁnición del conjunto B + ε, para
todo a ∈ A se cumple que d (a,B) ≤ ε. Es decir,
sup {d (a,B) : a ∈ A} ≤ ε.
De igual manera,
sup {d (b, A) : b ∈ B} ≤ ε.
Así dH(A,B) ≤ ε.
(⇒) Suponga que dH(A,B) ≤ ε, entonces sup {d (a,B) : a ∈ A} ≤ ε. De manera
que para todo a ∈ A se sigue que d (a,B) ≤ ε. Por deﬁnición a ∈ B + ε. Esto
implica que A ⊆ B + ε.
Lema 1.64 (Lema de ampliación). Sea (An)n una sucesión de Cauchy en K(X) y
sea (nk)k una sucesión creciente de enteros positivos. Si (xnk)k es una sucesión de
Cauchy en X tal que xnk ∈ Ank para todo k, entonces existe una sucesión de Cauchy
(yn)n en X tal que yn ∈ An para todo n, y ynk = xnk para todo k.
Demostración. Suponga que (xnk)k es una sucesión de Cauchy en X para la cual
xnk ∈ Ank para todo k. Deﬁna n0 = 0. Y para cada n que satisface nk−1 < n ≤ nk
usando el Lema 1.61 se puede encontrar yn ∈ An tal que d (xnk , An) = d (xnk , yn).
Vamos a ver que
d (xnk , yn) = d (xnk , An) ≤ sup {d (xnk , An : xnk ∈ Ank)} ≤ dH(Ank , An).
Como xnk ∈ Ank entonces d (xnk , ynk) = d (xnk , Ank) = 0. Se sigue que xnk = ynk
para todo k.
Sea ε > 0. Como (xnk)k es una sucesión de Cauchy en X, existe un entero positivo
k0 tal que d
(
xnk , xnj
) ≤ ε/3 para todo k, j ≥ k0. Como (An)n es una sucesión de
Cauchy en K(X), por deﬁnición existe un entero N ≥ nk0 tal que dH(An, Am) < ε/3
para todo n,m ≥ N . Entonces suponga que n,m ≥ N , luego existen enteros j, k ≥ k0
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tal que nk−1 < n ≤ nk y nj−1 < m ≤ nj. Entonces
d (yn, ym) ≤ d (yn, xnk) + d
(
xnk , xnj
)
+ d
(
xnj , ym
)
= d (xnk , An) + d
(
xnk , xnj
)
+ d
(
xnj , Am
)
≤ sup {d (xnk , An : xnk ∈ Ank)}+ d
(
xnk , xnj
)
+ sup
{
d
(
xnj , Am : xnj ∈ Anj
)}
≤ dH(Ank , An) + d
(
xnk , xnj
)
+ dH(Anj , Am)
< ε/3 + ε/3 + ε/3 = ε.
Por tanto, (yn)n es una sucesión de Cauchy en X tal que yn ∈ An para todo n, y
ynk = xnk para todo k.
El siguiente lema hace uso del Lema de ampliación y nos garantiza que A es
cerrado y no vacío.
Lema 1.65. Sea (An)n una sucesión en K(X) y sea A el conjunto de todos los
puntos x ∈ X tal que existe una sucesión (xn)n que converge a x y satisface xn ∈ An
para todo n. Si (An)n es una sucesión de Cauchy entonces A es cerrado y no vacío.
Demostración. Probaremos primero que A es no vacío. Como (An)n es una sucesión
de Cauchy, existe un entero n1 tal que dH(Am, An) < 12 para todo n,m > n1. Similar-
mente, existe un entero n2 > n1 tal que dH(Am, An) < 14 para todo n,m > n2. Con-
tinuando este proceso, tenemos una sucesón creciente (nk)k tal que d(Am, An) < 12k
para todo n,m > nk.
Sea xn1 ∈ An1 ﬁjo, por el Lema 1.61 podemos tomar xn2 ∈ An2 tal que d (xn1 , xn2) =
d (xn1 , An2). Entonces
d(xn1 , xn2) = d (xn1 , An2) ≤ sup {d (xn1 , An2) : xn1 ∈ An1}
≤ dH(An1 , An2) <
1
2
.
Similarmente podemos escoger xn3 ∈ An3 tal que
d(xn2 , xn3) = d (xn2 , An3) ≤ sup {d (xn2 , An3) : xn2 ∈ An2}
≤ dH(An2 , An3) <
1
4
.
Continuando este proceso podemos construir una sucesión (xnk)k donde xnk ∈ Ank
para todo k, y existe xnk+1 ∈ Ank+1 tal que
d(xnk , xnk+1) = d
(
xnk , Ank+1
) ≤ sup{d (xnk , Ank+1) : xnk ∈ Ank}
≤ dH(Ank , Ank+1) <
1
2k
.
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Lo que implica que (xk)k es una sucesión de Cauchy en X. Y como xnk ∈ Ank para
todo k por el Lema de ampliación existe una sucesión de Cauchy (yn)n en X tal que
yn ∈ An para todo n y ynk = xnk para todo k. Como X es completo, entonces la
sucesión de Cauchy (ynk)k converge a un punto y ∈ X. Como yn ∈ An para todo n
entonces y ∈ A, por la deﬁnición del conjunto. De manera que A es no vacío.
Ahora probaremos que A es cerrado. Suponga que a es un punto límite de A. Enton-
ces existe una sucesión (ak)k ⊂ A \ {a} que converge a a. Como cada ak ∈ A, existe
una sucesión (yn)n que converge a ak y yn ∈ An para todo n. Luego, existe un entero
n1 y un punto xn1 ∈ An1 tal que d (xn1 , a1) < 1. Similarmente, existe un entero
n2 > n1 y un punto xn2 ∈ An2 tal que d(xn2 , a2) < 12 . Continuando este proceso,
podemos encontrar una sucesión creciente (nk)k de enteros tales que d (xnk , ak) <
1
k
para todo k. Se sigue entonces que
d (xnk , a) ≤ d (xnk , ak) + d (ak, a) .
Al tomar límite cuando k tiende a inﬁnito se tiene que la distancia entre los términos
de (xnk)k y a converge cero. Como cada sucesión convergente es una sucesión de
Cauchy, así se tiene que (xnk)k es una sucesión de Cauchy para la cual xnk ∈ Ank
para todo k. El Lema de ampliación garantiza que existe una sucesión de Cauchy
(yn)n en X tal que yn ∈ An para todo n y ynk = xnk para todo k. Así a ∈ A, luego
A es cerrado.
Para probar que A ∈ K(X), falta veriﬁcar que A es totalmente acotado. El
siguiente lema nos da una herramienta para cumplir nuestro propósito de probar la
completitud de (K(X), dH).
Lema 1.66. Sea (Bn)n una sucesión de conjuntos totalmente acotados en X y sea
A un subconjunto cualquiera de X. Si para todo ε > 0 existe un entero positivo N
tal que A ⊆ BN + ε entonces A es totalmente acotado.
Demostración. Sea ε > 0. Tomamos un entero positivo N tal que A ⊆ BN + ε4 .
Como BN es totalmente acotado, por deﬁnición podemos escoger un conjunto ﬁnito
{xi : 1 ≤ i ≤ q} donde xi ∈ BN tal que
BN ⊆
q⋃
i=1
Bd
(
xi,
ε
4
)
.
Por una reordenación de los xi, podemos asumir que Bd
(
xi,
ε
2
) ∩ A 6= ∅, para 1 ≤
i ≤ p y Bd
(
xi,
ε
2
) ∩ A = ∅ para i > p. Entonces para cada 1 ≤ i ≤ p, sea yi ∈
Bd
(
xi,
ε
2
) ∩ A. Aﬁrmamos que A ⊆ p⋃
i=1
Bd
(
yi,
ε
2
)
.
Sea a ∈ A. Entonces a ∈ BN + ε4 . Por el Lema 1.61 existe x ∈ BN tal que d(a, x) =
d (a,DN). Luego
d(a, xi) ≤ d(a, x) + d(x, xi) ≤ ε
4
+
ε
4
=
ε
2
.
Así x ∈ Bd
(
xi,
ε
2
)
para algún 1 ≤ i ≤ p. Por tanto, tenemos que yi ∈ Bd
(
xi,
ε
2
) ∩A
es tal que d (xi, yi) < ε2 .
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De esto se sigue que
d (a, yi) ≤ d (a, xi) + d (xi, yi) < ε
2
+
ε
2
= ε.
De manera que para cada a ∈ A podemos encontrar un yi para 1 ≤ i ≤ p tal que
a ∈ Bd (yi, ε), entonces se sigue que A ⊆
p⋃
i=1
Bd (yi, ε) . Lo que muestra que A es
totalmente acotado.
El resultado principal de esta sección es el siguiente teorema.
Teorema 1.67. Sea (X, d) un espacio métrico completo. Entonces (K(X), dH) es
un espacio métrico completo.
Demostración. Sea (An)n una sucesión de Cauchy en K(X) y deﬁna el conjunto
A = {x ∈ X : existe una sucesión (xn)n con xn ∈ An y xn −→ x} .
Queremos probar que A ∈ K(X) y (An)n converge a A.
Por el Lema 1.65 el conjunto A es no vacío y cerrado. Sea ε > 0. Como (An)n
es una sucesión de Cauchy, existe un entero positivo N tal que dH(An, Am) < ε para
todo n,m ≥ N . Por el Teorema 1.63 entonces Am ⊆ An + ε para todo m > n ≥ N .
Sea a ∈ A, queremos probar que a ∈ An + ε. Fijamos n ≥ N , por la deﬁnición del
conjunto A existe una sucesión (xi)i tal que xi ∈ Ai para todo i y (xi)i converge a
a. Por la Proposición 1.62 se sabe que An + ε es cerrado. Como xi ∈ An + ε para
cada i, se sigue entonces que a ∈ An + ε. Esto prueba que A ⊆ An + ε. Por el Lema
1.66, el conjunto A es totalmente acotado. Además A es completo, puesto que es
un subconjunto cerrado de un espacio métrico completo. Y como A es completo y
totalmente acotado, entonces A es compacto. Por tanto, A ∈ K(X).
Vamos a probar ahora que (An)n converge a A ∈ K(X). Necesitamos probar que
existe un entero positivo N tal que dH(An, A) < ε para todo n ≥ N . Para hacer
esto el Teorema 1.63 nos dice que ocupamos veriﬁcar que
An ⊆ A+ ε y A ⊆ An + ε.
La segunda inclusión se obtuvo cuando veriﬁcamos que A ∈ K(X). Entonces sólo
basta con veriﬁcar que An ⊆ A+ ε.
Sea ε > 0. Como (An)n es una sucesión de Cauchy podemos escoger un entero
positivo N tal que dH (Am, An) < ε2 para todo n,m ≥ N . Además, como (An)n es
una sucesión de Cauchy en K(X), existe una sucesión estrictamente creciente (ni)i
de enteros positivos tal que n1 > N y tal que
d (Am, An) < 2
−(i+1)ε, para todo n,m ≥ ni.
Usamos el Lema 1.61 de la siguiente manera.
Como
An ⊆ An1 +
ε
2
,
1.3 Hiperespacios 23
entonces existe xn1 ∈ An1 tal que d (y, xn1) ≤ ε2 .
Como
An1 ⊆ An2 +
ε
4
,
entonces existe xn2 ∈ An2 tal que d (xn1 , xn2) ≤ ε4 .
Continuando este proceso obtenemos una sucesión (xni)i tal que para todo entero
positivo i se tiene que xni ∈ Ani y d
(
xni , xni+1
) ≤ 2−(i+1)ε. Esto implica que (xni)i
es una sucesión de Cauchy, y por el Lema de ampliación el límite de la sucesión, a,
está en A. Además vemos que
d (y, xni) ≤ d (y, xn1) + d (xn1 , xn2) + · · ·+ d
(
xni−1 , xni
)
≤ ε
2
+
ε
4
+ · · · ε
2i
< ε.
Como d (y, xni) ≤ ε para todo i, se sigue que d (y, a) ≤ ε y por lo tanto y ∈ A + ε.
Por tanto, se sabe que existe N tal que An ⊆ A + ε para todo n ≥ N , de lo que se
sigue que dH (An, A) < ε para todo n ≥ N . Así (An)n converge a A ∈ K(X).
Todo lo anterior muestra que (K(X), dH) es un espacio métrico completo.
Terminaremos la presente sección con el siguiente teorema, que se puede encon-
trar en [27].
Teorema 1.68. Si (X, d) es un espacio métrico separable entonces (K(X), dH) es
separable.
Demostración. Como X es separable entonces tiene un subconjunto denso nume-
rable D. Consideramos PF(D) = {F ⊂ D : F es ﬁnito}, las partes ﬁnitas de D.
Claramente PF(D) es numerable. Luego, para cada K ∈ K(X) y ε > 0 existe un
subconjunto ﬁnito Rε = {x1, . . . , xm} de K tal que K ⊂
⋃m
i=1Bd(xi, ε). Como D
es denso en X, podemos tomar Kε = {y1, . . . , ym} ⊂ D tal que d(xi, yi) < ε, para
i = 1, . . . ,m. Claramente Kε ∈ PF(D). Vamos a probar que dH(Kε, K) < 2ε. En
efecto, como
d(yi, K) ≤ d(yi, xi) + d(xi, K) < 2ε para i = 1, . . . ,m,
se tiene que
sup
y∈Kε
d(y,K) ≤ 2ε.
Por otro lado, para cada x ∈ K
d(x,Kε) ≤ d(x,Rε) + dH(Rε, Kε) < 2ε,
así que
sup
x∈K
d(x,Kε) ≤ 2ε.
Por tanto, dH(Kε, K) < 2ε. Mostrando que PF(D) es denso en (K(X), dH).

Capítulo 2
Transitividad y caos en hiperespacios
Dado un espacio métrico (X, d) pretendemos estudiar los conceptos de transitivi-
dad topológica y caos de Devaney, que abreviamos por Dev C, aplicado a funciones
deﬁnidas en el hiperespacio K(X).
La idea es la siguiente, dada una función continua f : X −→ X, consideramos la
función f , que llamaremos hiperextensión de f , deﬁnida en el hiperespacio de to-
dos los subconjuntos compactos no vacíos de X, que hemos denotado por K(X),
dotado con la topología de Vietoris; la función f : K(X) −→ K(X) es deﬁnida na-
turalmente por f (K) = {f(x) : x ∈ K}; es decir, f(K) corresponde a la imagen del
conjunto compacto no vacío K bajo f . Observe que como f es continua entonces
f está bien deﬁnido. Además f es continua, para esto vemos lo siguiente: si U es
subconjunto abierto no vacío de X por la continuidad de f se sabe que f−1(U)
es también un subconjunto abierto de X, considere el abierto en K(X) dado por
V(U) = {K : K ⊂ U y K ∩ U 6= ∅}, vemos que
f
−1
(V(U)) = {K : f(K) ⊂ U y f(K) ∩ U 6= ∅}
=
{
K : K ⊂ f−1(U) y K ∩ f−1(U) 6= ∅}
= V(f−1(U)).
Y el conjunto V(f−1(U)) también es abierto en K(X) y se sigue que f es continua.
Entonces, teniendo en cuenta ambas funciones queremos ver cuándo es posible bajar
y subir en el siguiente esquema
f : X
f : K(X)
¾Dev C?
X
K(X).
Cuando nos referimos a bajar nos preguntamos lo siguiente: si f es caótica en el
sentido Devaney entonces ¾es f caótica en el sentido Devaney? Referente a subir la
pregunta que nos planteamos es la recíproca: si f es caótica en el sentido Devaney
entonces ¾es f caótica en el sentido Devaney?
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La respuesta a ambas preguntas es negativa, por lo que el presente capítulo estará
enfoncado en justiﬁcar las respuestas a tales interrogativas; y veremos que mediante
una breve modiﬁcación en la deﬁnción de caos de Devaney, que deﬁniremos pos-
teriormente, obtenemos los denominados caos total de Devaney y caos exacto de
Devaney, los cuales abreviaremos por totDev C y exDev C, respectivamente, es po-
sible veriﬁcar que si f es caótica, bajo estas nociones de caos, entonces f es caótica,
pero no recíprocamente.
2.1. Transitividad topológica
Recordemos que la deﬁnición de caos de Devaney exige que la función continua
f en cuestión sea topológicamente transitiva y tenga un conjunto denso de puntos
periódicos, ver Deﬁnición 1.20. En esta sección nos ocuparemos del problema de
la transitividad topológica, veremos si es posible o no veriﬁcar que la transitividad
topológica de f es equivalente a la de f .
El siguiente teorema nos dice que si f es débilmente mezclante, y por lo tanto topoló-
gicamente transitiva, entonces f es topológicamente transitiva. Es un resultado que
Peris [30], Banks [5] y Liao, Wang y Zhang [29] probaron de manera independiente;
en respuesta a los problemas planteados por Roman-Flores en [31].
Teorema 2.1. Sea f : X −→ X una función continua en un espacio topológico X.
Las siguientes aﬁrmaciones son equivalentes
(a) f es débilmente mezclante.
(b) f es débilmente mezclante.
(c) f es topológicamente transitiva.
Exhibiremos la prueba dada por Peris en [30].
Demostración. (a) ⇒ (b). Queremos probar que si V (U i1, ..., U ik) ,V (V i1 , ..., V ik ), i =
1, 2, son conjuntos abiertos no vacíos de la base canónica para la topología de Vietoris
en K(X), entonces existe n ∈ N tal que
f
n (V (U i1, ..., U ik)) ∩ V (V i1 , ..., V ik) 6= ∅, i = 1, 2.
Como f es débilmente mezclante, el Teorema 1.30 nos dice que el m-producto f ×
· · ·×f es topológicamente transitivo. Aplicando entonces este resultado param = 2k,
entonces existe n ∈ N tal que
fn
(
U ij
) ∩ V ij 6= ∅, i = 1, 2, k = 1, 2, ..., k.
Podemos tomar xi,j ∈ U ij tal que fn (xi,j) = yi,j ∈ V ij para i = 1, 2 y j = 1, ..., k.
Deﬁnimos entonces los compactos K1 = {x1,1, ..., x1,k}, K2 = {x2,1, ..., x2,k}. Por
tanto,
Ki ∈ V
(
U i1, ..., U
i
k
)
y f
n
(Ki) ∈ V
(
V i1 , ..., V
i
k
)
, i = 1, 2,
pues f (Ki) = {yi,1, ..., yi,k}. Por tanto, se tiene que
fn (Ki) ∈ fn
(V (U i1, ..., U ik)) ∩ V (V i1 , ..., V ik) .
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Probando que f es débilmente mezclante.
(b) ⇒ (c) Cualquier sistema dinámico débilmente mezclante es topológicamente
transitivo, ver la Observación 1. Entonces f es topológicamente transitiva.
(c) ⇒ (a) Si f es topológicamente transitiva, usando la Proposición 1.31 vamos
a probar que dados U, V1, V2 ⊂ X abiertos no vacíos se tiene que
N(U, V1) ∩N(U, V2) 6= ∅.
Sean U, V1, V2 subconjuntos abiertos no vacíos de X. Como f es topológicamente
transitiva entonces para V(U) y V(V1, V2), abiertos en K(X), existe n ≥ 0 tal que
fn (V(U)) ∩ V(V1, V2) 6= ∅.
Por tanto, existe un conjunto compacto no vacío K ∈ V(U) tal que
fn(K) ∈ V(V1, V2),
esto es que fn(K) ⊂ V1 ∪ V2 con fn(K) ∩ V1 6= ∅ y fn(K) ∩ V2 6= ∅. De manera que
existen x, y ∈ K ⊂ U tales que fn(x) ∈ V1 y fn(y) ∈ V2, esto implica que
n ∈ N(U, V1) ∩N(U, V2).
Y por la Proposición 1.31, concluimos que f es débilmente mezclante.
El teorema anterior nos dice que la transitividad topológica para f y f son equi-
valentes, siempre que a f se le exija ser débilmente mezclante. Note que siempre que
f es topológicamente transitiva entonces f es topológicamente transitivo.
Recordemos que la propiedad de que un sistema dinámico sea mezclante es más
fuerte que la transitividad topólogica. La siguiente proposición muestra que la pro-
piedad de ser mezclante para f y su respectiva hiperextensión son equivalentes, ver
[30].
Proposición 2.2. Sea f : X −→ X una función continua en un espacio topológico
X. Entonces f es mezclante si y sólo si f : K(X) −→ K(X) es mezclante.
Demostración. (⇒) Sean V(U1, ..., Uk) y V(V1, ..., Vk) conjuntos abiertos arbitrarios
en la base de la topología de Vietoris en K(X). Si f es mezclante entonces podemos
encontrar N ∈ N tal que para i = 1, ..., k y n ≥ N
fn (Ui) ∩ Vi 6= ∅.
Dado n ≥ N , tomamos ui ∈ Ui tal que fn(ui) ∈ Vi, i = 1, ..., k. Por tanto, el con-
junto K = {ui : i = 1, ..., k} ∈ V(U1, ..., Uk) y fn (K) ∈ V(V1, ..., Vk), mostrando que
f es mezclante.
(⇐) En la otra dirección, si U, V son subconjuntos abiertos no vacíos de X entonces
existe N ∈ N tal que fn(Kn) ∈ V(V ) para algún Kn ∈ V(U), n ≥ N . Entonces
para cualquier xn ∈ Kn ⊂ U satisface fn(xn) ∈ V, n ≥ N , lo que muestra que f es
mezclante.
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Recordemos que si un sistema dinámico es mezclante entonces es topológicamen-
te transitivo, de manera que la equivalencia de la transitividad topológica entre las
funciones f y f es válida en caso de que alguna de ellas sea mezclante, o bien débil-
mente mezclante de acuerdo al Teorema 2.1.
La transitividad topológica se puede asegurar al menos en una dirección, según
el Teorema 2.1
f topológicamente transitiva =⇒ f topológicamente transitiva.
El resultado recíproco no es cierto; el siguiente ejemplo propuesto por Roman-Flores
en [31] nos muestra una función f que es topológicamente transitiva pero su hiper-
extensión f no lo es.
Ejemplo 2.3. Sea α ∈ R un número irracional y considere la función fα : T −→ T
deﬁnida por fα(z) = eiαz, las rotaciones irracionales en el círculo. Vamos a probar
que fα es topológicamente transitiva. Para esto, como α /∈ piQ entonces fkα(1) =
eikα 6= 1 para todo k ∈ N. Entonces los números fkα(1) = eikα ∈ T son todos
distintos. Luego para w ∈ T y ε > 0 podemos encontrar números enteros positivos
m y n, con n < m tales que deﬁniendo
δ : = |fnα (1)− fmα (1)| = |einα − eimα| < ε,
dado que T tiene longitud ﬁnita.
Luego
|fm−nα (1)− 1| = |eiα(m−n) − 1| = |eimα − einα| = δ < ε.
Si tomamos nk = k(m− n), k ≥ 0. Entonces la sucesión (fnkα (1))k ⊂ T es tal que
|fnkα (1)− fnk+1α (1)| = δ < ε, para todo k ≥ 0.
Es decir, existe k ≥ 0 tal que |fnkα (1) − w| < ε. Mostrando que las órbitas de rota-
ciones irracionales son densas en T. Luego el teorema de transitividad de Birkhoﬀ,
Teorema 1.12, implica que fα es topológicamente transitivo.
Recordemos que el diámetro de un subconjunto A en un espacio métrico (X, d)
viene dado por el número real
diam(A) = sup
x,y∈A
d(x, y).
Si K ∈ K(T), entonces diam(K) = diam (fα(K)). Sea K ∈ K(T) tal que diam(K) =
1. Tomando ε > 0 tal que 1− ε > ε y U = B (K, ε/2) y V = B ({1}, ε/2) se tiene
F ∈ U = B (K, ε/2) =⇒ diam(F ) ≤ 1− ε.
G ∈ V = B ({1}, ε/2) =⇒ diam(G) ≤ ε.
Entonces diam
(
fα
n
(F )
)
≥ 1−ε > ε, para todo n ∈ N; y por tanto, fαn(U)∩V = ∅
para todo n ∈ N. Lo que muestra que fα no es topológicamente transitiva.
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En el contexto de sistemas dinámicos lineales Bayart y Matheron, en [9], cons-
truyeron operadores T en espacios clásicos de Banach tales como lp (1 ≤ p < ∞)
y c0, que son topológicamente transitivos, pero no son débilmente mezclantes. En
virtud del Teorema 2.1 las respectivas hiperextensiones, T , de tales operadores no
son topológicamente transitivas.
Siguiendo en el contexto de sistemas dinámicos lineales, el Criterio de Hiperciclici-
dad, ver Teorema 3.12 en [21], nos permite asegurar cuándo un operador T : X −→ X
es débilmente mezclante, en particular topológicamente transitivo.
Teorema 2.4 (Criterio de Hiperciclicidad). Sea X un espacio separable de
Fréchet y T : X −→ X un operador. Si existen subconjuntos densos D,D′ ⊂ X y
una sucesión creciente de enteros positivos (nk)k tal que las siguientes propiedades
son validas:
(a) T nkz −→ 0 para todo z ∈ D.
(b) Para cada z′ ∈ D′, existe una sucesión (xk)k enX tal que xk −→ 0 y T nkxk −→
z′.
Entonces T es débilmente mezclante y, en partícular, hipercíclico.
Teorema 2.5. Sea T : X → X un operador en un espacio de Banach separable X.
Las siguientes aﬁrmaciones son equivalentes.
(a) T satisface el Criterio de Hiperciclicidad.
(b) T : K(X) −→ K(X) es topológicamente transitivo.
Demostración. Como una consecuencia del Teorema 2.1 se tiene que (a) implica
(b). Bès y Peris en [13] probaron que la propiedad de ser débilmente mezclante
es equivalente al hecho de que un operador T : X −→ X satiface el Criterio de
Hiperciclicidad, obteniendo de esta manera que (b) implica (a).
Resumiendo lo visto hasta ahora tenemos lo siguiente:
f topológicamente transitiva ⇒ f topológicamente transitiva,
f topológicamente transitiva ; f topológicamente transitiva.
Según la deﬁnición de caos de Devaney entonces no se puede bajar en el esquema
planteado al inicio del capítulo puesto que no se cumple en general que si f es to-
pológicamente transitiva entonces f sea topológicamente transitiva.
Observe que el Teorema 2.1 nos garantiza que se pueda subir en cuanto a la transiti-
vidad topológica, esto es que f topológicamente transitiva implica f topológicamente
transitiva; se esperaría, de acuerdo a las respuestas de las preguntas planteadas an-
teriormente, que el problema en esa dirección, para el caos de Devaney, esté en la
propiedad de tener un conjunto denso de puntos periódicos; nos enfocaremos en esto
en la siguiente sección.
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2.2. Conjunto denso de puntos periódicos
Dado un sistema dinámico f : X −→ X, la propiedad de tener un conjunto denso
de puntos periódicos es necesaria para que f sea caótica de acuerdo a la noción de
caos Devaney; esta sección estará totalmente enfocada en dicha propiedad; preten-
demos estudiar si la propiedad de tener un conjunto denso de puntos periódicos es
equivalente para una función f y su respectiva hiperextensión f .
Teorema 2.6. Sea f : X −→ X un sistena dinámico en un espacio métrico X. Si f
tiene un conjunto denso de puntos periódicos entonces su hiperextensión f tiene un
conjunto denso de puntos periódicos.
Nos basaremos en la prueba Banks (Lemma 1, [5]).
Demostración. Es suﬁciente probar que para cualquier conjunto abierto no vacío
V(U1, . . . , Un) en la base de la topología de Vietoris de K(X) existe un conjun-
to compacto que es periódico bajo f . Como el sistema dinámico f tiene un con-
junto denso de puntos periódicos entonces existen puntos periódicos ai ∈ Ui pa-
ra cada i = 1, . . . , n y A = {a1, . . . , an} ∈ V(U1, . . . , Un) es compacto. Tomando
m = mcm(p1, . . . , pn) (mínimo común múltiplo) donde p1, . . . , pn son los períodos
respectivos de a1, . . . , an se tiene que f
m
(A) = A.
Deﬁnición 2.7. Sea f : X −→ X un sistema dinámico. Un punto x ∈ X se dice
recurrente regularmente si para todo vecindario V de x, existe n ∈ N0 tal que
fnk(x) ∈ V para k = 0, 1, 2, . . ..
El siguiente resultado hace uso de la deﬁnición anterior para concluir que f tiene
un conjunto denso de puntos periódicos.
Lema 2.8. Sea f : X −→ X un sistema dinámico en un espacio métrico compacto
(X, d). Si el conjunto de todos los puntos recurrentes regularmente de f es denso en
X, entonces su hiperextensión f tiene un conjunto denso de puntos periódicos.
Demostración. Es suﬁciente probar que para todo subconjunto abierto no vacío
U ⊆ X existe un punto periódico para f en V(U). Por compacidad de X existe
un conjunto abierto no vacío V ⊆ U tal que V ⊂ U (V denota la clausura de V ).
Podemos encontrar un punto recurrente regularmente x ∈ V . Luego existe un entero
positivo n tal que Orb(x, fn) ⊂ V . Por tanto, Orb(x, fn) ⊂ V , y en partícular todos
de los puntos límites de Orb(x, fn) están en V , esto es que ω(x, fn) ⊂ V . Como
ω(x, f) ∈ K(X) y fn (ω(x, fn)) = ω(x, fn) podemos encontrar un punto periódico
para f en V(U).
Ejemplo 2.9. Banks en [5] muestra un ejemplo de un sistema dinámico f que es
topológicamente transitivo tal que f tiene un conjunto denso de puntos periódicos
pero f no. Lo que hace es tomar el espacio de Cantor {0, 1}N y darle una estructura
de grupo topológico abeliano deﬁniendo la suma
(x1, x2, . . .) + (y1, y2, . . .) = (z1, z2, . . .),
donde zi = xi + yi + ci mo´d 2, c1 = 0 y ci+1 = xi + yi + ci(div2) para i > 1. Con
esta deﬁnición de suma se tiene que
f(x1, x2, x3 . . .) = (x1, x2, x3, . . .) + (1, 0, 0, . . .)
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es un homeomorﬁsmo que tiene órbita densa, por el teorema de transitividad de
Birkhoﬀ es topológicamente transitivo; pero no tiene un conjunto denso de puntos
periódicos.
Luego como {0, 1}N es compacto entonces K(X) = 2X es el dominio de su hiper-
extensión f . Y se aﬁrma que se puede mostrar que los conjuntos conocidos como
conjuntos cilindros
C [x1, x2, . . . , xn] =
{
(y1, y2, . . .) ∈ {0, 1}N : yi = xi para i ≤ n
}
,
donde x1, x2, . . . xn ∈ {0, 1} forman una base de conjuntos abiertos (cerrados) para
{0, 1}N y concluir que estos cilindros son periódicos bajo f dado que
f
2n
(C [x1, x2, . . . , xn]) = C [x1, x2, . . . , xn] .
Luego el conjunto de uniones ﬁnitas de conjuntos cilindros forman un conjunto
denso de puntos periódicos para f . El problema con está función es que f tampoco
es topológicamente transitiva; en [22] resuelven el problema planteado por Banks
en [5] donde dice que sería interesante encontrar una función f que no tenga un
conjunto denso de puntos periódicos pero que f sea topológicamente transitiva y
que el conjunto de sus puntos periódicos sea denso; esto lo mostraremos al ﬁnal del
Capítulo 4 dado que debemos recurrir a las propiedades de especiﬁcación.
Con esto tenemos que la propiedad de tener un conjunto denso de puntos perió-
dicos no es equivalente para f y para f . Podemos concluir entonces lo siguiente
f es Dev C ; f es Dev C.
Esa dirección no se cumple porque hemos visto que si f es topológicamente transiti-
va no necesariamente se tiene que f es topológicamente transitiva, ver Ejemplo 2.3
y los comentarios posteriores.
Además se tiene que
f es Dev C ; f es Dev C,
dado que en el Ejemplo 2.9, vimos que f tiene un conjunto denso de puntos perió-
dicos pero f no.
Concluimos que bajo la noción de caos de Devaney no se puede en general subir
ni bajar en el esquema planteado al inicio del presente capítulo. Es decir, no se
cumple en general que las propiedades de ser caótica en el sentido de Devaney de
una función y de su hiperextensión sean equivalentes.
En el contexto de operadores lineales continuos, Bernardes, Peris y Rodenas (Teo-
rema 2.2, [12]) aﬁrman que el caos en el sentido de Devaey para un operador T
deﬁnido en un espacio localmente convexo completo, y su respectiva hiperextensión
T son equivalentes. En la prueba se usa el siguiente teorema.
Teorema 2.10 (Punto ﬁjo de Schauder-Tychonoﬀ). Si K es subconjunto no
vacío, compacto y convexo en un espacio localmente convexo X, y f : K −→ K es
continua, entonces f(p) = p para algún p ∈ K.
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La demotración del Teorema del punto ﬁjo de Schauder-Tychonoﬀ puede encon-
trarse en el Teorema 5.28 en [32].
Considere el conjunto C(X) de todos los elementos convexos de K(X) dotado con
la topología inducida por la topología de Vietoris de K(X) y deﬁna el operador
T˜ : C(X) −→ C(X) obtenido de restringir T al conjunto C(X). Por otro lado, con-
sidere el operador S : K(X) −→ C(X), deﬁnido por S(K) = co(K), la envoltura
convexa cerrada de K. Resulta que si X es un espacio localmente convexo y com-
pleto entonces S es continua, ver Lema 2.1 en [12], y tiene rango denso. De manera
que T es semiconjugado de T˜ vía S. Por tanto, se cumple el siguiente teorema, ver
Teorema 2.2 en [12].
Teorema 2.11. Si T es un operador lineal continuo en un espacio localmente con-
vexo y completo, entonces las siguientes aﬁrmaciones son equivalentes.
(a) T es caótica en el sentido de Devaney.
(b) T es caótica en el sentido de Devaney.
(c) T˜ es caótica en el sentido de Devaney.
Demostración. (a) ⇒ (b) Como T tiene caos en el sentido de Devaney, entonces T
es débilmente mezclante por el Corolario 1.54. Por tanto, por el Teorema 2.1 se sigue
que T es topológicamente transitiva. Y por el Teorema 2.6 aplicado a T , se sigue
que si T tiene un conjunto denso de puntos periódicos entonces su hiperextensión T
tiene un conjunto denso de puntos periódicos.
(b) ⇒ (c) Como el caos de Devaney se preserva bajo semiconjugación entonces
si T es caótica en el sentido de Devaney también lo es T˜ .
(c) ⇒ (a) Claramente T es topológicamente transitiva. En efecto si U y V son
subconjuntos abiertos no vacíos de X los conjuntos
U ′ = V(U) ∩ C(X) y V ′ = V(V ) ∩ C(X)
son abiertos no vacíos en C(X). Como T˜ es topológicamente transitiva, entonces
existe n ≥ 0 y K ′ ∈ U ′ tal que T˜ n(K ′) ∈ V ′. Por tanto, existe x ∈ K ′ ⊂ U tal
que T nx ∈ V . Probamos ahora que T tiene un conjunto denso de puntos periódicos,
por hipótesis existe K ∈ U ′ que es periódico para T˜ ; es decir T˜ n(K) = K para
algún n ≥ 1. Como K es no vacío, convexo y compacto, el teorema de punto ﬁjo de
Schauder-Tychonoﬀ concluye que existe un punto y ∈ U ∩ Per(T ).
2.3. Reformulaciones del caos de Devaney
En la presente sección mostraremos que si reformulamos la noción de caos de
Devaney, añadiendo ciertas condiciones extra, obtenemos las nociones caos total de
Devaney (totDev C) y caos exacto de Devaney (exDev C), se tiene que
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f : X
f : K(X)
totDev C, exDev C
X
K(X).
Esto es que las nociones de caos total de Devaney y caos exacto de Devaney en
la función f implican las mismas nociones de caos, respectivamente, de su hiperex-
tensión f . Pero no recíprocamente.
2.3.1. Caos total de Devaney
Deﬁnición 2.12. Sea f : X −→ X un sistema dinámico en un espacio métrico X,
se dice que f es totalmente transitiva si para cada n ∈ N las iteraciones fn son
topológicamente transitivas.
Note que si f es totalmente transitiva entonces f es topológicamente transitiva,
basta tomar n = 1.
La siguiente proposición relaciona el concepto de totalmente transitiva con la pro-
piedad de ser débilmente mezclante.
Proposición 2.13. Sea f : X −→ X un sistema dinámico débilmente mezclante,
entonces f es totalmente transitiva.
Siguiendo la idea expuesta por Banks en (Teorema 1(e), [5]) realizamos la si-
guiente prueba.
Demostración. Dado m ≥ 1 y U, V subconjuntos abiertos no vacíos de X. El con-
junto f−i(V ) es abierto no vacío para i = 0, . . . ,m, entonces como f es débilmente
mezclante existe k ≥ 1 tal que fk(U)∩ f−i(V ) 6= ∅ para i = 0, . . . ,m. Por el algorit-
mo de la división existen enteros q ≥ 0 y r tales que k = qm+ r, con 0 ≤ r ≤ m−1;
de esto se sigue que 0 < m− r ≤ m. Por tanto, fk(U) ∩ f−(m−r)(V ) 6= ∅, así
U ∩ f−(k+m−r)(V ) = U ∩ f−(q+1)m(V ) 6= ∅,
y por tanto, fm(q+1)(U) ∩ V 6= ∅.
Las siguiente cadena de implicaciones se cumple, por la proposición anterior,
para un sistema dinámico cualquiera f
mezclante
⇓
débilmente mezclante
⇓
totalmente transitiva
⇓
topológicamente transitiva.
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Lema 2.14. Sea f : X −→ X un sistema dinámico caótico en el sentido de Devaney
y totalmente transitivo. Entonces f es débilmente mezclante.
Demostración. Vamos a probar que dados U y V subconjuntos abiertos no vacíos
de X se tiene que
N(U,U) ∩N(U, V ) 6= ∅.
Y luego la Proposición 1.32 nos permite concluir el teorema.
Como f es caótica en el sentido Devaney entonces f es topológicamente transi-
tiva y tiene un conjunto denso de puntos periódicos. Por la transitividad topológica
de f entonces existe x ∈ U y n1 ∈ N con fn1(x) ∈ V . Como los puntos periódicos
de f forman un conjunto denso en X entonces existe un punto periódico y ∈ U de
f tal que fn1(y) ∈ V y además fp(y) = y para algún p ∈ N, donde p es le período
de y. Por tanto,
fn(U) ∩ V 6= ∅, con n = n1 + jp, j = 0, 1, 2 . . .
Sea fn1(U) = U1. Aunque U1 no es abierto en general, sí podemos asegurar que tiene
interior no vacío. En efecto, como sabemos que existe x ∈ U tal que fn1(x) ∈ V y
V es abierto, existirá una bola abierta B1 ⊂ V de centro fn1(x). Como U también
es abierto y por continuidad de la función fn1 podremos encontrar otra bola abierta
B2 ⊂ U de centro X tal que fn1(B2) ⊂ B1. Por tanto, U1 tiene interior no vacío y,
como f es totalmente transitiva, podemos aplicar la transitividad topológica de fp
a U1 y U para encontrar un entero n2 ≥ 0 tal que
fpn2(U1) ∩ U 6= ∅.
Tomando j = n2 en la deﬁnición de n obtenemos n = n1 + n2p, y vemos que
fn(U) ∩ V = fn1+n2p(U) ∩ V 6= ∅.
Y por otro lado se puede ver que
fn(U) ∩ U = fn1+n2p(U) ∩ U = fpn2(U1) ∩ U 6= ∅.
De manera que n ∈ N(U,U) ∩ N(U, V ). Luego la Proposición 1.32 nos permite
concluir que f es débilmente mezclante.
Deﬁnición 2.15. Sea f : X −→ X un sistema dinámico, decimos que f tiene caos
total en el sentido de Devaney si satisface las siguientes condiciones.
(a) f es totalmente transitivo.
(b) f tiene un conjunto denso de puntos periódicos.
El Lema 2.14 se puede escribir de la siguiente manera.
Teorema 2.16. Si f : X −→ X es un sistema dinámico que tiene caos total en el
sentido Devaney, entonces f es débilmente mezclante.
En virtud del Teorema 2.1 se tiene el siguiente teorema.
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Teorema 2.17. Sea f : X −→ X un sistema dinámico en un espacio topológico X.
Las siguientes aﬁrmaciones son equivalentes.
(a) f es débilmente mezclante.
(b) f es débilmente mezclante.
(c) f es totalmente transitiva.
(d) f es topológicamente transitiva.
Demostración. (a)⇒ (b). Es inmediato del Teorema 2.1.
(b) ⇒ (c) La Proposición 2.13 aplicada a la función f implica que f es totalmente
transitiva.
(c) ⇒ (d) Es inmediato dado que f totalmente transitiva implica que f es topo-
lógicamente transitiva, por la deﬁnición.
(d)⇒ (a) Otra vez por el Teorema 2.1 el resultado es inmediato.
Note que en el Teorema 2.17 la equivalencia entre la transitividad topológica de
f y la transitividad total de f en K(X) es un resultado que nos asegura que el caos
total en el sentido de Devany y el caos de Devaney para funciones deﬁnidas en el
hiperespacio K(X) es equivalente.
El siguiente lema es una generalización del Lema 2.14.
Lema 2.18. Sea f : X −→ X un sistema dinámico que tiene caos total en el sentido
de Devaney. Entonces fn es débilmente mezclante para n = 1, 2, . . . .
La demostración es similar a la del Lema 2.14, que es el caso cuando n = 1;
y está basada en la demostración dada en (Lema 4, [8]). Se debe tener en cuenta
el cambio de la terminología dada en [8], pues Bauer y Sigmund llaman F -ﬂuidos
(en inglés F -ﬂow) a los sistemas dinámicos f que tienen caos total en el sentido de
Devaney.
Demostración. Sean U y V subconjuntos abiertos no vacíos de X y sea n > 0.
Como f tiene caos total en el sentido de Devaney entonces el conjunto de sus puntos
periódicos es denso en X. Además fn es topológicamente transitiva, entonces existe
x ∈ U y k1 ≥ 0 tal que fnk1(x) ∈ V . Como los puntos periódicos son densos existe
y ∈ U tal que fnk1(y) ∈ V y fnp(y) = y para algún p ∈ N. Por tanto,
fm(U) ∩ V 6= ∅ para m = n(k1 + jp), j = 0, 1, 2, . . . .
Sea fnk1(U) = U1. Por un argumento similar al usado en el Lema 2.14 se tiene que
U1 es abierto y como fnp es topológicamente transitiva existe k2 ∈ N tal que
fnpk2(U1) ∩ U 6= ∅.
Por tanto, tomando k = k1 + k2p se tiene que fnk(U) ∩ V 6= ∅ y fnk(U) ∩ U 6= ∅.
Lo que muestra que k ∈ Nfn(U,U) ∩Nfn(U, V ). Y la Proposición 1.32 nos permite
concluir que fn es débilmente mezclante.
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Note que si f es tiene caos total en el sentido de Devaney entonces por el Lema
2.14 se sigue que f es débilmente mezclante; luego por el Teorema 2.17 se sigue que
f es totalmente transitiva. De manera que se tiene lo siguiente.
Teorema 2.19. Sea f : X −→ X un sistema dinámico deﬁnido en un espacio topo-
lógico X. Si f tiene caos total en el sentido de Devaney entonces su hiperextensión
f : K(X) −→ K(X) tiene caos total en el sentido de Devaney.
Demostración. Como f tiene caos total en el sentido de Devaney, entonces f es
totalmente transitiva y tiene un conjunto denso de puntos periódicos. Se sabe que si
el conjunto de puntos periódicos de f es denso en X entonces el conjunto de puntos
periódicos de f es denso en K(X), por el Teorema 2.6. Y por el Teorema 2.17 se
sigue que f es totalmente transitiva. Por tanto, f tiene caos total en el sentido de
Devaney.
Lo que nos permite concluir que en la noción de caos total de Devaney, se pueda
bajar en el siguiente esquema
f : X
f : K(X)
totDev C
X
K(X).
2.3.2. Caos exacto de Devaney
Introduciremos la noción de caos exacto de Devaney, y probaremos que si un
sistema dinámico f : X −→ X tiene caos exacto en el sentido de Devaney, exDev C,
entonces sus respectiva hiperextensión, f tiene caos exacto en el sentido de Devaney.
Deﬁnición 2.20. Sea f : X −→ X un sistema dinámico deﬁnido en un espacio
topológico X. Decimos que f es topológicamente exacta si para todo subconjunto
abierto no vacío U ⊂ X existe m ∈ N tal que fm(U) = X.
No es difícil ver que toda función topológicamente exacta es sobreyectiva.
Proposición 2.21. Sea f : X −→ X un sistema dinámico en un espacio topológico
X. Si f es topológicamente exacta entonces f es topológicamente transitiva.
Demostración. Sean U, V un par de subconjuntos de X abiertos no vacíos. Como f
es topológicamente exacta entonces existe m ∈ N tal que fm(U) = X, de manera
que para tal m se sigue que
fm(U) ∩ V = X ∩ V = V 6= ∅.
Lo que muestra que f es topológicamente transitiva.
Deﬁnición 2.22. Sea f : X −→ X un sistema dinámico. Decimos que f tiene caos
exacto en el sentido de Devaney si satisface las siguientes condiciones.
(a) f es topológicamente exacta.
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(b) f tiene un conjunto denso de puntos periódicos.
Teorema 2.23. Sea f : X −→ X un sistema dinámico, en un espacio métrico com-
pacto (X, d). Las siguientes aﬁrmaciones son equivalentes.
(a) f es topológicamente exacta.
(b) f es topológicamente exacta.
Demostración. (b)⇒ (a) Suponga que f es topológicamente exacta. Sea U subcon-
junto abierto no vacío deX. Como V(U) es no vacío y abierto en K(X) entonces exis-
te m ∈ N tal que fm (V(U)) = K(X). En partícular X ∈ fm (V(U)) ⊂ V(fm(U)),
lo que implica que fm(U) = X.
(a) ⇒ (b) Para el recíproco, suponga que f es topológicamente exacta. Debemos
probar que para cualquier conjunto abierto U = V(U1, . . . , Uk) ⊂ K(X) existem ∈ N
tal que f
m
(U) = K(X). Por compacidad de X para cada i = 1, . . . , k existe un con-
junto abierto no vacío Vi tal que Vi ⊂ Ui y Vi ⊂ Ui (V denota la clausura de V ).
Como f es topológicamente exacta, entonces podemos encontrar m1, . . . ,mk tales
que fmi(Vi) = X, para cada i = 1, . . . k. Sea m = ma´x{m1, . . . ,mk}, entonces
f
m (V(V1, . . . , Vk)) = V (fm(V1), . . . , fm(Vk)) = K(X).
Por tanto, f
m
(U) = K(X), probando que f es topológicamente exacta.
En virtud del Teorema 2.23 y del Teorema 2.6 se sigue entonces el siguiente
teorema.
Teorema 2.24. Sea f : X −→ X un sistema dinámico. Si f tiene caos exacto en
el sentido Devaney entonces f : K(X) −→ K(X) tiene caos exacto en el sentido
Devaney.
De manera que con la noción de caos exacto de Devaney se puede bajar en el
siguiente esquema.
f : X
f : K(X)
exDev C
X
K(X).
En el Capítulo 4 mostraremos un ejemplo de una función f que es topológicamente
exacta pero el conjunto de puntos periódicos de f , Per(f) no es denso, y su hiper-
extensión f tiene caos exacto en el sentido de Devaney. Este ejemplo depende de las
propiedades de especiﬁcación como veremos más adelante.
El siguiente diágrama nos resume los resultados de las nociones de caos vistas hasta
ahora
Noción de caos f f
Dev C ;
:
totDev C, exDev C ⇒
:

Capítulo 3
Caos de Li-Yorke y caos
distribucional
En este capítulo introduciremos otras nociones de caos, el caos en el sentido de
Li-Yorke (LYC), el ω-caos (ωC) y el caos distribucional (dC); y haremos las com-
paraciones de estas nociones de caos entre una función f deﬁnida en un espacio
topológico X y su respectiva hiperextensión f deﬁnida en el hiperespacio de sub-
conjuntos compactos no vacíos de X, K(X). De igual manera que en el Capítulo 2
queremos ver si es posible bajar y subir en el siguiente esquema
f : X
f : K(X)
¾LYC, ωC, dC?
X
K(X).
En la primer sección nos ocuparemos en estudiar el caos de Li-Yorke y el ω-caos; y
la segunda sección estará enfocada en estudiar el caos distribucional.
A lo largo de este capítulo (X, d) es un espacio métrico compacto. Y f : X −→ X
es una función continua.
3.1. Caos de Li-Yorke y ω-caos
Las siguientes deﬁniciones nos introducen en el caos de Li-Yorke.
Deﬁnición 3.1. Un par de puntos x, y ∈ X se dice par de Li-Yorke para f si
(a) l´ım supn→∞ d(f
n(x), fn(y)) ≥ 0,
(b) l´ım infn→∞ d(fn(x), fn(y)) = 0.
Deﬁnición 3.2. Un subconjunto S de X se dice Li-Yorke revuelto para f si #S ≥ 2
y todo par de puntos distintos de S es un par de Li-Yorke. Aquí #S denota la
cardinalidad de S.
Deﬁnición 3.3. Sea f : X −→ X un sistema dinámico. Decimos que f es caótica
en el sentido de Li-Yorke si tiene un conjunto Li-Yorke revuelto no numerable.
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Ejemplo 3.4. En [28] Li y Yorke mostraron que si f : [0, 1] −→ [0, 1] es una función
continua que tiene un punto periódico de período 3, entonces f es caótica en el
sentido de Li-Yorke.
Muchas investigaciones se han hecho en torno a la deﬁnición de caos en el sen-
tido de Li-Yorke. Uno puede considerar variantes débiles de caos en el sentido de
Li-Yorke basados en la cardinalidad de los conjuntos revueltos, ver [20]. En [24] se
prueba que si f : I −→ I, donde I es un intervalo compacto, entonces la existencia
dos puntos x, y distinos que son par de Li-Yorke es suﬁciente para concluir que f es
caótica en el sentido de Li-Yorke; es decir existe un conjunto revuelto no numerable.
Por último, en [23], se construye un espacio inﬁnito y una función continua en este
espacio tal que todo par de puntos distintos es un par de Li-Yorke. Estos tipos de
espacios son conocidos como espacios totalmente revueltos.
Las siguientes deﬁniciones nos permiten ver el caos de Li-Yorke desde otros con-
ceptos.
Deﬁnición 3.5. Sea f : X −→ X un sistema dinámico.
(a) Un par de puntos x, y ∈ X se dice proximal si l´ım infn→∞ d (fn(x), fn(y)) = 0.
Si un par no es proximal decimos que es distal.
(b) Un par de puntos x, y ∈ X se dice asintóticos si l´ımn→∞ d(fn(x), fn(y)) = 0.
En virtud de las deﬁniciones anteriores obtenemos que.
Proposición 3.6. Un par de puntos x, y ∈ X es un par de Li-Yorke si y sólo si son
proximal y no asintóticos.
Denotamos a los conjuntos de pares proximales y asintóticos, respectivamente
por
Prox(f) =
{
(x, y) : l´ım inf
n−→∞
d(fn(x), fn(y)) = 0
}
,
Asym(f) =
{
(x, y) : l´ım
n−→∞
d(fn(x), fn(y)) = 0
}
.
Para cualquier x ∈ X llamamos celda proximal del punto x al conjunto que con-
siste de todos los puntos proximales con respecto a x, y lo denotamos por Prox(f)(x).
Como resultado de la deﬁnición de distal tenemos la siguiente deﬁnición.
Deﬁnición 3.7. Un punto x es distal si Prox(f)(x) = {x}. Decimos que un siste-
ma dinámico es distal si todos sus puntos son distal. Y un sistema dinámico f se
dice proximal si todo par de puntos en X es proximal. En este caso tenemos que
Prox(f)(x) = X para todo x ∈ X.
La Deﬁnición 1.14 de dependencia sensible de las condiciones iniciales se puede
combinar con el concepto de caos de Li-Yorke de la siguiente manera.
Deﬁnición 3.8. Decimos que un sistema dinámico f : X −→ X es Li-Yorke sensible
si existe δ > 0 tal que para todo punto x ∈ X y para todo ε > 0 existe y ∈ X
con d(x, y) < , y con x, y par proximal, tal que para algún n ≥ 0 se tiene que
d(fn(x), fn(y)) > δ.
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La Deﬁnición 3.8 se da en [1]. El siguiente teorema establece relaciones entre
la dependencia sensible de las condiciones iniciales de un sistema dinámico y el
concepto de Li-Yorke sensible, se puede consultar [1].
Teorema 3.9. Sea f : X −→ X un sistema dinámico. Si f es Li-Yorke sensible,
entonces tiene depenencia sensible de las condiciones iniciales. Si f tiene dependencia
sensible de las condiciones inciales, y si para todo punto x ∈ X, la celda proximal
Prox(f)(x) es densa en X, entonces f es Li-Yorke sensible.
Estos conceptos se pueden relacionar con la condición de ser débilmente mezclan-
te. Los siguientes teoremas en [1], de los cuales omitiremos demostración, nos dan
relaciones entre la celda proximal de un punto x ∈ X con la debilidad mezclante.
Teorema 3.10. Si f : X −→ X es un sistema dinámico débilmente mezclante en-
tonces, para todo x ∈ X, la celda proximal Prox(f)(x) es un subconjunto denso en
X.
Teorema 3.11. Sea f : X −→ X un sistema dinámico. Las siguientes aﬁrmaciones
son equivalentes.
(a) f es débilmente mezclante.
(b) Para cualquier x ∈ X, la celda proximal Prox(f)(x) es densa en X.
(c) Existe x ∈ X, tal que la celda proximal Prox(f)(x) es densa en X.
(d) Prox(f) es denso en X ×X.
Deﬁnición 3.12. Sea f : X −→ X un sistema dinámico. Un subconjunto S de X
que tiene al menos dos puntos se dice que es un conjunto ω-revuelto para f si para
cualesquiera dos puntos distintos x, y ∈ S se cumplen las siguientes condiciones
(a) ω(x, f) \ ω(y, f) es numerable,
(b) ω(x, f) ∩ ω(y, f) 6= ∅, y
(c) ω(x, f) \ Per(f) 6= ∅.
Donde ω(x, f) recordemos que es el conjunto de todos los puntos límites de la órbita
de x considerada como una sucesión.
La siguiente noción de caos fue propuesta por Li en [26].
Deﬁnición 3.13. Sea f : X −→ X un sistema dinámico. Decimos que f es ω-caótico
si existe un conjunto ω-revuelto no numerable.
Se pueden considerar variantes débiles del ω-caos cambiando la condición en la
cardinalidad del conjunto ω-revuelto, ver [25].
Teorema 3.14. Si f : X −→ X es un sistema dinámico ω-caótico entonces f es
caótico en el sentido de Li-Yorke.
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La demostración se puede ver en [25]; que además muestra que el recíproco no
es cierto.
El siguiente teorema nos relaciona el caos de Li-Yorke y el ω-caos entre una función
continua f y su respectiva hiperextensión, ver Teorema 8 en [22]. Asegurándonos
bajar en el esquema presentado al inico del capítulo.
Teorema 3.15. Sea f : X −→ X un sistema dinámico y f : K(X) −→ K(X) la
hiperextensión de f al hiperespacio K(X). Entonces se cumplen las siguientes aﬁr-
maciones.
(a) Si existe un conjunto S que es Li-Yorke revuelto (ω-revuelto, respectivamente)
para f entonces existe un conjunto Li-Yorke revuelto (ω-revuelto, respectiva-
mente) para f con la misma cardinalidad que S.
(b) Si f es caótica en el sentido de Li-Yorke (ω-caótica, respectivamente) entonces
f es caótica en el sentido de Li-Yorke (ω-caótica, respecticamente).
Demostración. (a) Considere la función ϕ : X −→ K(X), x 7−→ {x}. Note que
dH(ϕ(x), ϕ(y)) = dH({x}, {y}) = d(x, y).
Por tanto, ϕ es una isometría, en efecto f es conjugada de f vía ϕ. De manera que
se tiene ϕ ◦ f = f ◦ ϕ. Por tanto, f({x}) = {f(x)}.
Sea S un sunconjunto de X Li-Yorke revuelto, entonces #S ≥ 2 y todo par de
puntos distintos de S son un par de Li-Yorke. Entonces para x, y ∈ S se tiene que
l´ım sup
n−→∞
dH(f
n
({x}), fn({y})) = l´ım sup
n−→∞
dH({fn(x)}, {fn(y)})
= l´ım sup
n−→∞
d(x, y) ≥ 0.
Además se tiene
l´ım inf
n−→∞
dH(f
n
({x}), fn({y})) = l´ım inf
n−→∞
dH({fn(x)}, {fn(y)})
= l´ım inf
n−→∞
d(x, y) = 0.
Lo que prueba que si x, y son un par de Li-Yorke para f entonces {x}, {y} son
un par de Li-Yorke para f . Por tanto, considere el conjunto
S = {{x} ∈ K(X) : x ∈ S} .
Note que #S ≥ 2 y cualesquiera dos puntos en S es un par de Li-Yorke. Mostrando
que existe un conjunto Li-Yorke revuelto para f .
Por último note que ϕ sirve de biyección entre S y S, de manera que tienen las
misma cardinalidad.
En el caso de conjuntos ω-revueltos se razona de forma análoga trabajando con
la función ϕ que hemos deﬁnido.
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(b) Si f tiene caos en el sentido de Li-Yorke entonces f tiene un conjunto S que
es Li-Yorke revuelto, entonces por (a) se sigue que f tiene un conjunto Li-Yorke
revuelto con la misma cardinalidad de S. Como S es no numerable, entonces el con-
junto Li-Yorke revuelto para f ha de ser no numerable, lo que prueba que f tiene
caos en el sentido de Li-Yorke.
Un razonamiento análogo muestra que si f es ω-caótica entonces f es ω-caótica.
En virtud del Teorema 3.15 se tiene
f : X
f : K(X)
LYC, ωC
X
K(X).
3.2. Caos distribucional
La noción de caos distribucional fue introducida por Schweizer y Smítal en [33],
y es generalizada posteriormente por Balibrea, Smítal y tefánková en [3] y [34].
Deﬁnición 3.16. Sea (X, d) un espacio métrico compacto. Para x, y ∈ X; t ∈ R y
n ∈ N, sea
ξ(x, y, n, t) = #
{
i : 0 ≤ i < n y d(f i(x), f i(y)) < t} .
Deﬁnimos la función de distribución superior de x, y por
F ∗xy(t) = l´ım sup
n−→∞
1
n
ξ(x, y, n, t).
Y deﬁnimos la función de distribución inferior de x, y por
Fxy(t) = l´ım inf
n−→∞
1
n
ξ(x, y, n, t).
Ambas funciones son no decrecientes, y además 0 ≤ Fxy ≤ F ∗xy ≤ 1. Si t < 0
entonces F ∗xy(t) = 0, y si t > diam(X) entonces Fxy(t) = 1.
Estas funciones representan el límite superior e inferior de las veces que la distancia
d(f i(x), f i(y)) entre las trayectorias de x y y es menor que t durante n iteraciones.
Deﬁnición 3.17. Sea f : X −→ X un sistema dinámico. Si existe un par de puntos
x, y ∈ X tal que
(d1C) F ∗xy ≡ 1 y Fxy(t) = 0 para algún t > 0 decimos que f tiene caos distribucional
de tipo 1.
(d2C) F ∗xy ≡ 1 y Fxy(t) < F ∗xy(t) para algún t > 0 decimos que f tiene caos distribu-
cional de tipo 2.
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(d3C) Fxy(t) < F ∗xy(t) para todo t ∈ J , donde J es un intervalo no degenerado,
decimos que f tiene caos distribucional de tipo 3.
Note que
d1C⇒ d2C⇒ d3C,
pero no recíprocamente.
En [34] prueban que existe una función que tiene caos distribucional de tipo 2 pero
no tiene caos distribucional de tipo 1; y en [3] prueban que existe una función que
tiene caos distribucional de tipo 3 pero que no tiene caos en el sentido de Li-Yorke.
Teorema 3.18. Sean g : Y −→ Y y f : X −→ X sistemas dinámicos conjugados
vía ϕ : Y −→ X, donde (X, dX) y (Y, dY ) son espacios métricos. Entonces g tiene
caos distribucional de tipo 1 (de tipo 2, respectivamente) si y sólo si f tiene caos
distribucional de tipo 1 (de tipo 2, respectivamente).
Demostración. Sea ϕ : Y −→ X un homeomorﬁsmo que conjuga a g y f , entonces
ϕ◦ g = f ◦ϕ. Por la continuidad de ϕ, dado ε > 0 existe δ > 0 tal que para x, y ∈ Y
si dY (x, y) < δ entonces dX(ϕ(x), ϕ(y)) < ε. De manera que
dY (g
n(x), gn(y)) < δ ⇒ dX(ϕ ◦ gn(x), ϕ ◦ gn(y)) < ε,
y como ϕ ◦ gn = fn ◦ ϕ entonces
dY (g
n(x), gn(y)) < δ =⇒ dX(fn ◦ ϕ(x), fn ◦ ϕ(y)) < ε.
Entonces
G∗xy(δ) ≤ F ∗ϕ(x)ϕ(y)(ε), (3.1)
donde G∗xy y F
∗
xy son las funciones de distribución superior de g y f respectivamente.
Similarmente por la continuidad de ϕ−1, para cualquier ε > 0 existe δ > 0 arbitraria-
mente pequeño tal que para x, y ∈ Y dX(ϕ(x), ϕ(y)) < δ implica que dY (x, y) < ε.
Y como consecuencia
Fϕ(x)ϕ(y)(δ) ≤ Gxy(ε), (3.2)
donde Fxy y Gxy son las funciones de distribución inferior de f y g respectivamente.
Ahora, si G∗xy ≡ 1 entonces por (3.1) se tiene F ∗ϕ(x)ϕ(y) ≡ 1. Y si, por otro lado,
Gxy(ε) = 0 entonces por (3.2) se tiene que Fϕ(x)ϕ(y)(δ) = 0. Y como consecuencia
si g tiene caos distribucional de tipo 1, entonces f tiene caos distribucional de tipo 1.
Además, si Gxy(ε) < 1 entonces, por (3.2), Fϕ(x)ϕ(y)(δ) < 1, de manera que si g tiene
caos distribucional de tipo 2, entonces f tiene caos distribucional de tipo 2.
El teorema anterior nos dice que el caos distribucional de tipo 1 y de tipo 2 se
preservan bajo conjugación. En [3] prueban que la noción de caos distribucional de
tipo 3 no se preserva bajo conjugación.
Como el caos distribucional de tipo 1 es más fuerte que el de tipo 2 y tipo 3.
Entonces sólo nos concentraremos en el caos distribucional de tipo 1. En efecto el
caos distribucional se puede deﬁnir de la siguiente manera.
3.2 Caos distribucional 45
Deﬁnición 3.19. Sea f : X −→ X un sistema dinámico. Un subconjunto S de X
se dice distribucionalmente revuelto para f si #S ≥ 2 y para todo par de puntos
distintos x, y ∈ S se tiene
(a) F ∗xy(t) = 1 para todo t > 0,
(b) Fxy(t) = 0 para algún t > 0.
Al par x, y le llamamos par distribucionalmente caótico para f . También decimos
que f tiene caos distribucional si existe un conjunto distribucionalmente revuelto no
numerable para f .
Note que esta deﬁnición de caos distribucional coincide con la deﬁnición de caos
distribucional de tipo 1.
Teorema 3.20. Sea f : X −→ X un sistema dinámico.
(a) Si existe un conjunto S ⊂ X que es distribucionalmente revuelto para f en-
tonces existe un conjunto distribucionalmente revuelto para f con la misma
cardinalidad de S.
(b) Si f tiene caos distribucional entonces f tiene caos distribucional.
La prueba del Teorema 3.20 sigue la misma idea del Teorema 3.15, el cual con-
siderea la función ϕ : X −→ K(X), x 7−→ {x}, que es una isometría.
En virtud del Teorema 3.20 entonces podemos bajar en el siguiente esquema
f : X
f : K(X)
dC
X
K(X).
En [22] muestran el siguiente teorema el cual aﬁrma que el recíproco de los Teoremas
3.20 y 3.15 no son verdaderos en general.
Teorema 3.21. Existe un espacio métrico compacto X el cual admite una función
f : X −→ X que no tiene par de Li-Yorke, ni conjunto ω-revuelto, ni conjunto
distribucionalmente revuelto tal que su hiperextensión f : K(X) −→ K(X) tiene
caos de Li-Yorke, ω-caos y caos distribucional.
En [22] para la prueba del teorema anterior lo que hacen es considerar la compac-
tiﬁcación de los enteros (considerado como un espacio topológico discreto), X∞ =
Z ∪ {∞} y deﬁnir la función f : X∞ −→ X∞ por
f(n) =
{
n+ 1, n ∈ Z,
∞, n =∞.
El siguiente diágrama nos resume los resultados en cuanto a la nociones de caos de
Li-Yorke, ω-caos y caos distribucional
Noción de caos f f
LYC, ωC, dC ⇒
:
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3.3. Caos de Li-Yorke para operadores lineales
Si T es un operador lineal continuo, en un espacio de Fréchet X, que tiene caos
en el sentido de Li-Yorke entonces T también por el Teorema 3.15. Bernardes, Peris
y Rodenas [12] muestran usando el teorema de Banach-Steinhaus el siguiente lema.
Lema 3.22. Sea T un operador lineal continuo en un espacio de Fréchet X. Si T
tiene un par de Li-Yorke, entonces existe un subconjunto residual Z de X tal que
Orb(x, T ) es no acotada para cada x ∈ Z.
A la luz del Lema 3.22 y por el Criterio de caos de Li-Yorke, ver Teorema 15 en
[11] se prueba el siguiente teorema.
Teorema 3.23. Sea T un operador lineal continuo en un espacio de Fréchet X y
deﬁna
NS(T ) =
{
x ∈ X : (T nx)n∈N tiene una subsucesión que converge a 0
}
.
Si span (NS(T )) es denso enX, entonces las siguientes aﬁrmaciones son equivalentes.
(a) T tiene caos de Li-Yorke.
(b) T tiene caos de Li-Yorke.
(c) T tiene un par de Li-Yorke
Demostración. Las relaciones (a)⇒ (b)⇒ (c) son triviales. Entonces basta demos-
trar que (c) ⇒ (a). Por el Criterio de caos de Li-Yorke, ver Teorema 15 en [11],
necesitamos probar que existe una sucesión acotada (an)n en NS(T ) tal que la suce-
sión (T nan)n es acotada. Por (c) y el Lema 3.22, podemos tomar un vector a ∈ X tal
que Orb(a, T ) es no acotada. Como span (NS(T )) es denso en X, a ∈ span (NS(T )).
Por lo tanto, es suﬁciente tomar an = a para todo n ∈ Z+.
Como una consecuencia del teorema se tiene el siguiente corolario.
Corolario 3.24. Sea X un espacio de Fréchet de sucesiones en el cual (en)n∈Z es
una base. Suponga que la traslación hacia la izquierda con pesos
Bw(x1, x2, x3, . . .) = (w2x2, w3x3, w4x4, . . .),
es un operador en X. Entonces las siguientes aﬁrmaciones son equivalentes.
(a) Bw tiene caos de Li-Yorke.
(b) Bw tiene caos de Li-Yorke.
(c) Bw tiene un par de Li-Yorke.
Demostración. En este caso, el conjunto NS(Bw) contiene un subespacio denso de
X, a saber el conjunto de todas las sucesiones de soporte ﬁnito. Por tanto, el corolario
se sigue del teorema anterior.
En los espacios clásicos de Banach lp, 1 ≤ p < ∞ y c0, Bermúdez, Bonilla,
Martínez y Peris en [10] muestran que Bw tiene caos de Li-Yorke si y sólo si
sup {|wn · . . . · wm| : n ∈ Z+,m > n} =∞.
Lo que da una caracterización en término de la sucesión de pesos.
Capítulo 4
Propiedades de especiﬁcación
Las propiedades de especiﬁcación fueron deﬁnidas por Bowen en [15], las cuales
son satisfechas por muchos sistemas dinámicos discretos que surgen naturalmente
en aplicaciones. La terminología que vamos a usar para deﬁnir las propiedades de
especiﬁcación y los resultados importantes se pueden encontrar en [22].
El objetivo principal de este capítulo es dar a conocer las propiedades de especi-
ﬁcación, las cuales son nociones más fuertes que el caos en el sentido de Devaney.
Queremos ver cuándo es posible bajar y subir en el siguiente esquema
f : X
f : K(X)
¾SPSP?
X
K(X).
donde SPSP son las siglas en inglés de la propiedad de especiﬁcación periódica fuerte,
la cual deﬁniremos brevemente. También veremos un ejemplo el cual nos permite
concluir que el caos exacto en el sentido de Devaney para f no implica el caos exacto
en el sentido de Devaney para f .
4.1. Propiedades de especiﬁcación en el hiperespa-
cio
Vamos a trabajar con funciones continuas f : X −→ X donde (X, d) es un espacio
métrico compacto.
Deﬁnición 4.1. Decimos que una función continua f : X −→ X satisface la pro-
piedad de especiﬁcación periódica fuerte si para todo ε > 0 existe un entero Nε > 0
tal que para cualesquiera entero s ≥ 2, puntos y1, y2, . . . , ys ∈ X y enteros
0 = a1 ≤ b1 < a2 ≤ b2 < . . . < as ≤ bs,
con aj − bj−1 ≥ Nε para j = 2, . . . , s, entonces existe un punto x ∈ X tal que se
cumplen las siguientes condiciones:
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(a) d (f i(x), f i(yl)) < ε para al ≤ i ≤ bl y l = 1, . . . , s,
(b) f bs+Nε(x) = x.
Si esta deﬁnición se cumple solamente para el caso especial s = 2 decimos que f
satisface la propiedad de especiﬁcación periódica, abreviamos PSP en inglés.
Si se omite en la deﬁnición de propiedad de especiﬁcación periódica fuerte la con-
dición (b) (en la propiedad de especiﬁcación periódica, respectivamente) obtenemos
la noción de propiedad de especiﬁcación fuerte, que abreviamos por SSP (propiedad
de especiﬁcación débil, abreviamos WSP, respectivamente).
Si reemplazamos la condición (a) y (b) en la deﬁnición de propiedad de especiﬁ-
cación periódica fuerte por
d
(
f i+k(bs+N)(x), f i+k(bs+N)(yl)
)
< ε,
para k ∈ N, al ≤ i ≤ bl y l = 1, . . . , s entonces se obtiene el concepto de propiedad
de especiﬁcación fuerte recurrente, abreviamos RSSP en inglés. En el caso especíﬁco
s = 2 entonces se dice que f satisface la propiedad de especiﬁcación débil recurrente,
que abreviamos por RWSP.
Mencionaremos algunos resultados dados en [17] de los cuales se omitirá demos-
tración. El siguiente teorema nos dice que la propiedad de especiﬁcación periódica
fuerte implica el caos en el sentido de Devaney.
Proposición 4.2. Sea f : X −→ X una función continua deﬁnida en un espacio
métrico compacto (X, d). Si f satisface las propiedad de especiﬁcación periódica
fuerte, entonces el conjunto de puntos periódicos de f es denso enX y f es mezclante.
Note que en particular f es totalmente transtiva y topológicamente transitiva,
por lo tanto si f satisface las propiedad de especiﬁcación entonces f tiene caos total
en el sentido de Devaney.
Proposición 4.3. Sean f : X −→ X y g : Y −→ Y dos funciones continuas deﬁnidas
en espacios métricos compactos (X, dX) y (Y, dY ), respectivamente. Entonces se
cumplen las siguientes aﬁrmaciones.
(a) Si f satisface la propiedad de especiﬁcación periódica fuerte entonces fk sa-
tisface la propiedad de especiﬁcación periódica fuerte para cualquier k ≥ 1.
(b) Si f y g satisfacen la propiedad de especiﬁcación periódica fuerte entonces
f × g satisface la propiedad de especiﬁcación periódica fuerte.
El siguiente teorema nos permite bajar en el esquema planteado al inicio del
presente capítulo, ver Proposición 5 en [8].
Teorema 4.4. Sea f : X −→ X un sistema dinámico que satisface la propiedad de
especiﬁcación periódica fuerte. Entonces f : K(X) −→ K(X) satisface la propiedad
de especiﬁcación periódica fuerte.
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Demostración. Sea ε > 0 y sea Nε/2 el entero positivo como en la propiedad de
especiﬁcación periódica fuerte para f .
Sean K1, . . . , Ks ∈ K(X) y considere los enteros aj, bj para j = 1, . . . , s, tales que
0 = a1 ≤ b1 < a2 ≤ b2 < · · · < as ≤ bs,
con aj − bj−1 ≥ Nε/2 para j = 2, . . . , s.
Como f es continua y K(X) es un espacio métrico compacto, entonces existe η > 0
tal que si dH(A,B) < η entonces
dH(f
i
(A), f
i
(B)) < ε/2,
para A,B ∈ K(X) y al ≤ i ≤ bl y l = 1, . . . , s.
Para n ∈ N existe Lj ∈ K(X) con #Lj ≤ n tal que
dH(Kj, Lj) < η.
Por tanto, dH(f
i
(Kj), f
i
(Lj)) < ε/2 para al ≤ i ≤ bl, l, j = 1, . . . , s.
Sea Lj = {yj,1, . . . , yj,s}, j = 1, . . . , s. Como f satisface la propiedad de especiﬁ-
cación periódica fuerte entonces existe x ∈ X tal que f bs+Nε/2(x) = x y
d(f i(x), f i(yj,l)) < ε/2,
para al ≤ i ≤ bl y l, j = 1, . . . , s. Tomando K = {x} vemos que
f
bs+Nε/2(K) = f bs+Nε/2({x}) = {f bs+Nε/2(x)} = {x} = K.
Y además
dH(f
i
(K), f
i
(Lj)) ≤ d(f i(x), f i(yj,l)) < ε/2,
para al ≤ i ≤ bl y j, l = 1, . . . , s.
Por tanto, se tiene que
dH(f
i
(K), f
i
(Kl)) < dH(f
i
(K), f
i
(Ll)) + dH(f
i
(Kl), f
i
(Ll)) < ε/2 + ε/2 = ε,
para al ≤ i ≤ bl y l = 1, . . . , s. Todo esto muestra que f satisface la propiedad de
especiﬁcación periódica fuerte.
De manera que la propiedad de especiﬁcación periódica fuerte puede bajar en el
siguiente esquema
f : X
f : K(X)
SPSP
X
K(X).
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4.2. Ejemplo
Vamos a presentar un ejemplo, el cual está construido en [22], de una función
f tal que su hiperextensión satisface la propiedad de especiﬁcación periódica fuerte
y que además tiene caos exacto en el sentido de Devaney pero que f no tiene caos
exacto en el sentido de Devaney ni satisface la propiedad de especiﬁcación periódica
fuerte. Todos los resultados y sus demostraciones que mostraremos a continuación
están basados completamente en el artículo [22].
Dado una sucesión de sistemas dinámicos, que denotamos por ((fn, Xn))
∞
n=1 don-
de Xn es un espacio métrico compacto para todo n, podemos considerar el sistema
dinámico producto denotado por (
∏∞
n=1 fn,
∏∞
n=1Xn), este sistema dinámico se de-
ﬁne de forma natural por el teorema de Tychonoﬀ.
La siguientes serie de lemas nos ayudarán a cumplir nuestro objetivo.
Lema 4.5. Si ((fn, Xn))
∞
n=1 es una sucesión cualquiera de sistemas dinámicos tal que
para cada entero positivo n el conjunto de todos los puntos recurrentes regularmente
de fn es denso en Xn entonces el sistema dinámico producto (
∏∞
n=1 fn,
∏∞
n=1Xn)
tiene un conjunto denso de puntos recurrentes regularmente.
Lema 4.6. Si ((fn, Xn))
∞
n=1 es una sucesión cualquiera de sistemas dinámicos con
propiedad de especiﬁcación periódica fuerte (o propiedad de especiﬁcación periódi-
ca) entonces el sistema dinámico producto (
∏∞
n=1 fn,
∏∞
n=1Xn) tiene propiedad de
especiﬁcación fuerte recurrente (o propiedad de especiﬁcación débil recurrente).
Demostración. Dado ε > 0, existe un entero positvo M tal que
∞∑
i=M+1
1
2i
<
ε
4
.
Sea Nn la constante dada por la propiedad de especiﬁcación periódica para fn, donde
1 ≤ n ≤ M y sea N = ma´xNn. Sean x, y ∈
∏∞
n=1Xn y a1 ≤ b1 < a2 ≤ b2 enteros
tales que b1 − a1 > N y b2 − a2 > N . Sean p1, . . . , pM puntos periódicos tales que
cada pj se obtiene de la propiedad de especiﬁcación periódica para fj, xj, yj. Deﬁne
el punto
p = (p1, . . . , pM , qM+1, qM+2, . . .) ∈
∞∏
n=1
Xn,
donde qj ∈ Xj son puntos cualesquiera. Un cálculo directo veríﬁca que p satisface
las propiedades de especiﬁcación.
Lema 4.7. Si la función continua f tiene la propiedad de especiﬁcación fuerte
recurrente (débil recurrente) entonces su hiperextensión f tiene la propiedad de
especiﬁcación periódica fuerte (o propiedad de especiﬁcación periódica).
Demostración. Asuma que f satisface la propiedad de especiﬁcación fuerte recurren-
te. Sea ε > 0 y sea N la constante dada por la propiedad de especiﬁcación fuerte
recurrente para ε/2. Fijamos s ≥ 2, conjuntos A1, . . . , As y a1 ≤ b1 < a2 ≤ b2 <
. . . < as ≤ bs con bj − aj > N.
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Sean U li,1, . . . , U
l
i,r conjuntos abiertos que cubren a f
i
(A), dado por bolas de diá-
metro menor que ε/4 y centros Ai, donde al ≤ i ≤ bl. Asumimos que el número r es
el mismo para cualquier i y l. Sea yli,j ∈ Al el centro de la bola U li,1. Sea xi,j el punto
dado por la propiedad de especiﬁcación fuerte recurrente para los puntos y1i,j, . . . , y
s
i,j
y a1 ≤ b1 < a2 ≤ b2 < . . . < as ≤ bs. Por un argumento similar en la prueba del
Lema 2.8 se puede encontrar un punto periódico Pi,j ∈ K(X) con período bs +N y
tal que
dH
(
f
k
(Pi,j), f
k
({yli,j})
)
≤ ε
2
para al ≤ i ≤ bl y l = 1, . . . , s.
Tomando el conjunto
P =
⋃
i,j
Pi,j,
entonces P es el punto periódico deseado.
Sea n ∈ N y sea Zn+1 el grupo cíclico con n+1 elementos. Dotamos a Zn+1 con la
topología discreta. Sea Xn = (Zn+1)∞ = {(xm)∞m=1 : xm ∈ Xn+1,m ∈ N} el espacio
topológico producto de una cantidad no numerable de copias de Zn+1. Resulta que
Xn es homeomorfo al conjunto de Cantor; es decir, Xn es un espacio compacto,
perfecto y tiene una base de conjuntos cerrado-abiertos numerable. Esta base consiste
de los conjuntos cilindros de la forma
[z1, . . . , zk] = {(xm)∞m=1 ∈ Xn : x1 = z1, . . . , xk = zk} ,
donde k ∈ N y z1, . . . , zk es una sucesión arbitraria de elementos de Zn+1 de longitud
k.
Deﬁnimos la función fn : Xn −→ Xn, por f ((xm)∞m=1) = (ym)∞m=1 donde
ym =
{
xm+1, x1 6= xn+1
1 + xm+1, x1 = xn+1
para todo m ∈ N.
Lema 4.8. Sea n ∈ N. Entonces para la función fn : Xn −→ Xn deﬁnida anterior-
mente se tiene
(a) La función fn es continua.
(b) fn no tiene puntos periódicos con período igual a n.
(c) Si n ≥ 3, entonces fn satisface la propiedad de especiﬁcación periódica fuerte.
(d) La función fn es topológicamente exacta.
Demostración. (a) Vamos a probar que, dado z ∈ Xn, la preimagen de cualquier
vecindario abierto de z bajo fn es abierto. En efecto, sea [z1, . . . , zk] (k ≥ n),
tenemos que
f−1([z1, . . . , zk]) =
 ⋃
a∈Zn+1\{zn}
[a, z1, . . . , zk]
 ∪ [zn − 1, z1 − 1, . . . , zk − 1]
52 Propiedades de especiﬁcación
es abierto. Si k < n se obtiene la descomposición disjunta
[z1, . . . , zk] =
⋃
a1,...,an−k
[z1, . . . , zk, a1, . . . , an−k].
(b) Suponga que existe una sucesión (xm)∞m=1 ∈ Xn tal que
(ym)
∞
m=1 = f((xm)
∞
m=1) = (xm)
∞
m=1.
Por la deﬁnición de fn podemos ver que k + xm+n = xm para todo m ∈ N, donde
k = #{j ∈ {1, . . . , n} : xj = xj+n}. Claramente 0 ≤ k ≤ n. Considere dos casos:
1. Si k > 0 entonces existe un j ∈ {1, . . . , n} tal que xj = xj+n y teniendo en
cuenta la igualdad k+xj+n = xj vemos que k = 0, lo que es una contradicción.
2. Si k = 0 entonces en particular xn+1 = x1; luego se tiene que k ≥ 1, lo que es
una contradicción.
(c) Reescribiendo la deﬁnición de la propiedad de especiﬁcación periódica fuerte
para fn y usando las propiedades elementales de los espacios métricos compactos
Xn vemos que es suﬁciente probar lo siguiente: existe N ∈ N tal que para cada
s, t ∈ N y para dos sucesiones ﬁnitas de puntos u1, . . . , us y v1, . . . , vt de elementos
de Zn+1 podemos encontrar una sucesión w1, . . . , wN tal que
f s+Nn ([u1, . . . , us, w1, . . . , wN , v1, . . . , vt]) = [v1, . . . , vt].
Fijamos s, t y dos sucesiones u1, . . . , us y v1, . . . , vt como se ha mencionado. Aﬁr-
mamos que N = 2n. Para ver esto, sea k = #{j ∈ {1, . . . , s − n} : xj = xj+n}
mo´d (n + 1). Si k > 0 entonces deﬁnimos wi = us−n+i para i = 1, . . . , n − k + 1 y
wi = us−n+i+1 para i = n−k, . . . , n, y en otro caso wi = us−n+i+1 para i = 1, . . . , n.
En alguno de los casos, para i = n+ 1, . . . , 2n deﬁna wi tal que wi 6= wi−n y wi 6= vi.
Podemos hacer esto porque hemos asumido n ≥ 2. Por esta construcción se tiene
que
f s+Nn ([u1, . . . , us, w1, . . . , wN , v1, . . . , vt]) = [v1, . . . , vt],
lo que termina la prueba.
(d) Es claro, por las mismas técnicas usadas previamente, que si [u1, . . . , uk] es
un conjunto cilindro no vacío, entonces fk+2nn ([u1, . . . , uk]) = Xn.
El siguiente resultado prueba que el recíproco de los Teoremas 2.19, 2.24, y 4.4
no es verdadero, ver Teorema 14 en [22].
Teorema 4.9. Existe un sistema dinámico f : X −→ X topológicamente exacto
que no satisface la propiedad de especiﬁcación periódia fuerte y tal que Per(f) no
es denso en X pero su hiperextensión f tiene caos exacto de Devaney y satisface la
propiedad de especiﬁcación periódica fuerte.
Demostración. Para n ∈ {2, . . .} sea (fn, Xn) el sistema dinámico construida previa-
mente al Lema 4.8, por tal lema cada fn tiene caos exacto en el sentido de Devaney
y satisface la propiedad de especiﬁcación periódica fuerte. Por tanto, su producto
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cartesiano es una función f topológicamente exacta con propiedad de especiﬁcación
fuerte recurrente, por el Lema 4.6. Otra vez por el Lema 4.8 uno puede ver que f
tiene puntos no periódicos con período mayor o igual que 2, y como f es topológica-
mente transitiva y no es igual a la función identidad entonces el conjunto Per(f) no
es denso. Por tanto, f no tiene caos exacto en el sentido de Devaney y no satisface la
propiedad de especiﬁcación periódica fuerte. Por otro lado, la hiperextensión f tiene
caos exacto en el sentido de Devaney y satisface las propiedades de especiﬁcación
periódica fuerte po los Lemas 4.5 y 4.7, y por el Teorema 2.23.
Note que como f tiene caos exacto de Devaney entonces f tiene caos de Devaney,
que por el Teorema 2.17 es equivalente al caos total en el sentido de Devaney; por
estos hechos se concluye
f totDev C ; f totDev C,
y
f Dev C ; f Dev C,
puesto que f no tiene conjunto denso de puntos periódicos.

Capítulo 5
Conclusiones
Si consideramos las propiedades parciales de las distintas deﬁniciones de caos se
tiene:
Propiedades f f
Transitividad topológica ;
⇐
Totalmente transitiva ⇒
⇐
Exactamente topológica ⇒
⇐
Débilmente mezclante ⇒
⇐
Mezclante ⇒
⇐
Densidad de puntos periódicos ⇒
:
A manera de conlusión tenemos el siguiente cuadro que nos resume los resultados
expuestos en cuanto a las distintas nociones de caos, y también sobre la propiedad
de especiﬁcación periódica fuerte:
Noción de caos f f
Dev C ;
:
totDev C, exDev C, LYC, ωC, dC, SPSP ⇒
:
En general las distintas nociones de caos, de forma colectiva, no implican sus res-
pectivas nociones de caos de forma individual. Pero las distintas nociones de caos,
de forma individual, sí tienen como consecuencia las respectivas nociones de caos de
forma colectiva, exceptuando el caso de caos en el sentido de Devaney donde el caos
individual no implica el caos colectivo ni viceversa.
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