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1. INTRODUCTION 
With appropriate constitutive relations, Maxwell’s equations imply 
and 
(EE + p * E)tt = p-l AE (l-1) 
qDtt =dD+@*dD (l-2) 
when the electromagnetic field occurs in a non-conducting material(dielectric). 
E = (Ei , E2 , Es) is the electric field, D = (Bi , D, , D3) the electric 
displacement, E and p positive physical constants. p)(t) and D(t) are 
defined for 0 < t < co, are continuous and are related by (2.9)-(2.11). The 
operator d is the Laplacian in three space variables x = (xi , x’a , x.J and 
(C/J * E)i (x, t) = Iot y(t - T) E.&T, T) dr. 
If the medium were vacuum, the components of D and E would satisfy 
the wave equation, the prototype of hyperbolic partial differential equations. 
This suggests introducing the concept of a hyperbolic kernel when examining 
(1.1) and (1.2). A kernel F is hyperbolic if equations closely related to (1.1) 
and (1.2) (see (4.2) and (4.3)) are hyperbolic; i.e., solutions propagate with 
finite speed. We show that, if the Laplace transform of y is a rational function 
(the degree of the numerator less than that of the denominator), then p) is 
a hyperbolic kernel. This is proven in Section 4. Equations (1.1) and (1.2) 
are deduced in Section 2 from Maxwell’s equations. The sufficient conditions 
of [2] for the hyperbolicity of integrodifferential equations are discussed in 
Section 3. 
In Section 5 we consider the analog of (1.1) (and (4.2)) under a constitutive 
assumption consistent with those of [9]. Using a theorem of Lax [7] (also used 
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in Section 4), we show that the resulting equation is not hyperbolic when 
the Laplace transform of 91 is rational. Indeed, the solution of our problem, 
if it exists, is not even square integrable with respect to the space variables. 
Hopkinson indicates in [4] that an appropriate 9) for glass would be a linear 
combination of exponentials depending on the silica composition. Such a 
kernel is always hyperbolic. This suggests that other conditions are necessary 
for (1.1) and (1.2) to be physically reasonable equations. We mention (but do 
not pursue here) the condition of asymptotic stability. One expects the solu- 
tions of (I. 1) and (1.2) to approach 0 in some sense as t increases without 
bound. Sufficient conditions for asymptotic stabiiity can easily be deduced 
from the general theory of [l]. Unfortunately, necessary conditions are not 
known. 
2. BACKGROUND 
Maxwell’s equations for a dielectric can be written as 
Bt+curlE =O, (2.1) 
curl H - Di = 0, (2.3 
div B = 0, (2.3) 
div D = 0. (2.4j 
B is the magnetic flux density, E the electric field, H the magnetic intensity, 
and D the electric displacement. If the electromagnetic field (E, B) occurs in 
vacuum, the constitutive relations D = E,,E and II = p;‘B are adjoined to 
the above field equations, (E,++ = c-s, where c is the velocity of light in 
vacuum.) Following a suggestion of Maxwell, Hopkinson [4] proposed a 
constitutive relation for the electric displacement D in a dielectric of the form 
D(t) = cE(t) + Jt ~(t - T) E(r) &, (251 -m 
where E > 0 and y(t), t 3 0, is a decreasing function of t. We shall adjoin 
(2.5) and 
H = p-rB (2.6) 
to the field equations. There is evidence in [6] that the addition of a memory 
term in (2-6) can be an “over refinement.” A discussion of more general 
linear constitutive relations is given in [9]. The replacement of (2.5) by 
D(t) = 5 ci 
%=O 
SE(i) + 1” g?(t - T) E(T) &- 
oc 
(2.7) 
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is consistent with the constitutive relations of [9]. In Section 5 we examine an 
equation that arises when the field equations are considered together with 
(2.6) and (2.7). The general constitutive relations of [9] lead to systems of 
integrodifferential equations. The notion of hyperbolicity can be extended 
to such systems. 
For convenience we assume throughout that E(t) = 0 for t < 0 and that 
v(t) is continuous for 0 < t < 03. Solving (2.5) for E by successive approxim- 
ations, we have 
E(t) = e-l D(t) + E-I 1” @(t - T) D(T) dr, 
where 
JO 
CD(t) = ; (-1)” p)“(t), (2.9) 
and 
qqt) = &p(t) (2.10) 
p)“(t) = j’ q+(t - T) +(T) dr, n = 2,... . (2.11) 
0 
Given a smooth solution of (2.1)-(2.6), (2.8) implies that divE = 0. Thus, 
dE = grad(div E) - curl curl E = -curl curl E 
= (curl B)t = p(curl H)t = pDtt 
= P.(~E + v * Wtt; 
that is, (1.1) holds. The above and (2.8) imply (1.2). 
3. HYPERBOLICITP 
Equations of the form 
u(x, t) = i I” kY(t - T) L&x, T) d7 + g(x, t) 
v=l 0 
when x = (xr ,..., L 12 T ) and L, is a constant coefficient differential operator 
with respect to these variables are considered in [2]. 
DEFINITION. (E) is hyperbolic if for each 
g E qlrin x [O, co)) n C@qP x (0, co)) 
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satisfying p(x, t) = 0 when i xi 1 3 bi , i = I,..., n, there exists a unique 
solution u E C(R” x [0, ~YJ)) n Cm(Rn x (0, ~3)) having finite signal speed; 
i.e., there are ci > 0 such that u at time t, t > 0, vanishes outside of 
i--b? - c$ < xi < bi + c,f / i = l,..., 721. 
The above definition parallels the characterization of constant coefficient 
hyperbolic partial differential equations given in [3]. Moreover, the Cauchy 
problem for constant coefficient differential operators with associated polyno- 
mial having its degree p equal to its degree in one of its variables can be 
reduced to (E) by integrating p times with respect to the preferred variable. 
Denote the Laplace transform of k, by 6” and the polynomial associated 
with L, by Oy(iJ; i.e., L, = Q,(%jPx, ,..., a/‘&,). The analysis in [2] leads to 
sufficient conditions for hyperbolicity in terms of 
(f cl”(i5) k‘.,(w,i(l - f Q,(g) i;,(w))“. 
u=l I \ s-1 
We summarize these conditions. (In keeping with the notation of [2f, the 
above expression is fi?(w, <).) Assume that each k, is piecewise continuous and 
satisfies 
(4 / k”(t)/ < CeGt. 
Assume that for each i, i@((w, 5) is an analytic function with at most a finite 
number s(i) of singularities wJ() and that 
(b! sup S(S) = S < cc, 
(4 re 45) = O(l i I) as 151-m, 
and 
(4 re ~~(4) is bounded for < E R”. 
Let Cjw, 8) be a circle of radius 6 about w. dssume there is I’ > 0 and 
C > 0 such that 
(4 
for 5 = (L ,..., L), i=l ,...I s(b). 
The proof that (aj-(ej are sufficient for hyperbolicity is a consequence of 
a representation of ti(<, t), the Fourier transform of u with respect to the space 
variables and the following theorem. 
PALEY-WIENER THEOREM [Xl. Suppose FczLZ(Rn). F is the Fourie 
tansform of a function aazishing outside of (---bi < xi < bi , i = I ,..., rz> if a& 
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only ifF is the restriction to Rn of an entire function F(S), 5 E Cli, of exponential 
type; i.e., for each E > 0, thme is C, > 0 such that 
I W)l G C, exp i Vi + 4 I Si I. 
i=l 
The representation of fi is as follows: 
where 
(3.2) 
exp(tw) a((~ + w.~(<), 5)dw. 
(3.3) 
The basic step in proving hyperbolicity is the use of (3.2) and (3.3) together 
with conditions (a)-(e) to prove that zi([, t) satisfies the hypotheses of the 
Paley-Wiener theorem for each t. 
4. HYPERBOLIC KERNELS 
We assume that v(t) is continuous for 0 < t < 03 (hence, CD is continuous) 
and that 
I dt>l < C@. (4-l) 
DEFINITION. CJI is a hyperbolic kernel if both 
U(x, 1) = (+)-I j” (t - T) du(x, T) dr 
0 
and 
- e-1 s t q(t - T) u(x, 7) d7 +g(.y, t) 0 
w(x, t) = (c&l j” (t - T) da@, T) dT 
0 
+ (cp>-l jot (jot-’ (t - T - s) Q(s) ds) dv(x, T) d7 
+ h(.v> 4
(4.2) 
(4.3) 
are hyperbolic equations. 
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(If E and D satisfy (1.1) and (1.2) together with the Cauchy conditions 
E(x, 0) = a(x), Et(x, 0) = b(x), D(x, 0) = c(x), and Dt(x, 0) = d(x), then 
each component Ei of E satisfies (4.2) with 
g@, 0 = at(x) + q&4 + eJ(0) a,(x)) 
and each component Di of D satisfies (4.3) with h(x, t) = c:(x) + t&(x).) 
LEMMA. If cp is continuous and satis$es (4.1), then G(w) exists for re w > C f- a 
and 
6(w) = -$qw)/(c + rgw)). (4.4) 
Proof. Using elementary estimates, we deduce 
/ Q(t)\ < Ce(c+a)t (4.5) 
from (2.9)-(2.11). Consequently, @P(U) exists for re w > C + a. These 
equations also imply the reciprocal relation 
-fpl * rp = q9 + @. (4.6) 
(4.4) follows from (4.6). 
Let fi& and && be the expression (3.1) associated with Eqs. (4.2) and (4.3), 
respectively. We have 
@l(W, 5) -(qL)-1 1 5 12 = - e-‘@(W) zuf% 69 + (qL)-1 /5 12 e-‘ijT(W) co2+ r
and by the above lemma 
DEFINITION. A polynomial P(w, i{) = wp + z:L, Q,,(i{) c&--V, j Q,(l;)i < 
C(l 5 I” + I), 5 = (51 ,*.a, [,), is hyperbolic if the roots w(c) of P(w, iLJ = 0 
have bounded real part for 5 E R”. 
DEFINITION. A rational function M(w, 5) = Pl(w, ic)/Ps(w, ii) is hyper- 
bolic if Pz(w, is) is hyperbolic. 
LEMM=4. Let e(w) b e a rational function z&h the degree of the numerator 
less than that of the denominator. Then 93 is a hyperbolic kernel if A?& is a hypei- 
bolic rational function. 
Proof. To prove that q is hyperbolic, we simply verify (a)-(e) for both 
(4.2) and (4.3). All are elementary calculations since j@s and A& are hyperbolic 
rational functions. ((c) follows from the estimate given on p. 148 of [5].) 
505/18/1-12 
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(4.7) 
By the previous lemma v is a hyperbolic kernel if #a is a hyperbolic rational 
function. This is true if and only if 
p(w, iy) = b,w”+2 + j 7 I2 f bm-Bw”L-x: 
.m+1 
+ 1 (b,-, + ~-~a~-,) CL+, (4.8) 
k=O I;=2 
rl = (EZC)-~I~<, d fi e nes a hyperbolic polynomial. Define Q, a polynomial in 
two variables, by 
m Whil 
Q(w, is) = b.m,wmf2 + s2 C bm-&“-~ + C (b,-, + •-~a~-~) ~2. (4.9) 
k=O k=Z 
Clearly, (4.8) defines a hyperbolic polynomial if and only if (4.9) defines a 
hyperbolic polynomial. Necessary and sufficient conditions for polynomials 
in two variables to be hyperbolic are known. We specialize a theorem of 
Lax PI: Let P(x, 5) = 5TQ(45, 115) = p&4 + i$&) + &L2(4 + .-- + 
p-rpr(s) + Srpo(.z), where I’ is the degree of Q in both variables. Q(w, U) is a 
hyperbolic polynomial if and only if (a) the roots of j+(z) = 0 are real and 
(b) the greatest common divisor of p&z), +,.(x)/&,..., PJJ~(z)/&~~ divides 
p,,.-k(x) (k = l,..., 1’ - 1). For (4.9), we have P = m + 2, &+a(~) = 
bnzz’n(z2 - l),po(z) =pr(z) = 0, andp,(z) =z~-~(A~ + B,.G), K =2,..., m + 1. 
Applying Lax’s theorem, we have the following theorem. 
THEOREM. If 4 isgiven by (4.7), then p) is a hypmbolic kernel. 
Remark. Lax defines 
Pk, 5) = 1;FQ(.+S, l/G’). 
This is the same as P defined above since the Q of [7] is, in our notation, 
Q(iw, is). 
5. THE OTHER CONSTITUTIVE ASSUMPTION 
Consider 
c,u(x, t) = (p(n + l)!)-1 Jo6 (t - ,>,+r dU(X, T) dT 
- ((72 - l)!)-’ Jot (t - q-1 ql * U(X, T) dT 
- f’; cj((n - 1 - j)!)-’ Jot (t - .)--l-j u(x, T) d7 + g(x, t). (5.1) 
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This equation is the analog of (4.2) when (2.5) is replaced by (2.7). For this 
equation, 
If + is given by (4.7), the analog of (4.9) (with y = (c,~)-l/~<) is 
n-1 m 
+ c c cjb,d+“‘“. 
j=O ,Q=O 
We now have I’ = n + nz + 2, p&z) = b,,z+, andp,.-, = pTPilf.L = GYRfP - b,xnz. 
Since ?pr(a)j&+ is a constant titnes zW2 and b., Lf- 0: 2np,.(z)/~nn does not 
divide p,-, and, by Lax’s theorem, we have the following theorem. 
THEOREM. If +i is given by (4.7), then i@ is not a hyperbolic rationalfwzction. 
The definition of hyperbolicity in Section 2 does not rule out the existence 
of another solution of Eq. (E). Mr e only demand that there be exactly one 
with finite signal speed. Within the class of all functions U(X, t) which are in 
L2(R’“) for each t > 0, this solution is unique. To prove this, we simply apply 
the Fourier transform to (E) and solve by successive approximations. Clearly, 
the resulting solution is unique. If (a), (b), and (e) hold, we deduce from (3.2) 
and (3.3) that (d) is a sufficient condition for u(., t) to be in L2(Rn). If ill? is a 
rational function, (d) is also a necessary condition. This is a consequence of (d) 
being equivalent to 
the proof of which is a consequence of a theorem of Tar-ski on the decidability 
of the elementary theory of real polynomials. A brief discussion of the rest& 
needed and further references can be found in [3]. As a consequence of our 
last theorem, we now have this final corollary. 
COROLLARY. Let u(x, t) be the solution of (5.1) {fit exists. If $3 satisJies (4.3, 
then u( -, t) is not in L”(R3). 
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