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Abstract
Vision and language tasks have benefited from attention.
There have been a number of different attention models
proposed. However, the scale at which attention needs to
be applied has not been well examined. Particularly, in
this work we propose a new method Granular Multi-modal
Attention, where we aim to particularly address the ques-
tion of the right granularity at which one needs to attend
while solving Visual Dialog task. The proposed method
shows improvement in both image and text attention net-
works. We then propose a granular Multi-modal Attention
network that jointly attends on the image and text granules
and shows the best performance. With this work, we ob-
serve that obtaining granular attention and doing exhaus-
tive Multi-modal Attention appears to be the best way to
attend while solving visual dialog.
1. Introduction
In ‘Visual Dialog’ [5] problem, an AI agent has access to
an image. The aim is that the bot should be able to answer
a question given the image and the context of the previous
conversation. We can gain insights for a method by observ-
ing the regions of the image the method most focuses on
while answering a question. It has been observed in a re-
cent work that humans also attend to specific regions of an
image while answering questions [4]. We therefore expect
strong correlation between focusing on the “right regions
while answering questions and obtaining better semantic
understanding to solve the problem. This correlation ex-
ists as far as humans are concerned [4]. We therefore aim in
this paper to obtain image based attention regions that cor-
relate better with human attention. It is known that using
attention for solving various problems that relate to vision
and language is a good approach. However, in an interest-
ing evaluation carried out for the visual question answering
task [4] it was observed that the attention networks focus
on regions different from that used by humans for answer-
ing questions. We hypothesize that this could be due to the
fact that they do not focus on the right granularity and cor-
rect context when obtaining attention for image and textual
regions.
Figure 1. We first obtain image and text attention. Then we used
Multi-modal Attention network to obtain final attention map. Fi-
nally, we classify the answer based on the attended feature. We
provide the attention map that indicates the actual improvement in
attention.
In this work, we aim to address this problem. We par-
ticularly aim to obtain ‘granular regions’ for images using
object proposals as was used earlier by Anderson et al. [1]
and word based attention using the appropriate context. We
observe that by using all the text to attend to each image
proposal using granular image attention network and using
the whole image to attend to each word using granular word
attention networks, one can obtain the appropriate attention
network regions in image and text respectively. Further,
these when used in conjunction result in further improve-
ment through granular multi-modal attention networks. In
figure 1 we illustrate the main idea of the network. As can
be observed, the multi-modal attention network obtains at-
tention regions from both image and text and when com-
bined provides improved attention regions.
As part of the work, we also carry out a thorough evalu-
ation of all the main attention methods that have been pro-
posed in literature for various vision and language tasks.
This evaluation also provides the ground for properly ana-
lyzing the various attention methods. Additionally, we con-
sider the correlation between the visual explanation and at-
tention regions. In literature, there have been visualization
efforts such as Grad-cam [29] that aim to provide explana-
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tions for the decisions by neural networks by visualizing the
gradient information. We show that the proposed attention
network regions correlates well with these regions obtained
using Grad-cam. To summarize through this paper we pro-
vide the following main contributions:
• We propose a granular image-attention (GIA) and
granular text-attention (GTA) based approach to obtain
improved attention regions for solving visual dialog.
• We evaluate three variants of the proposed granular at-
tention networks - one where we only obtain image
attention, the other where we obtain text based im-
age attention and the final proposed method where we
combine these attentions using multi-modal attention
method.
• We obtain an improved overall accuracy by 6%
NDGC score as compared to other baseline approaches
using the proposed attention model for the visual dia-
log task.
• We provide a thorough empirical analysis for the
method and also provide visualizations of atten-
tion mask for granular multi-modal attention net-
work(GMA) and measure rank correlation among var-
ious attention masks with Grad-CAM regions to en-
sure that the attention regions correlate with the re-
gions used by network in solving visual dialog.
2. Related Work
A conversation about an image is known as Visual Dia-
log. This is one of the recent challenges in the field of vi-
sion and language. The task of Visual dialog involves image
captioning [31, 33, 15, 8, 14, 37] that is description about
image, visual question answering [19, 2, 28, 21, 36, 30, 18]
that is responding natural language question about an im-
age, visual question generation [20, 24] that generating
natural language question about an image and generating
similar types of question of given question[25]. The multi-
modal attention mechanism is one of the core mechanisms
in the interaction system. In VQA,[39] proposed attention
network in stacked fashion,[10] combine both modality in
frequency space and [22] use exemplar way to combine and
get multimodal attention map. [12] proposed a cross-modal
attention network by looking at word level and object level.
[26] proposed a nice algorithm for minimizing uncertainty
and get a robust attention map in a multimodal system. Vi-
sual dialog requires the agents to have a meaningful con-
versation about the visual content of an image. This was
introduced by [5]. They proposed three approaches, i.e, late
fusion, by concatenating all the history around, attention-
based hierarchical LSTM for handing variable-length his-
tory and memory-based method which resulted in the high-
est accuracy.
Das et al.[6] proposed deep reinforcement learning-
based end-to-end trained model for Visual Dialog. Strub et
al.[32] proposed an end-to-end RL optimization and it’s ap-
plications to multimodal tasks. Chattopadhyay et al.[3] de-
signed an interactive AI image guessing game on visual dia-
log. Lu et al. [17] and Wu et al.[35] proposed generator and
discriminator based architecture. Recent work on the visual
dialog as proposed by Jain et al.[13] is based on discrimi-
native question generation and answering. [23] proposed a
probabilistic method to generate diverse answers and also
minimize uncertainty in the answer generation. Various
methods have been proposed to handle variable-length his-
tory rounds. Das et al.[5] has also proposed the ‘Late Fu-
sion’ (LF) method, where question word tokens are con-
catenated with answer tokens then obtained its embedding
using LSTM network. In order to handle variable-length
history, they proposed hierarchical LSTM. Also, they pro-
posed a memory network model to perform the best results
in terms of accuracy. In contrast to the earlier architectures,
we address the question of obtaining correct attention re-
gions for solving the task and provide comparisons with the
related attention methods.
Figure 2. Illustration of SAN and its attention mask. We pass an
image through a convolutional neural network to get image fea-
tures and apply tile function on text to obtain text features. Then
we obtain softmax mask using attention network. We apply the
attention mask on image to get the final attention.
3. Background: Stacked Attention Network
(SAN)
Stacked Attention Network (SAN) [38] is a question
guided attention scheme which learns the attention proba-
bility vector of the visual information based on the input
question vector. We use this as our reference network. At-
tention is weighted average of question features and image
features. The output of weighted average features is fed into
tanh layer followed by linear layer to compute the atten-
tion probability vector. Softmax is applied over linear layer
to obtain attention map, which indicates the probability of
contribution of each spatial feature. Finally, this attention
map is multiplied by image feature and resultant is added to
question feature to predict answer. SAN uses stack of this
attention layer as a iterative step to narrow down the selec-
tion portion of visual information. Mathematical expression
for SAN is as follows:
fqj = Att(f
j−1
q , fi) + f
j−1
q
where f jq is the question vector in j
th iteration and fi is the
image feature matrix. This process repeats J times to obtain
correct answer.
Answer = softmax(W ∗ fqj + b)
3.1. Multimodal Compact Bilinear Pooling(MCB)
Figure 3. Illustration of Multimodal Compact Bilinear Pool-
ing(MCB) and its attention mask. We obtain image features
using Convolution Neural Network and question features using
LSTM. Finally, we combine these two using Fast Fourier Trans-
form and obtain final attention vector by applying Inverse Fast
Fourier Transform to final attention. Then we normalize the at-
tention vector and obtain the final answer
MCB is another approaches to combine image modal-
ity with language modality. Here, we obtain image features
using Convolution Neural Network and text features using
Recurrent Neural Network. Finally, we combine these two
using Fast Fourier Transform and obtain final attention vec-
tor by applying Inverse Fast Fourier Transform to final at-
tention. Then we normalize the attention vector and obtain
the final answer. In compact bi-linear pooling, we trans-
form image features and question features to common space
using compact bi-linear pooling. From this, we obtain cor-
relation feature between image features and question fea-
tures. Then we obtain attention mask by weighted aver-
age of question features and image features. The output
of weighted average features is fed through tanh layer fol-
lowed by linear layer which makes their sizes equal. Soft-
max is applied over linear layer to get attention map which
indicate the probability of contribution of each image fea-
ture. Finally, this attention map is multiplied by “conv5”
features and resultant is added to question features to pre-
dict answer.
f iq = tanh((Wcf
i
n,m + bc)Wqfq)
f iqls = L2(signedsqrt(f
iq)
f iqa =Wa2σ(Wa1f
iq
ls + ba1)
αn,m = softmax(f iqa )
fatt =
N∑
n=1
N∑
m=1
αn,m ∗ f in,m
fout = fatt  fq
(1)
4. Method
The main focus in our approach for solving visual di-
alog task is to use multi-modal attention based method to
combine granular image and textual attention map to im-
prove attention and visual explanation. The key differences
in our architecture as compared to an existing visual dia-
log architecture is the use of granular Attention mask. The
other aspects of dialog are retained as is. In particular, we
adopt a classification based approach for solving visual dia-
log where an image embedding is combined with the ques-
tion and history embedding to solve for the answer. This is
illustrated in figure 4.
4.1. Overview
Our method consists of four parts as illustrated in fig-
ure 4:
1. We obtain granular feature for image and Question
embeddings using standard pretrained VQA (MCB)
Model[11].
2. We obtain granular image attention feature for ques-
tion and history based on query image. Similarly, we
obtain granular text attention feature for the text based
on the query question and previous history.
3. Then, we combine these attention mechanisms using
a Multi-modal Attention mechanism. We also evaluate
Multimodal Compact Bilinear Pooling mechanism and
concatenation to combine these two attentions but we
observed that Multi-modal Attention performs better.
Finally, we obtain context encoding vector.
4. This context embedding compares with all the candi-
date answer options and obtain a 100 dim vector by
reasoning with each answer option and context embed-
ding vector.
4.2. Granular Multimodal Attention Module
Granularity in image and question is required to answer
each round of question in visual dialog. It is built on two
main networks - Granular Image Attention Network and
Granular Text Attention Network. In image attention net-
work, we obtain attention features by attending using text
features for each object present in image. In text attention,
we obtain attention features by attending image features for
each question (history token). The joint attention model
(GMA) combines image and text attention features to ob-
tain final answer encoding feature.
4.2.1 Granular Image Attention (GIA) module
In Granular Image Attention Network, we obtain relevant
regions in an image for answering particular question in vi-
sual dialog. [27] generates importance regions indicating
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Figure 4. Granular Multi-modal Attention Attention Network. Firstly, we use a CNN to obtain image features gi, then we use LSTM to
obtain text features. We obtain image attention features by attending question features with each object present in the image. Similarly, we
obtain text attention feature by attending image features with every word in question. Afterwards, we use a Multi-modal Attention network
to obtain final attention. Final answer can be obtained using the result of Multi-modal Attention.
how salient each pixel is for the models prediction. Fol-
lowing this explanation approach, we mask different image
regions in random combinations to compute the importance
of each region to produce the ground truth answer. Saliency
map for a given output class is computed as a weighted
sum of random masks, where weights are the probabil-
ity scores of that ground-truth class for the corresponding
mask. We generate saliency map for the ground-truth class.
We use the image features from vgg-16,CONV-5 given by
X ∈ RC×N where N = 14 × 14 and C=512. To produce
an importance map, we randomly sample a set of binary
masks M1, ...,MN according to distribution D and probe
the model by running it on masked image regions X Mi,
i = 1, ..., N and  denotes element-wise multiplication.
Then, we take the weighted average of the masks where the
weights are the confidence scores f(XM) of the ground-
truth class and normalise it by the expectation of M .
SX,f =
1
E[M ].N
N∑
i=1
f(X Mi)Mi (2)
Where SX,f denotes the saliency map for the ground-truth
class. The map generated denotes the importance of each
image region for predicting the ground truth class and there-
fore, we use this map obtained as a basis for improving the
image-attention network of the baseline model. We treat
each round of the visual dialog as a visual question answer
(VQA) [34] with external knowledge as a history as a con-
text input. So We obtain image saliency map for each round
of the visual dialog. We term this as granular image fea-
ture. The attention applied on this image feature is know as
granular image attention. Then we apply attention mask to
get attention probability of each of the spatial region. The
entire procedure is as follows:
f iq = tanh((Wcf
i
n,m + bc)Wqfq)
f iqls = L2(signed sqrt(f
iq))
f iqa =Wa2σ(Wa1f
iq
ls + ba1)
αqn,m = softmax(f
iq
a )
f
′
q =
N∑
n=1
N∑
m=1
αqn,m ∗ f in,m
(3)
where f in,m is a vector representing n×m bounding box. fq
is a vector representing the question, (W∗, b∗), are weight
matrices and bias terms. αqn,m is the attention probability
mask. f
′
q is the image attended feature for question se-
quence. Similarly, we obtain image attention feature vec-
tor f
′
h for history sequence. Finally we combine image
attended feature for question f
′
q with image attended fea-
ture for history f
′
h to obtain final image attended feature Ai
which is shown in algorithm 1
4.2.2 Granular Text Attention (GTA) module
Similar to 4.2.1, We find out the question words that the
model needs to attend more in order to predict the answer
properly. Suppose we have a question Q, which has n
words (q1, q2, q3, ......, qn). We mask two words at a time
and probe the model to run with the masked question Q′ .
For eq , Q′ can be (q1, q2, 0, 0, ........., qn) . There are to-
tal nC2 possible combinations for Q′. Let the ground truth
class probability predicted by the model when probed with
masked Question be G′. We find the masked question Q′
with which we get the maximum value ofG′ and further, re-
trieve the attention map Aˆttq generated by the model when
probed with Q′. Then we multiply the attention probability
of each word with each question token which is as follows:
Ck = tanh (Wigi + bi +Wqf
k
q + bq)
pk = softmax(WcC
k + bc)
f
′
q =
T∑
k=1
pkfkq
(4)
where gˆi is a vector representation which brings gi image
feature to a common feature space. fˆkq is a vector represent-
ing word k which brings fkq feature to a common feature
space, where k ∈ 1, ...,K, K is the length of the sequence
and pk is the attention probability mask. Here (W∗, b∗) are
weight matrices and bias terms. f
′
q is the attended question
feature for question sequence. Similarly we obtain attention
feature vector f
′
h for history sequence. Finally we combine
attended question feature with attended history feature to
obtain final text attended feature At which is shown in al-
gorithm 1.
4.2.3 Granular Multi-modal Attention (GMA)
The challenging task of this module is to combine image at-
tention (GIA) and text attention (GTA) modality. We adapt
most efficient method, Multimodal Compact Bilinear Pool-
ing (MCB) [11], to combine image modality with language
modality. This method uses Fast Fourier Transform to con-
vert image and text space into Fourier space, where it com-
bine both modality using compact bi-linear pooling method,
then using Inverse Fast Fourier Transform to bring back to
final attention space. From this, we obtain correlation fea-
ture between image features and question features. Then we
obtain attention mask by weighted average of question fea-
tures and image features. The output of weighted average
features is fed through tanh layer followed by linear layer
which makes their sizes equal. Softmax is applied over lin-
ear layer to get attention map which indicate the probability
of contribution of each image feature. Finally, this attention
map is multiplied by image features to predict final answer
which is as follows:
CA =MCB16,000(Ai, At)
γ = softmax(WcCA + bc)
A =
∑
γgi
(5)
whereAi, At are the attended vector representing for GAIN
and GTAN. (W∗, b∗) are weight matrices and bias terms. γ
is the attention probability mask and A is the final attention
vector. In MCB method, we first project the lower dimen-
sional inputs Ai and At to a 16,000 dimensional space and
combines them and later projects it back into a lower di-
mensional space to get a joint feature representation CA.
Finally we minimize the cross entropy loss over all training
examples. The cross entropy loss between the predicted and
ground truth answer is given by:
Lcross(s, y) = − 1
C
C∑
j=1
yj log(cj |s) (6)
Algorithm 1 Granular Multi-modal Attention
1: I: Given input image
2: Q: 10 rounds of Question
3: H: 10 rounds of Question and Answer pair
4: GMA Mechanism:
5: while loop do
6: Compute Image Embedding gki = G(I,Wc)
7: Compute Question Encoding fkq = F (Q,Wq)
8: Compute History Encoding fkh = F (H,Wh)
9: while k=1:K do (For GTAN)
10: αkq = ATTENTION (gi, f
k
q )
11: αkh = ATTENTION (gi, f
k
h )
12: f
′k
q =
∑
αkq ∗ fkq
13: f
′k
h =
∑
αkh ∗ fkh
14: αk = ATTENTION (f
′k
h, f
′k
q )
15: Akt =
∑
αk ∗ fkq
16: while l=1:L do (For GIAN)
17: βlq = ATTENTION (g
l
i, fq)
18: βlh = ATTENTION (g
l
i, fh)
19: f
′ l
q =
∑
βkq ∗ gli
20: f
′ l
h =
∑
βkh ∗ gli
21: βl = ATTENTION (f
′ l
h, f
′ l
q)
22: Aki =
∑
βk ∗ gki
23: γgma = MCB ATT(Ai, At)
24: A =
∑
µgma ∗ gi
25: ——————————————————-
26: procedure :ATTENTION(gi, fi)
27: Image feature: gi ∈ R14×14×512
28: Question feature: fi ∈ R1×512
29: Gc : Conv2d(gi), Gc ∈ R14×14×512
30: Ft : Tile(fi), Ft ∈ R14×14×512
31: ha = tanh(WIGc +WQFt + bq)
32: za = Waha + ba, za ∈ R14×14×1
33: α = exp zi∑M
i=1
exp zi
, α ∈ R14×14
34: return α
5. Experiments
We evaluate our proposed model in the following ways:
first, we evaluate our proposed Granular Multi-modal At-
tention Network against other variants described in sec-
tion 5.3. Second, we have shown rank correlation in table- 2
to analyze correlation between attention mask with the gra-
dient class activation map. Third, we compare our method
Model R@1 R@5 R@10 MRR Mean NDGC
SAN(Baseline) 40.93 72.61 83.50 0.5616 5.11 0.4595
HCIAE 41.15 72.67 82.98 0.5763 5.32 0.4671
MCB-att 42.62 74.45 84.33 0.6013 5.13 0.4715
GTA 43.89 77.48 87.21 0.6045 4.81 0.4808
GIA 44.03 78.57 88.60 0.6092 4.68 0.4877
GMA cat 44.82 80.05 89.33 0.6126 4.26 0.5012
GMA MCB 45.10 80.48 90.15 0.6187 3.91 0.5095
GMA MCB-att 45.66 81.62 91.26 0.6234 3.68 0.5168
Table 1. Ablation analysis of our model on VisDial-v1.0 in test-std dataset.
with state-of-the-art(SOTA) methods in table- 4 such as
‘visdial’ [5]. Finally, we show the Grad-CAM [29] visual-
ization of aleatoric uncertainty and baseline model(late fu-
sion). We further compare our model with state-of-the-art
model such as ‘visdial’ [5]. The quantitative evaluation is
conducted using standard retrieval metrics namely models
are evaluated on standard retrieval metrics (1) mean rank,
(2) recall @k and (3) mean reciprocal rank (MRR) of the
human response in the returned sorted list.
Model Rank Correlation P value EMD
SAN 0.3415 1.7913 0.48
MCB 0.3326 1.7973 0.47
GTA 0.3549 1.7840 0.44
GIA 0.3590 1.7814 0.42
GMA 0.3670 1.7701 0.41
Table 2. Rank Correlation, EMD of Grad-CAM with attention
mask
5.1. Dataset
We evaluate our proposed approach by conducting ex-
periments on Visual Dialog dataset [5], which contains hu-
man annotated questions based on images of MS-COCO
dataset. This dataset was developed by pairing two subjects
on Amazon Mechanical Turk to chat about an image. One
person was assigned the job of a questioner and the other
person acted as an answerer. The questioner sees only the
text description of the an image which is present in caption
from MS-COCO dataset and the original image remains
hidden to the questioner. Their task is to ask questions about
this hidden image to imagine the scene better. The answerer
sees the image, caption and answers the questions asked by
the questioner. The two of them can continue the conver-
sation by asking and answering questions for 10 rounds at
max. We have performed experiments on VisDial 1.0. Vi-
sual dialog v1.0 contains 123k dialogues on COCO-train for
training split and 2k dialogues on Visual dialog val2018 im-
ages for validation split and 8k dialogues on visual dialog
test-2018 for test-standard set.The caption is considered to
be the first round in the dialog history.
Model R@10 MRR Mean
GTA (K=8) 86.50 0.5616 5.41
GTA (K=32) 86.48 0.5763 5.32
GTA (K=64) 87.21 0.5813 4.81
GTA (K=128) 87.35 0.5820 4.83
GIA (K=8) 87.52 0.5745 5.01
GIA (K=32) 87.92 0.5792 4.93
GIA (K=64) 88.60 0.5926 4.68
GIA (K=128) 88.63 0.5943 4.23
GMA (K=8) 89.02 0.6026 4.26
GMA (K=32) 89.15 0.6187 3.91
GMA (K=64) 90.12 0.6213 3.63
GMA (K=128) 91.26 0.6234 3.68
Table 3. Ablation analysis of our model with respect to various
Granular features on VisDial-v1.0 in validation dataset.
5.2. Ablation Analysis on Granular Feature
We conduct an experiment on various granular features
for image and question attention map. We start with
K=8,32,64,128 granular per image. We can observe that
K=64, we observe significant improvement in accuracy
score as shown in table-3. Further increasing K=128 it im-
proves but not significant. So we select number of granular
object is 64 in case of image and also in question. Granular
feature distribution for various value of K is shown in figure
-8. From the distribution we can observe that feature are are
correlated and lies between 0.2 to 0.6.
5.3. Ablation Analysis on Attention Network
In this, we provide comparison of our proposed model
GMA and other variants along with baseline model using
various metrics in the table - 1. Each row provides results
for one of the variations. The first block provides scores of
our implementation for traditional methods such as stack at-
tention method which is our baseline, History-Conditioned
Image Attentive Encoder (HCIAE) [17] method and Mul-
timodal Compact Bilinear Pooling (MCB) [11] based at-
tention method. The second block provides scores for our
proposed Granular Image (GIA) and Text(GTA) attention
model and the third block provides scores for different vari-
ant of our proposed multimodal attention model GMA. It
Figure 5. Visualization of attentions: In this figure, the first row refers to SAN attention visualization of visual dialog model and second row
refers to MCB-att attention visualization, third row refers to GIA attention visualization, fourth row refers to GTA attention visualization
and fifth row refers to GMA attention visualization. The first column indicates the visualization of attention rounds of dialog from round 1
to 10.
is apparent that our best variant (GMA(MCB-att)) outper-
forms all the other variants achieving an improvement of
3.57% in R@1 score, 4.22% in R@5 score, 3.77% in R@10
score, 0.0899% in MRR and 2.27% in mean over the base-
line variant.
5.3.1 Rank correlation, P value and EMD
In the section, we measure Rank correlation(RC), P-value
and Earth mover’s distance (EMD). RC is a measure of
monotonicity between two datasets and it is usually used
for comparing images. P value indicates rough probabil-
ity of uncorrelated system producing datasets having rank
correlation equal to or more than those produced by these
datasets. We provide the quantitative ablation results for
rank-correlation(higher is better) and P value(lower is bet-
ter) in table - 2. It is apparent that MCB outperforms other
models in generating attention maps with rank correlation
value of 0.3570 and p value of 1.7781 followed by GIA
and GTA with rank correlation of 0.3509 and 0.3519 respec-
tively and P value of 1.7820 and 1.7834. EMD is a measure
of dissimilarity between two distributions. We also provide
quantitative results for EMD in table - 2. There is 7% im-
provement over baseline(SAN) model.
5.3.2 Statistical Significance Analysis
We analyze Statistical Significance [7] of our GMA model
against other models mentioned in section 5.3. The Criti-
cal Difference (CD) for Nemenyi [9] test depends on given
α (confidence level, which is 0.05 in our case) for average
ranks and N(number of tested datasets). Low difference in
ranks for two models implies that they are significantly less
different. Otherwise, they are statistically different. Fig-
ure 7 visualizes the post hoc analysis using the CD diagram.
It is clear that GMA works best and is significantly different
from other methods. Models within a single colored line are
statistically indifferent.
5.4. Comparison with Other Baselines
The comparison of our method with various state-of-the-
art methods for visual dialog dataset v1.0 are provided in
table - 4. The first block of the table consists of state-of-
the-art methods for visual dialog model and second block
consist of variant of our proposed method. Final row
(GMA(MCB-att)) is our best proposed model. We compare
our results with the baseline model ‘Late-fusion-QIH’ [5].
We observe that we get an improvement of about 3.77% &
1.55% in R@10 score and 9% & 5% in MRR over the base-
line model and the best model of Das et.al [5] respectively.
We develop our GMA model on basic attention model (SAN
[38]) and we achieve improvement of 5% on MRR score.
(a) K=0 (b) K=8 (c) K=32 (d) K=64 (e) K=128
Figure 6. Joint probability distribution of GRAD-CAM mask and predicted attention mask distribution . We observe that as overlapping
or EMD improves, the Joint Distribution is also improves as we increase K=8 to K=128. The Earth Mover Distance between them is 0.37.
We observe that as overlapping or EMD improves, the Joint Distribution is also improves.
Model R@1 R@5 R@10 MRR Mean NDGC
Baseline 40.56 71.35 82.83 0.53 5.95 0.450
HRE [5] 39.93 70.45 81.50 0.54 6.41 0.454
LF[5] 40.95 72.45 82.83 0.55 5.95 0.453
MN [5] 40.98 72.30 83.30 0.55 5.92 0.475
MN-att [5] 42.43 74.00 84.35 0.56 5.59 0.476
LF-att [5] 42.85 74.83 85.05 0.57 5.41 0.473
NMN [16] 47.50 78.12 88.81 0.61 4.40 0.540
GMA cat (ours) 44.82 80.05 89.33 0.61 4.26 0.5012
GMA MCB (ours) 45.10 80.48 90.15 0.61 3.91 0.5095
GMA MCB-att (ours) 45.66 81.62 91.26 0.62 3.68 0.5168
Table 4. SOTA results for Visual dialog v1.0 in Test-Standard .
Figure 7. The mean rank of all the models on the basis of all scores
are plotted on the x- axis. CD=4.0277, p=0.00008961. Here our
GMA model and others variants are described in section 5.3. The
colored lines between the two models represents that these models
are not significantly different from each other.
Figure 8. This figure shows the distribution of granular feature for
various granular value such as K=8,32,64,128.
The simple and flexible architecture of our GMA model can
adapt on latest attention model also.
5.5. Qualitative Result
We provide the qualitative results which can distinguish
between baseline results with our GMA modal and other
variants (SAN, GIA, GTA) as shown in Figure - 5 for a
particular example. It is apparent that our proposed GMA
model improves dialog attention probability over all other
methods. For example, in the first image, the question was
“Is this in a park?”. The attention mask for the baseline
model distributed over completer image, however our pro-
posed model mainly focused on the field, plant and back-
ground image. Our proposed model explains about field,
plant and background image, which provides extra infor-
mation about the query, thus eventually we can observe that
granularity in the image and question help to increase con-
fidence of the attention map in the answer. The localisation
of attention map increases from SAN to GMA as shown
in Figure-5. SAN is least localised and GMA is the most
significant. Finally, GMA attention map is much more lo-
calised as compare to GTA, GIA model.
6. Conclusion
In this paper we propose a novel Granular Multi-modal
Attention Network that aims to jointly attend to appro-
priately sized granular image attention regions and granu-
lar textual regions using the correct context for each cue.
We observe that the proposed attention regions provide im-
proved attention regions as evaluated using a thorough em-
pirical analysis. We further observe that the improved atten-
tion obtained using the proposed method consistently im-
proves results for the task of visual dialog. Moreover, the
proposed attention regions also correlate well with the re-
gions as obtained by visualizing the gradients using Grad-
cam. Thus, we consider that we are obtaining consistent
attention regions that aid the network in solving the task
of visual dialog. In future, we aim to further explore the
proposed method in more such vision and language based
tasks. We also aim to further explore the idea of obtaining
correct semantic granular regions for solving various tasks.
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