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Abstract—This is an epistemological approach to errors in
both inference and risk management, leading to necessary
structural properties for the probability distribution.
Many mechanisms have been used to show the emer-
gence of fat tails. Here we follow an alternative route,
the epistemological one, using counterfactual analysis, and
show how nested uncertainty, that is, errors on the error
in estimation of parameters, lead to fattailedness of the
distribution.
The results have relevant implications for forecasting,
dealing with model risk and generally all statistical anal-
yses. The more interesting results are as follows:
• The forecasting paradox: The future is fatter tailed
than the past. Further, out of sample results should
be fatter tailed than in-sample ones.
• Errors on errors can be explosive or implosive with
different consequences. Infinite recursions can be
easily dealt with, pending on the structure of the
errors.
We also present a method to perform counterfactual anal-
ysis without the explosion of branching counterfactuals.
I. THE REGRESS ARGUMENT OR ERRORS ON ERRORS
While there is a tradition of philosophical approaches to
probability which includes most notably Laplace, Ramsey,
Keynes, De Finetti, von Mises, Jeffreys, (see [39] and [10] for
a review) and more recently Levi’s magisterial Gambling with
Truth [21], such approaches and questions while influencing
some branches of Bayesian inference, have not fully entered
the field of quantitative risk management1. Yet epistemology,
as a field, is a central element in statistical inference and risk
management, [35], [36], [30]. Fundamentally, philosophical
inquiry is about handling such central questions about any
inference as How do you know what you know? How certain
are you about it?, etc. This paper consider higher orders for
such questions.
Now let’s consider estimation. All estimates, whether sta-
tistical or obtained by some other method, are by definition
imprecise (being "estimates"). An estimate must tautologically
have an error rate –otherwise it would not be an estimate, but
a certainty or something linked to perfection. If we follow the
logic, the error rate itself is also an estimate –the methods
used to estimate such error are themselves imprecise. There is
no flawless way to estimate an error rate. And so forth.
November 22, 2019. Corresponding author, NNT1@nyu.edu. A version of
this article was presented by the corresponding author at Benoit Mandelbrot’s
Scientific Memorial at Yale University on April 30, 2011.
1See De Finetti[6], [7], [8]
By a regress argument, the inability to continuously re-
apply this thinking about errors on errors fosters additional
model uncertainty and unreliability not taken into account in
the standard literature.2
While in practical applications, there is no problem with
stopping the recursion in heuristically determined situations
from past track records –where all errors have been deter-
mined through the test of time and survival and one has
a satisfactory understanding of the structure and properties.
However, refraining from caring about errors on errors should
be explicitly declared as a subjective a priori decision that
escapes quantitative and statistical methods. In other words we
have to state and accept the subjectivity of the choice and the
necessary effects on the overall model uncertainty. Using Isaac
Israeli’s words, as reported by Thomas Aquinas [1], “Veritas
est adequatio intellectus et rei."
In what follows, we show how, taking the errors on errors
argument to the limit, fat tails emerge from the layering of
uncertainty. Starting from a completely non fat-tailed low-risk
world, represented by the Normal distribution, we increase tail
risk and generate fat tails by perturbing its standard deviation,
introducing errors and doubts about its “true" value. We show
analytically how uncertainty induces fat tails, arguing that real
life is actually even more extreme.3
Remark 1. One of the contributions in this paper is the
streamlining of counterfactuals.
Counterfactual analysis [22], or the business school
version of it, "scenario analysis", branch uncontrollably
in an explosive manner, hampering projections many
steps in the future –typically at a minimal rate 2n,
where n is the number of steps. We show that they
can be structured analytically in a way that produces a
single distribution of outcomes and allows variability.
We manage to do do thanks to a rate of "error on
error", which can be parametrized, hence allows for
perturbations and sensitivity analyses.
2See [12] for model risk.
3To use mathematical finance practitioners, "fat tails" in this context is any
distribution with thicker tails than the Gaussian, not necessary a power-law.
Hence this designation encompasses the subexponential and the power law
classes, as well as any mixture of Gaussian with higher kurtosis than 3.
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Remark 2. The mechanism by which uncertainty about
probability thickens the tails (by increasing the odds of
tail events) is as follows.
Assume someone tells you the probability of an event
is exactly zero.
You ask: "How do you know?"
Answer: "I estimated it."
Visibly if the person estimated it and there is, say,
a 1% error (symmetric), then probability has a lower
bound of 1%. Such uncertainty raises probability. It
cannot be zero but some number higher than 1%.
II. LAYERING UNCERTAINTIES
Take a rather standard probability distribution, say the
Normal. Assume that its dispersion parameter, the standard
deviation σ, is to be estimated following some statistical
procedure to get σˆ. Such an estimate will nevertheless have
a certain error, a rate of epistemic uncertainty, which can be
expressed with another measure of dispersion: a dispersion on
dispersion, paraphrasing the “volatility on volatility" of option
operators [11], [13], [37]. This makes particularly sense in
the real world, where the asymptotic assumptions [33] usually
made in mathematical statistics do not hold [37], and where
every model and estimation approach is subsumed under a
subjective choice [8].
Let φ(x;µ, σ) be the probability density function (pdf) of a
normally distributed random variable X with known mean µ
and unknown standard deviation σ. To account for the error
in estimating σ, we can introduce a density f1(σˆ; σ¯, σ1) over
R+, where σ1 represents the scale parameter of σˆ under f1,
and σ¯1 = σ its expected value. We are thus assuming that σˆ
is an unbiased estimator of σ, but our treatment could also
be adapted to the weaker case of consistency [33]. In other
words, the estimated volatility σˆ is the realization of a random
quantity, representing the true value of σ with an error term.
The unconditional law of X is thus no longer that of a
simple Normal distribution, but it corresponds to the integral
of φ(x;µ, σ), with σ replaced by σˆ, across all possible values
of σˆ according to f1(σ; σ¯1, σ1). This known as a scale mixture
of normals [40], and in symbols one has
g1(x) =
∫ ∞
0
φ(x;µ, σˆ)f1(σˆ; σ¯1, σ1)dσˆ. (1)
Depending on the choice of f1, that in Bayesian terms would
define an a priori, g1(x) can take different functional forms.
Now, what if σ1 itself is subject to errors? As observed
before, there is no obligation to stop at Equation (1): one
can keep nesting uncertainties into higher orders, with the
dispersion of the dispersion of the dispersion, and so forth.
There is no reason to have certainty anywhere in the process.
For i = 1, ..., n, set σ¯i = E[σˆi], with σ¯1 = σ, and for
each layer of uncertainty i define a density fi(σˆi; σ¯i, σi), with
σˆ1 = σˆ. Generalizing to n uncertainty layers, one then gets
that the unconditional law of X is now
gn(x) =
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
φ(x;µ, σ)f1(σˆ1; σ¯1, σ1) · · ·
f2(σˆ2; σ¯2, σ2) · · · fn(σˆn; σ¯n1 , σn)
dσˆ1 dσˆ2 · · · dσˆn.
This approach is clearly parameter-heavy and also computa-
tionally intensive, as it requires the specification of all the
subordinated densities fi for the different uncertainty layers
and the resolution of a possibly very complicated integral.
Let us consider a simpler version of the problem, by playing
with a basic multiplicative process à la Gibrat [17], in which
the estimated σ is perturbed at each level of uncertainty i
by dichotomic alternatives: overestimation or underestimation.
We take the probability of overestimation to be pi, while that
of underestimation is qi = 1− pi.
Let us start from the true parameter σ, and let us assume
that its estimate is equal to
σˆ =
{
σ(1 + 1) with p1
σ(1− 1) with q1
,
where 1 ∈ [0, 1) is an error rate (for example it could
represent the proportional mean absolute deviation [38]).
Equation (1) thus becomes
g1(x) = p1φ(x;µ, σ(1 + 1)) + q1φ(x;µ, σ(1− 1)).
Now, just to simplify notation–but without any loss of
generality–hypothesize that, for i = 1, ..., n, overestimation
and underestimation are equally likely, i.e. pi = qi = 12 .
Clearly one has that
g1(x) =
1
2
(φ(x;µ, σ(1 + 1)) + φ(x;µ, σ(1− 1))) .
Assume now that the same type of uncertainty affects the
error rate 1, so that we can introduce 2 ∈ [0, 1) and define the
element (1± 1)(1± 2). Figure 1 gives a tree representation
of the uncertainty over two (and possibly more) layers.
With two layers of uncertainty the law of X thus becomes
g2(x) =
1
4
[
φ
(
x;µ, σ(1 + 1)(1 + 2)
)
+ φ
(
x;µ, σ(1− 1)(1 + 2)
)
+ φ
(
x;µ, σ(1 + 1)(1− 2)
)
+ φ
(
x;µ, σ(1− 1)(1− 2)
)]
.
While at the n-th layer, we recursively get
gn(x) = 2
−n
2n∑
i=1
φ (x;µ, σMni ) , (2)
where Mni is the i-th entry of the vector
Mn =
 n∏
j=1
(1 + jTi,j)
2
n
i=1
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Fig. 1. Tree representation of the layers of uncertainty with dichotomic
equiprobable states: overestimation and underestimation. One can see sim-
ilarities with branching counterfactuals.
with Ti,j being the (i, j)-th entry of the matrix of all the
exhaustive combinations of n-tuples of the set {−1, 1}, i.e.
the sequences of length n representing all the combinations
of 1 and −1. For example, for n = 3, we have
T =

1 1 1
1 1 −1
1 −1 1
1 −1 −1
−1 1 1
−1 1 −1
−1 −1 1
−1 −1 −1

,
so that
M3 =

(1− 1)(1− 2)(1− 3)
(1− 1)(1− 2)(1 + 3)
(1− 1)(1 + 2)(1− 3)
(1− 1)(1 + 2)(1 + 3)
(1 + 1)(1− 2)(1− 3)
(1 + 1)(1− 2)(1 + 3)
(1 + 1)(1 + 2)(1− 3)
(1 + 1)(1 + 2)(1 + 3)

and M31 = {(1− 1)(1− 2)(1− 3)}.
Once again, it is important to stress that the various error
rates i are not sampling errors, but rather projections of error
rates into the future. They are, to repeat, of epistemic nature.
Interestingly, Equation (2) can be analyzed from different
perspectives. In what follows we will discuss two relevant
hypotheses regarding the error rates i, a limit argument based
on the central limit theorem and an interesting approximation.
III. HYPOTHESIS 1: CONSTANT ERROR RATE
Assume that 1 = 2 = ... = n = , i.e. we have a
constant error rate at each layer of uncertainty. What we can
immediately observe is that matrixM collapses into a standard
binomial tree for the dispersion at level n, so that
gn(x) = 2
−n
n∑
j=0
(
n
j
)
φ
(
x;µ, σ(1 + )j(1− )n−j) . (3)
Because of the linearity of the sum, when  is constant, we
can use the binomial distribution to weight the moments of X ,
when taking n layers of epistemic uncertainty. One can easily
check that the first four raw moments read as
µ′1 = µ,
µ′2 = µ
2 + σ2
(
1 + 2
)n
,
µ′3 = µ
3 + 3µσ2
(
1 + 2
)n
,
µ′4 = 3µ
4 + 6µ2σ2
(
1 + 2
)n
+ 3σ4
(
1 + 62 + 4
)n
.
From these, one can then obtain the following notable
moments [29]:
Mean : µ,
Variance : σ2
(
1 + 2
)n
,
Skewness : 0,
Kurtosis : 3
((
4 + 62 + 1
)n
(1 + 2)
2n − 1
)
.
First notice that the mean of X is both independent of 
and n: this is a clear consequence of the construction, for
which µ is assumed to be known. For what concerns the
variance, conversely, the higher the uncertainty (n growing),
the more dispersed is X; for n → ∞, the variance explodes.
Skewness, conversely, is not affected by uncertainty and the
distribution of X stays always symmetric. Finally kurtosis
is a clear function of uncertainty, thus the distribution of
X becomes more and more leptokurtic as the layers of
uncertainty increase, indicating a substantial thickening of the
tails, hence a strong increase in risk.
Please observe that the explosion of the moments of order
larger than one takes place for even very small values of  ∈
[0, 1), as n grows to infinity. Even something as small as a
0.00001% error rate will still lead to the invalidation of the use
of L2 distributions to study X . Once again, notwithstanding
the error rate, the growth of uncertainty inflates tail risk, and
such a behavior also occurs when 1 ≤ 2 ≤ ... ≤ n.
Figure 2 shows how the tails of X get thicker as n increases,
compatibly with the explosion of moments. The larger n the
higher the kurtosis of X , so that its peak grows and so do the
tails.
As observed before, in applications, there is no need to take
n large, it is totally understandable to put a cut-off somewhere
for the layers of uncertainty, but such a decision should be
taken a priori and motivated, in the philosophical sense.
Figure 3 shows the logplot of the density of X when  =
0.1, for different values of n. As expected, as n grows, the
tails of X open up, tending towards a power law behavior, in a
way similar to that of a risky lognormal with growing scaling
parameter. Recall, however, that the first moment of X will
FAT TAILS STATISTICAL PROJECT 4
always be finite, suggesting that a pure power law behavior
leading to an infinite-mean phenomenon will never take place.
The result is also confirmed using other graphical tools (Zipf
plot, Mean Excess Plot, etc.) like those discussed in [4].
It is then interesting to measure the effect of n on the
thickness of the tails of X . The obvious effect, as per Figure
3, is the rise of tail risk.
Fix n and consider the exceedance probability of X over a
given threshold K, i.e. the tail of X , when  is constant. One
clearly has
P (X ≥ K) =
n∑
j=0
2−n−1
(
n
j
)
erfc
(
K√
2σ(1 + )j(1− )n−j
)
,
(4)
where erfc(z) = 1− 2√
pi
∫ z
0
e−t
2
dt is the complementary error
function.
Tables I and II show the ratio of the exceedance probability
of X for different values of K and n over the benchmark
represented by a simple normal with mean µ and variance σ2,
i.e. our starting point in case of no uncertainty on σ (or, in
other words, for n = 0). The two tables differ for the value of
, equal to 0.1 in former, and 0.01 in latter. It is pretty clear
how the layering of uncertainty, as n grows, make the same tail
probabilities grow dramatically. For example, the probability
P (X ≥ 10) is 3.62×1018 times larger than the corresponding
probability for a Normal(µ, σ2), when n = 25 and  is just
0.01.
K = 3 K = 5 K = 10
n=5 1.01724 1.155 7
n=10 1.0345 1.326 45
n=15 1.05178 1.514 221
n=20 1.06908 1.720 922
n=25 1.0864 1.943 3347
TABLE I
RATIO OF THE EXCEEDANCE PROBABILITY OF X , WHEN  = 0.1, FOR
DIFFERENT VALUES OF K AND n, OVER THAT OF A NORMAL RANDOM
VARIABLE WITH MEAN µ AND VARIANCE σ2 .
Fig. 2. Examples of the density of X , when µ = 0, σ = 1 and  = 0.1, for
n = 0, 5, 10. The larger n, the thicker the tail.
K = 3 K = 5 K = 10
n=5 2.74 146 1.09× 1012
n=10 4.43 805 8.99× 1015
n=15 5.98 1980 2.21× 1017
n=20 7.38 3529 1.20× 1018
n=25 8.64 5321 3.62× 1018
TABLE II
RATIO OF THE EXCEEDANCE PROBABILITY OF X , WHEN  = 0.01, FOR
DIFFERENT VALUES OF K AND n, OVER THAT OF A NORMAL RANDOM
VARIABLE WITH MEAN µ AND VARIANCE σ2 .
IV. HYPOTHESIS 2: DECAYING ERROR RATES
As oigurbserved before, one may have (actually one needs
to have) a priori reasons to stop the regress argument and take
n to be finite. For example one could assume that the error
rates vanish as the number of layers increases, so that i ≥ j
for i < j, and i tends to 0 when i approaches a given n. In
this case, one can show that the higher moments tend to be
capped, and the tail of X less extreme, yet riskier than what
one could naively think.
Take a value κ ∈ [0, 1] and fix 1. Then, for i = 2, ..., n,
hypothesize that i = κi−1, so that n = κn1. For what
concerns X , without loss of generality, set µ = 0. With n = 2,
the variance of X becomes
σ2
(
1 + 21
) (
1 + κ221
)
.
For n = 3 we get
σ2
(
1 + 21
) (
1 + κ221
) (
1 + κ421
)
.
For a generic n the variance is
σ2
n−1∏
i=0
(
1 + 21κ
2i
)
= σ2
[−2; k2]
n
, (5)
where [a; q]n =
∏n−1
i=0
(
1 + aqi
)
is the q-Pochhammer func-
tion.
-50 50 x
density
n=0 n=5 n=10
Fig. 3. Logplot of the density of X for  = 0.1 and different values of n.
The larger n the more the density tends to behaves like a power law in both
tails, as suggested by the flattening.
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Going on computing moments, for the fourth central mo-
ment of X , one gets for example
3σ4
n−1∏
i=0
(
1 + 62κ2i + 4κ4i
)
.
For κ = 0.9 and 1 = 0.2, we get a variance of 1.23σ2,
with a significant yet relatively benign convexity bias. And the
limiting fourth central moment is 9.88σ4, more than 3 times
that of a simple Normal, which is 3σ4. Such a number, even
if finite–hence the corresponding scenario is not as extreme as
before–definitely suggests a tail risk not to be ignored.
For values of κ in the vicinity of 1 and  ↓ 0, the fourth
moment of X converges towards that of a Normal, closing the
tails, as expected.
V. A CENTRAL LIMIT THEOREM ARGUMENT
We now discuss a central limit theorem argument for
epistemic uncertainty as a generator of thicker tails and risk.
For doing so, we introduce a more convenient representation
of the normal distribution, which will also prove useful in
Section VI.
Consider again the real-valued normal random variable X ,
with mean µ and standard deviation σ. Its density function is
thus
φ(x;µ, σ) =
e−
(x−µ)2
2σ2√
2piσ
. (6)
Without any loss of generality, let us set µ = 0. Moreover let
us re-parametrize Equation (6) in terms of a new parameter
λ = 1σ2 , commonly called “precision" in Bayesian statistics
[2]. The precision of a random variable X is nothing more than
the reciprocal of its variance, and, as such, it is just another
way of looking at variability (actually Gauss [16] originally
defined the Normal distribution in terms of precision). From
now on, we will therefore assume that X has density
φ(x;λ) =
√
λe−
1
2 (λx
2)
√
2pi
. (7)
Imagine now that we are provided with an estimate of λ,
i.e. λˆ, and take λˆ to be close enough to the true value of
the precision parameter. Assuming that λ and λˆ are actually
close is not necessary for our derivation, but we want to be
optimistic by considering a situation in which who estimates
λˆ knows what she is doing, using an appropriate method,
checking statistical significance, etc.
We can thus write
λ = λˆ(1 + 1), (8)
where 1 is now a first-order random error term such that
E[1] = 0 and σ2(1) < ∞. Apart from these assumptions
on the first two moments, no other requirement is put on the
probabilistic law of 1.
Now, imagine that a second order error term 2 is defined
on 1 + 1, and again assume that it has zero mean and finite
variance. The term 2 may, as before, represent uncertainty
about the way in which the quantity 1 + 1 was obtained.
Equation (8) can thus be re-written as
λ = λˆ(1 + 1)(1 + 2). (9)
Iterating the error on error reasoning we can introduce a
sequence {i}ni=1 such that E[i] = 0 and σ2(i) ∈ [c,∞),
c > 0, so that we can write
λ = λˆ(1 + 1)(1 + 2)(1 + 3) · · · (1 + n). (10)
For n→∞, Equation (10) represents our knowledge about the
parameter λ, once we start from the estimate λˆ and we allow
for epistemic uncertainty, in the form of multiplicative errors
on errors. The lower value c > 0 for the variances of the error
terms is meant to guarantee a minimum level of epistemic
uncertainty at every level, and to simplify the application of
the central limit argument below.
Now take the logs on both sides of Equation (10) to obtain
log(λ) = log(λˆ)+log(1+1)+log(1+2)+· · ·+log(1+n).
(11)
If we assume that, for every i = 1, ..., n, |i| is small with
respect to 1, we can introduce the approximation log(1+i) ≈
i, and Equation (10) becomes
log(λ) ≈ log(λˆ) + 1 + 2 + · · ·+ n. (12)
To simplify treatment, let us assume that the error terms
{i}ni=1 are independent from each other4. For n large, a
straightforward application of the Central Limit Theorem
(CLT) of Laplace-Liapounoff [15] tells us that log(λ) is
approximately distributed as a Normal(0, S2n), where S
2
n =∑2
i=1 σ
2(i). This clearly implies that λ ∼ Lognormal(0, S2n),
for n → ∞. Notice that, for n large enough, we could also
assume λˆ to be a random variable (with finite mean and
variance), but still the limiting distribution of λ would be a
Lognormal. For the reader interested in industrial dynamics,
the above derivation should recall the so-called Gibrat law of
proportionate effects for the modeling of firms’ size [17], [19].
From now on we drop the n index from S2n, using S
2 and
assuming that n is large enough for the CLT to hold.
Epistemic doubt has thus a very relevant consequence from
a statistical point of view. Using Bayesian terminology, the
different layers of uncertainty represented by the sequence of
random errors {i}ni=1 correspond to eliciting a Lognormal
prior distribution on the precision parameter λ of the initial
Normal distribution. This means that, in case of epistemic
uncertainty, the actual marginal distribution of the random
variable X is no longer a simple Normal, but a Compound
Normal-Lognormal distribution, which we can represent as
g(x;λ, S) =
∫ ∞
0
f(x;λ)h(λ;S)dλ =
∫ ∞
0
e−
log2(λ)+λS2x2
2S2
2pi
√
λS
dλ,
(13)
where h(λ;S) is the density of a Lognormal(0, S2) for the
now random precision parameter λ.
Notice that, for the properties of the Lognormal distribution
[19], also the distribution of 1σ2 is Lognormal. However, the
4In case of dependence, we can refer to one of the generalizations of the
CLT [14], [15].
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use of the parametrization based on the precision of X is
convenient in view of the next section.
In fact, despite its apparent simplicity, the integral in Equa-
tion (13) cannot be solved analytically. This means that we are
not able to obtain a closed form for the Compound Normal-
Lognormal (CNL) distribution represented by g(x;λ, S), even
if its first moments can be obtained explicitly. For example
the mean is equal to 0 (µ in general), while the kurtosis is
3
(
eS
2 − 1
)
.
VI. THE ANALYTICAL APPROXIMATION
The impossibility of solving Equation (13) can be somehow
by-passed by introducing an approximation to the Lognormal
distribution on λ. The idea is to use a Gamma distribution to
mimic the behavior of h(λ;S) in Equation (13), also looking
at the tail behavior of both distributions.
Both the Lognormal and the Gamma distribution are in
fact skewed distributions, defined on the positive semi-axis,
and characterized by a peculiar property: their coefficient of
variation CV (the ratio of the standard deviation and the mean)
is constant, and does not depend on both the mean and the
standard deviation. In a Lognormal(0, S2) the CV is equal to√
eS2 − 1, while for a positive random variable Y following
a Gamma(α, β) distribution with density
βα
Γ(α)
yα−1e−βy, α > 0, β > 0,
the CV is simply 1√
α
.
From the point of view of extreme value statistics, both
the Gamma and the Lognormal are heavy-tailed distributions,
meaning that their right tail goes to zero slower than an
exponential function, but not "true" fat-tailed, i.e. their tail
decreases faster than a power law [31]. From the point of view
of extreme value theory, both distributions are in the maximum
domain of attraction of the Gumbel case of the Generalized
Extreme Value distribution [9], [14], and not of the Fréchet
one, i.e. the proper fat-tailed case. As a consequence, the
moments of these distributions will always be finite.
As applied statisticians know [23], from a qualitative point
of view, it is rather difficult to distinguish between a Lognor-
mal and a Gamma sharing the same coefficient of variation,
when fitting data. In generalized linear models, it is nothing
but a personal choice to use a Lognormal rather than a Gamma
regression, more or less like choosing between a Logit and a
Probit [25]. In their bulk, a Lognormal and a Gamma with
the same mean and standard deviation (hence the same CV)
actually approximate quite well one another, as also shown in
Figure 4. The Gamma appears to give a little more mass to
the smaller values, but the approximation is definitely good.
Interestingly, the Lognormal and the Gamma are also linked
through the operation of exponentiation [5].
The main difference, when comparing a Lognormal and a
Gamma sharing the same coefficient of variation is relative to
the right tail. The Lognormal, in fact, shows a slightly heavier
tail, whose decrease is slower, as also evident from Figure 4.
To verify analytically that the Lognormal tail dominates the
one of the Gamma, we can have a look at their asymptotic
failure rates [20].
Gamma
Lognormal
2 4 6 8 10
0.2
0.4
0.6
0.8
Fig. 4. Comparison of the density functions of a Gamma and a Lognormal
sharing the same coefficient of variation of 0.7.
For a distribution H(x) with density h(x) and survival
function H¯(x), the failure rate is defined as
r(x) =
h(x)
H¯(x)
.
The quantity τ = limx→∞ r(x) is called asymptotic failure
rate. A distribution with a lower τ will have a thicker tail with
respect to one with a larger asymptotic failure rate. When two
distributions share the same τ , conversely, more sophisticated
analyses are needed to study their tail behavior [14].
For a Gamma(α, β) it is easy to verify that
rGamma(x) =
e−
x
b
(
x
b
)a−1
bΓ
(
a, xb
) ,
while for a generic Lognormal(µ, σ2) we have
rLognormal(x) =
√
2
pi e
− (µ−log(x))2
2σ2
σxerfc
(
log(x)−µ√
2σ
) ,
where erfc(·) is once again the complementary error function.
By taking the limits for x→∞, we see that τGamma = 1β ,
while τLognormal = 0. Therefore, a Lognormal has a right tail
which is heavier than that of a Gamma (actually all Gammas,
given that τLognormal does not depend on any parameter). A
relevant consequence of this different tail behavior is that the
Lognormal is bound to generate more extreme scenarios than
the Gamma. This, combined with the fact that in the bulk the
two distributions are rather similar–even if the Gamma slightly
inflates the small values–allows us to say that we can use the
Gamma as a lower bound for the Lognormal, when we center
both distributions on the same coefficient of variation.
Coming back to the CLT result of Section II, we can say
that, in the limit, the precision parameter λ can be taken to
be approximately Gamma(α, β), where α and β are chosen to
obtain the same coefficient of variation of Lognormal(0, S2),
that is α = 1
eS2−1 and β =
e−
S2
2
eS2−1 .
In dealing with the precision parameter λ, moving from the
Lognormal to the Gamma has a great advantage. A Normal
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distribution with known mean (for us µ = 0) and Gamma-
distributed precision parameter has in fact an interesting closed
form.
Let us come back to Equation (13), and let us re-write it by
substituting the Lognormal density h(λ;S) with an approx-
imating Gamma(α, β) which we indicate with h∗(λ;α, β),
obtaining
g(x;λ, α, β) =
∫ ∞
0
f(x;λ)h∗(λ;α, β)dλ (14)
=
βα
Γ(α)
√
2pi
∫ ∞
0
λα+
1
2−1e−λ(β+
1
2x
2)dλ.
The integral above can now be solved explicitly, so that
g(x;α, β) =
βα
Γ(α)
√
2pi
Γ
(
α+ 12
)
(
β + 12x
2
)(α+ 12 ) (15)
=
Γ
(
α+ 12
)
Γ (α)
√
2bpi
(
1 +
x2
2β
)−(α+ 12 )
.
In Equation (15) we can recognize the density function of
a non-standardized t−Student distribution with 2α degrees
of freedom, zero location and scale parameter β. As ob-
served above, to guarantee the Gamma approximation to the
Lognormal(0, S2), we set α = 1
eS2−1 and β =
e−
S2
2
eS2−1 , where
S2 is the sum of the variances of the epistemic random errors.
Interestingly, the t-Student distribution of Equation (15)
is fat-tailed on both sides [9], [14], especially for small
values of α. Given that α decreases in S2, which is the sum
of the variances of the epistemic errors, hence a measure
of the overall uncertainty, the more doubts we have about
the precision parameter λ, the more the resulting t-Student
distribution is fat-tailed, thus increasing tail risk. The actual
value of α is indeed bound to be rather small. This result is
in line with the findings of Section III.
Therefore, starting from a simple Normal distribution, by
considering layers of epistemic uncertainty, we have obtained a
fat-tailed distribution with the same mean (µ = 0), but capable
of generating more extreme scenarios, and its tail behavior is
a direct consequence of imprecision and ignorance. Since we
have used the Gamma distribution as a lower bound for the
Lognormal, we can expect that, with a Lognormal λ the tails
of X will still be heavy and very far from normality.
VII. DISCUSSION
In Section II we started from a normally distributed random
variable X and we derived the effects of layering uncertainty
on the standard deviation of X . We have analyzed different
scenarios, all generating tails for X that are thicker than those
of the normal distribution we started from.
Epistemic uncertainty was represented in terms of mul-
tiplicative errors, which can also be analyzed with a CLT
argument leading to a Lognormal distribution for the precision
parameter λ = 1σ2 . Given the impossibility of obtaining
closed-form results for the Lognormal case, we used a Gamma
approximation to obtain fat tails analytically, after noticing
that the Lognormal will possibly generate even more extreme
results, given that its tail dominates the one of the Gamma.
Now, the question is: how much do our results depend on
the Normal-Lognormal-Gamma construction?
Centrally, the choice of the Normal distribution as starting
point is not relevant. What really counts is the Lognormal
emerging from the different layers of uncertainty on the
parameter of choice, and the fact that such a Lognormal is
riskier than a Gamma with the same coefficient of variation. In
fact, if we start from an Exponential distribution with intensity
parameter ν, and on that ν we apply the same reasoning we
developed on λ, then we will generate fat tails. In fact, the
compounding of an Exponential distribution and a Gamma–
which we use as “lower bound" for the Lognormal–generates
a Lomax, or Pareto II distribution, a well-known example
of fat-tailed distribution [23]. If, conversely, we start from
a Gamma we obtain a compound Gamma or a beta prime
distribution (depending on parametrizations), other two cases
of (possibly) fat-tailed distributions [19]. Finally, even when
dealing with discrete distributions, our approach may easily
generate extremes (it is not correct to speak about fat tails
with discrete distributions, given that some converge results
used in the continuous case do not hold [14]). For example, if
we start from a Poisson with intensity µ and we apply our
layers of uncertainty, what we get is a Negative Binomial
(or something that resembles a Negative Binomial without the
Gamma approximation), a skewed distribution, possibly with
high kurtosis, used in risk management to model credit risk
losses [26].
VIII. APPLICATIONS AND CONSEQUENCES
Consequences in terms of risk management are clear: ig-
noring errors on errors induce a significant underestimation of
tail risk. Those with forecasting less so: it is hard to conceive
that even if past data shows thin-tailed properties, future data
needs to be necessarily higher.
We can also see how the out-of-sample can show degrada-
tion compared to in-sample properties: the future is necessarily
to be treated as more fat-tailed than the past.
More philosophically, our approach can help explain the
central point in The Black Swan [37]: one must deal with the
future as if it were to deliver more frequent (or more impact-
ing) tail events than what is gathered from our knowledge of
the past5.
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