Abstract. We analyze the forcing notion P of finite matrices whose rows consists of isomorphic countable elementary submodels of a given structure of the form H θ . We show that forcing with this poset adds a Kurepa tree T . Moreover, if Pc is a suborder of P containing only continuous matrices, then the Kurepa tree T is almost Souslin, i.e. the level set of any antichain in T is not stationary in ω1.
Introduction
In this paper we analyze the forcing notion mentioned in the remark on page 217 of [6] . This is the forcing notion of finite matrices whose rows consists of isomorphic countable elementary sub models of a given structure of the form H θ . In [6] they were merely meant as side conditions to various proper forcing constructions when one is interested in getting the ℵ 2 -chain condition that can be iterated. Soon afterwards the second author realized that this variation of the original side conditions is as much an interesting forcing notion as the poset of finite chains of countable elementary sub models analyzed briefly in Theorem 6 of [6] . For example, he showed that the poset of finite matrices of row-isomorphic countable elementary sub-models always forces CH (so, in particular preserves CH if it is true in the ground model). The second author observed at the same time that this forcing notion gives a natural example of a Kurepa tree. Here we shall explore this further and produce a natural variation of this forcing notion that gives us a Kurepa tree with no stationary antichains. This gives us a quite different forcing construction of such a tree from the previous ones which use countable rather than finite conditions (see [2] and [7] ). We believe that there will be other natural variations of this forcing notion with interesting applications. For example, we note that in the recent paper [1] Aspero and Mota [1] have used the poset of finite matrices of elementary submodels to control their iteration scheme which shows that the forcing axiom for the class of all finitely proper posets of size ω 1 is compatible with 2 ℵ 0 > ℵ 2 . In view of the recent efforts to generalize the side condition method to higher cardinals (see [3, 4] ) it would be interesting to also explore the possible higher-cardinal analogues of the posets that we analyze here. This could also be asked for the original side-condition poset of finite elementary chains of countable elementary sub models of [6] which, as shown in Theorem 6 of [6] , gives us a natural forcing notion that collapses a given cardinal θ to ω 1 preserving all other cardinals 1 . As far as we know, no higher-cardinal analogue of this poset has been produced.
Preliminaries
Definition 2.1. Let θ ≥ ω 2 be a regular cardinal. By H θ we denote the collection of all sets whose transitive closure has cardinality < θ. We consider it as a model of the form (H θ , ∈, < θ ) where < θ is some fixed well-ordering of H θ that will not be explicitly mentioned. The partial order P is the set of all functions p : ω 1 → H θ satisfying:
(1) supp(p) = {α < ω 1 : p(α) = ∅} is a finite set; (2) p(α) is a finite collection of isomorphic countable elementary submodels of H θ for every α ∈ supp(p);
The ordering on P is given by:
The fact that M is a countable elementary submodel of H θ , ∈ will be denoted by M ≺ H θ . Also, if M ≺ H θ , then M ∈ H ω 1 denotes the transitive collapse of M with π M being the corresponding isomorphism. For p ∈ P and α ∈ supp(p) we denote δ p α = M ∩ ω 1 where M is some (any) model in p(α). Also, if M ≺ H θ , then δ M will denote the ordinal M ∩ ω 1 . We list some standard lemmas concerning countable elementary submodels of H θ that will be useful throughout the paper. 
1 It should be noted that the hypothesis of Theorem 6 of [6] 
Proof. Without loss of generality, we can assume that both M 0 and M 1 contain the same family of mappings e γ : γ < ω 2 where each map e γ : γ → ω 1 is 1-1. Now we will prove that if
β (ξ). But M 1 knows both e β and ξ (this is
If G ⊆ P is a filter in P generic over V , then we define G : ω 1 → H θ as the function satisfying
Note that G is well defined function because G is a filter. For α in the domain of G we denote δ α = M ∩ ω 1 for some (any) M in G(α). Further, we denote A γ = M ∈G(γ) M ∩ ω 2 for γ < ω 1 , and note that if γ < δ, then A γ ⊆ A δ . Also, we define the function g : ω 1 → H ω 1 with g(α) = M for some (any) model M from G(α) and for p ∈ P, byp we definep : ω 1 → [H ω 1 ] ω as a function with the same support as p which maps α ∈ supp(p) to a transitive collapse of some model from p(α), while for α ∈ ω 1 \ supp(p) takep(α) = ∅. Lemma 2.8. Let p, q ∈ P. Ifp =q, then p and q are compatible conditions. Proof. First note that ifp =q, then supp(p) = supp(q). Also, if two countable elementary submodels of H θ , say M 1 and M 2 have the same transitive collapse, then they are isomorphic (the isomorphism is simply π
is in P and that it satisfies r ≤ p, q.
For p, q ∈ P we will define their 'join' p ∨ q as the function from
it is clear what intersection q ∩ M represents, and we define the restriction of q to M as a function with finite support q | M :
Note that not for every q ∈ P and M ≺ H κ , the function q | M is in P. However, whenever we use this notation it will be clear from the context that it is the case. Namely, there will be some model N ∈ q(δ M ) such that N ∼ = M ∩ H θ which will be enough to insure q | M ∈ P. We will also need the following notion which we call 'the closure of p below δ'. Definition 2.9. Let p ∈ P and δ ∈ supp(p). Then cl δ (p) :
We will also need the following standard lemmas later in the paper.
. Now take any τ 1 , . . . , τ n ∈ M and any formula ϕ(x, x 1 , . . . , x n ). Assume that there is some
Properness
In this section we show that P satisfies the condition stronger then being proper, namely P is strongly proper forcing. Definition 3.1. If P is a forcing notion and X is a set, then we say that p is strongly (X, P )-generic if for any set D which is dense and open in the poset P ∩ X, the set D is predense in P below p. The poset P is strongly proper if for every large enough cardinal κ, there are club many countable elementary submodels M of H κ such that whenever p ∈ M ∩ P , there exists a strongly (M, P )-generic condition below p.
Lemma 3.2. P is strongly proper.
Proof. Let p be a condition in P and M ≺ H κ (for some κ ≥ θ which is large enough) such that p, P ∈ M . Denote δ = M ∩ ω 1 . We will show that the condition
To finish the proof, we still have to show that q and q ′ are compatible. First note that supp(q | M ) = supp(q) ∩ supp(q ′ ) and consider the following function r : ω 1 → H θ defined on the support supp(r) = supp(q) ∪ supp(q ′ ):
For α ≥ δ define r(α) = q(α) and for α < δ define
We will prove that r ≤ q, q ′ is in P which will finish the proof. Properties (1) and (2) from Definition 2.1 are clear. To see (3) take any α, β < ω 1 with α < β and any N ∈ r(α).
If α ≥ δ, then r(α) = q(α) and r(β) = q(β), hence there is clearly some
If α < δ and β ≥ δ, then N belongs to some N ′ ∈ q(δ) which belongs to some N 1 ∈ q(β) = r(β), hence N ∈ N 1 and the statement is true in this case as well.
Otherwise, note that supp(q) ∩ δ ⊆ supp(q ′ ) and consider the following two possibilities. The first, that N ∈ q ′ (α) and β < δ. Then there is a model N ′ ∈ q ′ (β) ⊆ r(β) such that N ∈ N ′ . The second case is that N ∈ r(α) \ q ′ (α) and β < δ. Then N belongs to some N ′ ∈ q(δ). If
Proof. Assume the contrary, that there is a condition q ≤ p M M ′ and a set x such that q x ∈Ġ ∩M ∧φ(x) / ∈Ġ ∩M ′ . Then we have q x ∈Ġ ∩M and q φ(x) / ∈Ġ ∩M ′ . From the fact that q x ∈Ġ ∩M , we have that q ⊥ x (this is true because if q ⊥ x, then it is not possible that q x ∈Ġ). Now take some q ′ ≤ q, x and assume that for all r ≤ q ′ there is some t ≤ r such that t ≤ ϕ(x) (which implies that t φ(x) ∈Ġ). It follows that the set t ∈ P : t φ(x) ∈Ġ is dense below q ′ , which is impossible because it would imply that q ′ φ(x) ∈Ġ ∩M ′ which is in contradiction with the assumption that q ′ ≤ q and that q φ(x) / ∈Ġ ∩M ′ . Hence, we can pick some r ≤ q ′ ≤ q, x which is incompatible with ϕ(x). Now, consider the condition r | M . We have the following claim. Proof. First note that supp(ϕ(r | M )) ⊆ supp(r). We will prove that the condition s = ϕ(r | M ) ∨ r is in P which will prove the claim (then s will be below both ϕ(r | M ) and r). It is clear that the conditions (1) and (2) from Definition 2.1 are fulfilled so pick arbitrary α, β ∈ supp(s) with α < β. If α ≥ δ then every N ∈ s(α) is in r(α) hence there is some
The following lemma will be useful in Section 5 of the paper.
Proof. First note that any
p ∈ G such that M ∈ p(δ) is an (M ′ , P)-generic condition which forces that M ′ ∩ Ord = M ′ [G] ∩ Ord (see [5, Lemma III 2.6]). Because ω 1 ⊆ H θ this implies that M [G] ∩ ω 1 = M ∩ ω 1 = δ.
Preserving CH

Lemma 4.1 (CH). P satisfies ω 2 -c.c.
Proof. Assume that CH holds and that there is a sequence {p α : α < ω 2 } of pairwise incompatible elements of P. For each α < ω 2 the functionp α (the transitive collapse of p α ) is a finite subset of ω 1 × H ω 1 . Hence, there are some distinct α, β < ω 2 such thatp α =p β (here we are using CH which implies that |H ω 1 | = ω 1 ). But then conditions p α and p β are compatible by Lemma 2.8 which is a contradiction with the choice of the sequence {p α : α < ω 2 }.
Lemma 4.2. P preserves CH.
Proof. Assume that CH holds in V and that there is a sequence {τ α : α < ω 2 } of P-names and a condition p ∈ G such that p " τ α : α < ω 2 is a sequence of pairwise distinct reals". For each α < ω 2 let M α be a countable elementary submodel of H (2 θ ) + containing P, τ α , p. Now, using CH, we conclude that there are α, β < ω 2 (α = β) such that there is an automorphism ϕ : M α → M β which satisfies ϕ(τ α ) = τ β . To see this consider the transitive collapses of M α 's, they are countable submodels of H ω 1 but since we assumed the CH (which implies |H ω 1 | = ω 1 ) there must be two collapses M α and M β which are isomorphic (via isomorphism φ). Then the isomorphism ϕ is given by ϕ = π
Now we prove that there is a condition p αβ ≤ p such that p αβ τ α = τ β , hence τ α and τ β cannot be names for distinct reals in V [G]. First note that ϕ being an isomorphism, we have
Proof. Assume the contrary, that there is some q ≤ p αβ and n < ω such that q τ α (ň) = τ β (ň) (suppose that q τ α (ň) =0 and q τ β (ň) =1). Then there is some r ∈ P ∩ M α such that supp(q | M α ) ⊑ supp(r) and which satisfies r τ α (ň) =0. Again, because ϕ is an isomorphism we have ϕ(q | M α ) = q | M β , so q | M α is compatible with r while q | M β is compatible with ϕ(r). From q | M β ⊥ ϕ(r) we conclude that q ⊥ ϕ(r). But, then ϕ(r) τ β (ň) =0 (from equation 4.1) which is in contradiction with the fact that q τ β (ň) =1 (simply because ϕ(r) ⊥ q).
Hence, according to the Claim 4.3, p cannot force that τ α : α < ω 2 is a sequence of names for distinct reals in V [G], which proves the theorem.
Kurepa tree
Recall that Kurepa tree is a tree of height ω 1 , with all levels countable but at least ω 2 branches. In this section we will show that forcing with P adds a Kurepa tree.
Theorem 5.1. There is a Kurepa tree in V [G].
Proof. For each α < ω 2 define the function f α : ω 1 → ω 1 :
If we denote the set of functions coding branches in T by F = {f α : α < ω 2 } then F α = {f α ↾ δ : δ < ω 1 } will be the α-th branch and the Kurepa tree will be given by T = δ<ω 1 T δ , where
We will show that for each δ, the level T δ is countable. This will finish the proof. So assume that there are some p ∈ G and δ ′ < ω 1 such that p "Ṫ δ ′ is uncountable". Take a countable elementary submodel M of H (2 θ ) + such that p, P, δ ′ ∈ M and denote δ = M ∩ ω 1 . Because we have chosen M so that δ ′ ∈ M we have δ ′ < δ. Consider the (M, P)-generic
The following claim shows that the (M, P)-generic condition forces that the branches passing through the δ ′ -th level are indexed only by ordinals less then ω 2 which are already in M .
Proof. The inclusion "⊇" is trivial. To prove the reverse inclusion take some q ≤ p ′ and α ′ < ω 2 . Because q ≤ p ′ ≤ p we have that q ḟ α ′ ↾δ ′ ∈Ṫ δ ′ . In order to finish the proof of the claim, we will find r ≤ q and α ∈ M ′ ∩ ω 2 such that r ḟ α ′ ↾δ ′ =ḟ α ↾δ ′ . We will consider two cases.
To see this notice that either for every γ < δ ′ there is some N ∈ G(γ) and then clearly 0 ∈ N and π N (0) = 0 or G(γ) = ∅ and again f 0 (γ) = 0. So we clearly have q ḟ α ′ ↾δ ′ =ḟ 0 ↾δ ′ .
Case II, there is γ < δ ′ such that f α ′ (γ) = 0. Let γ 0 be minimal such γ. This means that for some N 0 ∈ G(γ 0 ) we have α ′ ∈ N 0 . Now, there is some r ≤ q ≤ p ′ such that N 0 ∈ r(γ 0 ), hence there is some N 1 ∈ r(δ) such that
. This is true because if there is some N ′ ∈ r 1 (γ ′ ) such that α = ϕ(α ′ ) ∈ N ′ , then there would be some
which is impossible by the choice of γ 0 (it is a minimal ordinal such that α ′ belongs to some model on its level in generic filter). If γ ≥ γ 0 and γ < δ ′ , let r 1 ḟ α ′ (γ) =ξ = 0 (it cannot be 0 because α ′ ∈ N 0 ∈ r 1 (γ 0 ) so for every γ ≥ γ 0 ∃N ∈ r 1 (γ) α ′ ∈ N 0 ∈ N and since α ′ = 0 we clearly have π N (α ′ ) = 0) and take N ′ ∈ r 1 (γ) such that α ′ ∈ N ′ and π N ′ (α ′ ) = ξ. Then α ∈ ϕ(N ′ ) ∈ r 1 (γ) and clearly π ϕ(N ′ ) (α) = ξ which implies r 1 ḟ α (γ) =ξ. So r 1 ≤ q forces "ḟ α ′ ↾δ ′ =ḟ α ↾δ ′ " and the claim is proved. Proof. First recall that we denoted a branch of T by F α = {f α ↾ γ : γ < ω 1 }. Take a P-nameṠ for S and p ∈ G such that p "Ṡ is downward closed".
Now according to the Claim 5.2 p
We have already shown that the condition
Note also that according to Lemma 3.5 p M δ =M [Ġ] ∩ω 1 . Now, because S is uncountable and each level in T is countable by Theorem 5.1, there is some β > δ such that S ∩ T β = ∅ and because it is downward closed there is some α ∈ M ∩ ω 2 such that f α ↾ δ ∈ S. Now the fact that S and F α are in M [G] (for S is clear and for F α it follows from Lemma 2.5 and the fact that f α is defined only from G and α ∈ M ) implies that
and Lemma 2.4 imply that there is some γ ′ < δ such that for every γ ≥ γ ′ we have f α ↾ γ / ∈ S which contradicts the assumption that f α ↾ δ ∈ S. So S ∩ F α is uncountable and if a downward closed set in a tree of height ω 1 intersects a branch at uncountably (hence cofinally) many levels it clearly contains that branch. Hence, F α ⊆ S.
Almost Souslin tree
In this section we consider the slightly modified version of the poset P. Namely, let P c be the partial order satisfying all the conditions (1)- (3) from Definition 2.1 together with (4) for every p ∈ P c there is a continuous ∈-chain M ξ : ξ < ω 1 (i.e. if β is a limit ordinal, then M β = ξ<β M ξ ) of countable elementary submodels of H θ such that ∀ξ ∈ supp(p) M ξ ∈ p(ξ). We point out that in this case the generic filter in P c is denoted by G c and that the function G c analogous to G is a total function from ω 1 to H θ . Moreover, the poset P c is strongly proper. The proof of this fact needs slight modification of the proof of the Lemma 3.2. Also, the Kurepa tree from the previous paragraph would be obtained in the same way with the poset P c . Now we prove that the tree T which we already constructed is an almost Souslin tree in V [G c ], i.e. if X ⊆ T is an antichain, then L(X) = {γ < ω 1 : X ∩ T γ = ∅} (the level set of X) is not stationary in ω 1 . Hence, to show that T is almost Souslin we have to find a club Γ in ω 1 such that Γ ∩ L(X) = ∅. So let τ ∈ H θ be a P c -name and define the set
Proof. First we prove that Γ τ is unbounded in ω 1 . Take γ 1 < ω 1 and assume that there is some p ∈ G c such that p ∀γ ∈Γ τγ <γ 1 . Take elementary
This implies that p M M ∩ω 1 ∈Γ τ , but from γ 1 ∈ M it follows that p M γ 1 <M ∩ω 1 , which is in contradiction with the choice of p. So Γ τ is unbounded in ω 1 .
In order to prove that Γ τ is a club, it is enough to show that for every ordinal δ such that δ = sup(Γ τ ∩ δ) there is some M ∈ G c (δ) which satisfies
Proof. Take arbitrary p ′ ≤ p and pick a continuous ∈-sequence M ξ : ξ < ω such that ∀ξ ∈ supp(p ′ ) M ξ ∈ p ′ (ξ). Because this chain is continuous, δ is a limit ordinal and
. Because M ξ : ξ < ω 1 is a continuous chain and δ is a limit ordinal, there is some ξ 2 < δ such that M ξ 1 ∈ M ξ 2 and that moreover
.
It is clear that q ∈ P and the sequence M ξ : ξ < ω 1 witnesses that q satisfies the property (4), hence q is also in P c . Now, according to Claim 6.2, there is some q ∈ G c ∩ D δ below p. But this implies that there is some N ∈ G c (γ ′ ) for γ ′ < δ, satisfying N ∩ ω 1 > δ which is impossible by the choice of γ n (note that γ n is cofinal in δ and we would have that there is some γ n ′ > γ ′ such that N γ n ′ ∩ ω 1 < N ∩ ω 1 and N γ n ′ ∈ G c (γ n ′ ) and N ∈ G c (γ ′ )). So M ∩ ω 1 = δ.
We still have to prove that also M [G c ] ∩ ω 1 = δ. Let σ ∈ M be a P c -name for a countable ordinal. Because CH holds, the poset P c is ω 2 -c.c., Lemma 4.1, so we can assume that σ is a nice name of cardinality at most ω 1 , i.e. σ = ξ , p ξ : ξ < ω 1 where {p ξ : ξ < ω 1 } is a maximal antichain in P c . Now let p ∈ G c be any condition containing M . Because any extension p ′ of p is in P c , there is a continuous chain M ξ : ξ < ω 1 such that ∀ξ ∈ supp(p ′ ) M ξ ∈ p ′ (ξ). Now there is an isomorphism ϕ : M ∼ = −→ M δ and in the same way as in the proof of Claim 6.2 we show that there is some q ∈ G c and ξ 1 < δ such that ϕ(σ) ∈ M ξ 1 ∈ q(ξ 1 ) ⊆ G c (ξ 1 ). Because δ = sup(Γ τ ∩ δ) we can assume that ξ 1 ∈ Γ τ . Now according to Lemma 3.3 and the form of σ and ϕ(σ) we have that int Gc (σ) = int Gc (ϕ(σ)) < M ξ 1 [G c ]∩ω 1 = M ξ 1 ∩ω 1 < δ. Hence M [G c ] ∩ ω 1 = δ and the proof is finished.
Theorem 6.3 (CH). The tree T is an almost Souslin tree.
Proof. Let τ ′ be a P c -name for an antichain X in T . Because CH holds in V , according to Lemma 4.1 P c is ω 2 -c.c. so there is a P c -name τ for X which is in H θ . To prove the theorem, we will show that L(X) ∩ Γ τ = ∅.
So assume that X ∩ T δ = ∅ for some δ ∈ Γ τ . Because δ ∈ Γ τ there is some M ∈ G c (δ) such that τ ∈ M and that M [G c ] ∩ ω 1 = M ∩ ω 1 = δ, so take any p ∈ G c such that M ∈ p(δ). Now, in the same way as in the proof of Claim 5.2 we know that p forces that T δ = {f α ↾ δ : α ∈ M ∩ ω 2 }, hence there is some α ∈ M ∩ ω 2 such that f α ↾ δ ∈ X. Consider the branch F α . It is defined solely from α ∈ M and G c , so F α ∈ M [G c ]. Also, because τ ∈ M we have that X ∈ M [G c ]. Consequently F α ∩ X ∈ M [G c ], and from the fact that X is an antichain it follows that this intersection is singleton (i.e. f α ↾ δ). But, because M [G c ] ≺ H θ (see Lemma 2.11) and the height of f α ↾ δ is less then ω 1 , there must exist some element t ∈ F α ∩ X ∩ M [G c ] which is of height less then δ = M [G c ] ∩ ω 1 . But then t < f α ↾ δ and both t, f α ↾ δ ∈ X which is in contradiction with the fact that X is an antichain.
