With the development of integrated circuit design technology, soft errors have become an important threat to system reliability, and software-based fault-tolerant techniques are gradually attracting people's attention. In many cases, researchers use fault injection techniques that are less observable and less controllable to verify system reliability, and at this point, analysing where soft errors occur requires considerable work. In this paper, we present EBSCN, an error backtracking method. The EBSCN method sorts functions by suspiciousness by analysing the erroneous output results, which will help researchers reduce the amount of work required for analysis. The EBSCN method includes a feature extraction method based on clustering and a feature analysis method based on a deep neural network. This paper introduces the principle of the two methods as well as methods to improve and extend them with program-related information. We discuss the effect of the scale of the output result and the severity of the error on the EBSCN method through experiments and verify the effect of the EBSCN method. The results showed that the proportion of the function in which the soft error actually occurs in the ranking of the top 25% of the suspiciousness sequence is no less than 82%, and the proportion ranked in the top 50% is no less than 97%.
I. INTRODUCTION A. MOTIVATION AND RELATED WORK
With the development of integrated circuit design technology, all kinds of processors find ever-increasing utility in many fields, including automotive, aerospace and other areas with high-security requirements. However, the development trend of integrated circuits toward higher frequency, higher transistor density and lower operating voltage makes them increasingly more sensitive to transient faults caused by radiation [1] . Initial transient faults have been more common in the aerospace sector, and satellites launched by the European Space Agency and NASA have had associated failures [2] . In recent years, transient faults have also occurred in data centers and large scientific computers [3] - [5] on the ground, and many have caused large losses.
Transient faults that occur in transistors, also known as soft errors, are caused by changes in the internal logic state of the transistors caused by high-energy particle beam illumination or voltage disturbances, electromagnetic interference, The associate editor coordinating the review of this manuscript and approving it for publication was Cristian Zambelli . etc. [6] .Transient faults mainly occur in the hardware storage units, including registers, SRAM, DRAM, etc. Transient faults can change the data stored in the hardware storage unit; however, unlike permanent faults, transient faults do not cause permanent damage to the memory unit and the fault recovers when the memory unit is rewritten, but the wrong data will cause the program to crash, obtain an erroneous output result, etc.
Compared with soft faults similar to those in [7] , [8] that occur on external hardware such as sensors, transient faults that occur in transistors can directly affect almost all data required for program execution, including stack pointers, control registers, and other extremely important data, which makes them more damaging to the program and more difficult to handle. Compared with traditional software errors, such as bugs in the program, transient faults are not caused by vulnerabilities in the software itself, and the timing and location of the occurrence is highly random, which makes it more difficult to predict and analyze.
To ensure the reliability of hardware, researchers have proposed many fault tolerance technologies, the most important of which are hardware-based fault-tolerant techniques and software-based fault-tolerant techniques. Hardware-based fault-tolerant techniques can enhance the reliability of processors by adding redundant logic units or use error-correcting codes, but the consequence is considerable overhead, such as an increase in the area and power consumption as well as higher design and manufacturing costs [9] . Moreover, the performance of processors that use hardware-based faulttolerant techniques also tends to lag behind commercial processors. Therefore, software-based fault-tolerant techniques that change programs rather than the underlying hardware are gaining in popularity among researchers, and evaluation techniques for software-based fault-tolerant techniques have also received more attention.
Fault injection (FI) techniques are methods of testing experiments by artificially introducing faults and are an important means to evaluate the effectiveness of fault-tolerant techniques. Software-implemented FI (SWIFI), simulationbased FI and hardware-implemented FI (HWIFI) are three major implementations of FI techniques.
SWIFI techniques can be divided into pre-runtime SWIFI techniques and runtime SWIFI techniques. The pre-runtime SWIFI techniques inject faults into the program code before the program runs, and the runtime SWIFI techniques inject faults by using exceptions or debugging features in the target system when the program is executed on the system. Although software-based fault injection techniques are easy to implement and the experiments are fast, it is impossible to inject errors into places unreachable by the software; therefore, the program must be modified, and the target operating system is needed to support related functions. The representative techniques include Fuchs [10] , GOOFI-2 [11] and FERRARI [12] .
The simulation-based FI techniques simulate the hardware environment by using simulators and injecting faults into the simulated hardware. The representative techniques include F-SEFI [13] , Relyzer [14] , etc. The simulation-based FI avoids the intrusiveness of SWIFI, offers high controllability and repeatability, and extends the reachability and observability to the detail level the simulator provides [15] . Nevertheless, these techniques can seriously slow down the test speed, and it is difficult to find a suitable simulator in many cases.
The HWIFI techniques use additional hardware to inject faults into the system. The most common method involves simulating the natural cause of transient faults by using heavy ion radiation or power interference [16] - [18] . Compared with SWIFI techniques or simulation-based FI techniques, HWIFI techniques are closer to the real situation of a transient fault occurrence, are faster in testing speed, and require almost no additional modification to the target system. However, HWIFI techniques have poor repeatability and controllability, limited observability of the fault effects and high cost (particularly for radiation exposure) [19] . In addition, because many HWIFI techniques require special experimental environments, they have strict limits on the size of the program's input and output.
Most of the researchers in software-based fault-tolerant techniques [20] - [23] use SWIFI techniques or simulationbased FI techniques to verify the validity of their methods. A major reason is that due to the high controllability and observability of SWIFI techniques and simulation-based FI techniques, it is easy to analyse the location and impact of the injected soft errors.
However, in the process of promoting the use of softwarebased fault-tolerant techniques in applications in the past few years, we found that the SWIFI techniques and simulationbased FI techniques have the following shortcomings: 1) Although researchers in the field of SWIFI techniques and simulation-based FI techniques have been exploring ways to use them to cover the complete fault space of a program, the computational efforts for complete fault space coverage are still too cumbersome for most programs, as even a small program can take thousands of hours. Therefore, large-scale random injection experiments are still the main means of verifying reliability. In this respect, the speed of SWIFI techniques and simulation-based FI techniques lag far behind hardware-based fault injection methods. 2) Neither the SWIFI techniques nor the simulation-based FI techniques can complete with the testing of an entire system that includes both software and hardware, which is a must-have before the entire system is implemented. 3) Software-based fault-tolerant techniques are methods for solving hardware errors. When software-based fault-tolerant techniques are implemented, it is necessary to cooperate with hardware developers and sometimes even require that they take the lead. However, hardware developers are often reluctant to acknowledge verification results that are obtained solely through software methods or simulators. They prefer to verify reliability by using HWIFI techniques, as this approach is more widely used and acknowledged in the hardware field [24] - [27] . In these cases, the software-based fault-tolerant techniques will have to be tested by HWIFI techniques. In addition, experiments based on HWIFI techniques often require special external hardware and experimental environments, and their concomitant costs are expensive. Taking the China Institute of Atomic Energy as an example, the experimental cost of using the HI-13 tandem accelerator for heavy ion radiation experiments is approximately 3000 USD per hour, and because of the large number of applicants, the test time that can be obtained at one time is often not substantial. These factors make the experimental results obtained from experiments based on HWIFI techniques extremely precious.
Since soft errors injected by HWIFI techniques are difficult to reproduce, once a soft error causes the program to output an erroneous output result, the tester has to rely on the program analysis method to infer the location where the soft error occurs from the erroneous output result. Compared to the traditional analysis of bugs in the program, soft errors VOLUME 7, 2019 occur during program execution and can occur anywhere at any time, and the code responsible for outputting the results is often at the very end of the program, which makes the workload required for the analysis extremely large.
Because HWIFI techniques require special external hardware and experimental environments (vacuum, high altitude, etc.), the communication methods between the system under test and the outside are limited, and most of them can only rely on low-speed transmission channels such as serial ports to transmit data. After the experiments, the tester often only obtains the output results of the program and a small amount of log information. Since soft errors injected by HWIFI techniques are difficult to reproduce, once a soft error causes the program to output an erroneous output result, the tester is left to rely on the program analysis method to infer the location of the soft error occurrence from the erroneous output result. Compared to the traditional analysis of bugs in a program, the analysis of soft errors is different because they occur during program execution at any place and any time; at the same time, the code responsible for outputting the results is often at the very end of the program, making the workload required for the analysis extremely large.
At present, research on how to reduce the workload of these analytical tasks is scarce, making software-based faulttolerant techniques difficult to put into application. When solving traditional fault location problems, spectrum-based fault localization (SBFL) is one of the most popular methods to reduce the workload [28] . When using the SBFL method, the testers obtain the code execution information of the program by instrumentation and according to spectrum-based suspiciousness formulas to sort the code by suspiciousness. On the basis of the SBFL method, Zheng et al. [29] and Zhang et al. [30] et al. use more dynamic information in the analysis process and employ machine learning methods for analysis to achieve more accurate positioning.
Inspired by these studies, our research finds that although dynamic analysis methods such as dynamic slicing and instrumentation cannot be used to obtain dynamic information of a program after a soft error occurs, this dynamic information will be reflected to some extent in the erroneous output result. Therefore, in this paper, we present an error backtracking method for soft errors based on clustering and neural network (EBSCN). EBSCN uses some erroneous output results of known soft error occurrence locations to build data association models and training networks and then uses them to analyse the erroneous output results that have unknown locations of soft error occurrences.
B. CONTRIBUTION
In this paper, our main contributions can be summarized as follows.
1) An error backtracking method for soft errors is proposed to help locate the soft error that causes the erroneous output result. This method reduces the analytical work required for less controllable fault injection experiments.
2) Methods are proposed based on a deep learning network for analysing the features of an erroneous output result to locate where the soft error occurred, and hierarchical clustering is implemented to extract features from the erroneous output results. The effectiveness of the methods is verified by experiments.
3) The methods proposed in this paper are very flexible, and it is easy to extend or replace the feature extraction method and analysis method in the model, which provides convenience for subsequent research. 4) The approach of using clustering and a neural network to analyse the relationship between different functions and output results in programs is very valuable. It can be used not only for backtracking soft errors but also for program vulnerability analysis and other purposes.
II. ISSUES ANALYSIS
In this section, we will discuss the relationship between where the soft error occurs and its impact on the final output with a sample program shown in algorithm 1. A program of a certain size usually contains many different functions that perform different tasks in the program. The final output result of the program is determined by these functions. When soft errors occur in different functions, the impact on the output result is different. The sample program includes four different functions: A, B, C and main. We provide an integer array of length 100 for the main function as input, and every data point in the array has a value of 1.The main function calls three other functions to process the array.
As seen from the algorithm, although the output of the program is an array, the program is actually processing a matrix of 10 × 10.
Then, we use the dynamic binary instrumentation tool Pin [31] which was developed by Intel to perform a fault injection experiment. When each function of the program is called, we randomly inject faults into the registers and memory that the function is using and obtain 1000 erroneous output results for each function.
Taking functions A, B and C as examples, the average number of erroneous data in the results of each function is counted, and the average index of each erroneous data point in the array is also counted. The result is shown in Figure 1 , where we can see that the severity and location of the impact caused by soft errors that occur in different functions are not the same.
Next, in further analysis, the number of times each data point in the array has an error is counted, and the statistical results are presented in a matrix of 10 × 10. As shown in figure 2, taking function A as an example, soft errors that occur in function A are likely to cause more serious consequences.This result is caused by the function of function A, namely, the extent of the data that it processes and its position in the program. Its own algorithm causes errors to propagate horizontally, whereas the function C that is subsequently executed causes errors to propagate vertically, such that the Algorithm 1 Sample Program Input: An int type array Array that has size 100 Output: Array, containing processed results 1: function A(Array) 2: for each i ∈ [0, 4] do 3: for each j ∈ [0, 8] do 4: n ← 10 * i + j;
5:
Array n+1 ← Array n + Array n+1 ; 6: end for 7: end for 8: end function 9:
10: function B(Array, index) 11: for each i ∈ [index, index + 8] do 12: Array i+1 ← Array i + Array i+1 ; 13: end for 14: end function 15: 16: function C(Array) 17: for each i ∈ [0, 8] do 18: for each j ∈ [0, 9] do 19: n ← 10 * i + j; 20: Array n+10 ← Array n + Array n+10 ; 21: end for 22: end for 23 : end function 24: 25: function main(Array) 26: for each i ∈ [0, 99] do 27: Array[i] ← 1; 28: end for 29: A(Array); 30: for each i ∈ [5, 9] do 31: B(Array, 10 * i); 32: end for 33: C(Array); 34: return Array 35: end function data that it processes in the array leads to the expansion of the error propagation range.
From the previous analysis, it can be concluded that when a soft error occurs, the way that the error propagates, the range of data that may be affected, and the severity of the impact will vary depending on the function that the soft error occurred in. These differences lead to erroneous output results that exhibit different characteristics. Moreover, these features are more pronounced when statistics are calculated on a large number of erroneous output results. If these features can be extracted, it is feasible to infer the function in which the soft error actually occurred through the erroneous output result.
In the above discussion, the function of the program and the meaning of the output result are considered to be known. In particular, the output of the program is actually a matrix, which provides great convenience for subsequent analysis. When the statistics are presented in the correct form, important features, such as the way that the error propagates and the scope of influence, are easier to find from the erroneous output results. However, in most cases, researchers are not very aware of the program. The function of the program and the organization of the output are unknown, and the features hidden in the erroneous output results are far more concealed than those in the sample program. Imagine that if the output of the sample program is organized in a disorderly manner, it will be difficult to observe the information mentioned earlier. At the same time, the features are found through a large number of statistical results so that if we need to analyse a specific erroneous output result, further analysis will be needed.
To solve the above problems, we present EBSCN. EBSCN is an analytical method independent of the way that the data are organized and does not require additional modifications to the program. It will be introduced in detail in the next section.
III. SYSTEM DESIGN
EBSCN includes a feature extraction method based on clustering and a feature analysis method based on a deep neural network. The first two subsections of this section introduce the two methods and how to use them to build an analysis model. The third section introduces methods for improving and extending the model based on program-related information.
A. CONSTRUCTING DATA ASSOCIATION MODEL BASED ON CLUSTERING
As seen from the discussion and experiments in the previous section, soft errors that occur in different functions can have different effects on the output result. One of the most important differences is the correlation between the data, which is mainly caused by the difference in the scope of influence and the direction of propagation. When a soft error occurs in different functions, two identical data points in the output result may exhibit distinct correlations. When observing the effects of soft errors that occur in a function, the two data points are highly correlated, often exhibiting the same response (error or correct) to soft errors; however, when observing the effects of soft errors occurring in another function, they are found to be unrelated to each other.
By observing a set of error results caused by soft errors occurring in a function, the data can be classified based on the impact of soft errors on each data point, and similarly affected, highly correlated data will be classified into one category. In the EBSCN method, we define such a classification result as a data association model of the function. This data association model can be used to evaluate the probability that an erroneous output result is caused by a soft error that occurs in this function.
The main process of using the clustering method to obtain a data association model of a function is as follows: 1) Use a set of erroneous output results caused by soft errors occurring in this function to generate a signature code for each data point. 2) Use the signature codes of two data points to define the difference between them, and then use the agglomerative nesting (AGNES) [32] method to classify the data points. 3) After the cluster tree of the function is obtained, select the appropriate number of clusters to cut the cluster tree to obtain the data association model.
The data in the output results will be classified using the AGNES method. Compared with other clustering methods, the AGNES method has two important advantages: first, the AGNES method does not need to specify the number of classes before execution, before classifying, it is difficult to determine how many classes the data will eventually be divided into; second, the result obtained by using hierarchical clustering is a cluster tree, as shown in figure 3, and after clustering is completed, obtaining clustering results of different levels only requires selecting the appropriate position to cut off the tree, without multiple clustering. The process of clustering N objects using the AGNES method is as follows:
1) Each object is divided into a single cluster. The degree of dissimilarity between clusters is the degree of dissimilarity between the objects they contain. 2) Find the two clusters with the smallest degree of dissimilarity and merge them into one cluster. At this point, the total number of clusters is one less. 3) Recalculate the degree of dissimilarity between the new cluster and all the old clusters. 4) Repeat steps 2 and 3 until the number of clusters is 1 (this cluster contains N objects). To measure the degree of dissimilarity between two data points, we define a signature code for each data point, which is used to record the impact of soft errors occurring in the program on these data. When using n erroneous output results caused by soft errors to cluster data, the signature code is binary data of length n, and the n erroneous output results are uniformly numbered. In addition, if a data point is incorrect in the i-th erroneous output result, the i-th bit of the signature code of this data point will be set to 1; otherwise, it will be set to 0. When the degree of dissimilarity between two data points is measured, the XOR operation is performed on the signature codes of the two data points, and the number of 1 in the result is defined as the degree of dissimilarity between the two data points. In fact, this value represents the number of soft errors that have different effects on the two data points. When we measure the degree of dissimilarity between two clusters, we take the average degree of dissimilarity between each data point in one cluster to every data point in the other cluster.
After the cluster tree of the function is obtained, it is necessary to select the appropriate number of clusters to cut the cluster tree to obtain the data association model of the function. Too many or too few clusters will affect the analysis ability of the model: if the number of clusters is too large, the data contained in one cluster is too small, and the association between the data contained in the model is insufficient; if the number of clusters is too small, the association between the data contained in the model is not precise enough, and some data with less relevance are divided into one cluster.
We extract 300 erroneous output results from each group of 1000 erroneous output results that we prepared earlier for functions A, B, and C, and we generate a signature code for each data point with the corresponding erroneous output results for each function; then, the data are clustered to obtain cluster trees.The relationship between the smallest degree of dissimilarity and the number of clusters in the clustering process is shown in figure 4 . It is obvious that the change rate of the smallest degree of dissimilarity with the number of clusters increases significantly in some locations. These locations often represent that the clustering process completes the merger of clusters with high correlation and begins to merge two clusters with low correlation. This kind of location is often suitable to cut off the cluster tree.
After obtaining a data association model for a function, we use this model to score an erroneous output result to measure the probability that the erroneous output result is caused by a soft error occurring in this function. The higher the score is, the closer the data association shown in the output result is to the model description, and the more likely this output result is due to a soft error that occurs in this function. The specific scoring method is as follows: Assuming that the data association model contains k clusters such as C 0 , C 1 , . . . , C k , and each cluster Ci contains n i data, if there are e i data in the n i data in an erroneous output result that are different from the correct result, the score of the erroneous output result obtained on the cluster C i is ((n i − e i ) − e i ) 2 . The greater the difference between the number of incorrect data and the number of correct data is, the more the data in the cluster react the same, and the more accurately the cluster is divided for this erroneous output result. The scores of each cluster are accumulated and min-max normalized to calculate the total score P. The complete formula is:
The standard algorithm for the AGNES method has a time complexity of o(n 3 ) and requires o(n 2 ) memory. When we use the AGNES method to build data association models, we need to build a model for each function. When the number of erroneous output results used is more than the word length of the computer, the signature code will be multiword data, and the data of each word needs to be processed when calculating. Therefore, the actual time complexity and space complexity of our algorithm are o(tsn 3 ) and o(tsn 2 ), where t represents the number of functions, and s represents the ratio of the number of erroneous output results used to the length of the computer word. In most cases, s and t are much smaller than n, and the time complexity and space complexity of our algorithm can also be considered as o(n 3 ) and o(n 2 ). When the scale of the output of the program is large, the execution speed of the algorithm will be significantly reduced. However, due to the experimental conditions, the program for HWIFI experiments generally does not use a particularly large data set. At the same time, the spaceborne system often has a relatively long preparation time before hardware failure injection experiments, providing sufficient time to build data association models and perform related analytical work.
When using a good data association model for a function to score the erroneous output results, the score of the error output result caused by the soft error occurring in this function should be significantly higher than the score of the error output result caused by the error occurring in other functions. Therefore, after filtering out some suitable cut-off points by the change rate of the smallest degree of dissimilarity with the number of clusters, cluster trees can be cut off at these cut-off points separately and the obtained data association models are used to score a set of erroneous output results. Then, the average score of the erroneous output results caused by the soft errors occurring in this function and the average score of the erroneous output results caused by the soft errors occurring in other functions are calculated, and the model is selected that has the largest difference between the two scores as the final data association model. Due to the characteristics of the AGNES method, this process does not require repeating the clustering process.
By constructing a data association model for each function in the program, we can use different models to score the same erroneous output result, but different models actually represent different scoring standards, and these scores cannot be directly compared to each other. For example, an erroneous output result obtains a score of 0.8, 0.7, and 0.7 in the models of functions A, B, and C respectively. From these scores, it can be inferred that the possibility of a soft error occurring in functions A, B and C is not low, but this does not mean that the possibility of a soft error occurring in function A is greater than that in the other two functions.
Comparing scores from different data association models is a difficult problem, and harmonizing different scoring standards requires complex mathematical calculations. To solve this problem, we found inspiration from considering the classification problem in the field of machine learning. When using different features to classify objects, these features often have complex nonlinear relationships in classification results. The feature values of objects often have different dimensions and ranges, and direct calculations cannot be performed. Deep neural networks (DNNs) [33] have been widely used to solve this problem and achieved good results. Therefore, in the EBSCN method, we also use the deep neural networks to advance our analytical work. It will be introduced in the next section.
B. USE DEEP NEURAL NETWORKS TO ANALYZE FEATURES
DNNs are artificial neural networks with multiple hidden layers, and each node at the same hidden layer uses the same nonlinear function to map the feature input from the layer below. DNNs have a flexible structure and excellent capabilities to address highly complex nonlinear relationships between the input and output.
Our network model is shown in figure 5 , consisting of three parts: the input layer, the hidden layer and the output layer. The number of input layer nodes N input depends on the number of feature values of the results that are input into the network. The number of output layer nodes N output is equal to the number of functions. The appropriate number of hidden layers is set according to the number of input layer nodes. The number of nodes in each layer is determined by the formula
The hidden layer is responsible for extracting features from the input layer and using the transfer function to represent the complex relationship between the input and output. We use the ReLU function as the transfer function of the hidden layer and the output layer and use the sigmoid function to output the result.
Sigmoid
When only data association models are used as features of the output being analysed, and no other features are used, the input of our network model is a one-dimensional vector P, and the output is a function suspiciousness vector Y. Assume that the program that produces the output results being analysed contains n functions, P = [P 1 , P 2 , . . . , P n ] represents the score of the output results obtained from the data association model of each function, EN represents the number of error datapoints and will be discussed in the next subsection. In suspiciousness vector Y = [Y 1 , Y 2 , . . . , Y n ], Y i represents the possibility that the soft error occurring in function i leads to the erroneous output result being analysed. If Y i > Y j , the possibility that the soft error occurring in function i leads to the erroneous output result is greater than the possibility that the soft error occurring in function j leads to the erroneous output result. By sorting the functions according to the value of the vector Y, we can obtain the function suspiciousness sequence. Vector e represents the expected test result. If the soft error occurring in function i leads to the erroneous output result being analysed, the element T i is equal to 1; otherwise, it is 0. We use cross-entropy as a loss function to define the loss between Y and T, The complete formula is:
During the training,initial parameters(weights and bias) will be randomly determined, we use the backpropagation (BP) algorithm to adjust the parameters in the model in order to minimize the total difference between the vector T and the suspiciousness vector Y. After the training network is iteratively trained based on the training set, the complex relationship between the data association model of each function and the error output result can be reflected by the network. We use a gradual learning rate to control the training process. The learning rate is determined by the following formula, where one Epoch means completing all training data once, LR represents learning rate, DropRate is the amount that the learning rate is modified each time while EpochDrop is how often to change the learning rate:
Returning to the previous sample program, we selected 300 of the 1000 erroneous output results of each function as the training set. To ensure that the training set is independent of the validation set, the data association models were also built based on the training set, and the other 700 erroneous output results of each function were used as the validation set (2800 in total). When the training process is finished, the validation set is used to validate our model, and the position of the function in which the soft error actually occurred is recorded in the function suspiciousness sequence. The results are shown in table 1:
It can be seen that the ranking in the first place accounted for 77.04% of the total number of validation cases, and the top two cases accounted for 98.68% of the total number of validation cases. Our method has achieved good results on the sample program.
C. IMPROVING AND EXTENDING THE MODEL WITH PROGRAM-RELATED INFORMATION
In the previous discussion, we analysed how to use our model to predict the location of soft errors according to the output of the program, based on the situation that we are completely unaware of the program. In fact, areas that need to consider the impact of soft errors often have highsecurity requirements for the system. Technicians performing software hardening and reliability analysis often have a deep understanding of the function and structure of the program and may even have the right to modify the program code. In this section, we will discuss how to improve and extend our model in these cases to enhance the effectiveness of the analysis.
Adding new features to the network model as input is an easy-to-implement model extension and does not affect the source program. If the analyst understands that there are some special features in the output results of the program being analysed, these features can be extracted as new input of the DNN to improve the analysis effect of the model. For example, for most programs, the number of error data points in the output results is a feature that can be easily acquired. We add this feature to the analysis model of the sample program and then retrain and test the model. The test results are shown in Table 2 . It can be seen that the addition of the new feature improves the analysis effect of the model. In the subsequent experiments in this paper, this feature will be added into the models.
Considering that as the number of functions increases, listing the position of the function in which the soft error actually occurred in the function suspiciousness sequence will become complicated and difficult to observe; therefore, we will use the ratio of the number of times the objective function ranks first, top 25%, and top 50% in the function suspiciousness sequence to the total number of validation sets to evaluate the analysis effect of the model. We only count the functions that have actually been executed and whose execution time accounts for more than 0.1% of the total execution time.
Another useful item of information for our analysis is information about the structure of the output results, which is mainly applied to the following two scenarios. First, we usually divide and process the output results as binary data in bytes. If we know the type of data in the output results beforehand, for example, in the sample program, we know that the output results are organized in the form of int, then we can treat the data in the output results as a 4-byte int type, which will improve the accuracy and performance of the analysis.
Then, in some cases, soft errors will lead to changing the size of the output results, and the quantity of data in the erroneous output results will be more or less than the correct result. In this case, the model will continue the analysis process by discarding the excess results or filling the missing results with zeros. This processing method will cause the model to make a wrong judgment regarding whether data are correct or not. A missing or redundant data point can cause the subsequent data to be treated as incorrect data, which will affect the analysis effect of the model. Some information about the structure of the output results can help us alleviate the problems caused by this situation.
We take the Dijkstra program in the MiBench test suite [34] as an example. The Dijkstra program is used to find the shortest path between two vertices in a directed graph. The input of this program is many pairs of vertices, and the output result is the shortest path between each pair of vertices, which is divided by newline characters. We directly use the previous model to analyse the Dijkstra program, and the results are shown in table 3 .
It can be seen that the effect of model analysis is not ideal. The main reason is a common effect of soft errors occurring in the Dijkstra program, such that an error occurs when calculating the shortest path between a pair of vertices and an incorrect path is output; then, the length of this incorrect path is often not equal to the correct path. When using the previous model, these cases will make the model assess all subsequent paths as incorrect, although it is likely that only this path is incorrect. If we take the information that the paths are divided by newline characters into account when building the data association model, the model will divide the result into different parts according to the newline characters in the analysis process and will consider the quantity of data of each part separately. After importing this information into the model, the new test results are obtained, which are shown in table 4. It can be seen that the analysis effect has been improved significantly.
When an analyst has the right to modify the program partially, the analysis effect of the model can be improved by making the program output auxiliary partitioned fields or some important data during the execution of the program. Because the scale of data input and output is often strictly limited when using HWIFI techniques or the system in actual operation, this optimization method needs to be combined with the actual situation. Consequently, no indepth discussion is presented here.
IV. EXPERIMENT
This section mainly analyzes and verifies our proposed methods through different experiments.It consists of 5 subsections. The first subsection focuses on the source of our test programs and data, as well as the parameters set in the experiment. The second and third subsections respectively discuss the impact of the scale of the output result and the severity of the error.The fourth subsection verifies the effectiveness of our methods on the program in the test set.The last section discusses the convergence of our methods.
A. EXPERIMENTAL SETUP AND TEST SET
The test programs used in the experiments in this article are all derived from the test suite MiBench [34] except for the previous sample programs. Table 5 lists the basic information of these programs, including the name, description, and number of functions (we only count the functions that have actually been executed and whose execution time accounts for more than 0.1% of the total execution time).
The training set and validation set used in the experiment were obtained by Pin. Using the dynamic instrumentation function provided by Pin, we can insert code to modify the registers and memory that the program is using at any time during program execution, which simulates the occurrence of soft errors. By performing a random injection experiment on each function of each program, we obtain 1000 erroneous output results for each function, 300 of which are used as the training set, and the other 700 are used as the validation set.
The networks used by sha, susan, Dijkstra, fft and bitcount contain only one hidden layer, and the initial LR in formula 6 is 0.5, DropRate is 0.5, and EpochDrop is 10. The networks used by JPEG and gsm contain two hidden layers, and the initial LR in formula 6 is 0.7, DropRate is 0.7, and EpochDrop is 10.
B. THE IMPACT OF THE SCALE OF THE OUTPUT RESULT ON ANALYTICAL CAPABILITIES
In this subsection, we will discuss the impact of the scale of the output results on the EBSCN method through experiments. We performed 5 experiments using the JPEG program. In each experiment, images of different sizes were used as input to obtain output results of different sizes. The size of the output results and the experimental results are shown in table 6.
It can be seen from the experimental results that when the scale of the output result is small, the analysis effect of the EBSCN method increased with the expansion of the scale. This is because when the scale of the output result is small, the structure of the data association model that can be constructed is relatively simple and unable to provide enough information for the analysis process, thereby affecting the final result. When the scale of the output increases to a certain extent and the constructed data association model contains enough information, continuing to increase the scale does not significantly improve the analysis effect.
However, when the scale of the output result is too large, the time overhead required to establish the data association model will increase rapidly. At the same time, many fault injection techniques, especially HWIFI techniques, often have strict limits on the scale of the output. Therefore, in the process of using the EBSCN method, it is necessary to select an output result of a suitable scale.
C. THE IMPACT OF THE SEVERITY OF THE ERROR ON ANALYTICAL CAPABILITIES
In this subsection, we will discuss the impact of the severity of the error. For the program in the test set, we first count the proportion of the erroneous data in each erroneous output result in the verification set. Then, when using the verification set to verify the trained model, the function of the actual occurrence of soft errors ranked in the top 25% of the suspiciousness sequence is taken as the criterion for successful detection, and the detection rates under different error severities are counted. The relationship between the severity of the error and the detection rate is shown in figure 6(since the output data of the bitcount program is too small, it is not discussed here).
Observing the curves in the graph shows that the EBSCN method works best when the error severity is low. At this time, there are fewer erroneous data, and the correlation between erroneous data is more obvious and easy to analyse. Subsequently, as the proportion of erroneous data increases, there is no significant increase and decrease in the detection rate, but when the proportion of erroneous data increases to very close to 100%, the detection rate of the relatively complex programs (JPEG and gsm) drops sharply. When all data are wrong, the data association model will lose the ability to analyse, even if the proportion of errors is close to but not 100%. It may be because a small quantity of erroneous data is accidentally equal to the correct data. In this case, the EBSCN method will rely entirely on the quantity of erroneous data to select suspicious functions. When the program is relatively simple, there are not many functions that may cause such errors. The EBSCN method can still maintain a certain accuracy, but when the program is more complicated, the analysis effect will be significantly reduced.
Dijkstra is a special example, and its output result consists of many independent execution results. There are two main effects of soft errors on Dijkstra: soft errors that occur in most functions tend to only affect one execution of the program, and the proportion of erroneous data is low; and soft errors that occur in the outermost control function often cause serious errors, and the proportion of erroneous data is high. In both cases, EBSCN works well. However, there are very few soft errors that can cause the situation between the two. Because the number is too small, they have little effect on the final model during the learning process, which also makes it difficult for the final model to analyse these errors. A similar situation exists in other programs, but due to the particularity of Dijkstra, it is more obvious from this perspective.
It can be seen from the experimental results that the EBSCN method can work well in most cases, but the analysis ability for uncommon errors and very serious errors is relatively weak.
D. EXPERIMENTAL RESULTS ON TEST SET
Our model is used to analyse the program in the test set and the verification set is used for verification. The verification results are shown in table 7, in which the top 25% of the programs with more than 4 functions and less than 8 functions are represented in the top two positions in order to be distinguished from the first position in the rank of the suspiciousness sequence. The remaining 25% and 50% are calculated using a round-down approach.
As the size of the program increases and the number of functions increases, the logic of the program becomes increasingly complicated. It can be seen from the experimental results that as the number of functions increases, the proportion of the function in which the soft error actually occurs and ranks first in the suspiciousness sequence is significantly reduced. However, from the perspective of the top 25% and 50%, the analytical capability of our model does not decrease significantly with increasing scale. In all experiments, the proportion of the function in which the soft error actually occurs and is ranked in the top 25% of the suspiciousness sequence is no less than 82%, and the proportion ranked in the top 50% is no less than 97%, which shows that our method can locate soft errors to a relatively accurate range and help with subsequent analysis.
E. CONVERGENCE EXPERIMENT
When using DNN to analyse features in our model, we use cross-entropy to estimate the loss between the network output It can be seen from the figures that as the training progresses, the loss of the network gradually decreases in the oscillation and finally stabilizes. The upward trend of the analysis effect is similar to the downward trend of the crossentropy, but there is still a small oscillation in the end. The reason is because there is still a slight difference between the ''similarity'' determined by cross-entropy and the exact ranking we need, especially when the objective function is not the first place in the sequence. Therefore, in the final stage of training, we still choose to retain the best performing parameters on the training set for use. 
V. CONCLUSION
With the development of integrated circuit design technology, soft errors have become an important threat to system reliability, and software-based fault-tolerant technology is one of the important means to enhance reliability. When verifying the reliability of a system using software-based faulttolerant techniques, it is not always possible to find highly controllable and highly observable verification methods, and at this time, analysing the error results that occur during the verification process requires a vast amount of work.
This paper proposes the EBSCN method to reduce the workload of this process. First, we analyse the influence of soft errors occurring in different functions on the output results and propose a method based on hierarchical clustering to extract features from the erroneous output results. Next, we propose a model based on a deep neural network to analyse these features and sort the functions according to suspiciousness. Finally, we discuss how to improve and extend the model using program-related information. Through experiments, we analysed the effect of the scale of the output results and the severity of the error on the EBSCN method, and we verified the effectiveness of the EBSCN method on different programs.
Extract richer features and find the most adaptive network models for them to improve analysis speed and accuracy will be the focus of future research.
APPENDIX A CONVERGENCE EXPERIMENTAL RESULTS
The convergence experimental results of programs other than JPEG are shown in figure 9 -figure 20.
