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ABSTRACT Electron cryomicroscopy and icosahedral reconstruction are used to obtain the three-dimensional structure of
the 1250-Å-diameter herpesvirus B-capsid. The centers and orientations of particles in focal pairs of 400-kV, spot-scan
micrographs are determined and iteratively refined by common-lines-based local and global refinement procedures. We
describe the rationale behind choosing shared-memory multiprocessor computers for executing the global refinement, which
is the most computationally intensive step in the reconstruction procedure. This refinement has been implemented on three
different shared-memory supercomputers. The speedup and efficiency are evaluated by using test data sets with different
numbers of particles and processors. Using this parallel refinement program, we refine the herpesvirus B-capsid from
355-particle images to 13-Å resolution. The map shows new structural features and interactions of the protein subunits in the
three distinct morphological units: penton, hexon, and triplex of this T  16 icosahedral particle.
INTRODUCTION
Caspar and Klug’s original theory of quasi-equivalence
(Caspar and Klug, 1962) provided an enormous intellectual
stimulus to understanding the principles of virus assembly
(Casjens, 1997) and to the development of biophysical
techniques for structural determination of viral assemblies
(Baker and Johnson, 1997). Determination of the high-
resolution crystallographic structures of plant and animal
icosahedral viruses has shown that the structural variation
among the quasi-equivalent subunits often differs signifi-
cantly from that predicted by the Caspar and Klug theory
(Harrison et al., 1996; Johnson, 1996).
Whereas x-ray crystallography has long been a powerful
technique for revealing atomic-scale structural details of
viral capsid proteins, in the past few years electron cryomi-
croscopy has played a major role in moderate-resolution
structure determination for viruses with diameter ranges of
250-1300 Å. These studies have yielded new insights into a
number of fundamental structural aspects of viruses, includ-
ing the assembly mechanisms (e.g., Conway et al., 1995;
Dryden et al., 1993; Prasad et al., 1993; Stewart et al.,
1993), the roles of scaffolding proteins (e.g., Marvik et al.,
1995; Thuman-Commike et al., 1997), the interactions be-
tween ordered nucleic acids and coat proteins (e.g., Cheng
et al., 1994; Prasad et al., 1996), the sites of cellular receptor
binding (e.g., Olson et al., 1993), and the mechanisms of
antibody neutralization (e.g., Chiu and Smith, 1994; Smith
et al., 1995). Recent technical advances in electron cryomi-
croscopy and image processing have made it possible to
determine the three-dimensional (3D) structures of moder-
ate-sized icosahedral particles to resolutions at and beyond
9 Å, at which point -helices within the proteins can be seen
(Bo¨ttcher et al., 1997; Conway et al., 1997; Trus et al.,
1997).
The herpes simplex virus-1 (HSV1) capsid is among the
largest and most complex icosahedral particles. Its struc-
tural determination to high resolution will require improve-
ments in both image acquisition and data-processing tech-
niques. This paper addresses our approach to improving the
resolution of the HSV1 B-capsid structure. In the next
section we describe the overall experimental and computa-
tional approaches we have employed and identify global
refinement of particle orientations as a major limiting step
that is suitable for parallel computation. In the third section
we discuss the factors influencing the potential performance
of parallel computation procedures, and describe our imple-
mentation on different shared memory supercomputers and
the parallel performance obtained. The fourth section de-
scribes a 13-Å structure of the HSV1 B-capsid, obtained by
using the parallel refinement. In the fifth section we discuss
the advantages of our experimental and computational ap-
proach to solving higher resolution structures of large ico-




The 3D reconstruction method for electron microscopy was
pioneered by DeRosier and Klug (1968). Their method
combines projection images of different views of an object,
where the number of required views (N) depends on the size
of the objects (D) and the targeted resolution (d), i.e., N 
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D/d. In the case of an icosahedron, one needs fewer views
than for an irregular object because of the redundancy
contributed by the 60 identical asymmetrical units that make
up each particle (Crowther, 1971; Crowther et al., 1970).
For instance, to reconstruct a 1000-Å-diameter icosahedral
particle at 5-Å resolution, only 10 evenly sampled, noise-
free views are, in theory, required. In practice, images are
noisy and have low contrast, so that hundreds, even thou-
sands of such images are needed to obtain statistically
well-defined structural details.
The algorithm for 3D reconstruction of icosahedral par-
ticles embedded in negative stain was first introduced by
Crowther and co-workers (Crowther, 1971; Crowther et al.,
1970). Since then, there have been improvements both in
the data-processing procedure and in Crowther’s original
code (e.g., Baker et al., 1988; Fuller, 1987; Prasad et al.,
1988), to permit processing of low-contrast images of ice-
embedded particles. To improve the computational effi-
ciency and allow for the increased complexity of larger
particles at higher resolution, several computational meth-
ods have been developed for the selection of particles (Thu-
man-Commike and Chiu, 1996), the estimation (Olson and
Baker, 1989; Thuman-Commike and Chiu, 1997) and re-
finement (Baker and Cheng, 1996; Fuller et al., 1996) of
particle centers and orientations, and the correction of the
contrast transfer function (CTF) of the microscope (Bo¨tt-
cher et al., 1997; Conway et al., 1997; Trus et al., 1997).
One of the most demanding tasks in image processing is
to obtain accurate values for the two center and three
orientation parameters of each particle image. The accuracy
required depends on the desired resolution and the particle
size. For example, the maximum allowable error in the
center and orientation determination must be less than 2.5
Å and 0.3°, respectively, to produce a 10-Å map of a
1000-Å-diameter particle. This estimate is based on the
criterion that the maximum amount of phase shift in the
computed Fourier transform of the particle image intro-
duced by a change of center and orientation parameters of
these amounts at the targeted resolution should be less than
90°.
Experimental and computational strategy
In our experimental set-up, a JEOL4000 intermediate volt-
age electron cryomicroscope is operated at 400 kV using a
LaB6 filament, and the ice-embedded specimen is kept at
170°C. The intermediate-voltage electron microscope of-
fers the prospect of reduced chromatic effects (Brink and
Chiu, 1991) and a greater depth of field (Chiu et al., 1986;
Zhou and Chiu, 1993). Our images are recorded by a spot-
scan procedure to minimize beam-induced movement
(Downing, 1991; Zhou et al., 1994). Our experimental data
consist of focal pairs comprising close-to- and out-of-focus
FIGURE 1 Flow-chart diagram illustrating the data-processing scheme for 3D structural determination of icosahedral virus particles from spot-scan
images. On the left are portions of a focal pair of 400-kV, spot-scan micrographs of HSV1 B-capsid particles with one corresponding capsid particle image
indicated by dashed circles in both images. Data-processing steps are listed on the right, inside ovals of dashed (for out-of-focus particles), thin solid (for
close-to-focus particles), and thick solid (for both out-of-focus and close-to-focus particles) lines. The procedure begins with out-of-focus particles, first
obtaining a set of possible orientation estimates for each particle by self common-line searches, followed by elimination of incorrect orientation estimates,
then orientation and center refinement, 3D Fourier merging, 3D reconstruction, and computation of 2D projections. The center of each close-to-focus
particle image is first determined by cross-correlating the particle image with a computed projection, using the orientation estimated from the corresponding
out-of-focus particle. Iterative cycles of orientation and center refinement, merging, and 3D reconstruction are then carried out by using the close-to-focus
particle images. The refinement steps include both local (with the raw images against a reprojection template) and global (with only raw images) refinement.
The final step is 3D visualization.
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images (Fig. 1). The former contains high-resolution but
low-contrast image data for use in the eventual high-reso-
lution reconstruction, whereas the latter contains particle
images of relatively high contrast from which a preliminary
low-resolution 3D reconstruction can be readily obtained
(Zhou et al., 1995). Computed projections of this initial
low-resolution 3D reconstruction are reasonably noise-free
and are used to help by determining the center and orien-
tation parameters of the corresponding close-to-focus par-
ticle images.
We have used iterative algorithms to refine the center and
orientation parameters (Fig. 1). The first refinement method
is local in that particle parameters are refined against tem-
plates consisting of a set of particle images or computed
projections. At the initial stage of data processing, the
templates are raw particle images for which parameters
have been estimated. When a preliminary 3D map is avail-
able, its computed projections would be used as templates
for the local refinement. However, because there is no a
priori guarantee that the local refinement alone will achieve
the desired accuracy, the iterative refinement shown in our
data-processing scheme (Fig. 1) includes both local and
global refinement steps. In the global refinement step, all of
the raw particle images are refined against each other,
without using templates. A potential merit of global refine-
ment is the absence of possible bias arising from template
data. However, it is a computationally intensive process,
particularly with a large data set.
Determination of particle parameters by the use
of common-lines
The principle of 3D reconstruction is based on the central
projection theorem illustrated for a model system in Fig. 2,
which states that the Fourier transform of a two-dimensional
(2D) projection of a 3D object is equivalent to a central
section through the 3D Fourier transform normal to the
direction of the projection (Fig. 2 c). Therefore, two Fourier
sections of images of particles with different orientations
must intersect. The two lines coinciding at this intersection,
one in each transform, are called a pair of cross common-
lines (Fig. 2 d). Along the cross common-lines, the ampli-
tudes and phases of the Fourier coefficients at correspond-
ing points, one in each transform, are equal for noise-free
images (Crowther, 1971; Crowther et al., 1970).
Each icosahedron consists of 60 asymmetrical units re-
lated by five-, three-, and twofold symmetry. Correspond-
ingly, there are 60 Fourier central sections per icosahedron
that are symmetry-related (Fig. 2 c), each of which inter-
sects the Fourier section of the other particle image. Thus
there are a total of 60 pairs of cross common-lines between
any two particle transforms (Fig. 2 d). However, when the
incident electron beam coincides with one of the symmetry
axes, this number decreases because of degeneracy. For any
one particle image, the symmetry-related sections also in-
tersect with the original section, resulting in common-lines
that are called self common-lines. Because of degeneracy,
there are only 37 or fewer unique pairs of self common-lines
within each transform (Fuller et al., 1996).
The directional parameter of a self or cross common-line
can be mathematically described as a unit vector, Cijk, for
particle i, which can be expressed as the cross-product of the
FIGURE 2 Illustration of cross common-lines. (a) An icosahedral model
is generated from the atomic coordinates of one asymmetrical unit of
bacterial phage X174 (McKenna et al., 1992) obtained from the
Brookhaven Protein Data Bank. (b) Projection images of the model are
generated for two different viewing directions. (c) Each 2D Fourier trans-
form i or j is equivalent to a central section of the Fourier transform of the
3D model. The vectors normal to these sections, nik and njk, are parallel to
the projecting directions. (d) These sections intersect at one line repre-
sented by a directional unit vector Cijk. The Fourier values along the
intersection at corresponding spatial frequency s in each section are iden-
tical. (e) These lines, which are located at angular positions ijk and jik in
the original sections, are called a pair of cross common-lines. Icosahedral
symmetry allows the Fourier section j in c to be rotated to generate another
59 sections, each of which also intersects with Fourier section i, resulting
in a total of 60 pairs (k  1 3 60) of cross common-lines between
transforms i and j. For simplicity, the symmetry-related sections of section
j are not shown in d, and only one of the 60 pairs of common-lines is drawn
in e.
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two directional vectors, nik and njk, which are normal to the
two central sections (Fig. 2 c). The subscripts in these
parameters refer to particles i and j and their common-line
k. In the case of a self common-line, i  j, and k refers to
the self common-line generated from the symmetry-related
sections of the particle. In the case of a cross common-line,
i  j, and k refers to the cross common-line between the
sections of particle i and the kth symmetry-related sections
of particle j. Similarly, Cjik is defined as the directional
parameter for the common-line k for the intersections of the
section of particle j with those of the particle i, and coin-
cides with Cijk in Fig. 2 d. The distributions of the self
common-lines are dependent on the projection direction of
an individual particle, whereas those of the cross common-
lines depend on the projection directions of two particles. In
principle, the locations of 37 or fewer self common-lines
alone are sufficient for determining the orientation of an
icosahedral particle. However, using all cross common-lines
from a large set of particle images provides a larger data set
to impose a self-consistent constraint for their orientation
determination and refinement. The major computational
effort in the determination of the particle orientation param-
eter is devoted to determining the Cijk, and thus Cjik, as
accurately as possible by minimizing the phase differences
between the data points along all pairs of the common-lines
in the Fourier transforms from a large set of noisy particle
images.
The algorithm for determining the orientation (, , )
and center (x, y) parameters proceeds as follows. For each
particle, the phase residuals along the common-lines corre-
sponding to each orientation in a set of trial orientations are
evaluated. For initial orientation estimation, the trial orien-
tations are sampled on a grid whose size is typically 1°
covering all possible orientations. Because of the 60 copies
of the asymmetrical unit in an icosahedral particle, the
unique possible ranges of the angles are   31.72° 3
31.72°,   69.09° 3 90°, and   0° 3 360°. For
refinement steps, the trial orientations are sampled at
smaller grid sizes, and the range of the angles is restricted to
within 1–2° around the initial orientation estimate. Because
a change in the particle center results in a phase shift in the
Fourier data along the common-lines, the center parameters
of each particle must also be determined accurately and are
refined simultaneously with the angles.
In our software, the average phase residual Ri along the
self and cross common-lines between particle i and all other
particles is evaluated according to Eq. 1. The angles (, ,
) and center (x, y) that minimize this function will be taken
as the correct orientation and center parameters for particle i.
Ri, , , x, y
(1)

j1N k1kmax(j) ssminsmax 	is, xi , yi , ijk
	js, xj , yj , jik s, ijk , jik
smax
 sminj1N kmaxj
where 	i(s, xi, yi, ijk) is the phase value in the Fourier
transform of the ith particle along the kth common-line;
	j(s, xj, yj, jik) is the phase value in the Fourier transform
of the jth particle (or of its symmetry-related sections) along
the kth common-line; ijk and jik are the angles of the kth
common-lines in the particle’s Fourier transforms; smin and
smax define the frequency range within which the phase
residuals are evaluated; kmax is the total number of common-
lines (either 37 for self common-lines or 60 for cross com-
mon-lines when there is no degeneracy); N is the number of
particles;  defines a weighting function for the amplitude
threshold, which could be either 1 or 0, depending on the
Fourier amplitude at different frequencies.
Computation time and memory requirement for
global refinement
Global refinement of the initial estimates of orientation and
center parameters for each particle i is done by minimizing
Ri (as defined in Eq. 1) along the self and cross common-
lines between particle i and all other (j) particles, using a
coordinate descent method (Brent, 1973). Our program emi-
cograd_org carries out the global refinement and is a mod-
ification of the original orientation refinement program emi-
cograd (Fuller, 1987), which has been enhanced to
incorporate simultaneous center refinement (Zhou, 1995).
The computation time required for global refinement limits
the practicality of carrying out reconstructions of large
particles, because it increases quadratically with the number
of particles, whereas the computation time for initial orien-
tation search and local refinement grows linearly. For ex-
ample, a global refinement of 200 particles 1250 Å in
diameter takes 2 days on an SGI R4400 workstation. By
extrapolation, a global refinement of 1000 particles would
take more than 50 days.
Another constraint on the use of the global refinement
calculation is the memory requirement. There are two kinds
of memory allocation in emicograd_org: static memory,
which depends only on the maximum number of particles
determined at the time when the program is compiled in a
computer; and dynamic memory, which depends on the size
of the particle images, the number of particles actually used,
data sampling parameters, and the desired resolution of the
refinement. The bulk of the memory is used to store the
Fourier transforms of particle images and the common-line
phase residual matrices, all of which must be accessible at
run time to perform the minimization. Based on the analysis
of our code, the number of computer words used by the
static memory allocation is
Ms 3Nmax
2  77Nmax C (2)
where Nmax is the maximum number of particle images that
could be solved by the program, and C is a constant on the
order of 100 words. The number of words dynamically
allocated is
Md 4N2S 2NS2 8N2 126NS 244N (3)
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where N is the actual number of particles being solved and
S is the maximum spatial frequency in pixel units. For
example, assuming each word is 4 bytes, the number of
particles used is 355, and the resolution is 105 pixels (equiv-
alent to 1/13 Å1 for HSV1 B-capsid), the dynamic memory
allocation is 266 Mbytes. With a further increase of N to 800
and S to 150-pixel resolution (necessary to achieve 9-Å
resolution for the HSV1 B-capsid), the dynamic memory
allocation requirement will become 1.76 Gbytes. This
amount of RAM is not typically available on a single
processor, but is commonly available on multiprocessors.
The use of disk storage for such computation is a possible
alternative, but execution time would be substantially
longer.
REFINEMENT BY PARALLEL PROCESSING
Based on the above discussion, it is apparent that the exe-
cution of global refinement with hundreds to thousands of
icosahedral particles requires high-performance computers
with multiple processors and large memories. In this sec-
tion, we will review the computer hardware we have con-
sidered for our implementation, discuss performance issues
for parallel applications, and then describe our implemen-
tation of the parallel global refinement algorithm. Finally,
we present the performance results achieved.
Parallel computing overview
There are two principal types of parallel computer hardware
architecture: a distributed memory multicomputer and a
shared-memory multiprocessor (Lewis and El-Rewini,
1992; Wilson, 1995). A distributed memory multicomputer
consists of multiple processors, each with its own memory,
connected via any of a variety of network topology choices
(Fig. 3 a). A shared memory multiprocessor consists of
multiple processors, each usually having local cache mem-
ory, connected to a shared common memory via a bus or
switch (Fig. 3 b).
There are two categories of memory model for parallel
programming, also called shared and distributed, which
differ conceptually in ways that are analogous to the hard-
ware architecture models. However, there is theoretically no
restriction against compiling a distributed-memory program
on a shared-memory computer or vice versa. The shared-
memory model implies uniform access to all program mem-
ory by all processors, whereas the distributed-memory
model implies no direct access to a processor’s memory by
other processors. In Fig. 3 c we illustrate the combination of
a shared-memory programming model implemented on a
distributed-memory multicomputer, which is often referred
to as a virtual shared memory or distributed shared memory
computer. One practical advantage of using a shared-mem-
ory programming model is ease of programming, because it
does not require the user to specify explicitly the distribu-
tion of the data among processors.
Factors affecting parallel performance
Speedup and efficiency are commonly used measures of
parallel performance. The speedup (Sp) is defined as the
ratio of the single processor time to the elapsed time (wall
clock time) for solving the same problem on P processors.
Whereas speedup measures how much faster a parallel
program runs on a particular computer, it does not measure
the effective use of the processors. The efficiency of a
program on P processors is the ratio, Sp/P, of the speedup
achieved to the number of processors used to achieve it
(Wilson, 1995).
The first steps in parallelizing an application are to iden-
tify the most time-consuming parts of the application, and to
minimize the amount of work that must be done sequen-
tially. However, there are other factors, such as load balance
and granularity, that affect the potential speedup and effi-
ciency. The load balance is defined as the average comput-
ing time on all processors, divided by the maximum time by
any processor. Granularity refers to the amount of compu-
tation distributed to processors. As a general rule, greater
efficiency is achieved with coarse-grained parallelism by
distributing large blocks of work to different processors,
provided that a good load balance can be maintained (Wil-
son, 1995). In a real application, it is rarely feasible to attain
perfect load balance (i.e., an even distribution of computing
time on all processors). Different job-scheduling proto-
cols can be used to optimize the load balance for specific
applications.
There are two major scheduling strategies for distributing
work across processors. The static scheduling strategy de-
termines how the work will be distributed among processors
FIGURE 3 Schematic models of computer hardware architecture. (a)
Distributed memory multicomputer. (b) Shared-memory multiprocessor. (c)
Shared-memory model implemented on distributed memory multicomputer.
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at the beginning of the execution of the program, and is the
default scheduling method on many parallel computers. It is
appropriate when the pieces of work to be distributed are of
equal size and thus presumably require the same amount of
time to complete. In the dynamic scheduling strategy, work
is distributed to the processors on a first-come, first-served
basis at run time. This strategy typically results in better
load balancing among processors when the pieces of work
to be distributed do not require the same execution times
(Lewis and El-Rewini, 1992; Wilson, 1995). For example, if
there are two jobs that each take a large amount of time and
many tasks that each take a small amount of time, the
dynamic scheduling strategy ensures that the two large jobs
will not be executed by the same processor.
Parallel implementation of global refinement
Using a performance profiling tool, we first determined that
over 90% of the computation time was spent in the gradi-
ent_refine subroutine in our global refinement program
emicograd_org. This subroutine refines the parameters of
one particle by minimizing the average phase residual de-
fined in Eq. 1. It does this by varying its orientation and
center parameters while the parameters of all other particles
remain fixed. This global refinement iterates until the
change in phase residual is less than a preset tolerance
value. Therefore, the amount of computation in this subrou-
tine varies from particle to particle, depending on the image
quality and the accuracy of the initial orientation and center
estimates. The next most computationally intensive subrou-
tine computes the phase residual matrix among all particles.
This subroutine is first run at the beginning of the refine-
ment to initialize the phase residual matrix and again at the
end of program to compute the phase residuals after the
refinement. The combined CPU usage of these subroutines
accounts for 99% of the total computation for all of our test
refinements. Our parallelization algorithm has been de-
signed to reduce the computational cost of these steps.
The computation involved in the global refinement done
by emicograd_org has data dependencies among all of the
particles selected for refinement. This means that in com-
puting the refinement of the parameters of one particle, one
must have access to the parameters and residual matrices of
all other particles. Consequently, memory usage increases
rapidly as the number of particles and resolution increase
(Eqs. 2 and 3). There are two possible approaches that
provide access to shared data. These are to use either
replicated memory or shared memory.
The replicated memory approach duplicates the data to be
shared across all processors. This approach was used pre-
viously to parallelize a version of global refinement (John-
son et al., 1994; Martino et al., 1994) on a distributed
memory machine. However, the data to be shared constitute
the bulk of the total memory usage shown in Eqs. 2 and 3,
and their replication imposes a limitation on the maximum
number of particle images that can be included in the
refinement. This limitation could in theory be avoided on
distributed memory computers using experimental tools
(Keleher et al., 1994), but these are not commercially
available.
The shared memory approach does not suffer from the
same limitation, because all of the data are stored in a
commonly shared memory and can be accessed by proces-
sors refining different particles in parallel. Furthermore,
programming with shared data is supported by most vendors
of shared memory computers. In this analysis we are im-
plicitly assuming that all data are either in RAM or in the
system virtual memory. Today, the complexity of program-
ming out-of-core memory management (i.e., using an ex-
ternal disk) makes it prohibitive in terms of code develop-
ment and maintenance. For problems that are too large to fit
in RAM, modern operating system techniques allow users
to guide the virtual memory system to achieve performance
comparable to out-of-core programming techniques (Park et
al., 1996).
Several different types of shared memory architectures
are commercially available. We have implemented our
global refinement using the shared memory programming
model on three of these: an SGI (Silicon Graphics) Power
Challenge with a centralized memory system (Fig. 3 b), an
SGI Origin2000 with distributed shared memory (Fig. 3 c),
and a KSR-1 (Kendall Square Research) with a cache-only
memory system (Kumar et al., 1994) (Fig. 3 c). These
systems were chosen because they all provide a shared
memory programming environment but represent substan-
tially different physical architectures. Their performance
comparisons provide useful assessments and guidance for
choosing appropriate platforms for future computation. De-
tailed descriptions of the system architectures and the soft-
ware packages for these machines are presented in an Ap-
pendix, available via the Internet (URL on the World Wide
Web: http://www.hpc.uh.edu/hong/parallel.html or http://
ncmi.bcm.tmc.edu). Performance comparisons between the
SGI Power Challenge and KSR-1, as well as between static
and dynamic scheduling, have been reported elsewhere
(Haskell et al., 1997).
The implementations of the parallel code in the shared
memory paradigm on the SGI Power Challenge and Ori-
gin2000 are identical, and the implementation is similar on
the KSR-1. As an illustration, here we only show a segment
of our implementation on the SGI Origin2000 machine for
the dynamic strategy (Fig. 4). What is shown is the loop
indexed by the variable I_image. This results in N_images
separate tasks to be done in parallel. The parallel program-
ming statements are specified in specially formatted com-
ment lines beginning with “c$”. Because “c$” is treated as
comment lines by sequential Fortran compilers, this parallel
code can be directly compiled to run as a sequential pro-
gram on single processor workstations.
Because the same program segment is executed on each
processor, certain variables must have values that are kept
private on each processor for the calculation to be per-
formed correctly. These variables are designated as local in
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the code to ensure this. The granularity of the computation
is defined by the keyword chunk, which is set to be one
iteration in the codes, as shown in Fig. 4, and thus the
parallelization corresponds to a particle-wise decomposition.
Parallel performance of global refinement
To evaluate the effectiveness of parallelizing the program,
we examine the speedup and efficiency as a function of the
number of particle images and processors. Fig. 5 summa-
rizes the parallel global refinement results on the SGI Ori-
gin2000 with dynamic scheduling strategies for refining our
test sets of 48, 100, and 200 particles. For these data sets,
the speedup increases as the number of processors is in-
creased, even up to 24 processors. Despite the fact that the
speedup cannot be greater than the number of particles
regardless of the number of processors, the efficiency is
quite high for all of these tests. Moreover it indicates
scalability, because the efficiency increases as the number
of particles increases.
Table 1 summarizes the performance and memory re-
quirements on 24 processors of the SGI Power Challenge
when various numbers of HSV1 B-capsid particle images
are refined. Note that the elapsed time for 355 particles is
over 2.5 h. Based on our speedup analysis in Fig. 5, we
project that it would take 2 days on a single processor. It
would be impractical to do such a calculation with thou-
sands of particles on a single processor when a higher
resolution reconstruction is targeted.
APPLICATION TO HSV1 B-CAPSID
STRUCTURE DETERMINATION
In this section we present our image data and demonstrate
the validity of our reconstruction, refined to 13 Å by the
parallel refinement procedure. Then we will mention some
key structural features appearing at this resolution.
Data acquisition and processing
Twenty focal pairs of 400-kV micrographs were selected
and digitized at 4.67 Å/pixel in a PDS 1010M scanner.
Image quality was quantitatively assessed by evaluating
CTF rings in the incoherently averaged Fourier transforms
of boxed-out particle images, using the CTF determination
option of the ICE software system (Zhou et al., 1996). Eight
focal pairs, in which the CTF first zero in the close-to-focus
FIGURE 4 A Fortran program segment illus-
trating the parallel implementation on the SGI
Origin2000 and Power Challenge. Parallel di-
rectives typically begin with “c$” and their con-
tinuation lines with “c$&”. The keywords share
and local identify the variables to be shared by
multiprocessors and those to be kept local to
each processor in the parallel execution of the
code. Here a dynamic scheduling type and a
chunk size of one iteration are used.
FIGURE 5 Performance of SGI Origin2000. The speedups and parallel
efficiencies obtained from refining the 48, 100, and 200 particle test sets
with a dynamic scheduling strategy are plotted as a function of the number
of processors.










45 15.9 4.37 130
89 35.2 13.18 50
178 91.9 43.70 22
355 280.3 150.82 14#
*A full set of B-capsid images comprising 355 close-to-focus particle
images was selected and refined on 24 processors of the SGI Power
Challenge. The preliminary orientation and center parameters were deter-
mined from the out-of-focus images. This set was then divided into two
half-sets (178 particles each), four quarter-sets (89 particles each), and
eight small sets (45 particles each), which were independently subjected to
global refinement. Resolution was evaluated by computing the phase
difference as a function of spatial frequency between independent recon-
structions within each set.
#The final resolution for the full set of 355 particle images is 13 Å, based
on the Fourier ring correlation criterion (see Fig. 7).
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micrograph fell within the range 1/10–1/12 Å1 (corre-
sponding to underfocus values of 0.65–1.03 m), were
chosen for further data processing (Fig. 6). We started with
562 particles boxed out from the selected out-of-focus mi-
crographs (Fig. 1) and were able to determine initial orien-
tation and center parameters for 95% of them. These initial
orientation parameters were used as the starting values for
processing the corresponding particles from the close-to-
focus micrographs. During data collection with the spot-
scan procedure, the hysteresis of the electron beam makes it
difficult to scan exactly the same specimen locations in a
focal pair. Thus some of the 532 particle images in the
close-to-focus micrographs were incomplete and were dis-
carded, resulting in only 355 particles being used for exten-
sive local and global refinement, and for subsequent 3D
reconstruction.
Evaluation of reconstructions
The full data set of 355 B-capsid particles was refined by
using a combination of local and parallel global refinement
(Fig. 1) to a nominal resolution of 12.3 Å. At this resolution,
the averaged cross common-line phase residual between
raw particle images and computed projections is 51°. This
full data set was then arbitrarily divided into two subsets
from which independent reconstructions were calculated,
using data truncated at 12.3 Å. The effective resolution of
the final map, based on a phase difference of 45° between
the two independent reconstructions, is 14–15 Å (Fig. 7).
This choice of phase difference as a resolution cutoff is
reasonable, because a random phase difference would be
90°. If we use the less stringent Fourier ring correlation
criterion, the effective resolution of the final reconstruction
is 13 Å (Fig. 7).
The practical number of particle images needed for a 3D
reconstruction at a given resolution depends on many ex-
perimental variables and thus is generally unknown. One
way to obtain an indication of the sufficiency of the particle
numbers is to examine the resolution of the reconstruction
as a function of the number of particles used. Table 1
summarizes the resolutions attained when various numbers
of HSV1 B-capsid particle images are refined. Increasing
the number of particles greatly improves the resolution (Fig.
7), and the S/N ratio of the computed 3D reconstructions
(Fig. 8 a–d).
HSV1 B-capsid structure at 13 Å
The 13-Å structure reconstructed from the full data set is
shown in Fig. 9. The maps are displayed with an isosurface
value of 1 (standard deviation) from the average density,
which is near zero. To facilitate the interpretation of the
FIGURE 6 Incoherent averages of Fourier transforms computed from
400-kV spot-scan images of ice-embedded HSV1 B-capsids in four rep-
resentative focal pairs of close-to-focus (left) and out-of-focus (right)
images. The rings represent the contrast transfer functions from which the
defocus values can be determined and the maximum potentially attainable
resolution in each of the data sets. Only the close-to-focus data (left) are
used in the final 3D reconstructions. The arc in the bottom left spectrum
marks the CTF first zero, which occurs at spatial frequency 1/10 Å1.
FIGURE 7 Resolution evaluation of the reconstructions obtained by
global refinement of different numbers of particles. The phase differences
between independent reconstructions from equally sized subsets are plotted
as a function of spatial frequency in solid (355 particles), dashed (178
particles), dotted (89 particles), and dotted-dash (45 particles) curves. The
Fourier ring correlation (FRC) between two independent reconstructions of
the 355-particle set is also shown (solid gray); this intersects at13 Å with
the curve plotting twice the expected FRC for Gaussian noise (dashed
gray).
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complex T 16 structure, a segment of capsid including all
the components of an asymmetrical unit is highlighted in
Fig. 9 a, and the three types of morphological unit (penton,
hexon, and triplex) are colored to facilitate their identifica-
tion. Fig. 9 b shows a schematic diagram of one of the 20
icosahedral triangular facets of the T  16 capsid, which
contains three asymmetrical units. Each asymmetrical unit
consists of one-fifth of the penton, one P-hexon, one C-
hexon, one-half E-hexon, one each of the five Ta-Te tri-
plexes, and one-third of the Tf triplex. The 16 quasi-equiv-
alent capsomere subunits and six types of triplex in a single
asymmetrical unit are highlighted according to the same
color codes as in Fig. 9 a. Each of the five subunits of the
penton consists of one molecule of the 150-kDa protein VP5
(Steven and Spear, 1997; Zhou et al., 1994). By difference
imaging of wild-type and VP26-minus recombinant capsids,
each hexon has been shown to consist of six copies each of
VP5 and VP26 (Trus et al., 1995; Zhou et al., 1995). Each
of the triplexes is a heterotrimer made of one copy of VP19c
and two copies of VP23 (Newcomb et al., 1993).
To reveal the molecular interactions in detail, a contigu-
ous group of morphological units has been extracted com-
putationally, using modules custom-designed for the graph-
ics software Explorer (NAG, Inc.). It is viewed from the
outside (Fig. 9 c) and inside (Fig. 9 d) of the capsid. At 13-Å
resolution, the mass density distributions of the VP5 sub-
units and the triplexes are better resolved than those shown
previously in the 25-Å map (Zhou et al., 1994). The sepa-
rations of the subunits in both penton and hexons can be
discerned, particularly on their upper and middle domains
(Fig. 9 c), but this can be difficult, for example, within the
capsid floor, where the bundles of density intertwine (Fig. 9
d). The triplexes maintain an extensive network of lateral
interactions with adjacent penton/hexon subunits. The pat-
tern of interactions varies, as indicated by arrowheads in
Fig. 9 c and schematized in Fig. 9 b. Further structural
details of the protein subunits can be seen at our web sites.
DISCUSSION
Electron cryomicroscopy and computer
reconstruction of icosahedral particles
The electron imaging technique for ice-embedded icosahe-
dral particles has been improved significantly in the past
few years by a combination of factors, including improve-
ments in the mechanical and thermal stability of cryohold-
ers, reductions in beam-induced specimen movement using
FIGURE 8 Surface representations
of the 3D structure of HSV1 B-capsid
generated from 45 particles (a), 89 par-
ticles (b), 179 particles (c), and 355
particles (d), independently refined by
using global refinement on the SGI
Power Challenge with 24 processors.
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FIGURE 9 3D structure of the HSV1 B-capsid refined to 13-Å resolution by parallel global refinement. (a) The whole capsid is shown as a shaded surface
with the structural components in one asymmetrical unit in color. Included in an asymmetrical unit are morphological components from penton (yellow),
P-hexon (blue), E-hexon (red), C-hexon (green), and six different types of triplex (other colors). (b) The schematic diagram of one triangular face of the
herpesvirus capsid illustrates the interactions between the subunits (VP5) of penton and hexons (1–16) and triplexes Ta, Tb, Tc, Td, Te, and Tf. Subunits
within an asymmetrical unit are shown with the same color coding as in a. Four kinds of interactions between triplex and VP5 are depicted, including strong
head (thick solid line), weak head (thick dashed line), tail (thin solid line), and arm (thin dashed line). (c) The contiguous group of morphological
components colored in a is blown up and shown as viewed from outside (c) and inside (d). Arrowheads in c indicate the contacts between triplexes and
their adjacent penton and hexons. Only those visible at this view are indicated.
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spot-scan procedures, and improved coherence of the elec-
tron source. We used the 400-kV electron cryomicroscope
for data collection because of its high-resolution perfor-
mance (Brink and Chiu, 1991) and its relatively large depth
of field (Zhou and Chiu, 1993), which is required for
achieving the highest possible resolutions for a large parti-
cle such as the herpesvirus capsid. A disadvantage of this
cryomicroscope is the lack of a field emission gun that
would improve the spatial coherence of the electron beam.
Thus our experimental approach is to record images close to
focus, so that the first zero of the CTF extends to as high a
resolution as possible, while still allowing the particle to be
identified, centered, and analyzed for 3D reconstruction.
Indeed, the images used in our analysis have the CTF first
zeros at frequencies higher than those reported in any pre-
vious work on icosahedral particles. This was done to op-
timize the recording of higher resolution data by minimizing
the damping of the high-resolution information caused by
the limited spatial coherence of the incident electron beam.
Such a constraint can be relaxed if a field emission gun with
high spatial and temporal coherence is employed (Bo¨ttcher
et al., 1997; Conway et al., 1997; Trus et al., 1997). How-
ever, the techniques developed here would still apply to give
improved resolution.
Fig. 6 shows the incoherent averages of computed parti-
cle diffraction patterns from four of eight focal pairs of
400-kV spot-scan images recorded using a conventional
LaB6 electron source. The quality of these data is evident
from the isotropic contrast seen beyond the first zero of the
CTF at 1/12 to 1/10 Å1. In this study we have not
applied any correction to retrieve data beyond the CTF first
zero.
Our data-processing scheme is the result of combining
and modifying steps used by various investigators (Bo¨ttcher
and Crowther, 1996; Fuller, 1987; Zhou et al., 1995). The
major features of our scheme as outlined in Fig. 1 are as
follows. First, we rely on the out-of-focus particle images to
determine the center and orientation estimates for the cor-
responding close-to-focus particle images that are used for
the eventual reconstruction (Cheng et al., 1992). Next, a
local refinement, based on projections of preliminary 3D
maps, is used iteratively with a global refinement that does
not rely on model projections. Our refinement is based on
the principle of minimizing the average phase residuals
along the self and cross common-lines among many particle
images (Bo¨ttcher and Crowther, 1996; Fuller, 1987; Zhou et
al., 1995).
Before undertaking this analysis, we did not know
whether image collection and data-processing techniques
developed to date could adequately handle images of in-
creased complexity from which higher resolution results are
desired. Parallelizing a program requires extensive modifi-
cations that may uncover flaws that only appear when the
program capabilities are pushed to their limits, e.g., numer-
ical accuracy and data set size. The fact that the current map
displays the prominent features of the HSV1 capsid previ-
ously seen in the low-resolution map reinforces our confi-
dence in the correctness of the modified code.
An alternative method for determining the orientation
parameters of icosahedral particles has been developed that
involves searching for a cross-correlation match between
the raw particle images and a series of evenly sampled 3D
model projections (Baker and Cheng, 1996). However,
there has been no rigorous comparison of the two methods
using the same data sets to determine their relative accuracy
and efficiency.
Reconstruction using parallel processing
Parallelization has been used previously to process icosa-
hedral virus particle images (Johnson et al., 1994; Martino
et al., 1994). In this study, the initial orientation search was
also parallelized, and the implementation was carried out on
the Intel iPSC/860, a distributed memory computer (Fig. 3
a). The initial orientation search is an early step in our
analysis that generates a list of possible orientations for each
particle by minimizing the self common-line phase residuals
(Fig. 1). The amount of computation required for the initial
orientation search for a single particle is now considered to
be too small to require parallel processing (10 s CPU time
on the SGI R10000 and IBM RS6000). For the large num-
bers of particles used in current studies, the initial orienta-
tion search for each particle is best treated as a separate
problem. Because there are no data dependencies among
different particles in the initial orientation search program,
parallelism can be achieved automatically by executing
multiple searches in parallel. For instance, our initial orien-
tation search program ortAll creates separate processes, one
for each particle, for different processors to execute inde-
pendently (Zhou, 1995). This could be done in a similar way
on a distributed memory machine such as the iPSC/860.
A limitation of the approach used by Johnson et al.
(Johnson et al., 1994; Martino et al., 1994) for parallelizing
the global refinement step is the use of replicated memory,
the drawbacks of which were discussed earlier (Parallel
Implementation of Global Refinement). We have avoided
this limitation by using shared memory.
CONCLUSIONS
Electron cryomicroscopy is a technique whose role in struc-
tural virology continues to grow. Although high-quality
experimental image data can be readily obtained, to make
the approach more powerful and accessible, it is necessary
to improve the computational tools used to retrieve the 3D
structure of large-size particles such as those over 1000 Å in
diameter. We have adopted an image-processing scheme
that uses focal-pair image data and involves iterative steps
of local and global refinement to determine the orientations
and centers of the particle images.
The global refinement is the most computationally inten-
sive step in this process and is well suited for execution on
586 Biophysical Journal Volume 74 January 1998
computers with multiple processors operated in shared-
memory mode. We have implemented this refinement on
SGI and KSR parallel computers. The parallel refinement
program makes it routine to refine the hundreds of very
noisy particle images that must be averaged to obtain suf-
ficient statistical definition of higher resolution 3D struc-
tural features. We have applied this method to the structural
determination of the herpesvirus capsid to 13-Å resolution.
This map reveals new structural features of the subunits and
their interactions.
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