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ABSTRACT 
d 3 Y 3 Z  
. 
Parameter t racking  systems based upon a genera l iza t ion  of t h e  equa- 
t i o n  e r r o r  approach are synthesized f o r  t h e  case wherein t h e  unknown 
p lan t  i s  l i n e a r ,  t ime-invariant  and uncorrupted by noise .  Only t h e  p l a n t  
input and output are assumed t o  be measurable. The order  of  t h e  unknown 
plant  t o  which t h i s  method i s  appl icable  and t h e  number of model param- 
eters t o  be adjusted are a r b i t r a r y .  
The r e p o r t  proves t h a t  these parameter t racking  systems are completely 
s t a b l e  and shows t h a t  mult iple  d i f f e r e n t i a t i o n s  of t h e  input and output  
are not required i n  order  t o  obtain a se t  of s t a t e  variables f o r  t h i s  
c l a s s  of p l a n t .  It i s  f u r t h e r  shown t h a t ,  f o r  a l a r g e  c l a s s  of System 
inputs ,  t he  ra te  of parameter convergence can always be increased by 
increasiny the  gain i n  t h e  parameter adjustment loops provided t h a t  a 
number of independent general ized equation e r r o r s  equal  i n  number t o  t h e  
paraneters being adjusted are defined i n  t h e  parameter t racking  system. 
Weighting f i l t e r s  for a l a r g e  c lass  of time-varying, l i n e a r  and non- 
l i n e a r  response e r r o r  parameter t racking  systems are der ived,  and t h e  
connection between response e r r o r  and 
Experimental resul ts  i l l u s t r a t i n g  
inclcded i n  t h e  r e p o r t .  
i i  
equat ion e r r o r  systems i s  shown. 
t hese  a n a l y t i c a l  f indings are a l s o  
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SECTION I 
INTRODUCTION AND SUMMARY 
The quest f o r  a simple, economical means f o r  determining a mathemati- 
c a l  model of an  unknown p l a n t  has led  t o  an i d e n t i f i c a t i o n  scheme commonly 
c a l l e j  parameter t racking .  A parameter +,rzcking system is  an adapt ive 
servomechanism which operates  t o  n u l l  a measure of an  e r r o r  i n  t h e  system 
by continuously ad jus t ing  the  parameters of a model of t h e  unknown p lan t .  
If the  system performs as intended, nu l l ing  of t h e  e r r o r  w i l l  i nd ica t e  
t h a t  t h e  parameters of t h e  model match those of t h e  unknown p l a n t .  
Two b a s i c  types of parameter t racking  systems have been previously 
i d e n t i f i e d  i n  t h e  l i t e r a t u r e .  These are the equat ion e r r o r  based system 
(Vide -References 1-6) and the  response error based system (Vide References 
7-1 4). 
output  of t he  p l an t  and appropriate  t i m e  der iva t ives  of these  var iab les  
weighted by estimates of the  p l an t  parameters. I f  ( i n  the absence of noise)  
these  estimates are co r rec t ,  the  p l an t  d i f f e r e n t i a l  equat ion w i l l  be 
s a t i s f i e d  and t h e  sum w i l l  be zero.  If the estimates are incor rec t ,  t he  
sum w i l l  be the  nonzero quant i ty  ca l led  equation e r r o r .  
Equation e r r o r  i s  t r a d i t i o n a l l y  obtained by summing the  input  and 
Response e r r o r  is the  d i f fe rence  between a p a r t i c u l a r  output of t he  
unknown p l a n t  and the  corresponding o u ~ p u i  u.C a I U U & ~  2i-iiZ~CCl>Jr C Z Z S Z T  
i n  s t r u c t u r e  b u t  with parameters which a r e  estimates of those of t he  un- 
known p l a n t .  
( i n  t h e  absence of no i se ) ,  t h e  d i f fe rence ,  t h e  response e r r o r ,  is zero.  
When t h e  estimated parameter values  equal those of the  p l an t  
Considerable a t t e n t i o n  has been given these  systems i n  t h e  l i t e r a t u r e  
as may be apprec ia ted  from our l i s t  of se lec ted  references.  
formal s ta tements  of t he  bas i c  concepts of parameter t racking,  a n a l y t i c a l  
advances have been p a i n f u l l y  s low.  Perhaps t h e  g r e a t e s t  def ic ienc ies  
among t h e  t o o l s  f o r  analyzing parameter t racking systems p r i o r  t o  t h i s  
program were l ack  of techniques f o r  determining system s t a b i l i t y ,  and 
But beyond 
1 
lack of means t o  improve parameter convergence rates beyond what appeared 
t o  be a c e r t a i n  maximum. (Vide References 3 and 9 . )  This compensation 
problem appeared t o  be  an increas ingly  severe one with the  number of 
parameters being adjusted For example, Reference 9 states, "On t h e o r e t i -  
c a l  grounds the  (parameter s e t t l i n g )  t i m e  would tend t o  increase  with 
powers of 2n where n i s  the  number of parameters, considering the  geome- 
t r y  of angular s ec to r s  i n  hyper-space." 
l imi t a t ion  only i n  the  context of systems using a s c a l a r  e r r o r  quant i ty ,  
bu t  nonetheless it r e f l e c t s  t he  s t a t e -o f - the -a r t  a t  the  t i m e .  
' 
This m u s t  be considered as a 
The remarks above are not t o  be construed t o  say  t h a t  the s t a b i l i t y  
and compensation problems have been t r e a t e d  without some success ,  b u t  
r a the r  t h a t  the p r a c t i c a l i t y  of results was l imi t ed .  For  example, s t a b i l -  
i t y  i n  the  small was  inves t iga ted  i n  References 7 and 8 f o r  response e r r o r  
systems. 
o r  a s inuso ida l  input .  I n  Reference 3, Miller analyzed equat ion e r r o r  
system s t a b i l i t y .  H i s  results proved t h a t  the  system was s t a b l e  bu t  not 
necessar i ly  asymptot ical ly  s t a b l e .  An at tempt  t o  prove asymptotic s t a b i l -  
i t y  came near success,  bu t  i n  the  end w a s  forced t o  r e s o r t  t o  a p l a u s i b i l -  
i t y  argument. References 7 and 8 a l s o  addressed t h e  compensation problem. 
There it was found t h a t  under constant  c o e f f i c i e n t  assumptions the  param- 
e t e r  adjustment loop dynamics i n  a response e r r o r  system consis ted of 
weighting f i l t e r  dynamics p lus  an i n t e g r a t i o n  i n  a closed-loop. This 
ana lys i s  per ta ined only t o  t h e  s t e p  input ,  one ad jus t ab le  parameter case 
where t h e  model could i d e n t i c a l l y  match t h e  p l a n t .  With t h i s  knowledge 
i n  hand, it was shown how parameter adjustment loop dynamics could be 
improved by in se r t ing  lead t o  compensate f o r  weighting f i l t e r  l a g .  Hagen, 
i n  Reference 12, came t o  the  same conclusion concerning t h e  parameter ad- 
justment loop dynamics while using a less r e s t r i c t i v e  ana lys i s  based upon 
Zadeh's time-varying system funct ion  and the  pa r t i a l - sys t em expansion 
method. 
such a way t h a t  the  weighting f i l t e r s  had approximately un i ty  t ransmi t -  
tances .  This could be in t e rp re t ed  as including t h e  use of lead compensa- 
t i o n  as i n  References 7 and 8, o r ,  a l t e r n a t i v e l y ,  as t h e  use of d i f f e r e n t  
p l a n t  var iab les  or  model parameters.  
The unknown p lan t s  were f irst  and second order  forced by a s t e p  




I n  view of t he  apparent need f o r  more p r a c t i c a l  a n a l y t i c a l  t o o l s ,  the  
research objec t ives  of t h i s  program were t o  advance t h e  s t a t e -o f - the -a r t  
i n  parameter t racking  theory with respec t  t o :  
0 Mathematical formulations used f o r  analysis  
0 Determining system s t a b i l i t y  
0 Compensating system performance 
I n  addi t ion ,  a f a i r l y  extensive experimental program w a s  ou t l ined  which 
would f u r t h e r  t he  emphasis on p r a c t i c a l i t y .  This served t o :  
0 Confirm a n a l y t i c a l  r e s u l t s  
0 Suggest new a n a l y t i c a l  approaches 
0 Explore the  p r a c t i c a l  aspec ts  of t he  t h e o r e t i c a l  synthes is .  
SUMMARY OF THEOIiETICAL RESULTS 
I n i t i a l  research w a s  concerned with der iving t h e  weighting f i l t e r  
equat ions (References 9 and 1 1  ) f o r  a broad c l a s s  of time-varying l i n e a r  
and non-linear models. These weighting f i l t e rs  are necessary elements i n  
the  implementation of response e r r o r  systems. While weighting f i l t e r s  f o r  
time-varying models had been developed h e u r i s t i c a l l y  i n  Reference 9,  and 
simultaneously,  f o r  l i n e a r  systems only, by a r a t h e r  involved method i n  
Reference 12, t he  new de r iva t ion  is  both more genera l  and complete. It 
i s  accomplished by performing a va r i a t iona l  expansion of t he  model equa- 
t i o n s  and decomposing t h e  r e su l t i ng  l i n e a r  system of  equations t o  r e f l e c t  
t he  inf luence of t he  ind iv idua l  parametric v a r i a t i o n s .  
By employing a genera l  vector  form of the response e r r o r  i n  t h e  above 
de r iva t ion ,  t h e  conceptual connection between response e r r o r  and equation 
e r r o r  systems w a s  then demonstrated. S igni f icant  i n  t h i s  is  the  f a c t  t h a t  
a way t o  ob ta in  weighting f i l t e rs  with transmittances of un i ty  as suggested 
by  Hagen becomes apparent .  This involves choosing t h e  unspecif ied coe f f i -  
c i e n t s  i n  t h e  genera l  form of t h e  response e r r o r  appropr ia te ly .  Not too 
s u r p r i s i n g l y ,  t h i s  choice of coe f f i c i en t s  results i n  an equation e r r o r  
system. This demonstrates t he  connection between response e r r o r  and 
3 
4 
equation e r r o r  systems. The equation e r r o r  system i s  a s p e c i a l  case of 
t h e  general  response e r r o r  system. 
b a s i s  f o r  d i s t i n c t i o n s  between these  systems which lends s igni f icance  t o  
t h i s  discovery, but  r a t h e r  it i s  apprec ia t ion  of the  f a c t  t h a t  a n a l y t i c a l  
techniques pe r t a in ing  t o  equation e r r o r  systems can be appl ied i n  an 
approximate sense f o r  t he  ana lys i s  of response e r r o r  systems. Used i n  
t h i s  way, the  ana lys i s  becomes increas ingly  exac t  as the  weighting f i l t e r  
transmittances approach uni ty .  
It is  not  merely understanding t h e  
Careful s i f t i n g  of the  body of l i t e r a t u r e  pe r t a in ing  t o  equat ion e r r o r  
systems exposed an important concept of generat ing sets of s ta te  va r i ab le s  
f o r  constant coe f f i c i en t  l i n e a r  p l an t s  with noise-free s i g n a l s .  Reference 
5 shows t h a t  i t  i s  i n  f a c t  poss ib le  t o  ob ta in  a complete se t  of p l a n t  state 
var iab les  from measured p l an t  input  and output  s i g n a l s .  
ence 4 . )  
ing the input  and output s igna l s  through sepa ra t e  series of constant  co- 
e f f i c i e n t  f i l t e r s  (such as l a g s ) .  
f i l t e r s .  The output of each s t age  of t h e  f i l t e r  series is  a s ta te  v a r i -  
a b l e .  Any one s e t  of s ta te  var iab les  may then be summed, weighted by the  
estimates of t he  p lan t  parameters. This sum i s  the  general ized equat ion 
e r r o r .  When the  general ized equat ion e r r o r  i s  zero over t i m e ,  it can be 
shown t h a t  t h e  estimates of t h e  p l an t  parameters are l i n e a r l y  r e l a t e d  t o  
the coef f ic ien ts  of t he  p l a n t .  
(A l so  see Refer- 
A se t  of s ta te  var iab les  can be obtained,  f o r  example, by pass- 
These f i l t e r s  are ca l l ed  s ta te  va r i ab le  
It i s ,  however, a w e l l  known f a c t  t h a t  t h e  s ta te  va r i ab le s  descr ib ing  
any one p l an t  are not unique. 
independent general ized equat ion e r r o r s  t o  be generated.  Considered 
co l l ec t ive ly ,  t he  independent general ized equat ion e r r o r s  comprise a 
vec tor .  
This p a r t i c u l a r  f e a t u r e  allows l i n e a r l y  
The idea of general ized equat ion e r r o r  is key t o  t h e  research  r e s u l t s  
i n  two ways. F i r s t ,  the  disadvantage he re to fo re  assoc ia ted  with equat ion 
e r r o r  systems, i . e .  t he  necess i ty  f o r  determining a complete of s ta te  var- 
i ab le s  by e i t h e r  d i r e c t  measurement o r  by success ive ly  d i f f e r e n t i a t i n g  the  
d i r e c t l y  measurable s i g n a l s ,  i s  removed, a t  least  f o r  constant  c o e f f i c i e n t  








r e c t l y  measurable i n  p r a c t i c e ,  and d i f f e r e n t i a t i o n s  cannot a c t u a l l y  be 
r ea l i zed ,  s o  t h a t  t he  concept of a generalized equation e r r o r  which can 
be generated from the  p l a n t  input and output using such "nicet '  opera tors  
as l ags ,  assumes considerable p r a c t i c a l  importance. Secondly, t h e  f a c t  
t h a t  a generalized equation e r r o r  vec to r  can be defined permits us t o  
configure a parameter t racking  system wherein t h e  convergence r a t e  may 
be increased without bound by increas ing  the  parameter adjustment loop 
gain.  The f a c t  t h a t  generalized equation e r r o r  i s  an a lgebra ic  func t ion  
of the model parameters enables a non-negative performance c r i t e r i o n  t o  
be found which is a l s o  an a lgebra ic  function of the mod01 parameters. 
It i s  then poss ib l e  t o  have the  parameters a d j u s t  along a s t e e p e s t  de- 
scent  pa th  i n  parameter space on the  c r i t e r i o n  surface.  Using Liapunov's 
second method, it is  proven t h a t  t h e  generalized equation e r r o r  system i s  
asymptotically stable i n  the  l a r g e  about the matching po in t  i n  parameter 
space f o r  c e r t a i n  p l an t  inputs .  This i s  t r u e  when the  input  c o n t a i n s ' a  
number of sinusoids of d i f f e r e n t  frequency a t  least equal t o  one ha l f  
the number of model parameters. Since a random s i g n a l  over any f i n i t e  
i n t e r v a l  can be regarded as pe r iod ic  w i t h  an  i n f i n i t e  rider of separa te  
f requencies ,  t h i s  result w i l l  a l s o  hold f o r  almost a l l  random inputs  over 
a n  i n t e r v a l  which may be made a r b i t r a r i l y  l a r g e .  
Miller, i n  Reference 3, showed experimentally t h e  ex is tence  of an 
optimum value of parameter adjustment loop ga in  i n  an equat ion e r r o r  
system. 
s e t t l i n g  t i m e  f o r  t h e  model parameters increased. This result was, how- 
eve r ,  a d i r e c t  cocsequence of t'ne I^acL that t k z  c r l t c r T a ~  s v r f n r p  was  not 
p o s i t i v e  d e f i n i t e ,  having closed contours. 
e r r o r  w a s  a s c a l a r  quan t i ty . )  
For any higher o r  lower parameter adjustment loop ga in  t h e  
(In these  systems equat ion 
Now, t h e  convergence p rope r t i e s  of parameter t r acke r s  are p r imar i ly  
determined by the  shape of the c r i t e r i o n  su r face  i n  parameter space.  
i s  a concept which has not received s u f f i c i e n t  consideration i n  the  l i t e r a -  
ture. I d e a l l y ,  we would want t he  c r i t e r i o n  su r face ,  a t  each i n s t a n t ,  t o  be 
p o s i t i v e  d e f i n i t e  with closed contours surrounding the matching po in t ,  i . e .  
t h e  p o i n t  i n  parameter space where t h e  e r r o r  i s  i d e n t i c a l l y  zero. TO syn- 
This 
5 
thes ize  a system which can be made t o  converge a t  an a r b i t r a r i l y  rapid 
rate simply by turn ing  up the  parameter adjustment loop gain,  we prove 
t h a t  it is  s u f f i c i e n t  t o  be able t o  generate  such a c r i t e r i o n  sur face  
by def ining a number of l i n e a r l y  independent general ized equat ion e r r o r s  
equal t o  t h e  number of parameters t o  be adjusted.  Here, then,  equation 
e r r o r  is a vec tor  quant i ty .  
m u s t  approach t h e i r  asymptotic values monotonically. 
Furthermore, we show t h a t  t h e  parameters 
The f i n a l  a n a l y t i c a l  result achieved is a proof t h a t  a s t e e p  descent 
i n  one s e t  of parameter coordinates i s  equivalent  t o  a s t e e p e s t  descent  
i n  the same coordinate  axes bu t  with d i f f e r e n t  parameter s ca l ing .  
ORGANIZATION OF THE REPORT 
Analyt ical  aspects  of t he  research program including the  connection 
between equation e r r o r  and response e r r o r  systems, t he  gene ra l i za t ion  
of equation e r r o r ,  proof of asymptotic s t a b i l i t y  f o r  general ized equat ion 
e r r o r  systems, the  improvement of parameter convergence rates, and t h e  
transformation of s t e e p  descent i n t o  s t e e p e s t  descent  coordinates  are 
t rea ted  i n  d e t a i l  i n  Sect ion 11. 
I n  Sec t ion  111, the  general ized equat ion e r r o r  system performance i s  
compared with response e r r o r  system performance, and the  a n a l y t i c a l  re- 
s u l t s  of Sect ion I1 are confirmed and i l l u s t r a t e d  with exper inenta l  re- 
s u l t s .  Some of the performance l i m i t a t i o n s  of general ized equat ion e r r o r  
systems a r e  a l s o  explored with respec t  t o  p r a c t i c a l  parameter adjustment 
rates, rates a t  which time-varying p l a n t  parameters may be t racked,  and 
the  exis tence of parameter biases because of noise  i n  the  measured p l an t  
s igna l s .  
The general ized equat ion e r r o r  technique w a s  appl ied  t o  t r a c k  th ree  
parameters of a simulated human p i l o t  i n  a compensatory t racking  t a sk .  
(Simulated remnant e f f e c t s  were included.)  This is  an example wherein 
the s igna l  t o  noise r a t i o s  may tend t o  be r a t h e r  small (on t h e  order  
t h ree  in comparison t o  i n f i n i t y  f o r  which t h e  t h e o r e t i c a l  r e s u l t s  are 
s t r i c t l y  app l i cab le ) .  
when a random p lan t  input  was used, b u t  a way t o  surmount the  small 
Performance o f  t h i s  system w a s  not impressive 
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s i g n a l  t o  noise r a t i o  problem using a quasi-random p l a n t  input cons is t ing  
of sums of non-harmonically r e l a t e d  s i n e  waves w a s  suggested by the  out- 
come of t h i s  experiment. 
P o t e n t i a l l y  promising d i r ec t ions  f o r  research i n  t h e  immediate fu tu re  
are discussed i n  Sec t ion  IT along with c e r t a i n  supporting q u a l i t a t i v e  
observations made i n  t h e  course of t h i s  program. 
Appendix A summarizes the  de r iva t ion  of weighting f i l t e r s  f o r  a l a r g e  
c l a s s  of time-varying l i n e a r  and nonlinear models i n  response e r r o r  sys- 
tems, and provides the mthemat i ca l  framework f o r  showing t h e  conceptual 
connection between response e r r o r  and equation e r r o r  systems. 
been included as an appendix i n  order t o  preserve con t inu i ty  i n  t h e  cen- 
t r a l  p re sen ta t ion  with respec t  t o  bas ic  assumptions such as "constant-  
c o e f f i c i e n t  l i n e a r  p l an t " .  
This has 
The r e l a t i o n s h i p  of equation e r r o r  t o  response e r r o r  i s  shown i n  Appen- 
There, i t  i s  a l s o  shown t h a t  t he  weighting f i l t e r s  f o r  equation er- d i x  B. 
r o r  systems have transmittances of un i ty .  
Def in i t ions  f o r  t he  d i f f e r e n t  types of s t a b i l i t y  of concern i n  the  body 




I n  t h e  f i r s t  por t ion  of t h i s  Sect ion,  we develop t h e  connection be- 
tween response and equat ion e r r o r  systems under t h e  assumption t h a t  t h e  
p l a n t  is l i n e a r  with constant  c o e f f i c i e n t s .  This type of p l an t  i s  the  
subjec t  f o r  ana lys i s  i n  the  following subsect ions which present  a gen- 
e r a l i z a t i o n  of t he  equat ion e r r o r  type of parameter t r ack ing  system, 
s u f f i c i e n t  condi t ions f o r  its complete s t a b i l i t y ,  and a method f o r  re- 
ducing t h e  t i m e  required f o r  i d e n t i f i c a t i o n  of t h e  p l a n t .  
RELATION OF EQUATION ERROR TO RESPONSE ERROR 
A comprehensive formulation of response e r r o r  parameter t racking  sys-  
tems i s  given i n  Appendix A. A key f a c t o r  i n  rendering t h i s  formulat ion 
comprehensive is  the d e f i n i t i o n  of response e r r o r  as a vector  quant i ty .  
Appendix B shows t h a t  equat ion e r r o r  i s  a s p e c i a l  case of response e r r o r .  
Furthermore, t h e  weighting f i l t e r  t ransmit tances  are un i ty  f o r  t h i s  case.  
Understanding the  connection between response e r r o r  and equat ion e r r o r  
i s  of importance t o  the  ana lys i s  of parameter t racking  systems because it 
enables us t o  apply the  a n a l y t i c a l  techniques t h a t  we s h a l l  p re sen t ly  
develop f o r  equat ion e r r o r  systems i n  t h e  approximate ana lys i s  of response 
e r r o r  systems. And, it tu rns  ou t  t h a t  t h e  accuracy of such an approxima- 
t i o n  i s  ind ica ted  by the  degree t o  which the  weighting f i l t e r  t ransmi t -  
tances  of a response e r r o r  system approach un i ty .  
The development of t hese  po in t s  i s  c a r r i e d  o u t  i n  considerable  d e t a i l  
i n  Appendices A and B. Such d e t a i l ,  however, i s  not  necessary for t he  
main course of our p re sen ta t ion .  Therefore,  t h e  r e l a t i o n s h i p s  between 
equation e r r o r  and response e r r o r  have been s p e c i a l i z e d  here  t o  preserve 
cont inui ty  . 
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Consider a l i n e a r  model having a s ingle  input  and output described 
by the  following d i f f e r e n t i a l  equation 
where p 
and p l an t  input  i s  x ( t )  . 
y ( t )  . 
the  Appendices as 
and m < n. The model output va r i ab le  i s  z ( t )  and the  model 
The p l an t  output va r i ab le  will be denoted by 
Equation 2-1 can be r ewr i t t en  i n  the form of Eqs  A-4  and B-2 of 
z =  
n-1 
>where - z = co l ( z ,  pz ,  ... p z )  
rn 
and 2 = col (x ,  PX, . . . p X) 
Response e r r o r  is defined by Eq A-5 as 
= C(z - x) + D ( i  - - i) 
X - 
where 
Upon choosing the  matr ices ,  C and D ,  as i n  E q  B-3 
and are p l a n t  s t a t e  var iab les  which correspond t o  - z and 4. 
c - -  
\ . ,  
1 
0 1  : I  \ 
9 
D = [Ll , ]  
( 2 - 3 )  
(2-4) 
and using Eq 2-2 t o  e l imina te  z and i from Eq 2-3, the response e r r o r  
vector  components become : 
- - 
i = 1 ,  2, ... n-1 e ri - Y i + l  - ii 
Now, by the  d e f i n i t i o n  of x , the  e 
t h e  de f in i t i on  of - x following Eq 2-2, Eq 2-6 may be  r ewr i t t en :  
i n  E q  2-5 are i d e n t i c a l l y  zero and,by 
'i 
Upon comparison of Eq 2-7 with E q  2-1, it i s  evident  t h a t  E q  2-7 i s  the  
expression f o r  t h e  equat ion e r r o r .  
, MATHEMATICAL FORMlTLATION OF THE 
EQUATION ERROR PARAMETER TRACKING PROBUM 
C o n s i d e r  now a p l a n t  described by a l i n e a r  constant  c o e f f i c i e n t  d i f -  
f e r e n t i a l  equation. I n  operator  form, the  r e l a t i o n s h i p  between input  and 
output can be w r i t t e n  i n  a form analogous t o  t h e  equat ion f o r  t h e  model: 
d where p = - a t '  
O u r  problem may then be formulated as fol lows:  given only t h e  input  
t o  the system, x ( t )  , and t h e  output ,  y ( t )  , determine t h e  parameter vec- 
t o r s  , 













b as rap id ly  as poss ib le .  
Hence we have p = n+m+l parameters t o  i d e n t i f y ) .  
( a  and 5 are n and mtl vec tors  r e spec t ive ly .  - 
GENERALIZED EQUATION ERROR 
A s  a measure of e r r o r ,  t he  following "generalized equat ion e r ror"  i s  
defined. 
Reference 5 .  ) 
(It is a gene ra l i za t ion  of an idea introduced by Rucker i n  
(2-1 0) 
where yk = Mky and xi = Mjx. 
be needed f o r  a p a r t i c u l a r  case.)  
( A l l  t he  coe f f i c i en t s  i n  E q  2-10 w i l l  not 
Mk i n  t h i s  equat ion symbolizes a l i n e a r ,  constant  coe f f i c i en t  f i l t e r .  
For  example, W e  ITBY use These f i l t e rs  can have a f a i r l y  genera l  form. 
(2-11) 
where r is some f ixed p o s i t i v e  o r  negative in t ege r .  
f i l t e r  chosen by  the  system designer .  
s t X l  more genera l  form; e.g. ,  t he  "free" poles  and zeros ( those  excluding 
H ( s ) )  may d i f f e r  f o r  each value of k ,  o r  we may use a combination of "free" 
poles  and zeros .  
l i n e a r  r e l a t i o n s h i p  between the  f irst  n der iva t ives  of y and t h e  f i rs t  m 
~ ~ i - : - " - ~ ~ ; - " - ~ ~  zf x. yL-,2' .,r->Les nf 
H ( s )  is an  a r b i t r a r y  
Actually, t he  f i l t e r s  may have a 
It i s  necessary only tha t  the  equation, eo 0, imply a 
and (2-1 2) 
which make eo = 0 are denoted by 
t h e  "matching point"  i n  parameter space.  
w i l l  then  be l i n e a r  combinations of the plant  parameters, 5 and 6. - 
and E*, and w i l l  be r e fe r r ed  t o  as - 
The components of - @ and - l3* 
1 1  
. 
where we have taken Po = 0. 
manipulating Eq 2-1 4 y ie lds  : 
S e t t i n g  eo 0 and = e, - -  @ = E*, and 
i 
As an example, consider t he  second order  system 
k 1 
and the operator  Mk(s) = (s+i) . 
defined as 
The general ized equat ion e r r o r  is then 
Comparing E q s  2-1 3 and 2-1 3, we have 
@ = 1  
0 
9 + 2% = a1 
C$ + 0t;C + = a. 
f37 = - b l  
- bo p* + @* =1 2 
Therefore, i f  we can f ind  a way t o  d r i v e  eo t o  zero,  and keep it t h e r e ,  
the unknown parameters of t h e  p l a n t  (a ,  b )  can be ca lcu la ted  from t h e  known 
values of the model parameters (F, - @*). 
- -  
Equation 2-15 shows why t h i s  method i s  r e s t r i c t e d  t o  constant  coe f f i -  
on each s i d e  can be cancel led only when fl 1 2  c i e n t  systems s ince  the  (z) 
and B* are cons tan ts .  
The most convenient form of t h e  Mk f r o m t h e  viewpoint of d a t a  reduct ion 




I n  t h i s  case,  = % and f3: = bk. If one chooses H ( s )  = 1 i n  E q  2-16, 
1 then the  t r a d i t i o n a l  equat ion e r r o r  system results. 
t h e  system suggested by Puri and Weygandt i n  Reference 4 results. 
follows, f i l t e r s  of type described by E q  2-16 w i l l  be used except where 
noted otherwise ; ind ices  w i l l  be ad jus ted  accordingly ( i .e.  we take  
If H ( s )  = - i n  E q  2-16 
S n  
I n  what 
% = 1 ) .  
PARPMETER ADJUSTMENT LAW 
2 As a c r i t e r i o n  sur face ,  consider F = e0/2.  To fol low t h e  grad ien t  of F, 
t he  parameter adjustment laws are 
j = 0, ..., n - 1 3F a j  = - k z  = - k eo y j  
j 
i = 0, ..., m dF pi = - k q = - k eo xi 
where k i s  a constant ,  t h e  parameter adjustment loop ga in .  
The values  OF - and E* are defined by 
(2-1 7) 
(2-1 8) 
Subt rac t ing  E q  2-18 from E q  2-1 0 requi r ing  t h a t  an = n = 1 ,  we have 
n-I m 
where 
(2  -20) 
de f ine  the parameter d i f f e rences .  I n  more compact no ta t ion ,  Eq 2-19 can 
be wri t ten 
1 
eo = xo Y (2-21 ) 
I f  we s u b s t i t u t e  E q  2-19 i n t o  E q  2-17, there  results a l i n e a r ,  homo- 
geneous s e t  of p d i f f e r e n t i a l  equations i n  terms of parameter d i f fe rences :  
(2-22) 
o r ,  i n  matr ix  nota t ion  
y = - Nt) (2-23) 
where A ( t )  = xo$, i s  a ( p  x p)  time-varying matr ix .  
the means f o r  ad jus t ing  the  parameters.  
These equations show 
PROOF OF STABILITY 
The most c r i t i c a l  quest ion t o  be answered concerning the  system given 
by Eq 2-23 i s  whether the  est imated parameter values  ( a ,  @) converge t o  
t h e i r  proper values (e, B * ) .  
the  asymptotic s t a b i l i t y  of E q  2-23 zbout t h e  o r i g i n  of t h e  parameter space 
- -  
This proper ty  can be e s t ab l i shed  by  proving - -  
( r - space) .  
Rigorous de f in i t i ons  of t he  var ious types of  s t a b i l i t y  p lus  
theorems a r e  summarized i n  Appendix C .  Two po in t s  should be noted:  
1 )  
2 )  
To prove E q  2-23 is  asymptot ica l ly  s t a b l e ,  it must first 
be shown t h a t  it is s t a b l e .  
Since the  system i s  l i n e a r ,  any s t a b i l i t y  proofs  w i l l  
hold g loba l ly .  
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b S t a b i l i t y  can be shown by f ind ing  a Liapunov func t ion  V ( y ( t ) )  which 
i s  pos i t i ve  d e f i n i t e  and whose t o t a l  t i m e  de r iva t ive  is negat ive semi- 
d e f i n i t e .  A s a t i s f a c t o r y  Liapunov funct ion is 
The t i m e  de r iva t ive  of E q  2-24 i s  
using E q  2-23. Since A = 36, we have 
(2-24) 
(2  -26) 
where E q  2-21 has been used. 
Thus the de r iva t ive  V i s  c l e a r l y  negative semi-def ini te ,  proving the  
s t a b i l i t y  of E q  2-23. 
i s  poss ib le  t o  have eo = 0 when - y f 0.  
a t  any i n s t a n t  of t i m e ,  t he  set of points  i n  parameter space (Z-space) 
f o r  whish eo = 0 is  an (n+m) dimensional hyperplane. 
poss ib l e  t o  prove asymptotic s t a b i l i t y  f o r  c e r t a i n  types of system input ,  
x, s ince  t h i s  hyperplane i s  not f ixed  i n  parameter space but  v a r i e s  with 
t i m e .  This i s  a result of t h e  f a c t  t h a t ,  f o r  t hese  inpu t s ,  eo ( t )  i s  not  
zero over an  i n t e r v a l  LuilESS 2: = Q -  
It i s  not ,  however, negat ive d e f i n i t e ,  s ince  it 
From E q  2-19 it can be seen t h a t ,  
However, it i s  
Asymptotic s t a b i l i t y  can be proven using t h e  following theorem: 
Theorem 1 Given: A l i n e a r  d i f f e r e n t i a l  system whose c o e f f i c i e n t s  are 
continuous funct ions of t .  I f  one can f i n d  a Liapunov func- 
t i o n ,  V ( r ) ,  d i f f e r e n t i a b l e  with respec t  t o  2, such t h a t :  
a. v(r)  > 5 11 [ 
b. v(0) = 0 
e .  V - < o f o r  a l l  1, t 
d. the  o r i g i n  i s  t h e  only so lu t ion  along which l i m V  = 0 then  
t h e  o r i g i n  i s  completely stable. t-w 
This theorem i s  based on an extension of a theorem proven by LaSalle f o r  
Fur ther  detai ls  are given i n  Appendix C .  autonomous systems (Reference 15) . 
It is  important t o  note  t h a t  V i s  not e x p l i c i t l y  dependent upon t and, hence, 
i t s  contours are t i m e  i nva r i an t .  The poin t  of t he  theorem can be made c l e a r  
by  noting t h a t  V i s  a non-increasing func t ion  of t i m e  which is  bounded from 
below and therefore  m u s t  approach a l i m i t .  The o r i g i n  i s  the  only set on 
which approaches zero.  Hence V must approach the  o r i g i n  as a l i m i t .  
The Liapunov func t ion  given by Eq 2-24 satisfies a l l  condi t ions given 
If $ -0 as t --* m, then, by  Eq 2-26, by Theorem 1 except poss ib ly  d .  
we a l s o  have eo 0. For per iodic  inputs ,  t h i s  can r e s u l t  only if the re  
exist  solut ions such t h a t  eo = 0 over some i n t e r v a l .  Consider E q  2-21. 
This i s  a single a lgebra ic  equation with p unknowns (mk, mk). If t h e  
"coef f ic ien ts"  (yk, xk) are l i n e a r  combinations of more than p l i n e a r l y  
independent funct ions,  then the  only s o l u t i o n  which makes eo 0 i s  the  
t r i v i a l  so lu t ion ,  r = 0. This w i l l  be  the  case i f  x contains ,  say  more 
than p/2 s inusoids  of d i f f e r e n t  frequencies (none of which have phase 
s h i f t s  of kn radians through t h e  p l a n t ) .  
contains exac t ly  p/2 s inusoids  (none of which have phase shif ts  of kJr 
radians through the  p l a n t ) ,  it a l s o  tu rns  out  t h a t  eo 3 0 implies 2 = 0. 
For  t h e  case where t h e  input  
Hence the  following result has been proved. 
I f  the input  i s  a real, pe r iod ic  s i g n a l  wi th  p/2 o r  more 
separa te  f requencies ,  none of whiEh have phase s h i f t s  of 
kfi radians through t h e  p l an t ,  then the parameter t racking  
system described by Eqs  2-17 and 2-15 i s  completely s t a b l e .  
That i s ,  t h e  system w i l l  i d e n t i f y  t h e  c o r r e c t  parameters regard less  
of t he  accuracy of t he  i n i t i a l  guess.  
Consider now the  case of a random input ,  x. Since a random s i g n a l  Over 
any f i n i t e  i n t e r v a l  can be regarded as a pe r iod ic  func t ion  with an i n f i n i t e  
number of separa te  f requencies ,  we may argue t h a t  the  result w i l l  a l s o  hold 
f o r  almost a l l  random inputs  over t h a t  i n t e r v a l  (which can be made a r b i t r a r -  
i l y  l a rge ) .  
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. A more rigorous r e s u l t  i s  poss ib le ,  however, using the  concept of s t a b i l -  
i t y  i n  the  mean. Again, p rec i se  de f in i t i ons  are presented i n  Appendix C .  
When x i s  a random funct ion,  t he  elements of A ( t )  i n  E q  2-23 are con- 
t inuous random funct ions of t .  Simply put ,  s t a b i l i t y  i n  the  mean implies  
t h a t  t he  expected value of a p o s i t i v e  d e f i n i t e  Liapunov func t ion  approaches 
zero.  This ensures t h a t  we w i l l  have convergence f o r  a l l  random inputs ,  x, 
except f o r  a s e t  of measure zero.  
It i s  then poss ib le  t o  prove t h e  s t a b i l i t y  i n  t h i s  case a l s o ,  using 
an analog of t he  Theorem 1 f o r  t he  case of systems with random coe f f i c i en t s .  
The proof i t s e l f  i s  out l ined  i n  Appendix C .  
Theorem 2 Given a Liapunov func t ion ,  d i f f e r e n t i a b l e  with respec t  t o  7 ,  
such t h a t  
a .  ~ ( 2 )  > o f o r  a l l  2 f o 
b .  V ( 0 )  = 0 
c .  E(+) < - 0 
d.  t he  o r i g i n  i s  t h e  only set such t h a t  l i m  E ( V )  4 0 as 
t -03, then the  o r i g i n  is completely s t a b l e  i n  the  mean. 
I n  Theorem 2 ,  E(  ) ind ica tes  t he  expectat ion operator ,  where the  average 
i s  taken over the  ensemble of inputs  a t  any t i m e  t .  
Again, using the  Liapunov func t ion  V = r' r ,  we can show t h a t  
2 V - < - eo. 
as t --+ 03 only i f  11 Y 11 ----* 0. 
Theorem holds .  We m y  conclude t h a t ,  f o r  random inputs ,  t he  parameter 
t r ack ing  system defined by Eqs 2-17 and 2-19 i s  completely s t a b l e  i n  the  
mean. 
Clear ly  then, E($) - < 0. Also, f o r  almost a l l  inputs ,  9 -+ 0 
Therefore t h e  f i n a l  condi t ion of t he  
SYNTHESIS OF SYSTEMS WITH RAPID CONVERGENCE RATE 
One proper ty  of t h e  system described above i s  t h a t  one cannot i n -  
c r ease  t h e  rate of convergence simply by turn ing  up the  ga in ,  k .  I n  
Reference 3, Miller showed experimentally the  ex is tence  of an optimum 
value of k f o r  equat ion e r r o r  systems. For any higher o r  lower gain,  
the  time required f o r  the  parameter values t o  converge increased. This 
i s  a r e s u l t  of t h e  f a c t  t h a t  the  sur face  generated by F = e0/2 is  not  
pos i t ive  d e f i n i t e  with closed constant  F contours.  It i s ,  i n  f a c t ,  pos i -  
t i v e  semi-def ini te  and the  contours are (n+m) dimensional hyperplanes. 
It i s  only because the  ga in ,  k ,  cannot be made i n f i n i t e  and, hence, t he  
parameter vector  cannot a c t u a l l y  keep up with the  eo 
t h e  system u l t ima te ly  converges. 
2 
0 hyperplane t h a t  
It would be des i r ab le ,  then,  t o  be ab le  t o  synthesize a system which 
can be made t o  converge a t  an a r b i t r a r i l y  rapid r a t e ,  simply by turn ing  
up the  gain,  k .  To synthesize such a system where p parameters are t o  be 
adjusted,  it i s  s u f f i c i e n t  t o  be ab le  t o  generate  p general ized equat ion 
e r r o r s  which a r e  l i n e a r l y  independent a t  each i n s t a n t  of t i m e ;  t h a t  i s ,  f o r  
the  e r r o r  vector  defined by 5 = col(eo,  ...., en+,), the ' fo l lowing  condi- 
t i o n  m u s t  hold : 
Condition 1 :  
I n  other words, a l l  components of the e r r o r  vec tor  vanish only when t h e  
parameter vec tor  is a t  the  matching po in t .  
A t  each i n s t a n t , t ,  e = 0 i f  and only i f  2 = 0. 
Previously,  the  general ized equat ion e r r o r  was defined by E q  2-10: 
n-I m 
This was a l s o  wr i t t en  as:  
(2 -28) 
where 3 and 2 were defined following E q  2-21. 
a r e  defined i n  the following manner: 
Addit ional  equat ion e r r o r s  
I n  similar manner as before ,  t h i s  :an be w r i t t e n  as 
4 
The r e l a t i o n  between t h e  e r r o r  vec tor  and the  parameter d i f f e rence  
vec tor  can be wr i t t en  
where W i s  a ( p  x p )  matr ix  whose ith row is xi-1. 
Condition 1 will hold i f  and only if  det W ( t )  f 0 f o r  a l l  t .  This 
will be t r u e  only for c e r t a i n  inputs ,  x.  For ins tance ,  if  the  input  con- 
t a i n s  exac t ly  p/2 frequencies ,  none of which have phase s h i f t s  of kfi radians 
through the  p l an t ,  it can be shown t h a t  Condition 1- holds f o r  a l l  t. 
per iodic  inputs  with more than  p/2 frequencies, Condition 1 w i l l  ho ld .  except 
a t  i s o l a t e d  i n s t a n t s .  A s  will be seen, this does not  e f f e c t  the subsequent 
conclusions s i g n i f i c a n t l y .  
For 
Let  us assume now t h a t  Condition 1 holds except a t  i so l a t ed  i n s t a n t s .  
, is  p o s i t i v e  d e f i n i t e  with closed contours,  Then the  sur face ,  F = - e ' d 2  
except a t  those i n s t a n t s .  
The parameter adjustment l a w  f o r  s teepes t  descent on F is  
2 = - k grad F 
de -' 
UL 
From Eq 2-52, r = W ' ,  and the re fo re  E q  2-33 can be wr i t t en  
where 
z = - k A z  
A = W'W. 
(2-33) 
(2-34) 
(2 -35)  
W e  now show t h a t  E q  2-34 is  asymptot ical ly  s t a b l e .  Use t h e  Liapunov 
func t ion  
(2-36) 1 2 -  V = - y ' z  
Taking t h e  de r iva t ive ,  we have 
V = - k e ' e  - -  
According t o  our assumption of Condition 1 ,  Ti w i l l  then  be negative 
Hence, by Theorem 1 ,  we except f o r  i so l a t ed  i n s t a n t s  when it vanishes .  
conclude the complete s t a b i l i t y  of E q  2-34. 
More than t h i s  can be s a i d ,  however. Note t h a t  s ince  A has the  form 
W ' W , a  s u f f i c i e n t  condi t ion f o r  A t o  be p o s i t i v e  d e f i n i t e  i s  t h a t  d e t  W f 0. 
This, of course, i s  t r u e  i f  and only i f  Condition 1 holds .  
Assume now t h a t  the  input i s  such t h a t  Condition 1 i s  s a t i s f i e d  f o r  a l l  
I n  t h i s  case,  i f  X ( t )  i s  the  sma l l e s t  eigenvalue of A ( t ) ,  then X ( t )  i s  t .  
r e a l  and g r e a t e r  than zero f o r  a l l  t .  
f a i l s  t o  hold a t  c e r t a i n  i n s t a n t s ,  then X ( t )  vanishes a t  these  poin ts  and 
i s  g r e a t e r  than zero everywhere e l se .  
the  l i n e a r  independence of t he  general ized equat ion e r r o r s .  
For inputs  such t h a t  Condition 1 
X ( t )  i s ,  i n  e f f e c t ,  a measure of 
To determine the convergence p rope r t i e s ,  t he  following theorem of 
Wintner w i l l  be usefu l .  
Theorem 3 
(Vide Reference 16) . 
Let L ( t )  be a square matr ix  depending continuously on t f o r  
a l l  t .  L e t  H ( t )  be the  Hermitian matr ix  whose elements a r e  
Then f o r  every so lu t ion  - y ( t )  of the  d i f f e r e n t i a l  equat ion,  2 = L 
where m ( t )  i s  the  minimum eigenvalue of H( t )  and M( t )  is  the  maximum eigen-  
value of H( t )  . 
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I n  the  case under considerat ion here ,  i n  Eq 2-34, L ( t )  = - k A ( t ) .  
Since - k A ( t )  i s  real and symmetric, it is equal t o  H ( t )  . I f  X ( t )  i s  
the minimum eigenvalue of A( t ) ,  then - k A ( t )  i s  t h e  maximum eigenvalue 
of - k A( t )  . 
by : 
Therefore, t he  norm of any so lu t ion  of E q  2-34 i s  bounded 
t 
- k s o  A(T) dT 
(I A t )  ( I  I II r(0) II e (2-39)  
Since X( t)  is  never negat ive,  the funct ion 
I 
(2-40) 
i s  non-decreasing. Since q i s  non-decreasing, i s o l a t e d  poin ts  a t  which 
X = 0 are of no s ign i f i cance .  
except f o r  i so l a t ed  i n s t a n t s ,  and that i t  not decay " too  rapidly,"  s o  
t h a t  q -+ a as t + 03. Then, the  rate of convergence of the system 
given by Eq 2-34 can be increased by increas ing  t h e  ga in  k .  
What i s  necessary is  t h a t  X ( t )  be f 0 
I This r e s u l t  cannot be shown t o  be the case f o r  t he  system with only 
With only one equat ion e r r o r  t he  maximum , 
I 
one equat ion e r r o r  ( E q  2-23). 
eigenvalue i s  zero f o r  a l l  t .  The maximum eigenvalue f o r  any system with 
p ad jus t ab le  parameters and l e s s  than p independent equat ion e r r o r s  i s  a l s o  
zero.  I n  such cases ,  t he  determinant o f t h e  matr ix ,  i s  i d e n t i c a l l y  zero 
and, t he re fo re ,  X ( t )  w i l l  be i d e n t i c a l l y  zero .  
I Note t h a t  h ( t )  i s  a func t ion  of t he  input x and the  p l an t  parameters 
1 ( a ,  - -  b ) .
(P/2 o r  more) then we are assured t h a t  q ( t )  increases  without bound as 
1 t --+ a. This w i l l  a l s o  be t r u e  if x i s  a s t a t i o n a r y  random funct ion.  
If x i s  a per iodic  func t ion  with s u f f i c i e n t l y  many frequencies 
STEEP DESCENT, STEEPEST DESCENT AND CRITERION FUNCTIONS 
Because the power present  i n  various elements of the  matr ix ,  A, i n  
E q  2-34 may be g r e a t l y  d i f f e r e n t ,  it of ten tu rns  out t o  be advantageous 
t o  make t h e  parameter adjustment l o o p  gain d i f f e r e n t  f o r  each component 
of - +. 
~ 
This i s  i n  o rde r  t o  obta in  parameter responses which are more 
21 
s a t i s f a c t o r y  f o r  p a r t i c u l a r  sets of i n i t i a l  parameter values .  
d i f f e r e n t  parameter adjustment loop gains  f o r  t h e  components of raises 
the  question, "With respec t  t o  what c r i t e r i o n  func t ion  i s  a s t eepes t  de- 
scent  parameter adjustment being made?". Heretofore,  we have adjusted 2 
s o  tha t  it would move along a s t e e p e s t  descent pa th  on the  c r i t e r i o n  s u r -  
face F ;  i . e .  the  parameter adjustment l a w  was  given by 
Use of 
- 
2 = - k vyF (2-41 ) 
a 
where Vy = (q, . . . , k). U s i n g  a d i f f e r e n t  ga in  f o r  each component of 
- y gives a parameter adjustment l a w  
- y = - KVyF (2-42) 
where K = diag  (kg, . . . , kp) i s  a ( p  x p )  matr ix  with p o s i t i v e  elements.  
The cont ro l  l a w ,  Eq  2-42, c l e a r l y  implies t h a t  i n  y-space, t h e  a d j u s t -  - 
ment i s  one of "s teep  descent ,"  i n  d i s t i n c t i o n  t o  " s t eepes t  descent . I '  
Consider now, however, a t ransformation from y coordinates  t o  ( coor- 
dinates  ; i .e .  
where R i s  a ( p  x p)  non-singular,  diagonal  matrix.  
The gradien t  operator  ( a  covariant  vec to r )  transforms according t o  the  
l a w  (Reference 17) : 
Subs t i tu t ing  Eqs 2-43 and 2-44 i n t o  E q  2-42 y i e l d s  
(2-44) 
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= $-, i = 0 ,  ..., p - I ) ,  ( i . e .  rii -1 /2 Then, i f  we choose R = K 
we have 
(2 -46) 
Therefore, a s t eep  descent adjustment i n  y coordinates  according t o  E q  
2-42 corresponds t o  a s t e e p e s t  descent adjustment i n  5 coordinates where I 
i s  related t o  - y by the  t ransformation 
Since Eq 2-46 has t h e  same form as E q  2-41, it i s  c l e a r  t h a t  t he  pre-  
v ious ly  proved conclusions as t o  s t a b i l i t y  and rate of convergence s t i l l  
apply using con t ro l  l a w  given by E q  2-46. 
The discussion,  up t o  t h i s  po in t ,  has been based upon t h e  c r i t e r i o n  
func t ion ,  F = - e ' d 2 .  
a s l i g h t l y  more genera l  c r i t e r i o n  
It i s  poss ib le  t o  prove a l l  previous results using 
F = -(e' 1 &e)  (2 -48) 
2 -  
2 
where Q = diag (so, . . . , d) . 
the  arguments used previously are not  a f f ec t ed .  The e r r o r  c r i t e r i o n  de- 
f ined  by Eq 2-48 weighs each generalized equat ion e r r o r  d i f f e r e n t l y .  
Since Q is symmetric and p o s i t i v e  d e f i n i t e ,  
P 
. I  
SECTION I11 
EMPIRICAL STUDY OF PARAMETER TRACKING SYSTEM PERFORMANCE 
An experimental program was undertaken t o  provide a b e t t e r  understand- 
ing of ,  and a g rea t e r  appreciat ion f o r  parameter t racking system performance. 
The object ives  and r e s u l t s  of t h a t  program are presented i n  t h i s  Sect ion.  
Objectives of the  experimental program were 
0 To compare a l t e r n a t i v e  designs f o r  parameter t racking systems. 
0 To uni fy  the  a n a l y t i c a l  r e s u l t s  obtained f o r  c e r t a i n  systems 
0 
i n  Sect ion 11. 
To inves t iga t e  the  e f f e c t  of measurement noise  on parameter 
tracking performance. 
To s tudy the  case where p lan t  parameters are time-varying. 
0 To apply the  knowledge gained t o  the  design of a simulated 
p i l o t  parameter t racking  system. 
For present  purposes, it is  convenient t o  consider  each objec t ive  i n  t u r n  
i n  separate  subsections.  The p a r t i c u l a r  procedures used t o  achieve each 
object ive a r e  described i n  the  appropriate  subsect ion.  
COMPARISON OF RESPONSE ERROR AND EQUATION ERROR SYSTEMS 
The most promising approaches t o  parameter t racking  have been ca l l ed  
These descr ip-  the  response e r r o r  method and the  equation e r r o r  method. 
t i ons  ac tua l ly  r e f e r  t o  the  method f o r  def in ing  e r r o r  between desired 
s igna l s  and a c t u a l  s igna l s .  Parameter t racking  systems a r e  a l s o  f u r t h e r  
characterized by the  c r i t e r i o n  func t ion  and parameter adjustment l a w s  used. 
The c r i t e r i o n  funct ion and parameter adjustment l a w s  are elements common 
t o  equation e r r o r  and response e r r o r  parameter t r ack ing  systems. 
The two de f in i t i ons  of e r r o r  a r e  compared i n  Figure 3-1. There, it 
is important t o  note t h a t  Ym represents  t he  model i n  opera t iona l  no ta t ion  
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i s  not a transfer funct ion.  The s i m i l a r i t y  between the  response e r r o r  and 
equation e r r o r  schemes has been d e l i b e r a t e l y  emphasized i n  Figure 3-1. 
Through the  use of state va r i ab le  f i l ters a single s i g n a l  is t r ans -  
formed i n t o  a group of s igna l s  (vec to r ) .  
e n t  e r ro r s  ( e r r o r  vec tor )  i n  both formulations f o r  a broad c l a s s  of inputs .  
Rucker (Reference 5 )  first conceived of using state variable f i l t e r s  t o  
overcome the  problems assoc ia ted  with successive d i f f e r e n t i a t i o n .  
This provides a set  of independ- 
and 
Two quadrat ic  c r i t e r i o n  funct ions are considered. They are 
where the e are t h e  components of t he  e r r o r  vec tor .  
F1 includes the  c r i t e r i o n  funct ions used i n  References 7-9. 
shows the parameter adjustment l a w s  which r e s u l t  i n  a s t e e p  descent  on 
the  c r i t e r i o n  surfaces ,  F, and F2, when these  func t ions  are p l o t t e d  as 
functions of the  model parameters. Notice t h a t  t h e  required number of 
mul t ip l i e r s  and summing amplifiers is d i f f e r e n t  i n  each case. The table 
below summarizes equipment requirements. 
Figure 3-2 
TABLE I 
EQUIPMENT REQUIREMENTS FOR ADJUSTMENT OF p 
PAFWETERS WITH q COMPONEWTS OF ERROR 
CRITERION MDLTIPLIERS 1 SUMMERS I INTEGRATORS 
F1 P P 
F2 P P 
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Equation defining path of steep descent: 
aF 
yk 
& = - A  
Figure 3-2. Parameter Adjustment Law f o r  the  Parameter yk 
Using the  Cr i t e r i a  F1 and F2 
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Here q is t h e  order  of t he  e r r o r  vec tor  and p is  the  rimer of model 
parameters being adjusted.  
mul t ip l ie rs  are required t o  mechanize the  F2 c r i t e r i o n  func t ion  than 
t o  mechanize the F1 c r i t e r i o n  funct ion.  These equipment requi re -  
ments hold independently of whether response e r r o r  or equat ion e r r o r  i s  
used .  I n  t h e  comparison experiments, p = 2 and q = 1 ,2. 
The above t a b l e  shows t h a t  q times as many 
The general  experimental set-up used t o  perform the  comparison ex- 
periments is  shown i n  Figure 3-3. The p l a n t  considered i s  second order  
with a s i n g l e  zero,  
s+ 1 bl s+bo - YP = Y ( S >  ~m = 
s +a,s+ag ~*+2(0.5)2~+(2)~ 
( 3 - 3 )  
two parameters, bl and "0, are t r e a t e d  as unknown b u t  the  order  of t h e  
system i s  assumed known. 
form represent ing the  model i s :  
Thus the  d i f f e r e n t i a l  equation i n  ope ra t iona l  
where 
d p = -  
d t  
Bo = bo = 1.0 
B1 i s  tlunknown" 
a. i s  llunknowntl 
a1 = a1 = 2.0 
Provision i s  made t o  use e i t h e r  t he  response e r r o r  vec tor ,  e,, o r  t h e  equa- 
t i o n  e r r o r  vec tor ,  se, i n  e i t h e r  t he  F1 o r  F2 c r i t e r i o n  func t ion .  
possible  combinations ava i l ab le  enable  us t o  i n v e s t i g a t e  f o u r  d i f f e r e n t ,  
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binat ions a r e  of i n t e r e s t  t o  us here .  
t o  t h e  
b ina t ion .  
i s  of continuing i n t e r e s t  f o r  t he  sake of comparison. 
sh ip  between 5 and 2 gives r i s e  t o  our  i n t e r e s t  i n  t he  5 - F1 combination. 
The ana lys i s  of Sect ion I1 per t a ins  
- F2 combination and i s  an  approximation f o r  t he  % - F2 com- 
The 3 - F1 combination w a s  inves t iga ted  i n  References 7-9 and 
Further  t h e  r e l a t ion -  
The s t a t e  va r i ab le  f i l t e r s  have t r a n s f e r  funct ions 




s+ - = , ,2(1.0) Fn(s)  = 
l o  ( l o p  
( 3 - 5 )  
The s t a t e  va r i ab le  f i l t e r ,  Fn ( s ) ,  i s  used t o  obta in  the  nth approximate 
t i m e  der iva t ive  of i t s  input s igna l .  Components of the  response e r r o r  
vector  a re  obtained by f i l t e r i n g  the  ( y  - z )  s i g n a l  through t h e  F ~ ( s )  and 
F1 ( s )  s t a t e  va r i ab le  f i l t e r s .  
Components of t he  equation e r r o r  vec tor  a r e  obtained by f i l t e r i n g  the  y 
and x s igna ls  through Fo( s ) ,  F 1 ( s ) ,  F2(s )  and F3(s ) .  
the  model then one generalized equation e r r o r  is:  
I f  Eq 3-4 spec i f i e s  
(3-7) 
Vide Eq 2-10 - e t  3. 
generalized equation e r r o r  is defined by Eq 2-29 with i = 1 .  
Continuing i n  the  manner of Sect ion 11, t h e  second -
The equation e r r o r  vec tor  i s :  
. 
I n  Eqs  3-7 and 8, a. and p1 are treated as cons tan ts  i n  t h e  inverse Laplace 
transformation. 
I n  general ,  both response e r r o r  and equation e r r o r  provide s u f f i c i e n t  
information t o  i d e n t i f y  t h e  p l an t .  Performance of t he  two systems can, 
however, be  markedly d i f f e r e n t .  
p l o t s  f o r  response and equation e r r o r  systems. The input i n  each case is  
a sinusoid and the  c r i t e r i o n  i s  F2. The o s c i l l a t o r y  na ture  of t h e  perform- 
ance of t h e  response e r r o r  system, although not always present ,  can be  
expected t o  occur f o r  s -u f f i c i en t ly  high a d j u s t m o t  loop gains.  I n  f a c t ,  
response e r r o r  systems can be made t o  appear unstable.  Figure 3-5 shows 
an apparent i n s t a b i l i t y  occurring i n  the response e r r o r  system. 
d i t i o n s  are i d e n t i c a l  t o  those f o r  Figure 3-4 except t h a t  t h e  PI a d j u s t -  
, w a s  increased by a f a c t o r  of I O .  ment loop gain,  
can be induced by increas ing  t h e  amplitude of the input s igna l .  
e f f e c t i v e l y  increases  the ga in  i n  every parameter adjustment loop by the  
square of t he  f a c t o r  by which the  input amplitude was increased. Thus 
response e r r o r  systems w i l l  be vulnerable t o  i n s t a b i l i t y  caused by i n -  
c reases  i n  input amplitude. Another apparently uns tab le  case i s  shown 
i n  Figure 3-6. 
Figure 3-4 shows time responses and x - y 
The con- 
A similar e f f e c t  Ah 
This 
One frequency predominates i n  t h i s  l a t t e r  case.  
It is  not d i f f i c u l t  t o  develop a p l a u s i b i l i t y  argument t o  account f o r  
the uns tab le  behavior of t he  response e r r o r  system. Refer t o  Figure A-2. 
There it may be appreciated t h a t  t h e  open-loop dynamics of each parameter 
adjustment loop cons i s t  of an in t eg ra to r  and a weighting f i l t e r .  For 
biupliGitj, ~ ~ i ~ ~ d ~ ~  2.1 ~ 3 r ~ r n e S I ~ r n  expest one t o  be cons tan t .  Assume 
t h a t  t h e  model is a constant coe f f i c i en t  l i n e a r  system. Then t h e  weight- 
i n g  f i l t e r  may be represented by a t r a n s f e r  func t ion .  The open loop a l s o  
conta ins  one constant and two time-varying gain f a c t o r s .  Assuming t h a t  
a l l  t h e s e  gain f a c t o r s  a re  cons tan t ,  and t h a t  t h e r e  is  an excess of two 
poles  over zeros i n  t h e  weighting f i l t e r  t r a n s f e r  func t ion ,  i n s t a b i l i t y  
of t h e  closed-loop parameter adjustment system i s  unavoidable as t h e  
open-loop ga in  is increased. 
eter adjustment loop i n  t h e  response e r r o r  configurations of t h i s  
experiment. 
These conditions p r e v a i l  f o r  t h e  a. param- 
r r u 
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Figure 3-6- Apparent I n s t a b i l i t y  in the Response Error  System, 
Ehample 2 
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An i n t e r e s t i n g  phenomenon was observed when t h e  input  frequency was 
varied.  
input  frequency is increased. Figure 3-7 shows a comparison between sys- 
tems for gains optimized a t  cui = 1 .O rad/sec when i s  increased t o  
1.6 rad/sec. This i s  because of t h e  f a c t  t h a t  t h e  system amplitude r a t i o  
increases  (% = 2.0 rad/sec) as t h e  input frequency goes from 1 .O t o  1.6. 
This increase  e f f e c t i v e l y  increases  t h e  parameter adjustment loop ga in  and  
leads t o  the  o s c i l l a t o r y  behavior described e a r l i e r  (Figures 3-5 and 6 ) .  
Performance of t h e  response e r r o r  system i s  sharp ly  degraded as 
The s e n s i t i v i t y  of response e r r o r  parameter t r ack ing  system performance 
t o  input  amplitude and frequency is  a notable l i m i t a t i o n .  There are tech- 
niques ava i l ab le  by which we might conceivably circumvent t h i s  l i m i t a t i o n ,  
e .g .  by t h e  use of limiters i n  t h e  parameter adjustment loops, b u t  t he  
in t roduct ion  of t hese  techniques would r a i s e  o the r  s u b t l e  questions r e -  
garding system performance. The important po in t  is  t h a t  equation e r r o r  
systems, being stable, do not e x h i b i t  t h i s  performance s e n s i t i v i t y  t o  
input  amplitude and frequency. 
are made high, t he  system t o l e r a t e s  large changes i n  operating po in t  con- 
d i t i o n s .  (Compare the  equation e r r o r  and response e r r o r  system responses 
i n  Figure 3-7.) The equation e r r o r  system behaves t o  a much g r e a t e r  
degree as a w e l l  designed feedback system should behave. 
Once t h e  parameter adjustment loop gains 
The conclusion reached i s  t h a t  equation e r r o r  systems have two d i s -  
t i n c t  and noteworthy advantages over response e r r o r  systems. These a r e :  
0 Equation e r r o r  systems a r e  always s t a b l e  feedback c o n t r o l  
systems. 
0 Such systems can be operated with high loop ga ins  and thus 
they  may be made r e l a t i v e l y  in sens i t i ve  t o  changes i n  t h e  
opera t ing  conditions.  
I n  t h e  above d iscuss ion  it was assumed t h a t  t h e  systems being compared 
The c r i t e r i o n  used w a s  F2 = 
&(e( ) o  2 + l e (  );), x = 1 
were proper ly  designed. 
which de f ines  a p o s i t i v e  d e f i n i t e  surface with closed contours of constant 
F2 f o r  t h e  inputs  used. 
t h e  performance of equation e r r o r  systems will be  presented next. 
The e f f e c t  of a l t e r n a t i v e  c r i t e r i o n  functions on 
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F i r s t  consider t h e  case where X i s  zero, that is  consider  F2 = pea. 
This c r i t e r i o n  func t ion  i s  p o s i t i v e  semi-definite;  t h e  contours of con- 
s t a n t  F2 are not  closed. Figure 3-8 shows t h a t  t h e r e  i s  an optimum ad- 
justment of loop ga in  i n  t h i s  s i t u a t i o n .  This has previously been demon- 
s t r a t e d  experimentally by f i l l e r .  (Vide Reference 3.) O f  course,  s t a b i l i t y  
i s  s t i l l  assured, b u t  increas ing  ga in  does not  necessa r i ly  decrease the  
convergence t i m e .  Also, we cannot now expect t o  be  able t o  achieve a 
! *  
i 
desired to le rance  by increas ing  ga in  as we could when F = 
F i n a l l y  consider t he  c r i t e r i o n  F = F1 = 5 1 (eeo + eel)2. FLgwe 3-9 
shows the  e f f e c t  of increas ing  the  adaptive loop gains  by a f a c t o r  of 
1 2  f i v e .  
Clear ly  t h e  des i red  e f f e c t  of adding a second e r r o r  component i s  not  
being achieved. The inev i t ab le  conclusion i s  t h a t  t h e  c r i t e r i o n  funct ion,  
F2, i s  super ior  t o  F1 even though it requi res  more equipment t o  mechanize. 
The convergence t i m e  increases  as it d id  when F2 = 7 e o  was used. 
PERFORMANCE VERIFICATION FOR A 
THFXE PARAMETER EQUATION ERROR SYSTEM 
I n  Sec t ion  11, suf f i c i ency  conditions were formulated under which 
equat ion e r r o r  parameter t racking  systems could always be made completely 
s t a b l e .  Furthermore, add i t iona l  suf f ic iency  condi t ions were obtained f o r  
determining when the  ad jus t ing  model parameters would converge t o  those 
values  present  i n  the  p l an t ,  and when decaying exponent ia l  bounds could be 
placed upon the  responses of t he  converging model parameters. For the 
~ ? . c e c  ill which t.he F lan t  and model are i d e n t i c a l  i n  form and order ,  and 
the  input  s i g n a l  cons i s t s  of a sum of randomly phased s inusoids  with d i f f e r -  
e n t  f requencies ,  none of which have phase s h i f t s  i f  kfl radians through t h e  
p l a n t ;  t h e  convergence p rope r t i e s  of the system can be def ined i n  terms 
of reg ions  on a very simple diagram. Figure 5-10 i s  t h i s  diagram. 
the  forms or orders  of t he  model and p lan t  a r e  not a l i k e  o r  when some model 
parameters are fixed t h e  s i t u a t i o n  i s  not s o  simply described.)  





The th ree  
A l l  so lu t ions  are s t a b l e ,  of course, by v i r t u e  of Eq 2-24 through 
The t h r e e  regions on the  diagram correspond t o  the  following perform- 
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NP = Number of  adjustable parameters 
N I  = Number of sinusoidal input components 
NE = Number of independent error components 
Figure 3-10. Convergence Proper t ies  of Parameter Tracking Systems 
f o r  Inputs  Which A r e  Sums of Sine Waves 
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1 .  Convergence t o  t h e  p l a n t  parameter values is not  assured. 
Only i n  c e r t a i n  co inc identa l  s i t ua t ions  w i l l  the  co r rec t  
answer be obtained. 
2 .  Convergence t o  the  p l a n t  parameter values is assured. 
3. Convergence t o  the  p l an t  parameter values is  assured, 
The co r rec t  answer can always be  obtained. 
and the  norm of the  transformed parameter vec tor ,  L, 
is  bounded from above by: 
A lower bound on 11 I;(t) 11 i s  obviously zero.  
i nequa l i ty  a l s o  requi res  t h a t  11 L( t)  ( 1  decrease monotoni- 
c a l l y  i n  t i m e .  
The above 
Also shown i n  Figure 5-10, as the  c i r c l ed  poin ts ,  are t h e  condi t ions 
f o r  t h ree  experimental cases which are representa t ive  of t h e  da t a  taken 
t o  v e r i f y  the  t h e o r e t i c a l  p red ic t ions .  
Figure 3-11 shows the  poss ib le  convergence s i t u a t i o n s  f o r  t h e  th ree  
I n  Case 1 t h e r e  are th ree  parameters, P I ,  CXo and C X l ,  t o  ad jus t ,  cases .  
NP = 3; and using a s c a l a r  equation e r r o r ,  NE = 1 .  The system is exci ted 
by a s i n g l e  s i n e  wave, N I  = 1 .  
t o r  f o r  t h i s  case i s  p lo t t ed  i n  p a r t  a.  of Figure 5-11. It m y  be seen i n  
the  Figure t h a t  t h e  system does not  converge t o  t h e  co r rec t  so lu t ion ,  and 
the  norm does not approach zero. The ac tua l  f i n a l  value of t h e  parameter 
vec tor  depends on the  i n i t i a l  values of t he  ad jus t ab le  parameters, t he  
input  amplitude and phase and a l l  the  plant  parameters. 
The norm of t h e  transformed parameter* vec- 
Increas ing  t h e  number of e r r o r  components w i l l  not produce a con- 
vergent  s i t u a t i o n .  This can be appreciated i n  connection with Figure 3-10 
I by not ing t h a t ,  according t o  the  de f in i t i ons  of t h e  axes, the  number of 
*Using E q  2-47, t h e  transformed parameter vec to r  f o r  these  cases i s  
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e r r o r  components can only move t h e  loca t ion  of p a r t i c u l a r  case poin ts  
r a d i c a l l y  on t h i s  graph. Therefore, Case 1 cannot be moved i n t o  another 
region on Figure 3-10 by increas ing  the  number of e r r o r  components. The 
only way t o  induce convergence is  t o  increase the  number of inputs  or de- 
crease the  number of parameters or both.  This w a s  a c t u a l l y  done t o  pro- 
duce Case 2 and the  t r a n s i e n t  shown i n  par t  b. of Figure 3-11, Here, 
NP = 2, N I  = 2 and NE = 1.  
I n  Figure 5-11 b. t h e  parameters converge t o  t h e  proper values.  The 
norm is reduced t o  10 percent of i t s  i n i t i a l  value i n  10.0 see .  
I n  Case 3, shown i n  Figure 3-1 1 e . ,  the  number of e r r o r  components was  
increased from one t o  t h r e e ,  NE = 3. The parameter adjustment loop gains 
and t h e  number of s inuso ida l  components i n  t h e  input s igna l ,  however, are 
here t h e  same as f o r  Case 2 .  Convergence is now much more rapid; t h e  norm 
is  reduced t o  10 percent  of i ts  i n i t i a l  value i n  only 2.5 see.  
Case 3 t y p i f i e s  the s i t u a t i o n  f o r  which a monotonically decreasing 
upper bound on t h e  transformed parameter vec to r  norm can be demonstrated. 
Assuming i d e a l  components t he  bound can be made t o  converge as r a p i d l y  as 
des i red  by increas ing  parameter adjustment loop gains .  
described here  t h e  gains were set a t  moderate l e v e l s  s o  t h a t  t h e  limits 
of d a t a  recording equipment would not be exceeded. 
I n  t h e  experiments 
I n  a c t u a l  p rac t i ce ,  t he  f a c t o r s  which might l i m i t  t h e  parameter ad- 
justment loop ga in  are: 
N n n - i d ~ x l  e f f e c t s  i n  the  computing elements of t he  paramet:r 
adjustment loops (e .g .  s a t u r a t i o n ,  high frequency dynarmcs! 
0 The presence of disturbance inputs  t o  t h e  p l an t  which may be  
regarded as measurement noise  en ter ing  t h e  system a t  the  sen- 
sors. 
The first f a c t o r  might be of considerable p r a c t i c a l  importance i f  very 
high ga in  systems were considered. Inves t iga t ion  of i t s  e f f e c t s ,  however, 
is beyond t h e  scope of t he  present research. 
be considered both  i n  connection with the prototype second order system 
under d i scuss ion  and, la ter ,  i n  connection with simulated p i l o t  parameter 
t r ack ing  experiments. 
The second f a c t o r  i s  now t o  
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MEASUREMENT NOISE EFFECT I N  EQUATION ERROR SYSTEMS 
The s e n s i t i v i t y  of  parameter t racking  system performance t o  measurement 
noise  i s  an  important p r a c t i c a l  considerat ion.  Unfortunately,  a t  present ,  
t h e  theory f a l l s  s h o r t  of providing an a n a l y t i c a l  basis f o r  t r e a t i n g  t h i s  
problem. Future  research is  c l e a r l y  needed i n  t h i s  area. 
I n  the present  program, an empir ica l  approach t o  minimizing the  e f f e c t s  
of noise is  taken. 
c h a r a c t e r i s t i c s  of t h e  p l an t  input  spectrum ind ica t e  an  obvious pa th  t o  
follow. 
a t tack ing  the  problem a n a l y t i c a l l y .  
be described i n  the  concluding remarks on the  experiments. 
The s t r u c t u r e  of t h e  equation e r r o r  system and the  
Results of t he  experiments f u r t h e r  po in t  t o  two poss ib le  ways of 
These approaches f o r  t h e  f u t u r e  w i l l  
The se t -up  f o r  t he  measurement noise  experiments i s  shown i n  Figure 
3-12. 
t i v e l y  a t  t he  p l an t  output.  
form as t h a t  f o r  t h e  p l an t .  
The equations descr ibing the  simulated system are summarized i n  Figure 3-12. 
The p l an t  i s  second order  with a s i n g l e  zero.  Noise e n t e r s  addi-  
The model d i f f e r e n t i a l  equat ion has the  same 
Adjustable model parameters are PI and ao. 
The s t a t e  va r i ab le  f i l t e rs  conta in  a second order  cu t -of f  f i l t e r ,  
1 /H( s ) ,  with a fixed damping r a t i o  of u n i t y  and a va r i ab le  n a t u r a l  f re-  
quency, 9. 
f i l t e r  bandwidth exceeds t h a t  of t he  p l an t  by near ly  a decade, s o  t h a t  i n  
t h i s  case t h e  s ta te  va r i ab le s  xi and yi are approximately dix/dti and diy/dti- 
The exact equat ion e r r o r  i s  the re fo re  c l o s e l y  approximated by  
With Wf a t  i t s  nominal value,  1 .O rad/sec,  t h e  state va r i ab le  
The input used throughout these  experiments i s  a s i n g l e  s i n e  wave. 
This is  s u f f i c i e n t  t o  assure  t h a t  t he  model parameters converge, and t h a t  
an upper bound which is a decaying exponent ia l  exists f o r  t h e  parameter 
responses. 
des i red  by increas ing  the  parameter adjustment loop ga ins  .when no noise  i s  
present .  The input  frequency, mi, i s  var ied  i n  some runs with t h e  nominal 
value being 0.2 rad/sec.  
moderately rapid convergence is  achieved under nominal condi t ions f o r  t h i s  
input when no noise  is present .  
The two parameters may then be made t o  converge as r ap id ly  as 
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Neasurement noise i s  obtained by shaping u n i t  white noise with a 
I f i l t e r  having the t r a n s f e r  func t ion :  
1 .89 s r 
This concentrates t h e  measurement noise power i n  a small, given frequency 
range. Moving the  input frequency i n t o  t h a t  range then  provides a c r u c i a l  
t e s t  of the parameter t r ack ing  system's a b i l i t y  t o  suppress noise e f f e c t s .  
Note t h a t  t h e  nominal input frequency, mi = 0.2 rad/sec,  occurs a t  a f r e -  
quency which is l e s s  than t h e  break frequencies of t h e  shaping f i l t e r .  
A very p r a c t i c a l  reason f o r  using t h i s  shaping f i l t e r  i n  t h e  experiment 
I a l s o  e x i s t s  s ince ,  by c u t t i n g  of f  t he  low frequencies,  t h e  low frequency 
v a r i a b i l i t y ,  o r ,  a l t e r n a t e l y ,  t h e  required run length ,  is  reduced. 
Figure 3-13 shows some results from the  measurement noise experiments. 
Scaling i s  omitted s ince  f o r  present  purposes numerical d e t a i l  would be an 
encumbrance. The input  frequency is  var ied  i n  these  t h r e e  runs.  
The f i r s t ,  and perhaps most important c h a r a c t e r i s t i c  t o  be noted is  the  
presence of an  o f f s e t ,  o r  b i a s ,  i n  the mean value of t h e  ad jus ted  parameters. 
I n  R u n  a the o f f s e t  i s  s u b s t a n t i a l ,  i n  Run b it i s  very small, while i n  Run c 
it i s  moderately s m a l l .  That t h e  bias i s  a func t ion  of input  frequency i s  
not su rp r i s ing  s ince  the  s i g n a l  t o  noise r a t i o  seen by t h e  parameter t racking  
mechanism depends on the  ga in  of t h e  p l a n t  and, t o  a g r e a t e r  ex ten t ,  on the  
ga in  of the s t a t e  va r i ab le  f i l t e r s  a t  t h e  input  frequency. 
e r r o r ,  shown on channel four ,  r e f l e c t s  t h e  b i a s  i n  t h e  ad jus ted  parameters,i.e. 
it i s  smallest i n  Run b, where the  b i a s  is smallest. 
In tegra l - square-  
A second aspect of t h i s  problem is  parameter 'I j igg le . ' '  Th i s  term is used 
t o  charac te r ize  the variance of t h e  parameter about i t s  mean value.  
j i g g l e  increases from Run a t o  Run c .  The apparent reason f o r  t h i s  i s  t h a t  
as the  frequency sepa ra t ion  between two s p e c t r a l  components of t h e  input  and 
the  measurement noise becomes less, t h e  parameter t r a c k i n g  system i n t e r p r e t s  
Parameter 
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Figure 3-13 Parameter Tracking i n  the  Presence of Measurement Noise. 
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t h e  noise as  a r i s i n g  increas ingly  from low frequency v a r i a t i o n s  of t h e  
p l a n t  parameters. The parameter t racking  system i s  able t o  t r a c k  low 
frequency va r i a t ions  of t h e  p l an t  parameters,as we s h a l l  show l a t e r ,  and 
therefore  it responds t o  these apparent v a r i a t i o n s .  To obta in  an apprecia- 
t i o n  for t h i s  viewpoint, assume a s inuso ida l  s i g n a l  i n  the  p l an t ,  s i n  at, 
i s  modulated cos inusoida l ly  by a time-varying p l a n t  parameter, cos B t .  
The modulation product i s :  
(3-1 0 )  1 1 2 s i n  at cos B t  = - s i n ( a  + p)  t + s i n ( a  - B) t 
Suppose t h e  sum and d i f f e rence  frequency components appear i n  the  measured 
p l a n t  output. The parameter t racking  system operates using e s s e n t i a l l y  DC 
information, such as t h a t  contained i n  t h e  square of t h e  measured p l a n t  
output s igna l ,  t o  determine the r a t e  of parameter adjustment. 
(measured p l an t  output ) = 
1 1 1 
2 2 s i n 2  at cos2 B t  = F[ l+cos2Bt - cos2a-L -- c o s ( a - p ) t  - -  cos(a+p) t] (3-1 1 ) 
Now consider a s i t u a t i o n  wherein the  measured p l a n t  output has two com- 
ponents: 1/2 cos y t  a r i s i n g  from the p l a n t  input  s i g n a l  and 1/2 cos 6 t ,  
a s p e c t r a l  component of measurement noise.  A s  i n  t he  case of parametric 
modulation the re  are two frequency components i n  t h e  s i g n a l  upon which t h e  
parameter t racking  system m u s t  operate.  
6 = ( a  + B ) ,  t h e  two s i t u a t i o n s  are i d e n t i c a l  from a frequency content 
standpoint.  
( 6  - y )  is 28. I n  t h e  following t a b l e ,  t h e  sources of j i g g l e  a r e  matched 
with t h e  frequency components of j i g g l e  they  cause f o r  t h r e e  cases of i n -  
t e r e s  t . 
If  we t ake  y = ( a  - B )  and 
Note a l s o  t h a t  t h e  frequency sepa ra t ion  of t he  two components 
I n  Table 31,the sources of t h e  various j i g g l e  components are of 
genera l  i n t e r e s t .  
ponents'' l i s t e d  undergo i n t e g r a t i o n  i n  t h e  parameter adjustment loops.  
This means t h a t  the low frequency components are more important than  
high frequency components because the  amplitude r a t i o  of t h e  i n t e g r a t o r  
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weights the s igna l s  according t o  t h e  inverse  of t he  frequency. That t h i s  
i s  an important consideration when measurement noise i s  present  i s  es-  
p e c i a l l y  t r u e  f o r  t he  i n t e r p r e t a t i o n  of the second term of Eq 3-11. 
term has a frequency which decreases with decreasing sepa ra t ion  i n  f r e -  
quency between the  p l an t  output s i g n a l  and the  measurement noise s p e c t r a l  
component. When t h i s  frequency is  very low, t h i s  term e f f e c t i v e l y  is  a 
s h o r t  term DC b i a s  on t h e  parameter r a t e  of change s igna l s  which t h e  i n -  
t eg ra t ion  i n  t h e  closed parameter adjustment loop can o f f s e t .  
of t h e  e f f e c t  on the  parameter adjustments of the closed-loop system, 
t h i s  produces an o s c i l l a t i o n  a t  t h a t  low frequency. 
t hese  o s c i l l a t i o n s  f o r  a l l  t he  measurement noise s p e c t r a l  components gives 





I n  terms 
The superpos i t ion  Of 
A similar argument can be constructed t o  j u s t i f y  t h e  ex is tence  of a DC 
parameter b i a s  ( o f  f i n i t e  power), bu t  t he re  i s  nothing t o  be gained over 
t he  explanation advanced by Elkind i n  Reference 18. 
The p o s s i b i l i t y  of f i l t e r i n g  t h e  parameter s i g n a l s  t o  reduce j i g g l e  
e x i s t s .  
Figure 3-13 t h a t  a s u b s t a n t i a l  decrease i n  t h e  amount of j i g g l e  would be 
achieved. However, f i l t e rs  represent  a d d i t i o n a l  complexity and t h e i r  i n -  
c lus ion  should be weighted a g a i n s t  a l t e r n a t i v e  schemes which, poss ib ly ,  
a r e  more a t t r a c t i v e .  (Because, f o r  example, such a f i l t e r  would not  be 
e f f e c t i v e  i n  reducing parameter b i a s e s .  ) For tuna te ly ,  a degree of freedom 
exists i n  t h e  equation e r r o r  system des ign  t h a t  has not y e t  been exp lo i t ed .  
This involves s p e c i f i c a t i o n  of t h e  cut-off f i l t e r  segment, I / H ( s ) ,  of t h e  
state va r i ab le  f i l t e r s .  
It appears from t h e  frequency content of t he  s i g n a l s  shown i n  
Figure 3-14 shows t i m e  records for an experiment i n  which t h e  cut-off 
f i l t e r  undamped n a t u r a l  frequency, cy, i s  va r i ed .  It i s  obvious t h a t  t h e  
e f f e c t s  of u+ on in tegra l - squared-er ror  (channel 3) and parameter a d j u s t -  
ment (channels 6 and 7) can be used t o  advantage. 
what the e f f e c t  on parameter b i a s  is ,  it is  c l e a r  t h a t  as cuf is  decreased, 
t h e  parameter j i g g l e  i s  markedly reduced, b u t  t h e  parameter convergence 
time i s  increased. This i s  the  t radeoff  we m u s t  make i n  s e l e c t i n g  an 
optimumbandwidth f o r  t he  cu t -of f  f i l t e rs .  
While it i s  not  c l e a r  
Mean square e r r o r  and response 
cc)f = 0.2 cy = 0.6 wf = 1.0 
Figure 3-1 4 S t a t e  Variable F i l t e r  Optimization. 
time are  p l o t t e d  with a r b i t r a r y  weighting i n  Figure 3-15 which shows t h a t  
an optimum o)f e x i s t s ,  and t h a t  t h i s  might be approximately equal t o  0.6 
rad/sec.  
It seem then, t h a t  a good index of parameter t racking  performance, 
e spec ia l ly  when measurement noise i s  present ,  might be the  mean square Of 
t he  parameter vector norm. 
i n  Section I1 a re  expressed i n  terms of t h e  parameter vec to r  norm, it 
might be f e a s i b l e  t o  extend the  r e s u l t s  t o  cases including measurement 
noise,  and then t o  optimize the  performance bound with respec t  t o  the  
cu t -of f  f i l t e r  parameters. 
Inasmuch as the  a n a l y t i c a l  results presented 
A much more pedes t r ian  approach w a s  attempted during t h i s  program. 
This approach assumed t h a t  t h e  t r a n s i e n t  response of t h e  parameter t r ack -  
ing system t o  i n i t i a l  parameter o f f s e t s  had died out; t h a t  is, t h a t  t h e  
mean square equation e r r o r  had been minimized by the  parameter t racking  
ac t ion .  
a r e  d i f f e r e n t  from the known p l a n t  parameters because of t he  noise b i a s  
e f f e c t .  
vec tor  norm with respec t  t o  t h e  cu t -of f  f i l t e r  parameters; however, t h e  
problem was fraught with a lgeb ra i c  complexity even f o r  t h e  s imples t  mean- 
ing fu l  case. Because of t h i s ,  t h e  approach w a s  abandoned. 
The s teady  model parameter values obtained under t h i s  condition 
Our i n t e r e s t  was t o  minimize the  mean square of t he  parameter 
Another engineering approach t o  t h e  problem would be t o  maximize t h e  
s i g n a l  t o  no ise  r a t i o  of t he  generalized equation e r r o r s  by computing t h e  
optimum fixed form o r  f r e e  form cut -of f  f i l t e r .  This would r equ i r e  t h a t  
input and measurement noise  s p e c t r a  be s u b s t a n t i a l l y  d i f f e r e n t ,  however, 
s ince  the p o t e n t i a l  rewards from the  optimum f i l t e r  approach depend s t rong ly  
upon t h i s  f a c t o r .  
input ,  quan t i t i e s  occurring i n  a n a t u r a l  environment, t h i s  requirement may 
not be met, and therefore ,  optimum f i l t e r i n g  cannot c o n s t i t u t e  an e f f e c t i v e  
approach. 
input  t o  the closed-loop p i l o t  cont ro l led  element system i s  shaped u n i t  
white noise i s  an example of such a s i t u a t i o n .  This p a r t i c u l a r  problem 
is  considered i n  d e t a i l  i n  t h e  last  subsec t ion  along with a p r a c t i c a l  
way f o r  circumventing 
more co r rec t ly  f o r  the case of t he  human p i l o t ,  t h e  remnant. 
When parameter t racking  i s  performed using, as t h e  p l an t  
The human p i l o t  performing a compensatory c o n t r o l  t a s k  when the  






























TRACKING TIME-VARYING PLANT PARAMETERS 
A preliminary e f f o r t ,  was undertaken t o  determine t h e  e f f icacy  of the  
generalized equation e r r o r  system i n  t racking  time-varying parameters. 
addi t ion  t o  a n a l y t i c a l  work, a system w a s  set up on t h e  analog computer 
which would t r ack  a s i n g l e  varying parameter. 
t h i s  port ion of the  work i s  t h a t ,  under c e r t a i n  condi t ions,  time-varying 
parameters can indeed be t racked.  
I n  
The genera l  conclusion from 
The ana lys i s  of such systems is ,  of necess i ty ,  approximate. Consider 
the plant  shown i n  Figure 3-12 t o  be  time-varying. The numerator and 
denominator are now denoted by N(s, t)  and D ( s ,  t )  respect ively.* I n  
t h i s  case, i t  is no longer t r u e  t h a t  e 3 0 when t h e  parameter values  are 
on t h e i r  co r rec t  ( t ime-varying) values .  This i s  because t h e  dynamics of 
the  f i l t e r ,  l / H ( s ) ,  can no longer  be  commuted with the  dynamics of numerator 
and denominator, as was done i n  E q  2-13. 
( 1  / H ( s )  = 1 ) is ,  of course, an except ion t o  t h i s  last  remark. 
The exac t  equation e r r o r  
To show t h i s  more e x p l i c i t l y ,  consider  t he  time-varying nth order  p l a n t  
or, i n  operator no ta t ion  
where 
n u 
D ( s ,  t )  = a k ( t ) s k  
k=O 
(3-1 4) 
*From t h i s  point ,  we w i l l  use a pure ly  formal no ta t ion  i n  which s may 
denote the operator  d/dt  or t h e  Laplace t ransform variable whichever is 
appropriate.  
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and X ( s )  and Y(s) are the Laplace transforms of x(t) and y(t) respectively. 




Let us now multiply Eq 3-1 3 by 1 /H( s )  , which yields : 
If the plant were time-invariant (ii(s, L; = n ~ /  I Y \ ~ )  \ ~ U U  ---J d- \ - ,  - t> - ? ( S )  1, then 
the operator (1 /H( s))  could be commuted with D ( s )  and N ( s ) .  If this result 
is subtracted from Eq 3-16 there results an expression for the generalized 
equation error which is linear and homogeneous in the parameter differences: 
It is then possible to show conditions on the input such that e E 0 if 
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and only i f  
I n  o ther  words, e E 0 i f  and only i f  t he  parameter values have converged. 
Asymptotic s t a b i l i t y  of t he  system is  then assured i f  t he  parameters are 
adjusted along the  grad ien t  of F = e2/2. 
I n  the time-varying case,  (I/H(s)) does not  commute with N(s, t )  and 
However, if D ( s ,  t ) .  
the  bandwidth of ( I / H ( s ) )  i s  s u f f i c i e n t l y  l a r g e ,  we have 
These r e s u l t s  cannot, then, be r igorous ly  proved. 
Y l ( s )  f Y ( s )  and X l ( s )  f X ( s )  
over the  frequency range of i n t e r e s t .  I n  t h a t  case,  E q  3-16 can be w r i t t e n :  
Subtracting Eq 3-13 from t h i s  leads t o  an expression equivalent  t o  Eq 3-20, 
i . e .  
(For the  exact equation e r r o r ,  1 /H(s) = 1 ,  t h i s  equation is  e x a c t ) .  
If the bandwidth of 1 / H ( s )  i s  s u f f i c i e n t ,  then  we may expect t he  r e -  
sults f o r  t he  t ime-invariant case t o  hold approximately. 
Using Eq 3-22, we can develop d i f f e r e n t i a l  equations for t h e  parameter 
differences i n  exac t ly  the  same manner as before .  
the  form 
These equations have 
where again 
and 
- a = col(a1,  ..., %; b l ,  ..., bn) 
Thus, i n  the  time-varyi% case,  the  equations a r e  inhomogeneous and the 
forc ing  funct ions a r e  the  p l an t  parameter rates of zhange. We might ex- 
pec t  from E q  3-23 t h a t  high p l an t  parameter r a t e s  of change would l e a d  t o  
l a rge  values of 2 and, therefore ,  t o  inaccurate  t racking .  Secondly, we 
might expect a l a g  i n  the  t racking  s ince  the  f u t u r e  behavior of - 6 is  not 
known. A modest computer e f f o r t  was undertaken t o  v e r i f y  these predic-  
t i o n s .  
A func t iona l  block diagram of the  set-up f o r  t h e  experiments i s  shown 
i n  Figure 3-16. 
varying parameter, a( t ) .  
s inuso ida l ly ,  although there  are some runs where a ( t )  i s  a ramp. 
t h e  most p a r t  t he  input ,  as w e l l ,  is a s inusoid although a f e w  runs a r e  
with a ramp input .  
The p l an t  i s  a f i r s t  order system with a s ing le  t i m e -  
For t h i s  experiment a ( t >  is  usua l ly  var ied 
For 
The s t a t e  va r i ab le  f i l t e r s  a r e  ( a r b i t r a r i l y )  chosen to be:  
These f i l t e r s  are used throughout t h e  experiment. No attempt is  made t o  
"optimize" t h e  t racking  by changing the bandwidth or form of the  cut-off 
f i l t e r ,  1 / H ( s )  . I n  l i g h t  of the  foregoing ana lys i s ,  it s e e m  c l e a r  t h a t  
t he  performance could be improved by using t h i s  degree of freedom t o  
advantage. 
The parameter adjustment l a w  i n  t h i s  case is  
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which leads t o  t h e  following d i f f e r e n t i a l  equation f o r  t he  parameter 
d i f f e rence ,  La = QI - a: 
(This equation is, of course, approximate as a r e  E q  3-22 and 3-23). 
The objec t ive  of t h e  parameter t racking  system is t o  make zero so  
t h a t  a(t)  t r a c e s  t h e  same pa th  as t h e  unknown parameter, a ( t )  . 
impossible t o  do exac t ly  s ince  E q  3-26 is  inhomogeneous, and the  forc ing  
function, A ,  is  unknown i n  advance. However, it is  poss ib l e  t o  approach 
t h i s  i d e a l  qu i t e  c lose ly ,  as will be shown. 
This i s  
The major po r t ion  of t he  study uses a s inuso ida l ly  varying parameter 
and a s inuso ida l  input .  The t r ack ing  performance i s  s tudied  as a func t ion  
of t h ree  th ings :  input  frequency, q; parameter v a r i a t i o n  frequency, %; 
and parameter adjustment loop gain,  k. The frequencies range over t h e  
following values:  
q = 0.7, 1 ,  1.4, 2.24, 3.17 rad/sec 
% = 0.1, 0.224, 0.317, 0.448 rad/sec 
Note t h a t  t he  input  frequencies extend p a s t  t h e  break frequency of t h e  
state va r i ab le  f i l t e r .  
Each of t hese  combinations of frequencies i s  run a t  t h r e e  d i f f e r e n t  
l e v e l s  01 parameter a 6 j u s i r u e u i  luup EZLii,  Y Z C ~  -ALL 5: referre? t~ 
high, intermediate,  and low. 
Three d i f f e r e n t  e f f e c t s ,  o r  types of d i s t o r t i o n ,  a r e  observed i n  the 
parameter responses. These a r e  bumpiness, amplitude reduction, and lag .  
The e f f e c t  of changing t h e  experimental va r i ab le s  on these  types of d i s -  
t o r t i o n  is  summarized i n  Table 111. 
ency. The most s e r ious  of these  d i s to r t ions  i s  probably amplitude reduc- 
t i o n  because it would be impossible t o  d e t e c t  i n  an a c t u a l  s i t u a t i o n ,  and 
it would s i g n i f i c a n t l y  a f f e c t  any subsequent analyses based upon the  d i s -  
A check mark ind ica t e s  a s t rong  depend- 
59 
t o r t ed  parameter estimates. 
of amplitude reduction. 
t i e s  i n  t h e  table be decreased. 
Note t h a t  t he  second row is  s t a t e d  i n  terms 
Therefore, it i s  desirable t h a t  each of t h e  qual i -  
TABLE I11 
EFFECTS OF EXPERIMENTAL VARLABLES UPON 
DISTORTION OF THE PARAMETER RESPONSES 
I EFFECT OF INCREASING I I I 
 . .  
k 
__ __-_ . - I  .- 0, - _  -. - -- . - . _I q- increases  - increases  Bumpiness ] decreases I 
Amp 1 it ude -it-- . . . . 7 I--  4 
increases  I increases  de c re  as e s 
increases  increases  decreases  
- - --I reduct ion 1 Lag 
One of the  i n t e r e s t i n g  poin ts  t o  note  from Table I11 is  t h a t  t h e  most 
important parameter i s  q, t h e  input  frequency, s i n c e  it e f f e c t s  a l l  three 
q u a l i t i e s  s t rongly .  To a l a r g e  ex ten t ,  however, t h e  adverse e f f e c t s  of a 
high input frequency (on amplitude reduct ion and l a g )  can be compensated 
f o r  by increasing the  parameter adjustment loop ga in .  I n  addi t ion ,  t h e  
one adverse e f f e c t  of increas ing  ga in  (on bumpiness) i s  r e l a t i v e l y  small. 
The e f f e c t s  of q, cu, and k can be explained,  i n  a q u a l i t a t i v e  sense,  
by considering Eq 3-26. Increased l a g  and amplitude reduct ion  both  mean, 
i n  general ,  a l a r g e r  value of LQ. The homogeneous p a r t  of t h i s  equat ion 
i s  asymptotically stable and hence tends t o  reduce LYX. The inhomogeneous 
p a r t  t e n d s  t o  increase  LYX. Increasing k inc reases  t h e  f i rs t  t e r m  relative 
t o  the second, and hence we would expect t h e  lag and amplitude reduct ion  
t o  decrease. 
the  second term would increase  re la t ive t o  the first.  We would expect 
l a g  and amplitude reduct ion t o  increase .  
Increasing % and 9 would have the opposi te  e f f e c t ;  i . e .  
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Bumpiness i s  an e f f e c t  which r e s u l t s  from high values of &'. Equation 
3-26 can be  r ewr i t t en :  
From t h i s  equation, it is  easy t o  apprec ia te  why an increase  i n  k increases 
bumpiness. 
and x1 because of t h e  frequency response c h a r a c t e r i s t i c  of 1 / H ( s ) ,  we might 
expect t h i s  to reduce bumpiness as indeed it does. F ina l ly ,  t h e  e f f e c t  of 
increas ing  wa can be seen by examining Eq 3-26. 
A ,  which l eads  t o  an increase  i n  6 .  
Also, s ince  increas ing  ai reduces t h e  amplitudes of y l ,  y l ,  
An increase  i n  Ua increases  
Examples of t he  e f f e c t s  of increasing k, q, and (!& are shown i n  Figures 
3-17 through 3-19, respec t ive ly .  These runs a r e  a l l  for a s i n e  wave input 
and s inuso ida l ly  varying parameter, a. Note t h a t  a! w a s  not i n i t i a l l y  a t  
the  co r rec t  value,  bu t  needed some t i m e  t o  "catch up." 
Results involving ramp inputs  and/or ramp v a r i a t i o n  of t h e  parameter 
a r e  shown i n  Figure 3-20. I n  Figure 5-20 a, t h e  Parameter v a r i a t i o n  i s  
s inuso ida l ,  bu t  t h e  input used is  a ramp. 
i s  unequal t o  the  co r rec t  value. 
corrected t h i s  e r r o r  r ap id ly  and then  tracked a ( t )  almost p e r f e c t l y  with 
only a s l i g h t  lag .  
Again t h e  i n i t i a l  es t imate  a(0) 
The t r a c e  of a!(t) shows t h a t  t h e  system 
Figure 5-20 shows the  case of a ramp v a r i a t i o n  i n  the  parameter, 
a ( t )  = c t ,  and a s inuso ida l  input .  The t r ack ing  system c o r r e c t l y  re- 
produced t h e  s lope  of t he  var ia t ion,  c ,  mtn a v e r y  s11~2.l 1% : ~ %  
l i t t l e  bumpiness. Again, the bumpiness decreases as input  frequency i n -  
creases .  
F i n a l l y ,  t h e  most i n t r igu ing  run of a l l  is the  one with a ramp va r i a -  
t i o n  of t h e  parameter and a ramp input .  As  can be  seen i n  Figure 5-20 
c,  t h e  run can be separated i n t o  two segments. 
a ( t>  ca tches  up using a l a r g e r  s lope  than t h e  co r rec t  one. 
caught up, it changes slope abrupt ly  ( a t  p o i n t  A )  and i s  "on" f o r  t h e  
remainder of t h e  run. 
A f t e r  f i r s t  lagging behind, 



























One conclusion which can be drawn from these  las t  f e w  runs,  i s  t h a t  
t he  data  at t h e  beginning of any run should be ignored t o  give t h e  t rack-  
ing  parameters a chance t o  "catch up." The o v e r a l l  conclusion t o  be drawn 
from t h i s  study i s  h ighly  encouraging: time-varying parameters can indeed 
be successfu l ly  tracked with only small e r r o r s  provided the  v a r i a t i o n  i s  
not  "too fast ."  Further  research i s  ind ica ted  t o  add some quan t i t a t ive  
meaning t o  the  phrase " too fast" and t o  determine o ther  th ings ,  such as 
t h e  e f f e c t  of two parameters varying, t h e  e f f e c t s  of changing the  f i l t e r  
1 /H( s) , e t c .  Based on these  prel iminary 
t i f i c a t i o n  of time-varying systems seems 
APPLICATION OF THE GENERALIZED EQUATION 
ERROR METHOD TO PILOT PARAME'IXR TRACKING 
A simulated p i l o t  parameter t racking  
p r a c t i c a l  app l i ca t ion  of t he  general ized 
da ta ,  t h i s  approach t o  t h e  iden- 
prof i t a b l e .  
experiment, chosen t o  exemplify 
equat ion e r r o r  method, is  d i s -  
cussed i n  t h i s  subsection. The objec t  i n  t h i s  experiment i s  t o  i d e n t i f y  
the  descr ibing funct ion parameters of a known, quas i - l inear  representa t ion  
of a human p i l o t  performing a compensatory con t ro l  task .  
parameter values  i d e n t i f i e d  with the  values known t o  e x i s t  i n  t he  s i m u l a -  
t i o n ,  the v a l i d i t y  of the approach may be es tab l i shed .  
By comparing 
The unknown p lan t  i n  t h i s  example has been viewed by previous i n v e s t i -  
ga tors  as e i t h e r  t he  s imulated p i l o t  descr ib ing  func t ion  o r  t h e  e n t i r e  
closed-loop simulated p i l o t -  vehic le  system. Elements of t he  closed-loop 
o the r  than the  simulated human p i l b t  are assurqed known i n  e i t h e r  case.  
References 18, 19 and 20 po in t  out  t h a t  a proper quas i - l inear  model of 
a human p i l o t  must include a remnant* s i g n a l  as w e l l  as a l i n e a r  t r a n s -  
mission path.  I n  the  presence of t h e  remnant, t h e  only s t r i c t l y  co r rec t  
viewpoint i s  t o  t r e a t  the  e n t i r e  closed-loop system as the  unknown p lan t  
(Vide References 18 and 19.) although t h i s  might be unnecessary i n  c e r t a i n  
cases .  
t h i s  appl ica t ion  s ince  the  v a l i d i t y  of r e s u l t s  obtained using p i l o t  param- 
Exploration of t h i s  l a t t e r  ques t ion  i s  a secondary objec t ive  of 
*By de f in i t i on  the  remnant i s  the  s i g n a l ,  uncorre la ted  with the  input  t o  
the  closed-loop system, which must be included i n  t h e  quas i - l i nea r  represen- 
t a t i o n  of an element i n  order  t h a t  the  output  of the  quas i - l inear  element 
model exact ly  equal  t h a t  of t h e  a c t u a l  element f o r  a given input .  
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eter tracking techniques, e.g. References 9 ,  13 and 21, has not yet been 
demonstrated when a remant signal is included. 
The functional block diagram of the simulated pilot-vehicle tracking 
system plus a generalized equation error parameter tracking system is 
shown in Figure 5-21. Switches indicate the capability for tracking 
parameters from the outside or inside of the loop closed around the simu- 
lated pilot, and for including a simulated remnant signal or not. 
The linear constant coefficient describing function for the simulated 
pilot is : 
-TS where l / ( ~ s + l )  is a Pad6 approximation to the reaction time delay, e 
The three parameters to be "tracked" are K, KT and T. Although not shown 
in Figure 5-21, provision is made to introduce step and sinusoidal varia- 
tions, GKp(p plant or simulated pilot), in K from a constant value, Kg, 
in the simulated pilot describing function. 
introduce step variations, 8KTp and 6~~ in KT and T from constant values, 
KTo and TO, respectively in the simulated pilot describing function. 
changes; 6Km, 6KTm and 8Tm(m E model); can also be introduced into the 
model parameters. The object of the parameter tracking function is to 
null the quantities, M, M T  and AT, which are the differences between 
the respective model and describing function parameters. 
. 
Provision is also made to 
Step 
A remnant signal model for the simulated pilot is constructed from 
the data in Reference 22. 
tion that the proper remnant power spectrum for injection at the error  
point in the pilot-vehicle loop is proportional to the input power spec- 
trum to the closed-loop. 
power) is here taken to be 0.1 12. 
There,evidence is given supporting the proposi- 
The proportionality factor ( remnant powerlinput 
The input spectrum to the closed-loop is white noise shaped by two 
first order lags with break frequencies at 1 .O rad/sec as in Reference 14. 
The filters for shaping the input and remnant spectra from unit white 
Remnant 
lnside the loop 
Trucking 
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Figure 3.21 . Functional Block D i a g r a m  of the Simulated Pilot Parameter Tracking Experiment 
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. 
noise a r e  respec t ive ly :  
( 1  +s)2  ( 1  +s)2 
The constant ,  a, is  adjusted t o  obtain the proper input  s i g n a l  l e v e l  t o  
the  simulated closed-loop p i lo t -veh ic l e  system. 
The vehicle  t r a n s f e r  funct ion is:  
The t r a n s f e r  funct ions f o r  the  s imula ted  closed-loop p i lo t -vehic le  system 
a r e  : 
Handling q u a l i t i e s  theory,  e .g .  Reference 22 can be used t o  show a proper 
p i l o t  descr ibing funct ion f o r  t h i s  choice f o r  Ye should be approximately: 
1 .O(O.Os+l) 
yp = [c).?S+l) 
These values  are used i n  the  simulated human p i l o t  descr ibing funct ion.  
Despite t h e  f a c t  t h a t  t he  lead t i m e  constant is  zero, we have made pro- 
v i s i o n  for i t s  adjustment i n  t h e  model. 
t o  a d j u s t  th ree  parameters. 
previous inves t iga to r s  have bogged down using t h e  equat ion e r r o r  parameter 
t r ack ing  system approach. 
This presents  an opportunity 
This s eem t o  have been the  point  a t  which 
Independent general ized equation e r rors  i n  t h i s  parameter t racking  sys-  
t e m  a r e  generated by passing each measured s i g n a l  f r m  the  simulated p i l o t -  
vehicle system through a bandsp l i t t i ng  f i l t e r .  Each output of t he  band- 
s p l i t t i n g  f i l t e r  i s  passed through a s t a t e  va r i ab le  f i l t e r ,  each sec t ion  
of which produces a low pass f i l t e r e d  de r iva t ive  of i t s  input s igna l .  
The remaining d e t a i l s  of t he  parameter t racking  system are executed i n  
the  customary way. 
has severa l  advantages: 
( V i d e  Sec t ion  I1 and Figure 5-21). This approach 
1 .  It should tend t o  maximize the independence of t he  
generalized equation e r r o r s ,  i . e .  it should tend t o  
maximize A ( t )  (Vide p. 20.) 
It is t h e  simplest  configuration t o  mechanize i n  
terms of the  number of generalized computing e l e -  
ments required.  
It provides low passed equation e r r o r  as an output.  
This i s  valuable f o r  es t imat ing  the  system perform- 
ance qua l i t y .  
Only a modest nuniber of approximate, successive 
d i f f e r e n t i a t i o n s  i s  required using t h i s  approach. 
The number required is  equal t o  the  order of t he  




The bandsp l i t t i ng  f i l t e r  cons i s t s  of low pass ,  bandpass and high pass 
sec t ions  designed such t h a t  t h e  sum of the  s e c t i o n  outputs equals t h e  band- 
s p l i t t i n g  f i l t e r  input .  
i n  t he  cross-over frequency region f o r  Yp Ye.  
high pass sec t ions ,  respec t ive ly ,  have t r a n s f e r  func t ions :  
The bandpass s e c t i o n  covers t h e  frequency decade 
The l o w  pass,  bandpass and 
0.31 6 
B 1 ( s )  = ~+0.316 (3-32) 
(3.16-0.316) s 
~+0.316) (~+3 .167  Bp(s )  = ( (3-33) 
S 
s+3.16 B ( s )  = 3 
The s t a t e  va r i ab le  f i l t e r  s ec t ions  have t r a n s f e r  func t ions  
(3-34) 
(3-35) 
( 1  . o y  I .u  
. where n denotes the  s e c t i o n  used t o  obtain a p a r t i c u l a r  state va r i ab le  
( o r  approximate t i m e  de r iva t ive  i n  t h i s  case). 
The measured s igna l s  from t h e  simulated p i lo t -veh ic l e  system a r e  
i(t) ( o r  E ( t )  when t racking  in s ide  the  loop) and c ( t ) .  
separa te  bandsp l i t t i ng  f i l t e r .  
f o r  t h e  i( t)  input  are: 
are: c l ( t ) ,  c 2 ( t )  and c 3 ( t ) .  
fu r the r ,  l e t  us consider one t y p i c a l  var iab le ,  c 3 ( t ) .  
any o ther  va r i ab le  would be the  s m e .  
Each dr ives  a 
The bandspl i t t ing  f i l t e r  sec t ion  outputs 
i l  ( t ) ,  i2(  t) and i3( t )  . For t h e  e( t)  input  they 
To see  how these  s i g n a l s  are processed 
The processing f o r  
c ( t)  is  a t y p i c a l  input  t o  a state var iab le  f i l t e r .  The outputs of 3 
the  Fo, F, and F2 sec t ions  of t h i s  f i l t e r  a r e ,  respec t ive ly ,  ~ 3 0 ( t ) ,  c31 ( t )  
and c ( t )  .
der iva t ives  of c ( t )  after being low 
us s e l e c t  a t y p i c a l  output va r i ab le ,  ~ 3 1  ( t ) .  
These a r e ,  respec t ive ly ,  the zeroth,  f i rs t  and second t i m e  
32 
pass f i l t e r e d  by 1 / H ( s )  . Again, l e t  3 
c 3 , ( t )  i s  the  f i r s t  t i m e  de r iva t ive  of t he  p l an t  output when regarded 
Hence c ( t )  as a component of t h e  t h i r d  general ized equation e r r o r ,  e3. 
i s  then mul t ip l ied  by the  appropriate  model parameter and i s  summed with 
similar term i n  the  o ther  var iab les ;  i30(t), i j l( t) ,  c30( t )  and c32( t ) ;  
t o  form the  general ized equation e r r o r ,  
The c r i t e r i o n  func t ion  used i s :  
31 
e3 
The general ized equat ion e r r o r s ,  el and e2, a r e  similar t o  e 
are generated using the  outputs from the B l ( s )  and B ~ ( s )  sec t ions ,  respec- 
t i v e l y ,  of t h e  bandsp l i t t i ng  f i l t e r .  The p a r t i a l  de r iva t ive  of t he  c r i t e -  
r i o n  func t ion  with respec t  t o  each model parameter i s  formed, and the  rate 
of adjustment of each m o d e l  parameter is made propor t iona l  t o  the  negative 
of t he  p a r t i a l  de r iva t ive  with respec t  t o  t h a t  parameter. 
only these 3’ 
For example, 
(3-37) 
where AK i s  the  p ropor t iona l i t y  constant  r e fe r r ed  t o  as the  K parameter 
adjustment loop gain.  
The parameter adjustment loop ga in  matrix, K, used i n  t h i s  system is  
when t h r e e  parameters are being adjusted.  When two parameters are being 
adjusted,  A, = 0; and when only one parameter, K, i s  being adjusted,  
A, = Am = 0 .  
F i r s t ,  w e  w i l l  show a t y p i c a l  result  t o  demonstrate t h a t  t he  th ree -  
parameter t racking system operates  as predic ted  i n  the  absence of remnant. 
I n  Figure 3-22 responses of t he  th ree  (A) parameters t o  Step changes i n  
the  model parameters; 6Km, €KT, and 8 ~ ~ ;  are shown. The asymptotic values  
which the responses should approach are shown dashed. Here, t racking  i s  
performed from the  outs ide  of the  loop. It makes l i t t l e  d i f f e rence  whether 
outs ide o r  i n s ide  the  loop t racking  i s  used as i s  t o  be expected when t h e r e  
i s  no remnant. I n  f a c t ,  even t h e  shapes of the parameter responses are 
similar under these  condi t ions.  
To casual  observation, t he  performance of t h e  AT adjustment i n  Figure 
3-22 might seem t o  be cont ra ry  t o  our t h e o r e t i c a l  expectat ion.  However, 
it is  well t o  remember t h a t  t he  theory r equ i r e s  only t h a t  t he  l eng th  of 
t he  parameter vector  - i n t; coordinates  be monotonically decreasing, and 
t h a t  these t i m e  responses show d i f f e r e n t l y  sca led  components of t h e  param- 
e te r  vector i n  y coordinates .  
For the  parameter adjustment loop ga ins  used i n  Figure 3-22 (g iven  by 
E q  3-38) t h e  parameter coordinates  i n  which a s t e e p e s t  descent  on t h e  sur- 
face ,  F = - e ' d 2 ,  i s  being performed are: 
Conditions:  3 adjus tab le  parameters, ou ts ide  the  loop t racking,  
no remnant 
Figure 3-22 P i l o t  Parameter Tracking System Responses 
t o  Model Parameter Per turbat ions.  
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(3-39) 
To assure ourselves t h a t  11 t; 1 1  i s  decreasing l e t  us compute 11 
several times during t h e  response. Taking the  t i m e  i n  seconds a t  which 
the  parameter per turba t ions  are introduced as zero,  it may be determined 
11 - 
( 1  L = (100) I 
The norm of i s  decreas 




ng monotonically as it should. 
The next observat ion i s  t h a t  t h e  AT response i s  qu i t e  slow af ter  t h e  
f i r s t  f i ve  seconds of the  response, and furthermore,  t h a t  AT i s  l a r g e r  
than it  w a s  a t  t = 0 although it is  moving i n  the  r i g h t  d i r ec t ion .  
f a c t  t ha t  AT has increased might o r d i n a r i l y  l e s sen  our  confidence i n  the  
system's performance. 
The 
L e t  LE consider  some implicat ions of these  poin ts .  
Notice t h a t  t he  (low pass f i l t e r e d )  equat ion e r ro r ,  e l ,  i s  qu i t e  s m a l l  
compared t o  the  p l an t  input  and output af ter  the  f i rs t  f i v e  seconds Of 
parameter adjustment. 
po in t ,  t h e  model resembles t h e  p l a n t  q u i t e  c l o s e l y  a f t e r  t = 5 sec  desp i t e  
the large devia t ion  of AT from i t s  asymptotic value.  This i s  reasonable 
because the e f f e c t s  of T are most apparent i n  t h e  v i c i n i t y  of 5 rad/sec,  
and beyond, while the  bandwidth of t h e  input  extends only t o  1 .O rad/sec,  
and t h e  c u t - o f f f i l t e r  of t h e  approximate d i f f e r e n t i a t i o n s  has a break f re -  
quency of 1 .O rad/sec.  
frequency components of the  e r r o r  vec tor  more hea-Tily. 
f i l t e r  i s  used t o  obta in  t h e  independent general ized equat ion e r r o r s  which 
This i nd ica t e s  t h a t ,  from the  equat ion e r r o r  view- 
A way t o  co r rec t  t h i s  problem i s  t o  weight t h e  high 
When a bandsp l i t t i ng  
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are the components of the e r r o r  vector,  it is  a simple matter t o  weight 
the  e r r o r  vec to r  components according t o  frequency because each generalized 
equation e r r o r  emphasizes a d i f f e r e n t  frequency region. Weighting i s  then  
a matter of choosing the p o s i t i v e  elements f o r  the diagonal matrix, Q, and 
using F = - e I Q d 2  as t h e  c r i t e r i o n  function in s t ead  of F = e ' 4 2 .  Another 
way t o  co r rec t  t h i s  problem is t o  increase  each parameter adjustment loop 
gain by the same f a c t o r .  
Next, l e t  us look a t  the spheroids described by the norm of the param- 
e t e r  vec tor  i n  5 coordinates a t  two p a r t i c u l a r  t i m e s  i n  Figure 3-23 a. 
F i r s t ,  l e t  us note t h a t  when the  length  of any component, of the parameter 
vec tor  approaches the length  of t he  parameter vec tor  norm, the length of 
t he  o the r  components of the vec tor  approach zero. This i s  apparent for 
the L( 10) vec to r  i n  Figure 3-23 a wherein 10 fi AT i s  approaching the 
norm while 10 AK and 10 a r e  approaching zero. Thus we may conclude 
t h a t  when one o r  more components of L increase  from the i r  i n i t i a l  va lues ,  
t h e  remaining components of L approach o r ig in  of the 5 coordinates more 
c l o s e l y  a t  a given value of 11 
taneously. 
i n t o  y coordinates as shown i n  Figure 3-23 b, we can determine t h e  maximum 
unce r t a in ty  i n  each parameter vec tor  component i n  y coordinates,  presumably 
the  coordinates of i n t e r e s t .  More than  t h i s  may be said, however. Note 
tha t  the transformation from c t o  7 coordinates i s  
1 1  than if a l l  components decreased s i m u l -  
Secondly, by transforming t h e  spheroid of radius 11 L(10) 1 1  
which implies that  the r e l a t i v e  maximum uncer ta in ty  i n  each parameter vec tor  
- i n  y coordinates is cont ro l led  by the des igner ' s  choice of t h e  p o s i t i v e  ele- 
ments i n  t h e  diagonal matrix, K. 
from the o r i g i n  t h a t  can be t o l e r a t e d  f o r  each component of t h e  parameter 
vec to r  i n  y coordinates,  t h e  r e l a t i v e  values of t h e  elements of t h e  matrix, 
K may be  chosen. I n  order t o  be  assured of reducing the norm of the param- 
eter v e c t o r  i n  coordinates t o  a c e r t a i n  f r a c t i o n  of t h e  i n i t i a l  norm of 
t h e  parameter vec to r  i n  5 coordinates,  it i s  s u f f i c i e n t  t o  s e t  








Figure 3-23. Spheroid of Parameter Values i n  5 Coordinates 
and a Corresponding E l l i p s o i d  i n  7 Coordinates 
equal t o  t h a t  f r a c t i o n .  Solut ion gives d i f f e r e n t  combinations of k and 
T f o r  a given K which w i l l  accomplish t h i s .  
t i m e  required.  
c ,  i . e .  the  devia t ion  from the  o r i g i n  f o r  each component of the  parameter 
vector  i n  y coordinates a t  time, T, m u s t  be smaller  than c e r t a i n  constants 
f o r  the  respec t ive  components; it is  s u f f i c i e n t  t h a t  t h e  i n i t i a l  norm of 
the  parameter vector  i n  5 coordinates be smaller than:  
T i s  here  the  run length  
In order  t h a t  1 1  L(T)  11 be smaller  than a given constant ,  
This implies an e l l i p s o i d  i n  y coordinates within which the  i n i t i a l  param- 
e t e r  values must l i e  which, i n  tu rn ,  implies a region i n  which the  i n i t i a l  
parameters of t he  model must l i e .  
Because T parameter deviat ions do  not give rise t o  any s i g n i f i c a n t  
po r t ion  of the equat ion e r r o r s  f o r  t he  configurat ion of parameter t racking  
system used, the  remainder of t h e  experiments i s  conducted with AT s e t  
equal  t o  zero. While the  AT parameter could have been re ta ined ,  very long 
t i m e s  would be required f o r  the  parameters t o  approach t h e i r  asymptotic 
values  because of t he  l imi ted  ga in  ava i lab le  i n  t h e  s imulat ion.  On the  
o ther  hand, changing t h e  configurat ion o f  t he  system s o  t h a t  F = - e ' &  d 2  
could be used would a l s o  requi re  more gain than w a s  ava i l ab le .  Figure 
3-24 shows the  response t o  s t e p  per turbat ions i n  t h e  model parameters, 
6Km and 6KTm, o r  the two par.ut=L~i- s>-s$cz t rzckLcg frnm outs ide  the  loop 
i n  the  absence of remnant. A l l  possible  combinations of a lgebra ic  s ign  
a r e  used f o r  t he  per turba t ions .  
model parameter per turba t ions  are w e l l  behaved and rap id .  Figure 3-25 
shows responses t o  t h e  same perturbat ions f o r  i n s ide  the  loop t racking.  
Responses from a l l  combinations of 2 100% 
*Here the  parameter adjustment l a w  is assumed t o  b e :  
i = - k K A r  - 
X( t)  i s  t h e  mimimum eigenvalue of K 1/2A K1/2 
17 
(3-41 1 
I ,  
Conditions : 2 adjus tab le  parameters, ou ts ide  t h e  loop t racking,  
no remnant 
Figure 3-24 P i l o t  Parameter Tracking System Responses 
t o  Model Parameter Per turba t ions .  
I .  
Conditions: 2 adjustable parameters, ins ide  t h e  loop tracking, 
no remnant 
Figure 3-23 P i l o t  Parameter Tracking System Responses 
t o  Model Parameter Perturbations.  
There i s  here no e s s e n t i a l  d i f fe rence  i n  
outside the  loop t racking ,  when the re  i s  
t h e  performance which is  expected. 
The same experiments are re run  i n c h  
the  performance f o r  i n s ide  and 
no remnant. This is, of course, 
ing t h e  remnant input .  Figure 
3-26 shows responses comparable t o  t h e  t r a c e s  of Figures 3-24 a and 3-25 a. 
Notice t h a t  t he  remnant gives r i s e  t o  s u b s t a n t i a l  v a r i a t i o n  of t h e  a d j u s t -  
ing parameters i n  comparison t o  t h e i r  behavior when the re  i s  no remnant. 
I n  f a c t ,  it would be d i f f i c u l t  t o  i d e n t i f y  co r rec t  parameter values from 
these da t a .  
The rapid v a r i a t i o n s  i n  t h e  parameters a l s o  mask the  so-called param- 
e t e r  b iases  predicted f o r  i n s ide  the  loop t racking  by Elkind (Reference 18) 
and Rucker (Reference 5). 
Figure 3-26 b,  bu t  not i n  Figure 3-26 a. 
We hoped these  wouid be c l e a r l y  observable i n  
Figure 3-27 shows parameter responses comparable t o  t h e  responses i n  
Figure 3-24 a (ou t s ide  t h e  loop t racking ,  no remnant) and Figure 3-26 a 
(outs ide the loop t racking ,  with remnant) f o r  parameter pe r tu rba t ions  made 
i n  the p l a n t .  
responses a r e  similar' t o ,  although slower than, responses f o r  per turba t ions  
i n  the model parameters. Responses are slower f o r  two reasons: 
The f i r s t  response (no remnant) shows t h a t  t he  parameter 
1 .  Information containing the  e f f e c t  of t he  p l a n t  parameter 
pe r tu rba t ion  is  delayed by t h e  state v a r i a b l e  f i l t e r .  
That is ,  it i s  delayed by 1 / H ( s )  which i n  t h i s  case i s :  
1 1 
2. Per turba t ions  i n  t h e  p l an t  parameters produce a t r a n s i e n t  
e f f e c t  because of t h e  temporary time-varying q u a l i t y  of 
t h e  c o e f f i c i e n t s .  I n  order t o  i d e n t i f y  t h e  constant 
model of the p l an t ,  t h i s  t r a n s i e n t  m u s t  d i e  ou t  s o  t h a t  
t h e  p l a n t  may again be  considered cons tan t  c o e f f i c i e n t  
i n  nature .  
( 3-42 1 
The second response, Figure 3-27 b i s  a r epea t  of t he  f irst  with 
remnant included. 
Here it i s  evident t h a t  parameter t r ack ing  system fa i l s  t o  cope with 
This record i s  comparable t o  t h a t  of Figure 3-26 a. 
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(a) Outside t h e  loop tracking. (b)  Ins ide  t h e  loop tracking. 
Conditions: 2 ad jus t ab le  parameters, remnant included. 
Figure 3-26 P i l o t  Parameter Tracking System Responses 
t o  Model P a r m t e r  Per turba t ions .  
Q i  
V I  
( a )  NO remnant (b)  Remnant  included 
Conditions: 2 adjustable parameters, ou t s ide  t h e  loop t racking .  
Figure 3-27 P i l o t  Parameter Trackidg System Responses 
t o  P lan t  Parameter Per turba t ions .  
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t he  remnant. 
Tracking a s inuso ida l ly  varying K i n  t h e  p l a n t  is  shown i n  Figure 3-28. 
Here KT i s  f ixed  a t  i t s  c o r r e c t  value i n  the model. The results i n d i c a t e  
t h a t  t h e  a b i l i t y  t o  t r a c k  time-varying parameters increases  with decreasing 
amplitude and/or frequency of t h e  parameter t ime-variation. When t h e  DKT 
parameter is f r e e  t o  t r a c k  a l s o ,  it i s  observed t h a t  i ts  i n t e r a c t i o n  with 
the AK parameter is s l i g h t  whenever conditions a r e  such t h a t  t h e  low-passed 
equation e r r o r  is held t o  small values by t h e  parameter t r ack ing  ac t ion .  
Rere again, it  i s  found t h a t  t he  parameter t r ack ing  sys€em could not oper- 
a t e  success fu l ly  i n  the  presence of remnant. 
Conclusions drawn from t h i s  s e r i e s  of experiments are: 
1 .  The p i l o t  parameter t racking  system works as predic ted  by 
the theory i n  t h e  absence of remnant. However, because 
the re  i s  considerable evidence t o  support  t h e  ex is tence  
of t h e  remnant as p a r t  of a human p i l o t  model, and t h e  
p i l o t  parameter t racking  system as simulated was  not 
t r u l y  capable of coping with the remnant, we can only 
conclude t h a t  such an  app l i ca t ion  needs more research  
before  p i l o t  parameter t racking  cons t i t u t e s  a we l l  es- 
t ab l i shed  technique. Since we have previously demon- 
s t r a t e d  t h e  q u a l i t a t i v e  equivalence of equation e r r o r  
and response e r r o r  systems, t h i s  conclusion p laces  
data previously obtained using any p i l o t  parameter 
t racking  technique i n  a questionable pos i t i on .  
of t h i s  " questionable'' data ,  however, agrees w e l l  with 
r e s u l t s  obtained by r igorous ly  es tab l i shed  techniques. 
We the re fo re  have reason t o  be l ieve  t h a t  a d d i t i o n a l  re- 
search s p e c i f i c a l l y  or ien ted  toward t h e  remnant problem 
would be success fu l  i n  br inging  p i l o t  p a r a m t e r  t racking  
Much 
i~ a sal isfa<tvi- j -  ~t ,~. t .=.  
2. The so-ca l led  parameter b i a s e s  because of remnant i n  
equation e r r o r  systems have not beell observed i n  t h e  
simulated p i l o t  parameter tracking experiments. 
One way arcund the  problems caused by remnant induced 
fi rctuat ions (and biases) i n  t h e  t r ack ing  parameters 
is  t o  use a quasi-random input  t o  t h e  closed-loop sys- 
t e m  which i s  a sum of non-harmonically r e l a t e d  s i n e  
waves with random phases. The research reported i n  
Reference 22 contains measurements t h a t  tend t o  show 
t h a t  p i l o t  remnant has a continuous power spectrum 
even when t h e  input  spectrum has power only a t  d i s -  
c r e t e  f requencies .  This f a c t  may be used t o  advan- 
tage t o  d iscr imina te  againstremnant e f f e c t s .  
3. 
S igna ls  
I 
i 
(4 (b) ( e >  
SKp= O.1Sin 0 .5 t  SKp= O.1Sin O . l t  SKp= 1 .OSin O . l t  
Conditions: 1 ad jus t ab le  parameter, ou t s ide  t h e  loop t racking ,  
no remnant. 
Figure 3-28 P i l o t  Parameter Tracking System Responses t o  
S inusoida l  P l a n t  Parameter Var ia t ion .  
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containing a remnant component m y  be bandpass f i l t e r e d  
a t  the  s inuso ida l  input  frequencies.  Note t h a t  bandpass 
f i l t e r s  would perform a funct ion similar t o  the  band- 
s p l i t t i n g  f i l t e r s  used i n  the simulated p i l o t  parameter 
t racking  experiments described above. That i s ,  they 
would enable l i n e a r l y  independent general ized equation 
e r r o r s  t o  be formed. Yowever, t h e  s i g n a l  t o  noise  
r a t i o  of t h e  general ized equation e r r o r s  generat-ed using 
bandpass f i l t e r s  w i l l  be improved by a f a c t o r  which i s  
approximately the  inverse of t h e  f i l t e r  pass-band. Param- 
e t e r  b i a s  would a l s o  be appropriately reduced. 
it i s  obvious here t h a t  a spec ia l  input  s i g n a l  t o  the  
closed-loop system is required.  
4. The experiments (without remnant) i nd ica t e  t h a t  it might 
be f e a s i b l e  t o  t r ack  p i l o t  parameters which vary f a i r l y  
slowly. An example of such a s i t u a t i o n  might be typ i -  
f i e d  by the  adaption of a p i l o t  t o  a change i n  vehic le  
t r a n s f e r  funct ion.  
Of course, 
SECTION IT 
l?ECOMMENDATIONS FOR FURTHER STUDY 
Areas f o r  research on parameter t racking  which seem most l i k e l y  t o  
y i e ld  s i g n i f i c a n t  r e s u l t s  f o r  only modest expenditures of e f f o r t  are 
summarized i n  t h i s  Sect ion.  These areas are: 
0 Analysis of s impl i f ied  parameter t racking  system mechani- 
0 Development of techniques f o r  suppressing the  e f f e c t s  of 
0 Engineering analyses and experiments t o  determine param- 
zat ions.  
measurement noise .  
e t e r  t racking  system c a p a b i l i t y  t o  t r a c k  time-varying 
plant  parameters. 
0 Validation of a l t e r n a t i v e  p i l o t  parameter t racking  tech-  
niques. 
We s h a l l  consider each area i n  t u r n  below. I 
I 
Table I shows t h a t  a considerable  number of analog mul t ip l i e r s  ( p  x q) j 
is required t o  mechanize the  most des i r ab le  c r i t e r i o n  funct ion,  F2, when 
p parameters a r e  t o  be ad jus ted .  I f  a s u f f i c i e n t  number of e r r o r  vec tor  
components a re  included so t h a t  a non-increasing upper bound on the  norm 
of t h e  parameter vec tor  can be found, then q = p. 
required t o  obta in  aF& - from - e. 
Then p2 mul t ip l i e r s  are 
From a p r a c t i c a l  viewpoint, it i s  c l e a r  
t h a t  i f  these  mul t ip l i e r s  
This would make the  parameter t racking  technique ava i l ab le  t o  a broader 
could be replaced by s impler  l o g i c  elements 1 
( r e l a y s ) ,  one major equipment requirement would be considerably lessened. 
1 
c l a s s  of users  having access t o  analog computers of modest capaci ty .  On 
t h e  other hand, such a development would a l s o  enable s p e c i a l  purpose param- 
e t e r  tracking computers t o  be r ea l i zed  a t  lower cos t .  A t  t h e  present  t i m e ,  
however, add i t iona l  t h e o r e t i c a l  development is  necessary t o  e s t a b l i s h  t h a t  
such s impl i f ied  systems would perform s a t i s f a c t o r i l y  with regard t o  s t a b i l -  
i t y  and convergence r a t e .  One conf igura t ion  which might be inves t iga ted  





sgn 2 = col(sgn e l ,  sgn e2, ... sgn e ) (4-2) 9 
f o r  t he  parameter adjustment l a w .  
t he  rate of parameter adjustment is independent of t h e  p l an t  input  magni- 
tude is  a l s o  of i n t e r e s t .  This is:  
Another adjustment l a w  f o r  which 
I n  Sect ion 111, the  so-cal led measurement noise  i s  shown t o  impose a 
s i g n i f i c a n t  performance l i m i t a t i o n  on parameter t racking  systems using the  
equat ion e r r o r  approach. If we are t o  avoid using s p e c i a l  p l an t  inputs ,  
t h e  only remaining degree of freedom through which t h e  system may be op t i -  
mized i s  by choice of t he  cut-off  f i l ter ,  I / H ( s ) .  
be successfu l  i s  shown empir ica l ly  i n  Section 111. What is  needed here 
is a sound engineering approach f o r  determining a n a l y t i c a l l y  what the  
cut-off  f i l t e r  t r a n s f e r  func t ion  should be. One s t ra ightforward a n a l y t i c a l  
approach, described on page 52 of Section 111, w a s  found t o  be i n t r a c t a b l e .  
It may be t h a t  a more sophis t ica ted  approach would prove f r u i t f u l .  
t e r n a t i v e  might be t o  merely minimize the noise  t o  s i g n a l  r a t i o  of t he  
equat ion e r r o r  with respec t  t o  the  parameters of t he  cut-off f i l t e r ,  o r  t o  
determine the  optimal cut-orf f i iLc l  ~ G Y  z:lni+zino. t h a t  auanltity. 
That t h i s  approach can 
An al-  
While t h e  problem of iden t i fy ing  the parameters of a l i n e a r  t i m e  i n -  
v a r i a n t  noise-free p l an t  v i a  parameter t racking has e f f e c t i v e l y  been s o l -  
ved i n  Sect ion 11, we have considered only b r i e f l y ,  i n  Sect ion 111, a 
simple case where one p l an t  parameter is time-varying. Extensions of 
t h e  approach taken i n  Sect ion I11 would be valuable ,  i n  e s t ab l i sh ing  
more f i rmly ,  s u i t a b l e  techniques f o r  analysis. These analyses ,  however, 
must, of necess i ty ,  be approximate. They would serve  t o  determine bounds 
upon parameter t racking  performance, such as upon the  t racking  e r r o r  as a 
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funct ion of t he  cut-off  f i l t e r  bandwidth, parameter adjustment loop ga in  
and input s p e c t r a l  c h a r a c t e r i s t i c s .  The bounds should a l s o  be determined 
e q e r i m e n t a l l y  t o  check t h e  regions over which t h e  approximate analyses 
might be expected t o  be  accurate .  
The f a c t  t h a t  some quest ion can be r a i s e d  as t o  t h e  complete v a l i d i t y  
of the p i l o t  parameter t racking  technique i n  t h e  presence of remnant, 
makes research on t h i s  po in t  a pressing matter. 
on page 83, we have good cause t o  believe t h a t  complete va l ida t ion  i s  
l a rge ly  a matter of picking up a number of loose ends. 
f o r  accomplishing t h i s  are suggested below. 
For t h e  reason explained 
Two approaches 
Research r e s u l t s  reported here  and the  work reported by Weirwille i n  
Reference 23 might be combined t o  develop an a n a l y t i c a l  synthes is  of a 
response e r r o r  p i l o t  parameter t racking  system. Br i e f ly ,  an appropr ia te  
expansion of t he  model equations such as i n  Appendix A p lus  Weirwille's 
viewpoint on appropriate  c r i t e r i a  f o r  real-time determinat ion of t h e  best 
constant coe f f i c i en t  model may be  used t o  show t h e  proper form of t h e  
model equations f o r  synthes is .  
be similar t o  t h a t  reported by Meissinger i n  Reference 24. 
expected t h a t  i n  the properly synthesized parameter t racking  system, t h e  
response e r r o r  w i l l  be an a lgebra ic  func t ion  of t h e  ad jus t ab le  par,ameters 
enabling a s t eepes t  descent  so lu t ion  t o  a c t u a l l y  be r ea l i zed .  
l i n e  so lu t ions  f o r  t he  parameters would be achievable  t o  any desired degree 
of accuracy i n  t h e  absence of remnant provided c e r t a i n  su f f i c i ency  condi- 
t i o n s  on the  input  t o  t h e  p l an t ,  similar t o  those  developed i n  Sec t ion  11, 
are s a t i s f i e d .  
of t h e  system i n  t h e  presence of remnant if t h e  remnant meets c e r t a i n  suf f i -  
c iency conditions.  
parameters w i l l  be asymptot ical ly  stable about t h e  values  present  i n  t h e  
p l an t .  
used t o  evaluate  t h e  e f f e c t  of remnant on parameter values  at any given 
t i m e .  
It is  suspected t h a t  t h e  proper form will 
It i s  a l s o  
Thus, on- 
It appears t h a t  even more may be s a i d  about t h e  performance 
If t h i s  i s  the case,  it would appear t h a t  t h e  model 
An approach s i m i l a r  t o  t h a t  used b y  Elkind (Reference 8) might be 
According t o  Elkind, parameter values  determined by the  equat ion 
e r r o r  p i l o t  parameter t r ack ing  method will be b iased  because of remnant 
e f f e c t s .  A pressing need, then, i s  t o  f i n d  a p r a c t i c a l  way around t h i s  
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po in t .  The necess i ty  f o r  t h i s  is a l l  t h e  more apparent i n  t h e  l i g h t  of 
r e s u l t s  from the  simulated p i l o t  parameter t r ack ing  experiment reported 
I 
I here. The l a r g e  f l u c t u a t i o n s  observable i n  t h e  t racking  parameters a r e  
I 
because of remnant a t  s i g n a l  t o  noise  r a t i o s  of t h r e e  ( a  t y p i c a l  value 
f o r  pilot-compensatory t r ack ing  systems). 
parameter t racking  system operated co r rec t ly  and as predicted by t h e  
theory. 
I n  t h e  absence of remnant t he  
One way around both of t hese  problems is t o  use a quasi-random input  
t o  the  closed-loop system which i s  a sum of non-harmonically r e l a t e d  s i n e  
waves with random phases. The research  reported i n  Reference 22 contains 
measurements t h a t  tend t o  show t h a t  p i l o t  remnant has a continuous power 
spectrum when the  input  spectrum has power only a t  d i s c r e t e  frequencies.  
APPENDIX A 
DERIVATTON OF TIME-VARYING WEIGHTING F I L T E R S  
FOR RESPONSE ERROR SYSTEMS 
This e f f o r t  i s  d i r ec t ed  toward e l imina t ing  mathematical approximations 
i n  ana lys i s  of s e l f - ad jus t ing  systems. 
phasis on the  time-varying qua l i ty  of t he  dynamic systems considered. 
implies t h a t  ana lys i s  m u s t  be performed i n  terms of func t iona l  r e l a t ionsh ips  
r a the r  than value r e l a t ionsh ips .  Funct ional  r e l a t ionsh ips  are t h e  proper 
domain of v a r i a t i o n a l  calculus  ( i n  d i s t i n c t i o n  t o  d i f f e r e n t i a l  c a l c u l u s ) .  
Cent ra l  i n  t h i s  commentary i s  em- 
This 
VARIATIONAL CONCEPTS 
A few words are s u f f i c i e n t  t o  introduce -the bas i c  v a r i a t i o n a l  concepts 
we w i l l  need. 
A va r i a t ion ,  6z i ,def ines  a change i n  the  func t iona l  r e l a t i o n s h i p  of Z i  
and t and m u s t  not be confused with a change, nZi, i n  t he  value of a given 
funct ion,  Z i ( t ) ,  due t o  a change 
Reference '25) 
A t ,  i n  t he  independent, va i r ab le .  ( V i d e  
The v a r i a t i o n  of a funct ion f i  = f i ( z ;  2; r; t )  where Z i  and yk are the  
dependent va r i ab le s ,  and t and x i  are the  independent v a r i a b l e s ,  i s  given 
by: 
If f i  i s  s u i t a b l y  d i f f e r e n t i a b l e ,  t he  above equat ion may be expanded i n  a 
Taylor series as: 
The terms of order  one, two, . . . e t c . ,  i n  62, and/or 6ak r e spec t ive ly  con- 
62fi, of fi; e t c .  
s t i t u t e  t he  f i rs t  order  va r i a t ion ,  6 1 f i ,  of fi;  t h e  second order  va r i a t ion ,  
The usefulness  of t he  v a r i a t i o n a l  technique f o r  t h e  parameter t racking  
problem is embodied i n  the  following property:  (Reference 26) 
If t i s  an independent var iab le  (and, accordingly 
6 t  = 0) the  operators  6 and d/dt are commutative; 
t h a t  is : 
(A-3 )  
This  extremely important commutative property enables us t o  formulate a 
system of d i f f e r e n t i a l  equations which r e l a t e  dynamic changes i n  model co- 
e f f i c i e n t s  t o  the  a t t endan t  changes i n  the model output variables without 
requi r ing  a constant  coe f f i c i en t  r e s t r i c t i o n .  
Response e r r o r  parameter t racking  s y s t e p  can be considered as 
composed of  two func t iona l  blocks; the model, and t h e  parameter ad jus t -  
ment l a w s ,  as shown i n  Figure A-I . The i n t e r a c t i o n  of these  func t iona l  
blocks and t h e i r  coupling with t h e  p lan t  t o  be modeled are a l s o  ind ica ted  
i n  t h i s  f i g u r e .  
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The form of the  nth order model is defined by -
(A-4 )  
where the  zi a r e  the  s t a t e  var iab les  of the model, t is the  independent 
var iab le ,  time; the  yk a r e  the  coef f ic ien ts  or parameters of t he  model and 
a r e  t r ea t ed  as dependent var iab les .  
These s igna l s  a r e  the  i d e n t i f i a b l e  inputs  t o  the  p l a n t  which a r e  ava i lab le  
as  s igna l s .  
x j  are the  inputs  t o  the  system. 
The X j  a r e  considered t o  be  independent var iab les .  
The response e r r o r  vector ,  e,, i s  defined by m l i n e a r  combinations of 
the  d i f fe rences  of each of the  n output var iables  of t h e  p l an t ,  yi, and 
the  corresponding output var iab les  of t h e  model, z i ,  and t h e  time der iva-  
t i v e s  of these  d i f fe rences .  
= c(z - % 
C and D are m x n matrices,  G i s  a m x 2n 
matrix. The colwnns of C and D which correspond t o  t h e  components of and 
2 r:k.,izh %re  En+. measurable are zero.  The remaining elements of C and D are 
spec i f i ed  by the  designer .  
Complicated as the  above descr ip t ion  might seem, it does have the  v i r -  
tue  of encompassing a g rea t  many cases-of  p r a c t i c a l  i n t e r e s t .  
e a r  model with simple coef f ic ien ts ,*  the  Taylor series expansion of f i  
For a l i n -  
*Simple coe f f i c i en t s  of a l i n e a r  d i f f e r e n t i a l  equation a re  those 
occurr ing l i n e a r l y ,  such a s :  
terminates after terms of second order,  and f o r  bo th  simple and non-simple . I  
coe f f i c i en t s  t he  expansion i s  l i n e a r  i n  the 6 z i .  
t i o n s  are considered, t he  expansion can always be l i n e a r i z e d  i n  the  6 z i  by 
truncating the series after terms of f i r s t  order i n  6zi. 
When nonlinear model equa- 
1 
i Linear i ty  can be used t o  advantage i n  t h a t  t h e  superpos i t ion  p r i n c i p l e  
can be employed t o  sepa ra t e  t h e  so lu t ions ,  6zi, i n t o  components a sc r ibab le  
t o  the ind iv idua l  6yk. This y i e l d s  the expression 
I 
m 1 
6z. (0 )  = 0, k = 1 ,  2,  ... m where 6zi = 6Zik. This i s  exact f o r  l i n e a r  i k  
models w i t h  simple c o e f f i c i e n t s .  (For non-simple c o e f f i c i e n t s ,  t h e  problem 
can be reduced t o  t h i s  form plus  a u x i l i a r y  a lgeb ra i c  cons t r a in t s  among the  
parameters.) 
f irst  order  approximation i n  t h e  6zik va r i ab le s .  
6z ik  i s  as follows: 
parameter v a r i a t i o n  6yk i n  the  presence of t h e  s t r u c t u r a l  change i n  the  
system of equations because of t he  o the r  parameter v a r i a t i o n s  i n  t h e  sys- 
tem,6yr, r f k. 
def ine  a weighting f i l t e r  f o r  each parameter. 




For nonlinear models wi th  simple c o e f f i c i e n t s ,  Eq A-6 is  a I 
The i n t e r p r e t a t i o n  of 
6zik i s  the  component of 6zi which i s  a sc r ibab le  t o  t h e  
I 
I 
Equations A-6, using 6 t o  i n d i c a t e  i n f i n i t e s i m a l  v a r i a t i o n s ,  , 
For i n f i n i t e s i m a l  v a r i a -  
(A-7)  
If Eq A - 7  i s  considered t o  def ine  a l i n e a r  system i n  t h e  6zik, then  t h e  
( & d a y k )  6yk  term must be t h e  forc ing  appl ied  t o  t h i s  system. 
Then, using A t o  i n d i c a t e  v a r i a t i o n s  of f i n i t e  s i z e ,  l e t  us def ine  
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. where yOk is t h e  base component of t h e  kth model c o e f f i c i e n t  which i s  
given - a p r io r i - -no t  necessa r i ly  a constant--Ayk is  the  manipulated com- 
ponent of the kth model parameter. zoi is  the model response r e s u l t i n g  
when a l l A y k  a r e  constrained t o  zero. bi gives the change i n  the  model 
response due t o  t h e  Ark. A base por t ion  of t h e  model may be  defined as: 
( A - 9 )  
By applying t h e  Taylor s e r i e s  expansion and t h e  superpos i t ion  p r i n c i p l e  
t o  E q  A-9 ,  and considering f i n i t e  va r i a t ions ,  manipulated por t ions  of 
the model a r e  defined by 
&ik(o)  = 0 k = 1,2, ... m 
f o r  l i n e a r  models with simple coe f f i c i en t s .  
f irst  order  approximation i n  t h e  nZik variables f o r  nonlinear models with 
simple c o e f f i c i e n t s .  
Equation A - 1 0  a l so  def ines  the  
S i m i l a r i t y  of t h e  d e f i n i t i o n s  f o r  the manipulated por t ions  of t he  model 
and t h e  weighting f i l t e r s  is apparent. 
The f a c t  t h a t  
can be  used t o  ob ta in  an a l t e r n a t e  expression f o r  E q  A - 1 0  i n  vec tor  form 
which w i l l  be  u s e f u l  a t  a l a t e r  point .  
( A - 1 1 )  
By adding the base model equations and the finite variational equa- 
tions according to Eq A-8, we may convince ourselves that these defini- 
tions are consistent with the original definition of the model, Eq A-4. 
* 
Next, we w i l l  examine the way these two sets of variational equations 
are used in parameter tracking systems. 
F(gr) ,  which is a positive definite function of a response error vector. 
At a stationary point which is a minimum of this function with respect 
to the model variables (the zi and ij ) , the rate of change of the cri- 
terion function in the direction of any model variable must be zero. 
This property of a stationary point means that the first variation Of 
the criterion function, Eq A-12, must vanish everywhere in the infinitesi- 
mal region about the stationary point. Therefore, the coefficients of 
the component variations of the criterion function first variation must 
vanish independently. The first variation of the criterion function, 
Eq A-16, can be expressed as a function of the infinitesimal component 
variations, 6yk, 6zik and 6;ik (given by Eq A-7). The coefficients of 
the component variations are functions of the zi, ii, yi and fi. 
successful parameter tracking system may be defined as one which servoes 
these coefficients in the criterion function first variation to zero. 
Consider a criterion fWCtiOn, 
A 
Now, it is clear that the model parameters provide a convenient means 
This constitutes the use of the equa- for manipulating the zi variables. 
tions in finite variations, Eq A - 1 0  or A-l l . The equations show the 
means f o r  servoing the coefficients of 6zik and 6kik to zero though the 
control of each manipulated parameter on the model variables is not of 
an uncoupled nature. 
Consider the first variation of the cri-terion function: 
(A-12) 
= HW - 
Where the m x(2n + m) matrix, H, is 
and where 
and the  (2n + m) vector ,  w i s :  - 
Then : 
(A-1 4) 
6 1 F ( 3 )  = [F]' Hw - (A-1 6) 
The first va r i a t ion  of the  c r i t e r i o n  function i s  a l s o  used t o  approximate 
the first order s e n s i t i v i t y  of t he  c r i t e r i o n  function t o  changes i n  the 
model parameters. 
W: 
This is accoriaplished by def ining the (2n + m) x m matrix, 
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Note that 
w =  
62 = - w. The control law employe1 
parameters of the model is: 




is the approximate sensitivity of the criterion function 
to changes in the model parameters. 
In using the variational expansion of the model equations to indicate 
the approximate sensitivity of the criterion function to changes in the 
model parameters, we have formed the ratios 6zik/67k and 6zik/67k in the 
matrix, W, subject to the following restrictions: 
1 .  The variations in the parameters have been specified 
-to be constants. This is permissible since in testing 
the criterion function for stationarity the varia- 
tions may be chosen as arbitrary nonzero functions. 
2. The variations in the parameters have been allowed 
to become arbitrarily small. 
The necessity for adopting restriction 1 arose because the variation of 
the parameter of interest (in the case of a particular weighting filter) 
always appears in the forcing signal path of the weighting filter, and 
its inverse always appears in the output path of the weighting filter by 
virtue of E q  A-17. Hence by choosing the coefficient variation function 
as constant with time, the variation in the input path divides out with 
its inverse in the output path because the weighting filter is always a 
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' l i n e a r  system. A s  a p r a c t i c a l  matter,  we should l i k e  t o  avoid considering 
higher order e f f e c t s  of t he  va r i a t ions ,  and from a t h e o r e t i c a l  viewpoint, 
we would l i k e  t o  d e a l  with a l i m i t i n g  form of t h e  approximate s e n s i t i v i t y ,  
wherein the  model parameters are a l s o  parameters of t h e  weighting f i l t e r ,  
hence r e s t r i c t i o n  2. 
A s  a d i r e c t  result of t hese  two r e s t r i c t i o n s  we must a l s o  r e s t r i c t ,  
o r  a t  l e a s t  c a r e f u l l y  def ine  what i s  meant by "approximate s e n s i t i v i t y . "  
The i n t e r p r e t a t i o n  is  as follows. 
The weighting f i l t e r  equations under r e s t r i c t i o n s  1 
and 2 generate t h e  f i r s t  order s e n s i t i v i t y  of the 
time-varying l i n e a r  o r  nonl inear  model responses t o  
changes i n  t h e  parameters made at t - < 0 ( a  t i m e  be- 
f o r e  t h e  app l i ca t ion  of an inpu t  t o  t h e  p l a n t  and 
model) and held constant during the response of 
t h e  model. 
I n  o the r  words, a t  some time g r e a t e r  than t = 0 t h e  output of t h e  v a r i a t i o n a l  
equations represents  t he  present s e n s i t i v i t y  of t he  model response t o  an 
i n f i n i t e s i m a l  constant parameter change made a t  o r  before t = 0 .  
- not t h e  s e n s i t i v i t y  of t he  model response t o  parameter changes made sub- 
sequent t o  t = 0 although t h e  e f f e c t s  of any such change w i l l  be  c o r r e c t l y  
included i n  the  weighting f i l t e r  s t r u c t u r e .  
It i s  
STRUCTITRF: OF THE PARAMF,"ZR ADJUSTMENT LOOPS 
Having developed t h e  equations f o r  a general  response e r r o r  parameter 
t r ack ing  system, l e t  us now t u r n  our a t t e n t i o n  t o  the  s t r u c t u r e  of t he  
system. A vec to r  block diagram, Figure A-2, provides the  most concise 
means f o r  showing the  i n t e r r e l a t i o n s h i p s  of t h e  equations descr ib ing  t h e  
system, Eq A-4,  5 ,  7, 8, 9 ,  1 1 ,  1 4 ,  17 and 18. 
Figure A - 2  c l e a r l y  shows t h a t  t he  parameter adjustment loop dynamics 
c o n s i s t  of t h e  i n t e g r a t i o n  f o r  generating Ay and the weighting f i l t e r  
dynamics. 
and 12. However, i n  each case the  analysis w a s  approximate. Here, t h e  
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' . analys is  i s  exact f o r  l i n e a r  models and is a f i r s t  o rder  approximation f o r  
l a broad c l a s s  of nonlinear models with simple c o e f f i c i e n t s .  This loop a l s o  
I 
contains a nonlinear element and two time-varying gains .  
vides the  means f o r  s e l e c t i n g  d i f f e r e n t  response e r r o r  vec tors  through 
s p e c i f i c a t i o n  of t h e  matrix elements. The constant,  k, merely cont ro ls  
the open parameter adjustment loop gain. The c h a r a c t e r i s t i c s  of t h e  
nonlinear element a r e  determined by t h e  choice of c r i t e r i o n  funct ion.  
For example, i f  
The G matr ix  pro- 
i 
I then : 
- (A-20)  - %  
aF( gr 1 
a% 
That is ,  f o r  t h e  s p e c i a l  case where the  c r i t e r i o n  func t ion  i s  the  sum of 
the  squares of t he  response e r r o r  vec tor  components, t h e  nonlinear char- 




RELATION OF EQUATION ERROR TO RESPONSE ERROR 
Response e r r o r  i s  defined by E q  A - 5  of Appendix A as : 
Let  us now make the  following spec i f i ca t ions  and assumptions. 
1 .  Assume a l i n e a r  model with simple coe f f i c i en t s  of 
the  form 
which is  a s p e c i a l  case of E q  A-4. 
of the response e r r o r  vec tor  equal  t he  order  of t h e  
model, and assume a l l  state va r i ab le s  are measurable. 
2.  Let C and D be n x n matr ices;  t h a t  is ,  l e t  t h e  order  
3. Let t he  matrices C and D be: 
Evaluating the  expression f o r  t he  response e r r o r  vec to r  using Eqs €3-1 and 
B - 3  we obta in :  
Using Eq B-2 
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Equation B-5 defines a response e r r o r  vector, t h e  components of which a r e  
the  equation e r r o r s  assoc ia ted  with each first order d i f f e r e n t i a l  equation 
of t he  (implied) nth order model. 
the r i g h t  hand s i d e  of Eq B-5 with Eq B-2. 
This may b e  apprec ia ted  by comparing 
This ana lys i s  demonstrates t h a t  the equation e r r o r  vec tor  is a s p e c i a l  
case of the response e r r o r  vec tor  f o r  l i n e a r  models with simple coe f f i c i en t s .  
For nonlinear models with simple coe f f i c i en t s ,  t h e  same statement holds t r u e  
although the matrices [ afi/az 
a lgebra ic  func t ions  of t he  components of 2 and 5. 
and [ a f i / & k ] J  have elements which are 
Next, we s h a l l  examine the  component of t h i s  s p e c i a l  response e r r o r  
vec tor  a sc r ibab le  t o  the manipulated component of t h e  parameter vec tor .  
Making use of Eqs  B-I and A - 1 0 :  
Because of the simple c o e f f i c i e n t  assumption,[afgil3yk] w i l l  have elements 
which a r e  a lgebra ic  functions of t h e  components of 5 and x bu t  not of y,  
nor w i l l  t i m e  de r iva t ives  of 3 be involved. O r  equiva len t ly ,  making use 
- -
O f  Eq  13-5: 
For l i n e a r  models with s i m p i t :  c ~ c f f l c i e n f s ;  a2fl/a%ay _ _  and a2fi/dzkayj 
will always be  zero or one. 
func t ion  of y and x. 
" 
Hence Le2 can a l t e r n a t i v e l y  be an a lgeb ra i c  
- 
This demonstrates t h a t  the weighting f i l t e rs  with the  b a s i c  model 
parameter values i n  Figure A-2 have transmittances of un i ty  (no dynamics) 
f o r  t h i s  s p e c i a l  case of t he  response e r r o r  vec tor .  
F i n a l l y ,  we s h a l l  examine t h e  dynamics of t h e  weighting f i l t e r s  with 
t o t a l  model parameter values,  z, i n  Figure A-2. 
m u s t  eva lua te  t h e  mtrix, W'H', i n  Eq A-18. 
t i o n  t o  l i n e a r  models with simple c o e f f i c i e n t s .  
To accomplish t h i s  we 
We s h a l l  r e s t r i c t  our a t t e n -  
From Eq A-14 
1 .  
H =  [C,DiE] 
where 
For the  specified C and D matrices: 
(B-I 0 )  




d2f i afi 
Since a z : a y k z j = a y k ,  we can see 
t h a t  each column of t he  f i r s t  t h ree  terms s a t i s f i e s  Eq A-7 (ass-uming t h a t  
6 y k  i s  constant and d iv id ing  through by it i n  Eq A - 7 ) .  Therefore: 
For l i n e a r  models with simple coe f f i c i en t s ,  a 2 fi/azjayk will always be zero 
o r  one. 
mittances of un i ty .  
for nonlinear models with simple coe f f i c i en t s .  
Here then, we may consider the weighting f i l ters  t o  have t r a n s -  
These equations for W'H' a re  f i rs t  order approximations 
Equations B-5, B-I 3 and A-18 define an equat ion  e r r o r  parameter t r ack -  
ing system. 
equations i s  given by Eq B-2. 
t h e  equations given above a r e  exact .  
The l i n e a r  model with simple c o e f f i c i e n t s  implied by these  
For l i n e a r  simple coe f f i c i en t  models a l l  
APPENDIX c 
DEFINITIONS AND TEEORFM PROOFS 
. 
This appendix contains  de f in i t i ons  and proofs of the theorems con- 
tained i n  Sect ion 11. 
It is assumed t h a t  w e  have a l i n e a r  system of d i f f e r e n t i a l  equations 
of the form: 
- = - k A ( t )  r 
(See E q  2-23) 
'0 The so lu t ion  of E q  C- I  which satisfies the  i n i t i a l  condi t ion 2 = r 
a t  t = t o  will be denoted by 
Since Eq C-1  is l i n e a r ,  t he  only equi l ibr ium po in t  i s  t h e  o r ig in .  
Def in i t ion  1 The system described by Eq C-1 i s  said t o  be stable 
i f  for  some r > 0, t h e r e  exists an  R ( r ,  t o )  > 0, 
such tha t  ( 1  -yo 11 < r implies  
for a l l  t > - to. 
Defini t ion 2 The system described by E q  C-1 i s  said t o  be asymp- 
t o t i c a l l y  stable i f  
( 1 )  it  i s  stable 
(2 )  there ex 's ts  a region,  r(tO) > 0 such 
t h a t  ( 1  y 6 ( 1  < r(tO) impl ies :  
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' Therefore, t o  prove a system is asymptotically stable, it m u s t  first be 
shown t h a t  it is stable. 
Def in i t ion  3 A system is  s a i d  t o  be completely (asymptot ical ly)  
stable i f  it i s  (asymptot ical ly)  stable f o r  a l l  
i n i t i a l  s t a t e s ,  ro. 
Since E q  C-I i s  l i n e a r ,  any s t a b i l i t y  proofs will hold f o r  a l l  yo; i . e .  i f  
Eq C-I i s  asymptotically stable it will be completely asymptot ical ly  s t a b l e .  
- 
Using these  d e f i n i t i o n s , i t  is poss ib le  t o  prove the complete s t a b i l i t y  
of the system descr ibing the  parameter d i f fe rences ,  Eq  C-1, m i %  the  f i rs t  
theorem of Liapunov. 
which i s  p o s i t i v e  d e f i n i t e ,  i . e .  
This i s  done by f inding a Liapunov function,V(r) 
where 5 is  some pos i t i ve  constant .  
and then showing t h a t  t h e  der iva t ive  i s  never pos i t i ve .  
To prove asymptotic s t a b i l i t y ,  using Liapunov's theorem requi res  t h a t  
V be always negative.  
requirement. 
i s o l a t e d  i n s t a n t s  and is  negative otherwise, t h a t  the  system must be 
a s j i Z ~ t C t i ~ ~ l l y  st.able. To put  t h i s  on a rigorous basis requi res  the  
analog of a theorem of LaSalle (Reference 15) fo r  non-auiu~lulGz z,;'ztems - 
The following d e f i n i t i o n  is required.  
The system given by Eq C-I does not s a t i s f y  t h i s  
However, it i s  i n t u i t i v e l y  c l e a r  s ince  $ i s  zero only a t  
Def in i t i on  4 F ( t )  is  defined as t h e  set of a l l  poin ts ,  y ,  such t h a t  
f = 0 at  t i m e  t. By r ( m )  we denote the  l imi t ing  value 
of t h i s  set, l i m  r(t) = I ' ( m ) .  It i s  important t o  note 
t+ 03 
t h a t  t h e  Liapunov functions,  V, considered here a r e  
not  e x p l i c i t l y  dependent on t. Hence, contours of 
V are time - invar ian t .  
We can now e s t a b l i s h  the  following theorem: 
Theorem C-1 Given: A l i n e a r  d i f f e r e n t i a l  system whose coe f f i c i en t s  
are continuous func t ions  of t. If a Liapunov funct ion,  
V ( y ) ,  d i f f e r e n t i a b l e  with respec t  t o  2, can be  found. 
such t h a t  
( 1 )  v ( r )  2 5 II 2 I1 
( 2 )  v (0 )  = 0 
(3)  ir 5 0 f o r  a l l  2, t 
then t h e  so lu t ion  w i l l  approach the  s e t  r(w) as t+w. 
Proof. 
bounded from below. 
Since V < - 0, V i s  a non-increasing, continuous func t ion  which is  
Therefore V ( r ( t ) )  has a l i m i t ,  c ,  as t -m.  Since 
t h i s  implies t h a t  
Since F ( m )  i s  the  s e t  of a l l  po in ts  such t h a t  V+O, t he  so lu t ion  m u s t  
approach r( m) . 
Theorem 1 of' Sec t ion  I1 follows d i r e c t l y  s ince  it r e s t r i c t s  t he  elements 
of r ( m )  which can be approached by any so lu t ion  of t he  d i f f e r e n t i a l  equa- 
t i on ,  to the or ig in .  
Theorem 2 of Sect ion I1 appl ies  t o  cases  where t h e  elements of A ( t )  
i n  Eq  C - 1  a r e  random funct ions of t .  For t h i s  problem, a new concept of 
s t a b i l i t y  i s  required.  
Def in i t ion  5 The system given by Eq C - 1  s a i d  t o  be s t a b l e  i n  the  
mean i f  f o r  some r > 0, t h e r e  exis ts  an R ( r ,  t o )  > 0 
such t h a t  1 1  ro 1 1  < r implies  
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Defin i t ion  6 The system given by E q  C - I  i s  said t o  be asymptot- 
i c a l l y  s t a b l e  i n  the  mean i f  
( 1 ) 
( 2 )  
it i s  s t a b l e  i n  the  mean 
the re  exists a region, r(t0) > 0 such t h a t  
11 - y o  1 )  < r ( t o )  implies 
Def in i t ion  7 A system i s  s a i d  t o  be completely (asymptot ical ly)  
s t a b l e  i n  the  mean i f  it is  asymptot ical ly  s t a b l e  
i n  the  mean f o r  a l l  i n i t i a l  s ta tes ,  lo. 
These d e f i n i t i o n s  are exact  analogs of Def in i t ions  1, 2 and 3. 
S t a b i l i t y  i n  the  mean of t he  system described by Eq C-I can be proved 
spe- using t h e  following theorem of B e r t r a m  and Sarachik (Reference 27); 
c ia l i zed  here  t o  the  l i n e a r  case:  
Theorem C-2  Given: A l i n e a r  d i f f e r e n t i a l  system whose c o e f f i c i e n t s  
are random funct ions of time. If a Liapunov funct ion,  
V ( y ) ,  d i f f e r e n t i a b l e  i n  y, can be found such t h a t  - - 
( 1 )  v ( r>  2 5 II 2 II 
(2) v(0) = 0 
(3)  E(+) 5 0 
then the  system is  s t a b l e  i n  the  mean. 
(The theorem provec; Iii Ec'fnrence 27 i s  appl icable  a l s o  t o  nonl inear  
systems and with t i m e  dependent Liapunov funct ions,  v = v(2, t ) .  
spec ia l i zed  here  i n  the  i n t e r e s t s  of b r e v i t y ) .  
We nave 
Clea r ly  the  system of E q  C-I satisfies these  condi t ions.  To show 
asymptotic s t a b i l i t y  i n  t h e  mean, B e r t r a m  and Sarachik have proved another 
theorem which imposes the  add i t iona l  condi t ion t h a t  
where 11 i s  some constant .  
because of t he  hyperplane where e = 0. 
This condition i s  not  s a t i s f i e d  by Eq C - I ,  -
. 
Asymptotic s t a b i l i t y  i n  the  mean can, however, be  proved using an 
analog of Theorem C-1 f o r  t h e  s tochas t i c  case:  
Theorem C-3 Given: A l i n e a r  d i f f e r e n t i a l  system whose coe f f i c i en t s  
a r e  random funct ions of t i m e .  If a Liapunov func t ion  
V ( y  - ), d i f f e r e n t i a b l e  i n  y ,  can be found such t h a t  
( 1 )  v ( r )  2 5 I I  2 II 
( 2 )  v(0) = 0 
(3)  E(+)  5 0 
(4) t he  only s e t  such t h a t  E($) -+ 0 as t + m  i s  
the  o r i g i n  
then the  system i s  asymptot ical ly  s t a b l e  i n  the  mean. 
Proof. 
a non-increasing funct ion of t ,  continuous and bounded from below. There- 
fore  it approaches a l i m i t ,  c .  Taking the  expected value of Eq  C-2  y i e lds  
The argument i s  i d e n t i c a l  t o  t h a t  used i n  Theorem C-1 . E(V) i s  now 
Since E ( V )  -+ c as t-, it is necessary t h a t  E(+) + 0. 
only if / I  y ( 1  -+ 0. 
However E($) -+ 0 
.'. E(V)  m u s t  + o s ince  E(+)  i s  always < - 0 .  
Theorem C - 3  i s  i d e n t i c a l  t o  Theorem 2 of Sec t ion  11. 
1 1 0  
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