The performance of the supervised learning algorithms such as k-nearest neighbor (k-NN) depends on the labeled data. For some applications (Target Domain), obtaining such labeled data is very expensive and labor-intensive. In a real-world scenario, the possibility of some other related application (Source Domain) is always accompanied by sufficiently labeled data. However, there is a distribution discrepancy between the source domain and the target domain application data as the background of collecting both the domains data is different. Therefore, source domain application with sufficient labeled data cannot be directly utilized for training the target domain classifier. Domain Adaptation (DA) or Transfer learning (TL) provides a way to transfer knowledge from source domain application to target domain application. Existing DA methods may not perform well when there is a much discrepancy between the source and the target domain data, and the data is non-linear separable. Therefore, in this paper, we provide a Kernelized Unified Framework for Domain Adaptation (KUFDA) that minimizes the discrepancy between both the domains on linear or non-linear data-sets and aligns them both geometrically and statistically. The substantial experiments verify that the proposed framework outperforms state-of-the-art Domain Adaptation and the primitive methods (Non-Domain Adaptation) on real-world Office-Caltech and PIE Face data-sets. Our proposed approach (KUFDA) achieved mean accuracies of 86.83% and 74.42% for all possible tasks of Office-Caltech with VGG-Net features and PIE Face data-sets.
I. INTRODUCTION
In the theory of traditional machine learning [1] it is believed that the data of training and testing falls under the same distribution. We can say it theoretically, but it is not true in every practical case, for example, in object recognition or emotion classification, the distribution between training and testing data can be different [2] - [6] . Although applications are related to each other, we can not use an application (source domain or existing domain) with enough labeled data to train other applications (target domain or new domain) due to their distribution discrepancy. For example, Fig. 1 depicts four images of two categories (sparrow and horse), with each category having two images. In Fig. 1 , the first row and the second row represent the source and the target The associate editor coordinating the review of this manuscript and approving it for publication was Omid Kavehei . domain images, respectively. Although the objects in both the domains are similar, they have different distributions. This is because the source domain and the target domain images have different origins, i.e., the source domain samples are from painting images, and the target domain samples are from real-time captured images. If the images of the first row, as shown in Fig. 1 , are used to train the target domain classifier, it will suffer trouble to correctly classify the target domain images, as shown in the second row.
An easy way to solve this problem is to get label data for a new domain. However, labelling of data in the new domain seems impractical because it is labour intensive and expensive too. Primitive machine learning algorithms differ from human learning because humans can learn from some related application examples. But in the case of primitive learning [7] , it always requires the same application examples. Fortunately, there are methods of Transfer Learning (TL) or Domain Adaptation (DA) [8] - [11] , which can learn as human beings. Domain adaptation that uses previous label source data to hike the performance in different but related target domain application. Domain adaptation is a well-studied formulation of transfer learning. The primary goal of the domain adaptation algorithm is to reduce the distribution mismatch between the source and the target domains data so that source domain labelled data can be utilized to improve the performance of the target domain classifier. For example, suppose we have source and target domain images, as shown in Fig. 2(A) . The original representation of both the source and the target domains samples is shown in Fig. 2(B) . From Fig. 2(B) , it can be seen that there is a significant distribution deviation between the samples from the source and the target domains. The DA algorithm minimizes this distribution deviation between both domains samples, so that labelled source domain samples look as if they were drawn from the target domain. After application of the DA algorithm, the representation of the source and the target domains samples is shown in Fig. 2(C) , where the distribution gap between both the domains is minimum. Based on the availability of target domain data, the DA method can be classified into two types: the first is semi-supervised DA [12] - [14] , where abundant label data are available in the source domain, while very few labelled data are available in the target domain, and the other one is unsupervised DA [15] - [18] , where no label data are available in the target domain, but sufficient labelled data available. In this paper, we will deal with unsupervised DA approach, which is more practical and generally applicable.
There are three most commonly used approaches for domain adaptation: classifier-based approach, instance-based approach [12] , [19] , and feature transformation based approach [4] , [8] , [9] . In our case, as this is an unsupervised DA approach, we cannot get a classifier based approach without labelled data. Alternatively, we can go for the other two approaches, instance-based and feature-based approaches. Since our proposed approach seeks a new common feature space for both source and target domain, so we can consider it in a feature-based approach. But in the case of an instance-based approach, it is believed that distribution between both the domains is same and after re-weighting some samples in the source domain, they can be used for training the target domain classifier.
In the literature, many DA methods such as Transfer Component Analysis (TCA) [8] , Joint Distribution Adaptation (JDA) [4] , Transfer Joint Matching (TJM) [5] , Geodesic Flow Kernel (GFK) [10] , Close yet Discriminative Domain Adaptation(CDDA) [17] , Geometry Aware Domain Adaptation (GA-DA) [17] , Discriminative and Geometry Aware Domain adaptation (DGA-DA) [17] , Manifold Embedded Distribution Alignment (MEDA) [20] , Joint Geometrical and Statistical Alignment (JGSA) [9] , Cascaded weighted Geometric mean Covariances Algorithm (Cascaded-GCA3) [21] , Joint domain alignment and Discriminative feature learning for unsupervised deep Domain Adaptation (JDDA) [22] ,etc. have been proposed to minimize the distribution gap between both the source and the target domain. However, existing DA methods may lack one or more objectives such as 1) maximizing the target domain variance, 2) preserving the marginal and conditional distribution with Maximum Mean Discrepancy (MMD) criterion, 3) preserving original similarity of data samples, 4) subspace alignment, 5) preserving source domain discriminative information, and 6) kernelization of their respective framework for dealing non-linear separable samples, needed to reduce the deviation between both the domains. For example, TCA follows objective-2 with marginal distribution only and objective-6, JDA and TJM satisfy objectives-(2 and 6), GFK follows only objective-4, CDDA satisfies objectives (2 and 5), GA-DA considers objectives-(2 and 3), DGA-DA includes objectives-(2,3, and 5), JGSA follows objectives-(1, 2, 4, 5, and 6), MEDA satisfies objectives-(2,3,and 5), and JDDA includes objectives-(4 and 5).
Our proposed approach to this paper is to present a kernelized unified framework for DA that reduces the deviation between both the domains on linear or non-linear data-sets and shift the domain geometrically and statistically. Particularly, our proposed method finds different projection vectors for both the source domain and the target domain data-set. While finding the projection vector, our proposed method follows the following objectives or terms: 1) the target domain data variance is maximized to reduce the chances of loss of data properties, 2) the marginal and conditional distribution divergences across the domain is minimized to reduce domain shift statistically, 3) In this approach, we impose an additional geometrical constraints on the solution that involves modelling the non-linear manifold geometry of the source and target domain, where two graph kernels based on eigenvectors of the random walk on the source and target domains manifold are built, so the distribution between both the domains is minimized, 4) subspace alignment, 5) the discriminatory property of source domain must be preserved to transfer the class information across the domains, 6) finally all these objectives are satisfied in kernelized framework. After finding the projection vectors, we project the source and target data on their respective vectors and give them to the classifier. Thus, the performance of the classifier improves.
In summary, the main contributions of this work are as follows • In this paper, we introduced a Kernelized Unified Framework for Domain Adaptation (KUFDA) framework that eliminates the shortcoming of existing non-Dominion Adaptation and the Domain Adaptation approaches by incorporating all the terms or objectives necessary to reduce the discrepancy between the source and target domains.
• Since the proposed framework is a kernelized version, it can deal with both types of linear or non-linear datasets.
• To demonstrate the strength of our proposed framework KUFDA, we have compared it to the state-of-theart non-domain adaptation and domain adaptation algorithms on two real-world data-sets, such as PIE FACE and Office-Caltech using VGG-Net features.
• To make an unbiased comparison to our proposed framework KUFDA, we have directly taken the results of various state-of-the-art domain adaptation methods from previous and respective papers over both the data-sets.
• Our proposed KUFDA framework achieved 74.42% and 86.83% mean accuracies over all the tasks of PIE Face and Office-Caltech datasets. The mean accuracies of the proposed KUFDA framework overall tasks of both datasets are much higher than that of all the compared algorithms.
II. RELATED WORK
A lot of work has been done in the field DA approaches, but we discuss some of them that are closely related to our proposed approach. Transfer Component Analysis (TCA) [8] , is employed to diminish the distance between the source and target domains by projecting the original data points onto a newly learned transfer subspace. It develops a new feature representation that reduces the distribution difference between the two domains. Other classification methods can be implemented for further learning.
Many recently published methods, like Distribution Matching Embedding (proposed by Baktashmotlagh et al.) [23] have proposed new approaches for dimensionality reduction, and marginal and conditional distribution (Bregmann Divergence based Regularization-Si et al. [24] , Conditional Probability Models via Feature Subsetting-Satpal and Sarawangi [25] , Manifold Embedded Distribution Alignment (MEDA) [20] ).
Transfer Subspace Learning (TSL) [24] introduced a regularization technique that uses the Bregman divergence between training and testing sample distributions. It diminishes the distribution difference between training and testing samples.
All of the above have laid the cornerstone for minimizing the discrepancy between the source and the target data distributions. Feature-based domain adaptation techniques (TJM for UDA -Mingsheng Long et al. [5] , DGA-DA -Lingkun Luo et al. [17] ) work by minimizing the divergence between the source and target data inside feature subspaces between the target and the source domain. These adaptation techniques are developed because of the influence of the methods previously mentioned in the above paragraph.
Joint Distribution Adaptation (JDA) [4] is an unsupervised approach which attempts the joint adaptation of conditional and marginal distributions by integrating Maximum Mean Discrepancy (MMD) [8] , [26] , [27] along with Principal Component Analysis (PCA). MEDA [20] is another approach that has given a relative importance to both the distributions, thus improving the previous algorithms.
The [28] , have also played some major roles in diminishing the discrepancies between target and source datasets, and have further helped in domain generalization, hence improved the performance of JDA.
The approach proposed by Luo et al. (DGA-DA) [17] builds upon the already proposed JDA and JGSA. It attempts to decrease the data divergence by attempting to decrease the mismatch between the conditional and marginal probability distributions in all domain. It introduces a repulsive force term to increase the inter-class distances.
Cross Domain Metric Learning (CDML) [29] determines the Mahalanobis distance across the source and the target domains. This distance is used to transmit the discriminating power that is attained from the source domain to the target domain. The specified classification model that is trained only with the source domain data can accurately classify the target domain data.
Low-rank Transfer Subspace Learning (LTSL) [19] is a transfer learning technique based on low-rank representation constraints. These constraints will help in finding a mapping between source domain data elements and target domain data elements.
Low-rank Sparse Representation (LRSR) [30] projects the TSL problem as a sparse and low-rank minimization problem. These constraints are used to connect the source and target data in the common subspace.
Correlation Alignment (CORAL) [31] is also an unsupervised domain adaptation method that diminishes the domain shift using the second-order subspace alignment of distributions of the source domain and the target domain.
Robust Transfer Metric Learning (RTML) [32] also minimizes both marginal and conditional distributions by finding a transfer low-rank metric. Even, Transductive Domain Adaptation with Affinity Learning (TDA-AL) [11] reduces the differences between data distributions by using affinity learning.
Invariant Latent Space (ILS) [18] addresses different issues related to both the supervised as well as unsupervised domain adaptation techniques. Along with the Mahalanobis metric, the projections from the different domain can be learned in the latent space. The Kernel-based domain adaptation method given by Geodesic Flow Kernel (Gong et al.) [10] , gives a new perspective on domain adaptation by exploiting intrinsic low dimensional datasets. The method builds up an infinite-dimensional feature space, H ∞ which summons information from the source and the target domain, and imaginary domain interpolating these two.
III. NOTATIONS AND PROBLEM DEFINITION
In this subsection we will begin with the terminologies. The source domain data is represented as X s with n s number of labeled data points in the source domain S D given by
and the target domain data is represented as X t with n t number of unlabeled data points in the target domain T D given by
X is a given data-set that contains both the source and the target domains data. While conducting the experiment, we assume that the probability distribution of feature space between the domains is similar i.e, P s (X s ) = P t (X t ). A brief description of each symbol is outlined in Table 1 .
IV. A KERNELIZED UNIFIED FRAMEWORK FOR DOMAIN ADAPTATION (KUFDA)
In this section, we describe the proposed approach in detail. We first describe the kernel function followed by formulation of the model in subsection IV-A, objective function in subsection IV-B, and finally optimization of the objective function in subsection IV-C.
Since our method is kernel learning, the idea is to implicitly map original input space data X into a high-dimensional space H by using some non-linear mapping function φ, i.e. φ : X → H . The kernel matrix K can be constructed by computing the inner product between two samples resid-
product is computed using one of the kernel function such as polynomial, exponential, or radial basis kernel functions.
A. FORMULATION OF THE MODEL
The proposed model builds upon JGSA [9] , Cascaded-GCA3 [21] , JDA [4] , Subspace Alignment (SA) [33] , and TCA [10] . In order to formulate our objective function, we explore all the require terms as follows:
Let us consider E and F are the projection vectors for the source and the target domains, respectively. In the case of unsupervised domain adaptation algorithm, the source domain contains sufficient labelled information so that its discriminatory information can be preserved,i.e., similar points come close, and dissimilar points go far apart. Thus, to preserve such discriminatory information, we need to maximize between-class variance and minimize within-class variance.
where S w and S b are the within-class scatter matrix and between-class scatter matrix of the source domain data. Representation of S w and S b is as follows:
s is the column vector with values one and n (c) s is the number of data points in class c of the source domain.
2) DISTRIBUTION DIVERGENCE MINIMIZATION
By using the Maximum Mean Discrepancy (MMD) [8] criterion, the marginal distribution between the source and the target domain can be minimized. In MMD criterion, the distance between both domains means in k-dimensional subspace can be calculated by using the following expression:
When data is distributed class-wise, minimizing the marginal distribution between the source domain and the target domain is not sufficient. Therefore, we need to adopt the conditional distribution as well. For this, we adopt the method proposed by Long et al. [4] that is as follows:
For the conditional distribution, we require the class-wise mean of both domain samples, and for calculating the class-wise mean, we need the label data. Source domain class-wise mean values can be calculated from source label data, but for calculating the target domain, we do not have label information. Therefore, we use Pseudo-labels for calculating the target domain class-wise mean values. By leveraging the source data, the target data, and source label information for the 1-NN classifier, the initial Pseudo-labels are generated. By the second iteration, the learned source domain and the target domain and the source label information are used to generate the next Pseudo labels. This iteration is followed up to convergence.
Thus, after considering both marginal and conditional distributions at the same time, the minimization term can be rewritten as follows:
After expending Equation (7):
Equation (8) can be written as:
Let us consider that
, and (12)
After substituting the values of R s , R t , R st , and R ts into Equation (9) ,
Equation (14) can be written as:
3
) TARGET VARIANCE MAXIMIZATION
The variance of the target domain is maximized in the respective subspaces to ensure elimination of irrelevant subspace. This is achieved as follows:
is the target domain scatter matrix. H t = I t − 1 n t 1 t 1 T t represents the centering matrix and 1 t ∈ R n t is the column vector of unity values.
4) PRESERVING GEOMETRICAL PROPERTY
We add a new geometrical constraint to the existing solution which will help in modelling the non-linear source and target manifold. The usual approach is to build a graph adopting the neighbourhood information of the dataset. The convergence of the Laplacian graph [34] with the underlying manifold Laplacian [35] gives the standard result. In our approach, we build two graph kernels K gs and K gt using the usual approach based on the eigenvectors of the graph on the source and target domain manifold, respectively.
where v s i and v t i are the eigenvectors of source and target manifold respectively and λ s i and λ t i are their respective eigenvalues. Now, we consider both the graph kernels to build an inverse kernel matrix as follows:
Thus, we add this term K g to our objective function in the form of kernel Laplacian [21] (L) as:
5) MINIMIZATION OF SUBSPACE DIVERGENCE
Contrary to traditional assumptions, the target and source domain need not be from the same distribution. We can reduce the divergence of the subspaces by bringing the source and target subspaces closer to each other. Rather than defining another matrix onto which the two subspaces can be projected, we optimize E and F simultaneously. This results in the following expression:
Here, we can regularize this objective by the kernel matrix K.
B. OBJECTIVE FUNCTION
We finally build an objective functions for domain adaptation in a unified framework by incorporating all the terms in a single frame. We combine the above six terms (1), (2), (15), (16) , (21) , (22) 
where α, β, η and µ are trade-off parameters to balance the significance of each quantity. Also, Var., Dis., Sub., With., Betw. and Lap. present as variance, distribution shift, subspace shift, within class variance, between class variance, and Laplacian, respectively.
Let us assume that A = βS b 0 0 µS t and
C. OPTIMIZATION OF OBJECTIVE FUNCTION
To optimize our objective function, we rewrite E T F T as G T . The objective function can now be written as:
which can be written as
As it can be seen that the above objective function is invariant to rescaling of G. So, we can equate it to 1 in L g , as shown at the bottom of this page.
Here is the Lagrangian multiplier. In order to optimize the above objective function, we partial derivative it with respect to G and equate ∂L g ∂G to 0: Accuracy:Acc 1 Construct S w , S b , and S t . 2 Initialize G = I and t = 0. 3 Compute the initial Pseudo label from X s , Y s and X t 4 while t < T do 5 Construct MMD matrix R s , R st , R ts and R t using Eqs. (10), (11), (12) ,and (13) respectively by using Pseudo label; 6 Construct Subspace matrix; 7 Construct the inverse kernel matrix K g from the graph kernels K gs and K gt ; to calculate E and F; 10 Project the source and target data to their respective subspaces as W s = E T K s and W t = F T K t ;
11
Train the classifier with W s , Y s , and W t and calculate the target domain Pseudo labels; 12 end 13 Finally, obtain the accuracy.
V. EXPERIMENTS
In this section, we discuss experimental results on two well-known data-sets: Office-Caltech data-set with 
VGG-Net features and PIE Face Recognition data-set.
We have then compared our results with several state-ofthe-art Non-Domain Adaptation and Domain Adaptation approaches, which reveals the superiority of our algorithm. The samples of incorporated data-sets are shown in Fig. 3 .
The results of our experiments can be seen in Tables 2 and 3.  From Tables 2 and 3 , it can be concluded that the proposed model outperforms other state-of-the-art methods for most of the tasks of both the data-sets.
A. BENCHMARKS DATA-SETS
To perform experiments, we have used two datasets, i.e. PIE face recognition dataset and Office-Caltech dataset, and their details are as follows:
The PIE Face Recognition dataset [4] , [32] , ''Pose, Illumination and Expression'' dataset is a benchmark face database. The database has a total of 41,368 face images of 68 persons. Each image is of size 32 × 32. The face images were captured with the help of 13 synchronized cameras and 21 flashes respectively to get different sets of poses, illuminations, and expressions. It has five subsets of individuals in various poses, namely, PIE1(C05), PIE2(C07), PIE3(C09), PIE4(C27) and PI-E5(C29). In each subset, the face images of the same individual differ in lighting, illumination, and expression conditions.
We also adopt the Office-Caltech dataset [10] , which is a criterion database for visual domain adaptation. This database contains four subsets of images: A(Amazon), W(Webcam), D(DSLR), and C(Caltech256). The Amazon subset contains images downloaded from online merchants. The Webcam subset contains low-resolution images captured by using a Webcam camera. The DSLR distribution contains high-resolution images captured using a DSLR camera. The Caltech-256 subset contains images downloaded from Google. These images differ in resolution, illumination, and environment that helps in Transfer Learning Approaches. VGG-Net features for the Office-Caltech dataset was considered.
B. COMPARISON WITH STATE-OF-THE-ART APPROACHES
We compared the results of our proposed algorithm with other state-of-the-art non-DA and DA methods. A short summary of all these methods are described below:
• Nearest Neighbour Classification (NN): It is an algorithm which analyses the geometric structure of the data points and predicts the classes of unknown samples by analysing the neighbourhood of them.
• Support Vector Machine (SVM): It is a type of classification algorithm that draws a hyper-plane to distinguish data samples of different classes.
• Principle Component Analysis (PCA): PCA uses orthogonal transformation to project the data points onto a lower-dimensional sub-space using an unsupervised approach such that the variation of the data points is maximized.
• Linear Discriminant Analysis (LDA): LDA is a dimensionality reduction method that seeks such a projection vector where, after projecting the data samples, similar points come closer and dissimilar points go far apart.
• Transfer Subspace Learning (TSL) [2010] [24] : This presented many subspace learning algorithms. Regularization has been taken into consideration here, after that transferring the knowledge from training dataset to testing dataset.
• Transfer Component Analysis (TCA) and SSTCA [2011] [8] : This has been proposed for domain adaptation across the domain. It produces kernel Hilbert space and learns transfer components across domains using MMD (Maximum Mean discrepancy) such that mean of the source and target domain is reduced to a minimum.
• Geodesic Flow Kernel (GFK) and GFK-PLS [2012] [10] : This involves only important parameters and does not require data-rich label from both domains. Furthermore, a metric is used to automatically select an optimal source domain out of several source domain so that for a given target domain adaptation is more desirable.
• Marginalized Stackes Denoising Auto-encoder (mSDA) [2012] [36] : This approach focuses on marginalized SDA (mSDA) that points the limitations of SDA. It marginalizes the noise and does not require any optimization algorithm to learn parameters.
• Robust Visual Domain Adaptation with Low-Rank Re-construction (RDALR) [2012] [37] : In this method, the source data points are projected on an intermediate vector space which can be linearly reconstructed (low-rank reconstruction) from the target domain and thus reducing noise and the distribution difference. • Subspace Alignment (SA) [2013] [33] : This approach improves a mapping function which maps the source domain to the target domain.
• Transfer Joint Matching (TJM) [2014] [5] : Instance re-weighting and feature selection are jointly used to diminish the distribution difference between the two domain in this method.
• Cross-Domain Metric Learning (CDML) [2014] [29] :
In this method, a shared Mahalanobis distance is learnt to diminish the distribution difference between two domain.
• Low-rank Transfer Subspace Learning (LTSL) [2014] [19] : Here, the distribution difference is minimized by using the low dimensional structure of the data points.
• Low-Rank-Sparse Representation (LRSR) [2016] [30] : In this method, the source and target data points are projected on a common subspace by a transformation matrix where target data can be represented in terms of source domain data points.
• CORrelation Alignment (CORAL) [31] [2016]: It is an extremely simple algorithm which uses second-order statistics of both distributions to diminish the difference between the source and target domain. • Transductive Domain Adaptation with Affinity Learning (TDA-AL)[2015] [11] : In this method distribution divergence between both the domains is minimized by using affinity learning.
• Joint Geometrical and Statistical Alignment (JGSA) [2017] [9] : Here, the source and target data points are projected on two different low dimensional vector space. They are thus reducing the distribution difference, both statistically and geometrically.
• Invariant Latent Space (ILS) [2017] [18] : Here, the data points are projected on a latent space which is also the latent space of Mahalanobis distance where the distribution difference is reduced, but the discriminative power is maximized.
• CDDA,GA-DA and DGA-DA [2017] [17] : Three Transfer Learning (TL) methods, namely CDDA (Close yet Discriminative and Geometry Aware DA), GA-DA(Geometry Aware Discriminative and Geometry Aware Domain adaptation), and DGA-DA (Discriminative and Geometry Aware Domain Adaptation) are proposed by Luo et al. Here, the data are projected a feature subspace where not only the distribution difference is reduced but also discriminative power of both the domains is maximized. This algorithm also analyzes the geometrical structure of the data points.
• Balanced Distribution Adaptation (BDA)[2017] [38] adapts as well as leverages the importance of both the distributions between source and target domain.
• C-GCA3[2018] [21] : In this framework, the difference between both the domains is reconciled using a unified mathematical framework.
• Manifold Embedded Distribution Alignment (MEDA)
[2018] [20] gives a relative importance to both the distributions.
• Joint Domain Alignment and Discriminative Feature Learning (JDDA-2019) [22] : Chen et al. proposed joint domain alignment and discriminative feature learning for unsupervised deep domain adaptation. JDDA jointly learns the deep discriminative features with centre-based (JDDA-C) or instance-based approach (JDDA-I) and domain shift to mitigate the differences between distributions of two domain.
C. EXPERIMENTAL SETTING
While experimenting with each dataset, we consider one task as a source domain and another one as a target domain. PIE dataset has five tasks and the Office-Caltech dataset has four tasks, described above. Thus, we have 20 different source-target domain combination from PIE dataset and 12 from Caltech dataset. Most of the algorithmic results for these two data-sets are taken directly from their respective papers. However, algorithms for which dataset results are not available, we executed their source code with the values of their best parameters on the data-sets and reported their results in Tables 2 and 3 .
We take each combination (one at a time) and execute it on the proposed method with the determined best parameter values. The calculated accuracy is then compared with various state-of-the-art primitive and Domain Adaptation methods.
D. PARAMETER SENSITIVITY TEST
We conduct a parameter sensitivity test to determine the optimal values of the trade-off parameters to be used in our proposed method. We evaluate the influence of the parameters k, β, α, η, and µ on the accuracy of the model when tested against the PIE Face Recognition and Office -Caltech datasets. However, we have reported performance of parameters β, α, η, and µ on PIE Face Recognition When experimenting with each parameter, we change one parameter value in the range of [10 −3 to 10 3 ] and keep the other parameter values constant. Graphs corresponding to parameters are shown in Fig.4 . From the Fig.4 , we can determine the possible limits of each parameter as follows:
The graph in Fig. 4(a) provides evidence that the η parameter gives the best results for its values in the set {10 −3 , 10 −2 , 10 −1 }.The graph as shown in Fig. 4(b) for the parameter β, it can be seen that proposed method performs well at 10 −1 . Unlike the η and β parameters, higher and lower the values of µ parameter (Fig.4(c) ) don't affect much the performance of the proposed method. But at 10 −1 , proposed method slightly performing better. The graph shown in Fig.4(d) clearly shows that the proposed framework a good performance at 10 −1 for the parameter α.
We also found similar values of parameters β, α, η, and µ for Office-Caltech dataset.
2) PARAMETER k VALUES FOR TOPMOST EigenVectors
The performance of the proposed framework (KUDAF) depends on selecting an appropriate number of eigenvectors from a set of eigenvectors. To determine the values of k for which good performance is observed for all the data sets, we experimented with this parameter and found best k value between 100 to 140 for the PIE face dataset, while k value 10 to 30 for the Office+Caltech dataset.
E. COMPLEXITY ANALYSIS OF OUR PROPOSED FRAMEWORK
Here, we analyze the computational complexity of the proposed Algorithm 1. Our proposed algorithm complexity depends on various parameters such as the number of iterations at which the proposed algorithm converges T , number of samples available in both the domains N , dimension of each data sample d, the maximum number of classes C, leading eigenvectors k, and the other objective functions terms. Since our proposed method is kernel learning, we need to compute the kernel matrices of all data. Thus, the source domain data X s , target domain data X t , and all domain data X require O(dNn s ), O(dNn t ), and O(dN 2 ) times, respectively, for calculating their corresponding kernel matrices. The overall computational complexity of the algorithm is calculated as follows: 1)According to [39] , the time complexity for constructing
s −R s ) T , and the third N 2 is multiplication between n (c) s and matrix. Thus, the total complexity of S b is O(CN 2 ). Similarity, the complexities for calculating matrices S w and S t are O(N 2 ) and O(N 2 ), respectively. Note that, we choose N parameter (the number of data samples in both domains) instead of the d (dimentional) parameter because the size of the source and target domain matrices will be N × n s and N × n t (After kernelizing them).
2) Second step in Algorithm 1 requires constant time.
3) For generating the initial Pseudo label, k-NN Classifier takes O(N 2 ). 4) According to [5] , [8] , total time complexity for constructing MMD matrices for both marginal and conditional distribution in step 5 requires O(dN 2 + CdN 2 ). 5) In step 6, time complexity for subspace alignment matrix is O(N 3 ).
6) According to [40] , the time complexity for constructing inverse matrix is O(N 3 ).
7)According to [39] , the time complexity for solving eigenvalue decomposition problem require O(N 3 N 3 ) ) Thus, the total complexity of our proposed system is O(T (N 3 ))
We Fig.5 (b) . We observe that proposed KUFDA is worse than JGSA but much better than Deep learning JDDA-C approach. But due to advances in real-world technology, we never worry about time, but care about the performance of the model. Therefore, in terms of performance, our proposed method is much better than all other approaches.
F. CONVERGENCE OF PROPOSED FRAMEWORK
We empirically check the convergence property of KUFDA algorithm. From Fig. 5 (a) , it can be concluded that classification accuracy increases steadily with more iterations and converges within only five iterations for PIE face dataset. Similarity for Office-Caltech data-set, our proposed algorithm converges within the five iterations.
G. RESULTS AND DISCUSSION
The results obtained by our proposed framework KUFDA with its best parameter values for both datasets are outlined in Tables 2 and 3 .
For the most of the tasks of PIE-face dataset, we achieved higher accuracies than the other DA or Non DA methods. Overall, we obtained the mean accuracy for our algorithm to be 74.42% which is much higher than the mean accuracy of the best existing deep domain adaptation approach JDDA-C with 65.24% for all possible tasks of the PIE face data-set.
For Office-Caltech with VGG-net features, our proposed algorithm is outperforming for all possible tasks except (A → W ) task. For this task, the JDA algorithm is performing well. The mean accuracy of our proposed algorithm for all possible tasks of this data-set is 86.83%, that is much higher than the other compared algorithms.
VI. NOVELTY OF THE PROPOSED ALGORITHM COMPARED TO OTHER STATE-OF-THE-ART METHODS
In order to compare the superiority of the proposed method with respect to other state-of-the-art methods, we consider the following six objectives or criteria and determine if other methods satisfy each of them. Table 4 provides a comprehensive comparison between our proposed algorithm KUFDA and other algorithms by indicating the objectives satisfied by them. Other approaches use one or several of the objectives discussed above, but not all of the objectives to reduce the discrepancy between domains. However, applying alone these objectives may not give desired results. Therefore, our proposed framework is the first framework that considers all the objectives for minimizing the discrepancy between both the domains. The results shown in Tables 2 and 3 , demonstrate the strength of the proposed model over two real-world DA data-sets compared to other existing DA methods.
VII. CONCLUSION
In this paper, we presented a novel domain adaptation framework, called Kernelized Unified Framework for Domain adaptation (KUFDA). In KUFDA framework, we have incorporated all the objectives required to minimize the distribution divergence between both the source and the target domains. We have also provided in-depth experimental analysis and compared our proposed framework with various stateof-the-art Non-DA and DA methods. After experimentation, the accuracies of the proposed framework were found to be higher than that of the other models tested against the PIE Face Recognition and Office-Caltech data-sets.
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