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Although artificial neural networks have recently been proven to provide a promising new frame-
work for constructing quantum many-body wave functions, the parameterization of a quantum
wavefunction with nonabelian symmetries in terms of a Boltzmann machine inherently leads to bi-
ased results due to the basis dependence. We demonstrate that this problem can be overcome by
sampling in the basis of irreducible representations instead of spins, for which the corresponding
ansatz respects the nonabelian symmetries of the system. We apply our methodology to find the
ground states of the one-dimensional antiferromagnetic Heisenberg (AFH) model with spin-1⁄2 and
spin-1 degrees of freedom, and obtain a substantially higher accuracy than when using the sz-basis
as input to the neural network. The proposed ansatz can target excited states, which is illustrated
by calculating the energy gap of the AFH model. We also generalize the framework to the case of
anyonic spin chains.
Introduction—Driven by the rapidly advancing re-
search in artificial intelligence, many-body physics has
embraced machine learning (ML) as a powerful tool to
tackle non-trivial problems [1]. Applications include the
use of neural networks for phase classification [2–10],
accelerating Monte Carlo algorithms [11–15], and ML-
based generative modeling of distributions in many-body
physics [16–19]. The connection between the renormal-
ization group and (deep) learning has also been high-
lighted [20–23].
Quantum mechanical spin systems play a key role in
the field of many-body physics. In Ref. [19], a particu-
lar class of artificial neural networks (ANN), namely re-
stricted Boltzmann machines (RBM), is introduced as a
variational ansatz for wave functions of many-body spin
systems. The versatility of the ANN ansatz has been il-
lustrated in studies of bosonic systems [24, 25], (chiral)
topological states [26, 27], frustrated systems [28, 29] and
open systems [30–33]. The RBM ansatz has been studied
from the perspective of entanglement [34], and was shown
to embody volume-law entanglement. In this light, the
connections and differences between RBMs and matrix
product states have been laid out [35, 36].
The invariance of wave functions under symmetries,
in particular SU(2) symmetry, is important for applica-
tions such as quantum chemistry [37, 38] and the descrip-
tion of spin liquids [39, 40]. In quantum chemistry, wave
functions are eigenfunctions of the total angular momen-
tum operators Ĵ2 and Ĵz, and spin liquid states do not
break any symmetry of the Hamiltonian. The capacity of
RBMs to capture long-range correlations and their inde-
pendence of the problem’s geometry make them a prime
candidate for these applications.
In this Letter, we introduce a methodology for con-
structing an RBM variational wave function that trans-
forms as an irreducible representation of SU(2). This
wave function is designed to have a well-defined total an-
gular momentum. Hence the method provides direct ac-
cess to the construction of excited states. The challenge
of imposing physical symmetries on the ANN ansatz has
been addressed for finite abelian symmetry groups [41],
but this approach is not directly applicable to nonabelian
symmetries. The proposed ansatz is not restricted to
group symmetries, and can be equally applied to the sym-
metries of anyonic spin chains.
RBM wave functions—We use RBMs, which are
energy-based generative neural networks, as a variational
ansatz for quantum many-body spin systems. In the
context of this work, the RBM models a distribution
Ψ(x1, ..., xN ) ≡ Ψ(x) of the variables xi∈{1,...,N}, char-
acterized by the energy function
ERBM (x,h;W) =
N∑
i
M∑
j
wijxihj +
N∑
i
aixi +
M∑
j
bjhj .
(1)
Here, hj∈{1,...,M} ∈ {−1, 1} is a set of binary latent vari-
ables. The set W = {wij , ai, bj} are variational parame-
ters: wij are the weights connecting variables xi and hj ,
and ai (bj) are the biases of the physical (latent) vari-
ables xi (hj). The ratio of the number of latent variables
M and the number of physical variables N , defined by
α ≡M/N , is a measure of the complexity of the model.
The RBM was introduced in Ref. [19] as a variational
ansatz for quantum many-body wave functions by mod-
eling the probability amplitudes Ψ(x) of the wave func-
tion |Ψ〉 = ∑x Ψ(x) |x〉 as the marginalized Boltzmann
distribution
Ψ(x;W) ≡
∑
h
e−ERBM (x,h;W) , W ⊂ C. (2)
This model is an extension of the RBM that is used
to represent classical probability distributions as a
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FIG. 1. Graphical representation of the variational wave func-
tion proposed in this work. (a) A basis in which all the degrees
of freedom yi∈{1,...,N} are coupled is proposed. The resulting
intermediate degrees of freedom xi∈{1,...,N−1} act as the in-
put of the RBM, as represented in (b). The RBM defines the
expansion coefficients of the wave function in this basis. The
optimal coefficients minimize the energy functional of Eq. (3).
marginalization over hidden variables of a Boltzmann
distribution. In this work, xi is not necessarily a binary
variable but remains discrete. We therefore replace wijxi
with a set of general discrete functions wij [xi]. This has
the effect of transforming the variables xi non-linearly
before constructing the RBM energy function of Eq. (1).
To find eigenstates of a Hamiltonian Ĥ, we use the
variational principle to minimize the energy functional
E(Ψ;W) = 〈Ψ|Ĥ|Ψ〉〈Ψ|Ψ〉 , (3)
with respect to the parameters W, for which we use the
stochastic reconfiguration method [42].
SU(2) symmetry—Hamiltonians with spin-rotation
symmetry are omnipresent throughout the various do-
mains of quantum many-body physics. Examples of
SU(2)-symmetric quantum-mechanical spin chains are
the antiferromagnetic Heisenberg model (AFH), the
bilinear-biquadratic model, and the Majumdar-Ghosh
model. In order to illustrate the potential of the pro-
posed methodology, we focus on the AFH Hamiltonian
ĤAFH =
N−1∑
i=1
sˆi · sˆi+1 , (4)
with spin-1⁄2 and spin-1 degrees of freedom in one dimen-
sion, which we study with open boundary conditions.
The main contribution of this work is the construc-
tion of a method to include SU(2) symmetry in ANN
wave functions. This procedure yields wave functions
|J MJ〉 with well-defined total angular momentum J and
projection MJ . These wave functions belong to the
subspace spanned by states with quantum numbers J
and MJ of the full Hilbert space of the system. Part
of the energy spectrum of the system can be uncov-
ered by finding the variational minima in the subspaces
with fixed quantum numbers |J MJ〉. For example, the
gap of the AFH can be calculated after constructing the
ground state |J = 0MJ = 0〉 and the first excited state
|J = 1MJ ∈ {−1, 0, 1}〉.
To construct wave functions |J MJ〉, we use Clebsch-
Gordan coefficients to couple two spins, sˆ1 and sˆ2, to a
single angular momentum degree of freedom jˆ2 = sˆ1 + sˆ2
|s1 s2; j2mj2〉 =
∑
ms1 ,ms2
〈s1ms1 , s2ms2 |j2mj2〉
|s1ms1 , s2ms2〉 .
(5)
Given a system of N spins sˆi∈{1,...,N}, we sequentially
couple to a total angular momentum Ĵ, resulting in N
degrees of freedom jk∈{1,...,N}, where jN ≡ J . In this
work, we use the coupling scheme depicted in Fig. 1 (a)
with yi ≡ si and xi ≡ ji, where we couple the spins from
left to right. We set x0 = 0 and xN = J as boundary
conditions.
In the ansatz proposed in Ref. [19], the spin projections
msi of sˆi are used as input values for the RBM in Eq. (2).
Rather, we use the intermediate degrees of freedom jk as
input (Fig. 1(b)), which produces the wave function
|Ψ〉 =
∑
jk
Ψ(j1, ..., jN−1) |j1, ..., jN−1; J MJ〉 , (6)
where
∑
jk
denotes a summation over all physically al-
lowed configurations jk∈{1,...,N−1}. Eq. (6) transforms
as an irreducible representation of SU(2), labeled by to-
tal angular momentum J , with dimension 2J + 1. For
the states with J = 0 (of which the ground state of the
spin-1⁄2 AFH is an example), the state is manifestly in-
variant under SU(2) transformations, as the irreducible
representation has dimension 1. More information on this
basis transformation can be found in the Supplemental
Material (SM).
Spin-1⁄2 AFH—Finding the ground state of the spin-1⁄2
AFH in the coupled spin basis amounts to variation-
ally minimizing the energy functional of Eq. (3) in the
subspace defined by total angular momentum J = 0.
The accuracy of the variational wave function can be
assessed by comparison to energies obtained with exact
diagonalization (ED) ∆E0 = |(E0 − E0,exact)/E0,exact|,
the magnitude of the variance of the Hamiltonian
Var(Ĥ) = 〈Ĥ2〉 − 〈Ĥ〉2, and the weight ε of excited
states in the wave function. The latter can be found
by writing |Ψ〉 = √1− ε2 |ΨGS〉+ ε |Ψ⊥〉, where |ΨGS〉 is
the exact ground state wave function and |Ψ⊥〉 is a nor-
malized superposition of states perpendicular to |ΨGS〉.
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FIG. 2. Convergence of the ground-state properties as a func-
tion of the ratio α of hidden to visible units, for the spin-1⁄2
(left column, system size L = 22), and spin-1 (right column,
L = 12) AFH. Top panels: energy error relative to the exact
ground state energy; Middle panels: variance of the Hamil-
tonian; Bottom panels: content ε of excited states in the
ground-state approximation. The used hyperparameters can
be found in the SM.
The parameter ε is a measure for the accuracy of the
variational ground state as it measures the spurious con-
tent in |Ψ〉. An upper bound on ε is given by the rela-
tion Var(Ĥ) ≥ ε2G2, with G ≡ E1 − E0 the difference
between the energies of the first excited state and the
ground state.
In Fig. 2(a-c), we compare these convergence criteria
for the ground states obtained with the RBM ansatz in
the coupled basis and in the sz-basis, as a function of
the ratio α. Both the relative energy error and Var(Ĥ)
are systematically lower when using the coupled basis
compared to the sz-basis. For small systems, where ED
is feasible, the parameter ε can be determined exactly by
computing the overlap 〈ΨGS |Ψ〉 =
√
1− ε. We obtain
consistently lower values of ε in the coupled basis.
Also with the eye on gaining profound insight in the
structure of the wave function, our methodology offers
opportunities by studying the weight of the expansion co-
efficients in the ansatz of Eq. (6). We find that the basis
state with the largest modulus has all pairs of neighbor-
ing spins coupled to a singlet. Next in importance are
states with two neighboring triplets coupled to a singlet,
on a background of singlets. More information on the
structure of the wave function can be found in the SM.
The introduction of the coupled basis allows us to
find the variational minimum of the energy functional of
Eq. (3) in a subspace with specific |J MJ〉, which enables
us to construct excited states. We demonstrate this by
calculating the energy difference between the lowest ly-
ing eigenstate in the subspaces defined by |J = 1MJ = 0〉
and |J = 0MJ = 0〉. As the AFH is critical, the gap G
vanishes as G ∝ N−1 for N → ∞. The gap as a func-
tion of system size is depicted in Fig. 3(a) and matches
results obtained with ED or density matrix renormaliza-
tion group (DMRG). The relative energy errors ∆E0 on
the ground state range from O(10−5) for the smallest
system sizes to O(10−4) for larger systems. The errors
on the excited state energies ∆E1 are generally slightly
larger.
Spin-1 AFH—Physically, the spin-1 AFH is inherently
different from the spin-1⁄2 AFH. Whereas the spin-1⁄2 AFH
is gapless in the thermodynamic limit, the spin-1 AFH
has a fourfold degenerate ground state (consisting of a
spin singlet and a spin triplet), above which a gap ex-
ists. The degeneracy of the ground state arises from the
presence of effective spin-1⁄2 degrees of freedom at the
edges of the system. The interaction between these effec-
tive degrees of freedom is exponentially suppressed with
system size, resulting in two free spin-1⁄2 degrees of free-
dom in the thermodynamic limit [43]. For finite systems,
the ground state is non-degenerate and a spin singlet, in
accordance with Marshall’s theorem [44]. The physical
differences between the spin-1⁄2 and spin-1 AFH make it
interesting to investigate the representational ability of
RBMs in both cases. Figs. 2(d-f) shows ∆E, Var(Ĥ)
and ε as a function of the ratio α in the sz-basis and
the coupled basis. Across the whole range of α ∈ [0.5, 4],
the level of accuracy quantified by these measures is im-
proved by at least an order of magnitude in the coupled
basis as compared to the sz-basis. These results are in-
dicative for the effectiveness of the coupled basis. The
structure of the wave function is similar to that of the
spin-1⁄2 Heisenberg model, and is described in detail in
the SM.
Figure 3(b) shows the energy gap G between the
ground state |J = 0MJ = 0〉 and the first excited state
|J = 1MJ = 0〉. For the energy gap, excellent agreement
is reached between the RBM and ED/DMRG methods
for different system sizes. The relative energy error on
the ground state is O(10−6) for the smallest system sizes,
and settles to O(10−5) for larger system sizes, while that
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FIG. 3. (a-c) Energy gaps G = E1 − E0 between the first excited state and the ground state for different system sizes. (d-f)
Relative energy errors for the ground states and the first excited states. The variational energies are compared to those of ED
or DMRG. (a, d) Spin-1⁄2 AFH (α = 1), (b, e) spin-1 AFH (α = 2) and (c, f) spin-1 AFH with spin-1⁄2 edges (α = 2).
of the excited state is O(10−5) to O(10−4). In Fig. 3(c),
the energy gap of the spin-1 AFH with physical spin-1⁄2
degrees of freedom on the edges is shown. The introduc-
tion of spin-1⁄2 edges lifts the degeneracy of the ground
state, and introduces a gap in the system, corresponding
to the Haldane gap in the thermodynamic limit. Fig. 3(c)
shows that the RBM ansatz in the coupled basis can rep-
resent gapped systems accurately.
Anyonic golden chain—As a novel application of the
RBM ansatz, we turn to the simulation of anyonic sys-
tems. Anyons are defined as degrees of freedom that do
not obey the mutual statistics of fermions or bosons [45].
They arise in the fractional quantum Hall effect [46] and
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FIG. 4. Relative energy error ∆E0 and variance of the Hamil-
tonian Var(ĤGC) of the ground state of the L = 30 anyonic
golden chain. Both measures decrease with the ratio α.
play a role in quantum computation [47, 48]. Here, we
study Fibonacci anyons, defined by one anyon type τ
along with the trivial vacuum state 1. Anyonic many-
particle systems are most easily described by fusing the
different anyons. For Fibonacci anyons, the fusion rules
are given by 1 ⊗ τ = τ ⊗ 1 = τ and τ ⊗ τ = 1 ⊕ τ .
For a one-dimensional system, fusing the N anyons can
be done in a linear fashion from left to right (Fig. 1(a)),
where yi∈{1,...,N} ≡ τ and xi∈{1,...,N−1} ≡ 1, τ . This con-
struction is called a fusion tree. We choose the boundary
conditions x0 = xN = 1. Interacting anyons can be de-
scribed on the level of the fused anyons. An example is
the golden chain, which is reminiscent of the AFH model,
defined by the Hamiltonian
ĤGC = −
N−1∑
i=1
P̂1i,i+1, (7)
where P̂1i,i+1 is the projector on the vacuum fusion chan-
nel of the anyons with indices i and i + 1. The model
defined by ĤGC is critical.
We exploit RBMs as a variational ansatz to find the
ground state of ĤGC . The results of the intermediate fus-
ings are used as input for the RBM (Fig. 1(b)). The rela-
tive error on the ground-state energy ∆E0, and the vari-
ance of the Hamiltonian Var(ĤGC) are shown in Fig. 4
for different values of α = M/N . The relative energy er-
ror is below O(10−3) for all values of α, reaching O(10−5)
for α = 4. The variance of the Hamiltonian follows the
same trend, ranging from O(10−3) to O(10−4).
Conclusion—In this paper, we have extended the vari-
ational class of artificial neural network states for spin
5systems to include nonabelian symmetries, in particular
the SU(2) spin-rotation symmetry. Hereto, we have for-
mulated a restricted Boltzmann machine (RBM) ansatz
using configurations labeled by intermediate spin cou-
pling quantum numbers. Our numerical findings provide
convincing support for using these quantities, which do
not depend on the choice of local basis for the spins,
as input variables to the RBM. Indeed, our ansatz ob-
tains a higher precision in the ground-state energy for the
same amount of variational freedom, compared to previ-
ous studies using the basis-dependent local spin projec-
tions as input variables. In doing so, the states we con-
struct have well-defined total angular momentum J and
projection MJ quantum numbers and can also be used to
target the lowest-lying excited states of the system. An-
other application which makes use of the specific struc-
ture exploited by our ansatz are anyonic chains, for which
our ansatz also accurately captures the ground state.
The approach presented here can be used to model spin
liquid states, which are invariant under symmetries of the
Hamiltonian. Likewise, our method could be adopted for
the determination of wave functions in a quantum chem-
istry context. Both these applications are particularly
suitable to be studied with RBMs, due to their potential
to model long-range entanglement and correlations, and
due to the geometrically independent way of modelling
correlations in RBMs. Furthermore, our approach can be
generalized for systems in more than one dimension, by
defining an appropriate coupling scheme. These include
coupling in the form of a graph, such as a tensor network
[49], or coupling in a tree-like fashion.
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7Basis transformation
To find eigenstates of the SU(2) symmetry group with restricted Boltzmann machines (RBM), the spins in the
system are coupled to well-defined angular momentum eigenstates |J MJ〉. Two spins sˆ1 and sˆ2 can be coupled to a
total angular momentum jˆ2 = sˆ1 + sˆ2 via 3j-symbols, or equivalently Clebsch-Gordan coefficients, as
|s1 s2; j2mj2〉 =
s1∑
ms1=−s1
s2∑
ms2=−s2
(−1)−s1+s2−mj2
√
2j2 + 1
(
s1 s2 j2
ms1 ms2 −mj2
)
|s1ms1 , s2ms2〉
=
s1∑
ms1=−s1
s2∑
ms2=−s2
〈s1ms1 , s2ms2 |s1 s2; j2mj2〉 |s1ms1 , s2ms2〉 .
(8)
A system comprising N spins can be coupled to a total angular momentum Ĵ = sˆ1+ sˆ2+ ...+ sˆN by sequentially using
the coupling rule of Eq. (8) until all the spins are coupled to a total angular momentum state |J MJ〉. The sequential
coupling of spins can be performed using different schemes. We adopt a scheme that consists of coupling the spins sˆi
in a linear fashion from left to right. Specifically, we start with an ancillary angular momentum state |j0mj0〉 = |0 0〉
to which we couple |s1ms1〉, resulting in |j1 = s1mj1 = ms1〉. Next, |s2ms2〉 is coupled to |j1mj1〉 resulting in
j2 ∈ {0, 1}. This is repeated until the end of the chain is reached, where we couple |sN msN 〉 to |jN−1mjN−1〉, resulting
in |jN ≡ J mjN ≡MJ〉. This coupling scheme yields the set of intermediate total angular momenta {j1, j2, ..., jN−1}
as degrees of freedom. According to the angular momentum addition rules, the possible configurations of these
intermediate total angular momenta have to fulfill the triangle inequalities |ji−1 − si| ≤ ji ≤ |ji−1 + si|.
With this coupling scheme, the full basis transformation can be written as
|s1 ... sN j1 ... jN−1; J MJ〉 =∑
{msi}
∑
{mji}
(
N∏
i=1
(−1)−ji−1+si−mji
√
2ji + 1
(
ji−1 si ji
mji−1 msi −mji
))
δjNJδmjNMJ |s1ms1 , s2ms2 , ..., sN msN 〉 .
(9)
From now on, we denote |j0 ... jN−1; J MJ〉 ≡ |s1 ... sN j0 ... jN−1; J MJ〉, as the spin degrees of freedom s1, ..., sN are
fixed. The basis |j0 ... jN−1; J MJ〉 forms an orthonormal basis, as can be seen from
〈j′0 j′1 ... j′N−1; J MJ |j0 j1 ... jN−1; J MJ〉
=
∑
{msi}
∑
{mji}
∑
{mj′
i
}
(
N∏
i=1
(−1)−ji−1+si−mji
√
2ji + 1
(
ji−1 si ji
mji−1 msi −mji
))
(
N∏
i=1
(−1)−j
′
i−1+si−mj′
i
√
2j′i + 1
(
j′i−1 si j
′
i
mj′i−1 msi −mj′i
))
= δj1,j′1δj2,j′2 ...δjN−1,j′N−1 ,
(10)
where we have used the orthogonality relation of 3j-symbols
∑
mji−1
∑
msi
(2ji + 1)
(
ji−1 si ji
mji−1 msi mji
)(
ji−1 si j′i
mji−1 msi mj′i
)
= δj′i,jiδmj′i ,mji
, (11)
from left to right.
F-move
To find the matrix elements of the antiferromagnetic Heisenberg Hamiltonian
Ĥ =
N−1∑
i=1
sˆi · sˆi+1, (12)
8ji 1
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=
∑
S
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ji 1 ji+1
S
si si+1
FIG. 5. Depiction of the F-move which transforms between two orderings of the coupling of three angular momenta.
the basis is recoupled in such a way that the physical spins sˆi and sˆi+1 that are subjected to the interaction sˆi · sˆi+1
are coupled to a total angular momentum Ŝ = sˆi + sˆi+1. This can be done by using an F-move, which is a recoupling
using 6j-symbols.
Graphically and mathematically, the F-move adopts the form of Fig. 5, where
FS,jisi+1,si,ji−1,ji+1 = (−1)si+si+1+ji−1+ji+1
√
(2S + 1)(2ji + 1)
{
si+1 si S
ji−1 ji+1 ji
}
. (13)
The term between curly brackets is a 6j-symbol. This yields the basis transformation
|j0 ... ji−1 ji ji+1 ... jN−1; J MJ〉 =
∑
S
FS,jisi+1,si,ji−1,ji+1 |j0 ... ji−1 S ji+1 ... jN−1; J MJ〉 . (14)
With sˆi · sˆi+1 = 12 (S2 − s2i − s2i+1) and the recoupling scheme of Eq. (14) one finds
1
2
(S2 − s2i − s2i+1) |j0 ... ji−1 ji ji+1 ... jN−1; J MJ〉
=
∑
S
1
2
(S(S + 1)− si(si + 1)− si+1(si+1 + 1))FS,jisi+1,si,ji−1,ji+1 |j0 ... ji−1 S ji+1 ... jN−1; J MJ〉 .
(15)
Using the recoupling defined in Eq. (14), the matrix elements are found in the basis labeled by states
|j0 j1 ... jN−1; J MJ〉
〈j0 ... ji−1 j′i ji+1 ... jN−1; J MJ |sˆi · sˆi+1|j0 ... ji−1 ji ji+1 ... jN−1; J MJ〉
=
∑
S
1
2
(S(S + 1)− si(si + 1)− si+1(si+1 + 1))FS,jisi+1,si,ji−1,ji+1F
S,j′i
si+1,si,ji−1,ji+1 .
(16)
As can be seen in Eq. (16), the matrix elements of the operator sˆi · sˆi+1 are independent of the values of jk/∈{i−1,i,i+1},
are diagonal in jk∈{i−1,i+1} and are not diagonal in ji.
SU(2)-symmetry
The SU(2) symmetry group is a continuous symmetry group. For spin degrees of freedom, it is represented by the
unitary operators
Û(θ) = ei(θxsˆx+θy sˆy+θz sˆz) = eisˆ·θ, (17)
where sˆx,y,z are the generators of SU(2) and θ is a normalised vector in three-dimensional space. For spin-1⁄2,
sˆx,y,z = σˆx,y,z/2, where σˆx,y,z are the two-dimensional Pauli-matrices
σˆx =
(
0 1
1 0
)
, σˆy =
(
0 −i
i 0
)
, σˆz =
(
1 0
0 −1
)
. (18)
For spin-1, sˆx,y,z are the three-dimensional matrices
sˆx =
 0
1√
2
0
1√
2
0 1√
2
0 1√
2
0
 , sˆy =
 0
−i√
2
0
i√
2
0 −i√
2
0 i√
2
0
 , sˆz =
1 0 00 0 0
0 0 −1
 . (19)
9The representation of the Hilbert space in terms of basis states with a total angular momentum forms an irreducible
representation with respect to the SU(2) symmetry, leaving the total angular momentum invariant and transforming
the angular momentum projection degrees of freedom. For a recoupling of spins using Clebsch-Gordan coefficients
|s1 s2; j mj〉 =
∑
ms1 ,ms2
〈s1ms1 , s2ms2 |j mj〉 |s1ms1 , s2ms2〉, (20)
acting with the unitary operator Û(θ) = eiˆj·θ = ei(sˆ1+sˆ2)·θ on both sides of the equation yields
eiˆj·θ |s1 s2; j mj〉 =
∑
ms1 ,ms2
〈s1ms1 , s2ms2 |j mj〉 ei(sˆ1+sˆ2)·θ |s1ms1 , s2ms2〉. (21)
This means that the coupling which transforms |s1ms1 , s2ms2〉 in |s1 s2; j mj〉 also transforms
ei(sˆ1+sˆ2)·θ |s1ms1 , s2ms2〉 in eiˆj·θ |s1 s2; j mj〉. Using this result sequentially on the coupling used in this work,
we see that the coupling which transforms |s1ms1 ; ...; sN msN 〉 in |s1 ... sN j0 j1 ... jN−1; J mJ〉 also transforms
ei(sˆ1+...+sˆN )·θ |s1ms1 ; ...; sN msN 〉 in eiJˆ·θ |s1 ... sN j1 ... jN−1; J mJ〉. In the specific case where we couple to the
angular momentum state |J = 0,MJ = 0〉, ei0ˆ·θ = 1̂, which does indeed leave the coupled state invariant. This proves
that the variational ground-state wave function is manifestly invariant under SU(2) transformations since every basis
state is itself invariant under SU(2) transformations.
Basis cut-off
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FIG. 6. Exact diagonalization energy in the basis with intermediate angular momentum cut-off Ecut, relative to that of the full
basis Emax, as a function of the cut-off jcut. (a) spin-1/2 AFH, (b) spin-1 AFH. For all observed system sizes, (Emax−Ecut)/Emax
decreases rapidly and settles to machine precision for jcut = 3 (spin-1/2 AFH) and jcut = 4 (spin-1 AFH).
The basis transformation used in this paper introduces the intermediate angular momenta ji∈{1,...,N−1} as degrees
of freedom. In the case of spin-1⁄2, these can take on values ji ∈ {0, 1/2, 1, 3/2, 2, ...}, while in the case of spin-1, they
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FIG. 7. Square modulus relative to the largest square modulus of the basis states |Ψj |2/|Ψ0|2 of the spin-1⁄2 AFH. The
importance measure |Ψj |2/|Ψ0|2 is plotted according to the index in the ordered list from high to low of the ED coefficients.
Both ED (orange line) and variational (blue line) coefficients are shown. The inset shows a detail of the first 30 square moduli.
Note the relation with the basis states shown in Fig. 8.
can take on values ji ∈ {0, 1, 2, 3, ...}. As explained earlier, the intermediate degrees of freedom need to satisfy the
triangle relations |ji−1 − si| ≤ ji ≤ |ji−1 + si|. These constraints induce a maximal value jmax for the degrees of
freedom, which is proportional with system size N . Because the RBM parameters explicitly depend on the input
values, the number of weights also increases linearly with jmax.
The eigenstate with minimal eigenvalue of the individual terms of the Hamiltonian is the state where the two spins
involved couple to a singlet. Hence, one expects physically that the antiferromagnetic Heisenberg Hamiltonian favors
the coupling of spins to a small total angular momentum. This motivates the introduction of a cut-off jcut for the
maximal value of the intermediate angular momenta ji. In Fig. 6, the effect of introducing the cut-off jcut is inspected
by comparing the relative energy error of the ground state energy of the AFH with and without this constraint, for
different system sizes. The results are obtained with exact diagonalization. We see that the relative energy error
decreases rapidly and settles to machine precision at jcut = 3 for the spin-1⁄2 model and jcut = 4 for the spin-1 model.
Moreover, the dependence on system size is negligible, even for the largest systems, indicating that the cut-off is
inherent to the physics of the system.
Wave function structure
A central question in variational many-body state optimization is the level of accuracy of observables other than
the energy (which is used as the optimization criterion). More information can be obtained by looking at how close
the individual expansion coefficients of the chosen basis functions lie to the exact expansion coefficients. Hence, we
compare the expansion coefficients of the RBM model to those of exact diagonalization in the coupled basis. An
interesting follow-up question is which configurations of intermediate spins have the highest importance in the basis
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expansion of the ground state, where we define the importance as the modulus of the expansion coefficient. We denote
Ψj as the expansion coefficient with the j-th largest modulus. Because the RBM wave function is not normalized,
we compare the square modulus of the expansion coefficients relative to that with the largest square modulus, i.e.
|Ψj |2/|Ψ0|2. Fig. 7 shows the relative importance of the expansion coefficients |Ψj |2/|Ψ0|2 as a function of j for both
the variational wave function and the wave function obtained with exact diagonalization. For |Ψj |2/|Ψ0|2 & 10−6
the expansion coefficients coincide, while for |Ψj |2/|Ψ0|2 . 10−6 they start to diverge slightly. The left column of
Fig. 8 shows from top to bottom the 11 most important configurations of the spin-1⁄2 AFH in the coupled basis.
Using the recoupling of spins, we can provide an interpretation to the depicted configurations. The most important
configuration can be recoupled to the case where, from left to right, every two neighbouring spins are coupled to a
singlet. Note that this is a particular case of the resonating valence bond state. The next 10 configurations can all be
recoupled to a background consisting of singlets (as in the first configuration), but where two neighbouring singlets
are excited to two neighbouring triplets, which couple together to a singlet. The results for the spin-1 AFH are shown
in the right column of Fig. 8, and are qualitatively similar to the spin-1⁄2 case.
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Hyperparameters
Several hyperparameters have to be chosen for the variational optimization of RBMs. These hyperparameters are
the learning rate η of the optimization algorithm (stochastic gradient descent), the diagonal shift d of the stochastic
reconfiguration algorithm, and the standard deviation σ of the normal distribution (centered at 0) from which the
parameters of the RBM are initialized. In order to find the set of hyperparameters which enables the energy to
reach its lowest values, we draw a number (order 100) of random combinations of hyperparameters, and use these to
optimize RBM wave functions. Typically, we sample η uniformly in the range η ∈ [0.01, 0.2], log(d) uniformly in the
range log(d) ∈ [−3,−1], and σ uniformly in the range σ ∈ [0.01, 0.1]. We found that the energy after optimization is
largely independent of d and σ, but depends strongly on the learning rate η. For the experiments in the coupled basis,
we reached the lowest energies with η ≈ 0.1, while for those in the sz-basis, we used learning rates η ∈ [0.01, 0.1].
Finally, we used parallel tempering [52] for the optimization of the spin-1 AFH. The parallel tempering algorithm
uses a set of Monte Carlo chains (replicas) that all sample the probability distribution raised to a power between 0
and 1. As a result, the chains with lower power sample a smoother distribution than those with higher power. By
mixing configurations between neighbouring chains (according to a Monte Carlo step), the chain with power 1 (the
physical distribution which is used to measure observables) samples a richer region of the phase space. The number
of replicas in the parallel tempering algorithm was 50 and were chosen with uniformly separated powers.
