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DIS  0  0.00%  4.71%  4.71%  15.68%  5.26%  5.21% 
BAL  0  2.19%  8.73%  8.73%  12.77%  6.46%  3.16% 
EAR  0  0.66%  5.43%  5.43%  11.13%  6.16%  2.48% 
SNIB  0  23.27%  3.03%  23.48%  40.53%  19.26%  10.63% 
FOOD  0  1.43%  6.76%  6.76%  12.06%  6.53%  2.77% 
BIO  0  0.74%  5.99%  6.16%  10.12%  5.54%  2.29% 
FAM  0  14.26%  15.46%  19.93%  38.28%  19.82%  9.23% 
SOC  0  0.00%  4.56%  4.56%  10.81%  4.96%  2.93% 
FACE  0  0.73%  5.30%  5.30%  10.20%  5.36%  2.42% 
ROBO  0  38.87%  16.94%  42.55%  76.62%  47.91%  14.36% 
TEK  0  0.27%  7.70%  7.70%  10.60%  5.08%  2.76% 
FIN  0  20.16%  7.92%  22.70%  56.66%  24.55%  16.05% 
Table  4.4.2.2­1:  Results  of  the  Azure  ML  Service  logged,  including  the  characteristics  of  the  trained 
model. 
 
Finally,  the  current  date  and  time  are  added  to  each  entry  before  pushing  the  entire  set  of 
results  into  the  Azure  SQL  database  logging  table. 
4.4.2.3  Drawbacks,  Complications,  and  Runtime 
As  mentioned  in  Section  3.3.2.2,  limitations  of  the  Azure  ML  environment  necessitate  the 
entire  program  logic  to  reside  inside  a  single  Python  module,  with  no  option  to  store  the  trained 
Anomaly  Model  or  Historical  Model.  These  modules  have  additional  limitations  in  that  they  are  only 
able  to  take  in  two  data  sets  as  input,  and  export  one  data  set  for  output.  This  results  in  an 
experimental  runtime  of  4­5  minutes  in  the  Azure­supported  IPython  notebook  environment,  and 
10­20  minutes  as  an  Azure  ML  Experiment.  Although  this  fits  well  within  the  time  requirements  for 
running  the  service  once  per  day  (or  even  once  per  hour),  methods  for  reducing  the  computation 
time  are  discussed  in  Chapter  5.  
42 
 This  also  creates  the  need  for  the  list  of  kiosks,  questions,  and  associated  rules  to  all  be 
duplicated  within  the  main  Python  script.  This  allows  for  significantly  easier  and  more  independent 
testing  of  the  script  without  reliance  on  the  SQL  database  for  any  anomaly  data  but  creates  multiple 
points  of  truth  for  the  outlier  rules.  
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 Chapter  5:  Future  work 
Our  prototype  system  hosts  data  in  the  cloud,  flags  outlier  data,  and  provides  staff  with 
actionable  insights  into  visitor  behavior  at  the  kiosks.  It  currently  exists  entirely  independent  of  the 
internal  MS  SQL  Server  at  the  HHL,  and  thus  the  individual  kiosks  will  need  to  be  modified  to  push 
and  poll  from  the  new  Azure  database.  In  this  section,  we  describe  future  work  that  can   move  our 
system  into  production­readiness,  as  well  as  suggest  further  improvements  and  potential  paths  of 
exploration. 
5.1  Exhibit  Heat  Map  Visualizations 
The  MoS  staff  directly  in  charge  of  the  exhibit  have  expressed  interest  in  tracking  and 
visualizing  exhibit  usage  patterns  in  different  ways.  One  interesting  type  of  visualization  that  came 
up  during  discussions  was  heat  mapping.  Many  heat  mapping  solutions  rely  on  the  visualization  of 
continuous  tracking  of  movements,  which  is  currently  not  available  in  the  exhibit  data  [15]. 
However,  all  visitor  kiosk  interactions  are  timestamped  and  can  thus  be  used  to  visualize  the 
popularity  of  various  kiosks  throughout  the  day,  as  well  as  the  order  in  which  visitors  interacted 
with  kiosks  (but  not  the  exact  path  taken  in  the  exhibit).  A  heat  map  visualization  can  be  used  to 
better  understand  popular  kiosk  combinations  and  whether  the  interest  in  certain  categories  looks 
different  during  the  day  or  even  larger  time  frames. 
5.2  Dashboards 
The  Power  BI  dashboards  currently  provide  key  filters  to  narrow  down  the  visualizations. 
However,  future  work  would  involve  more  filtering  capabilities,  such  as  narrowing  down 
visualizations  by  season  of  visit.  
Currently,  the  dashboard  displays  visitors  dwell  times  at  the  entire  exhibit.  In  the  future,  the 
dashboard  could  display  dwell  times  at  individual  kiosks  if  a  change  is  made  to  the  data  pushed 
from  the  kiosks  to  record  a  timestamp  with  each  answer  rather  than  batch  a  visitor’s  answers  from 
one  kiosk  with  one  timestamp. 
Once  the  hardware  detection  system  is  further  tested  and  improved,  there  could  be  another 
dashboard  that  records  details  about  each  hardware  failure  that  occurs  in  the  museum  that  could 
be  used  to  track  the  performance  of  kiosks. 
5.3  Anomaly  Detection 
As  the  most  exploratory  part  of  our  project,  the  work  in  anomaly  detection  has  not  yet  been 
evaluated  and  will  likely  require  adjustments  before  reaching  desired  performance.  After  deploying 
the  Azure  Machine  Learning  service  and  integrating  it  with  the  email  notification  function,  it  will 
need  to  be  tested  and  optimized. 
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 5.3.1  Deployment  and  Email  Notification  Integration 
To  provide  the  full  alert  capability  of  the  hardware  anomaly  detection  system,  the  Azure  ML 
experiment  must  be  deployed  as  either  a  Batch  Execution  Service  (BES)  or  Request­Response 
Service  (RRS)  hosted  by  Azure.  Batch  Execution  handles  high­volume  asynchronous  scoring  of  a 
batch  of  data  records,  outputs  to  Azure  Blob  Storage,  and  is  useful  when  responses  are  not  needed 
immediately.  By  contrast,  Request  Response  uses  a  REST  API  (a  modern  stateless  architecture  style 
typically  using  HTTP)  to  achieve  a  low­latency  and  highly  scalable  service  useful  for  when  the 
consuming  application  expects  a  response  in  real  time  [12].  We  recommend  use  of  the 
Request­Response  service  due  to  the  flexibility  of  the  real­time  RESTful  interface.  Although  we  did 
not  have  time  to  fully  deploy  and  test  the  service  in  this  manner,  Microsoft  provides  comprehensive 
documentation  on  the  process,  which  should  be  fairly  straightforward  [13]. 
Separately  from  the  Azure  ML  service,  an  Azure  Function  App  will  need  to  be  created  in 
order  to  periodically  call  the  ML  service  and  send  an  email  notification  depending  on  its  results. 
Depending  on  limitations  with  the  Azure  ML  environment,  it  may  be  necessary  to  have  the  test  data 
input  to  the  ML  service  (and  potentially  the  output  logging  to  the  Azure  SQL  Database)  be  handled 
within  the  Function  App  as  well.  We  recommend  using  SendGrid  (an  email  delivery  and 
management  service  that  integrates  with  Azure)  to  handle  the  email  notifications,  which  will 
require  establishing  an  official  point  of  contact  and  SendGrid  account  creation  in  addition  to  the 
code  written  in  the  Function  App.  Microsoft  provides  comprehensive  online  documentation  on 
integrating  SendGrid  with  Function  Apps  [11].  The  completed  Function  should,  at  a  determined 
time  once  per  night  (when  exhibits  are  inactive),  call  the  anomaly  detection  Azure  ML  service  using 
data  from  the  past  day  (retrieved  from  the  Azure  SQL  database),  log  the  results  back  into  the 
database,  and  send  an  email  to  the  Hall  of  Human  life  administrators  if  any  hardware  failures  are 
suspected. 
5.3.2  Tuning  the  Hardware  Failure  Detection  System 
Because  we  did  not  possess  any  labeled  data  for  previous  hardware  failures  that  had 
occurred,  verifying  the  integrity  of  our  model  and  refining  it  was  not  possible  in  the  traditional 
sense  of  scoring  based  on  historical  records.  Thus,  the  system  will  have  to  be  run  forwards  and 
cross­referenced  against  an  accurate  log  of  hardware  failures.  There  are  three  different  parameters 
that  can  be  tuned  to  increase  utility. 
The  first  is  the  contamination  parameter  used  by  the  Anomaly  Models  to  compute 
multivariate  gaussians,  which  can  be  raised  to  increase  the  percentage  of  anomalies  flagged. 
Intuitively,  the  contamination  should  roughly  correspond  to  the  percentage  of  days  in  the  historical 
training  data  for  which  there  were  hardware  failures  producing  abnormal  data.  We  have  currently 
set  the  contamination  to  0.05,  or  5%.  
The  second  is  the  threshold  parameter  used  by  the  Historical  Model  to  determine  the  daily 
anomaly  rate  considered  suspicious  enough  to  produce  an  alert.  In  order  to  do  this  correctly, 
detailed  records  of  which  days  certain  kiosks  appear  to  stop  working  must  be  collected.  We  have 
currently  set  the  threshold  to  2,  signifying  two  standard  deviations  above  the  mean  daily  anomaly 
rate  to  be  considered  worthy  of  flagging  as  a  suspected  hardware  failure. 
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 Adjusting  the  third  parameter  would  require  some  slight  code  refactoring  to  change  the 
time  window  over  which  the  test  data  is  collected  (in  our  implemented  system,  assumed  to  be  the 
current  day).  Changing  the  window  would  also  likely  correspond  to  altering  the  frequency  with 
which  the  Azure  ML  service  is  called.  For  example,  if  a  much  higher  feedback  frequency  was 
desired,  the  window  could  be  changed  to  be  four  hours  long,  and  the  service  could  be  called  every 
hour,  achieving  an  effect  reminiscent  of  a  moving  average. 
5.3.3  Vital  Tests  and  Additions  
Crucially,  if  the  anomaly  detection  system  is  to  reach  its  full  utility  potential,  robust  support 
for  providing  custom  date  ranges  for  training  data  for  each  kiosk  must  be  introduced.  This  would 
allow  administrators  to  train  the  machine  learning  system  on  only  dates  for  which  there  was 
certainly  no  hardware  failure.  Adding  this  would  vastly  improving  the  integrity  of  the  model,  which 
is  currently  forced  to  train  on  all  historical  data  and  assumes  that  the  contamination  parameter 
accounts  for  all  hardware  failures  in  the  history. 
Taking  it  a  step  further,  going  backwards  through  the  entire  database  log  and  manually 
noting  on  which  days  certain  kiosks  experienced  hardware  failures  would  allow  the  whole  system 
to  be  adjusted  with  clear  accuracy  targets,  and  would  also  allow  for  the  use  of  alternative  (or 
supplementary)  machine  learning  algorithms  that  rely  on  two  or  more  classes  of  labelled  training 
data  (e.g.  two­class  Support  Vector  Machines). 
5.3.4  Machine  Learning  Service  Optimization 
Due  to  limitations  of  performing  all  the  Azure  ML  computations  inside  a  Python  module,  the 
training  of  the  models  takes  5­15  minutes,  while  actually  running  the  model  on  the  test  data  should 
take  only  a  few  seconds. 
If  speedup  of  the  system  is   necessary,  the  results  of  the  Historical  Model  (containing  the 
mean  and  standard  deviation  of  the  daily  anomaly  rates  per  kiosk)  could  be  serialized  and  fed  back 
into  the  program  for  a  marginal  speed  increase  at  the  cost  of  a  less  elegant  design.  A  more  radical 
approach  would  exploit  the  Python  pickle  library  to  serialize  the  actual  Python  objects  containing 
the  trained  Anomaly  Models  and  save  them  as  datasets.  This  would  not  only  reduce  runtime  to  only 
a  couple  minutes  but  would  make  the  system  significantly  more  complex  and  less  maintainable. 
Finally,  there  is  the  potential  that  the  parallelizable  nature  of  the  problem  (performing  the  same 
computation  twelve  times  for  the  twelve  kiosks)  could  be  exploited  for  a  significant  speed  increase. 
5.3.5  Interface  for  Rule  Modification 
Tweaking  the  anomaly  detection  systems  by  adjusting  the  rules  may  become  common 
enough  to  merit  implementation  of  a  simple  web  interface  for  changing  the  rule  bounds  for 
individual  kiosks.  Azure  Web  Applications,  or  another  similar  Azure  service,  should  provide  the 
needed  functionality.  This  could  also  be  extended  to  support  parameter  adjustments  for  the 
hardware  failure  detection  service  in  Azure  ML.  Note  that  in  our  current  implementation,  for 
pragmatic  reasons,  the  rule  set  is  duplicated  in  both  the  Azure  SQL  database  and  the  Azure  ML 
service. 
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 Chapter  6:  Conclusions 
The  HHL  at  the  MoS  had  faced  the  problem  of  having  its  data  stored  in  an  on­premise 
database  with  a  rudimentary  Microsoft  Excel  dashboard  and  no  filtering  of  outlier  data  points.  Our 
complete  solution  provides  the  Museum  of  Science  with  a  prototype  system  in  the  cloud  that  labels 
outlier  data,  visualizes  and  delivers  insights  on  visitor  behavior  and  kiosk  health  at  the  Hall  of 
Human  Life,  and  runs  machine  learning  models  to  to  automatically  detect  likely  failures  in  kiosk 
hardware.  
Although  our  system  is  a  prototype,  it  can  be  used  to  examine  data  recorded  up  to  and 
including  the  month  of  October  2016.  Staff  from  the  HHL  can  use  it  to  gather  insights  from  historical 
date  ranges  and  seasons.  This  may  include  investigating   historical  visitor  numbers  and  peak  visit 
times  during  the  day  to  anticipate  daily  staffing  needs,  and  discovering  and  fixing  kiosks  with 
excessively  high  anomaly  rates.  
While  our  system  is  localized  to  the  Hall  of  Human  Life,  it  can  be  extended  and/or  modified 
to  be  used  at  other  exhibits.   As  such,  our  solution  forms  an  important  first  step  in  the  future  of  data 
storage  and  analysis,  as  the  MoS  looks  to  dramatically  increase  the  number  of  interactive  and 
connected  exhibits  to  begin  ushering  in  a  new  age  of  museum  experiences. 
Our  system  has  implications  on  a  much  wider  scale.  Our  foundational  storage,  analysis,  and 
anomaly  detection  system  can  be  generalized  to  to  museums  around  the  world  that  collect 
significant  visitor  data.   In  addition  to  improving  the  overall  visitor  experience,  it  can  benefit 
museum  staff  as  they  can  use  these  indicators  to  perform  maintenance,  improve  fundamental 
exhibit  qualities,  and  allocate  staff  and  resources.  As  a  one  of  the  world's  largest  science  centers  and 
New  England's  most  attended  cultural  institution  [14],  the  steps  taken  by  the  Museum  of  Science  to 
modernize  its  data  processing  system  have  the  potential  to   influence  and  benefit  other  museums 
around  the  world.  
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