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Abstract
Externally applied magnetic perturbations (MP) plays a pivotal role in sup-
pressing and mitigating Edge Localised Modes (ELMs) in fusion reactors. Tur-
bulence is found to be responsible for the observed density pump out during
ELM suppression experiments. Hence by understanding the role of turbulence
during the application of MP is key for the effective application of MP for
suppression of Edge Localised Modes (ELMs) in future fusion reactors. Past
studies point to two possible cause for the increased turbulence activity when
MP were applied. One cause could be due to changes in local magnetic geome-
try and another study suggests the role of non-ideal MHD effects in triggering
the turbulence. During this thesis work, global gyrokinetic code GENE-3D is
used for the first time in studying the linear and nonlinear dynamics of Ion
Temperature Gradient (ITG) turbulence when the MP are applied in ASDEX
Upgrade tokamak. Linear simulations with and without MP were performed
by selecting two regions away from the edge and one near the edge region while
the non linear simulations are limited to two regions away from the edge. The
obtained results are analysed to understand how local changes in magnetic
geometry is affecting the dynamics of ITG turbulence and the spatial distri-
bution of density fluctuations. The analysis showed that there is only slight
change in linear ITG physics due to the application of MP for the simulations
done away from edge, but a significant change was observed for the simulation
done closer to the edge. The non linear simulations away from the edge region
showed that there is an increase in ion heat flux due to the application of MP
which is found to be correlated with decrease in the value of E× B shear rate
when MP were applied. A slight asymmetry in density fluctuations in the α
direction is found due to the application of MP but this asymmetry is found
to be weakly correlated with the bad curvature region of the normal curva-
ture. While in the θ∗ direction, density fluctuations peaked around the bad
curvature region for both with and without MP cases..
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Chapter 1
Introduction
The purpose of this chapter is to answer why, what and how of nuclear fusion
research and then to give a brief overview of the motivation behind the work
performed in the thesis. At the end, scope of the thesis work is given which
will be explained in detail in the following chapters.
1.1 Need for a new energy source
Climate change is one of the biggest menaces humanity is currently facing in
the 21st century. This is reaffirmed in the United Nations Framework Con-
vention on Climate Change that took place in Paris in December 2015 [1].
Fighting climate change demands changes in the international energy policy
by decreasing the use of fossil fuels. While solar and wind energy are predicted
to bolster the reduction in the emission of Greenhouse gases [2] and other re-
newable energy resources like geothermal etc., present promising prospects to
significantly contribute to the global capacity for power generation in the fu-
ture, they still demand large research investments [3] to reduce their costs and
to develop the storage systems needed to allow one to overcome their inter-
mittence. Contrarily, it will be futile to have fossil fuels as the primary source
of energy and abbreviate the Greenhouse gases (GHG) emissions.
Although nuclear fission power plants have one of the lowest GHG emissions
[4]. A report from IEA [5] states that only 9.9% of the energy consumed in the
Organization for Economic Cooperation and Development (OECD) countries
was nuclear. This can be attributed to lack of public acceptance due to im-
proper waste handling, weapons proliferation [6] or the risk of major accidents
[7], despite their enhanced safety over the years. Combining this with the lim-
ited availability of the minerals [8] makes it a lacklustre long terms solution to
the problem of global warming.
Global access to reliable, sustainable and affordable energy sources is a
key prerequisite for future social and economic development. It is Science’s
responsibility to provide a clean and safe energy source that guarantees this
development but also reduces human interferences in the Earth’s climate. Nu-
clear fusion is intended to solve this problem.
Nuclear fusion powers all the stars in the universe. In the 1920s, Sir Arthur
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Eddington proposed that stars were spheres of hot gas, mainly composed of
hydrogen [9]. The gravitational force raises the pressure and the temperature
and therefore, gases turn into plasma. In 1927, Lewi Tonks and Irving Lang-
muir gave the name plasma to a nearly neutral ionised gas in which ions and
electrons were moving independently [10]. The temperature and the pressure
in stars make it possible for hydrogen nuclei in plasma to fuse together releas-
ing helium and energy. Replicating this magnificent phenomenon in Earth to
produce electricity is the objective of the nuclear fusion research. Future fusion
reactors will use tritium (an isotope of hydrogen that can be obtained from
lithium) as fuel. The lithium in one laptop battery would generate 200,000
kWh of electricity (as much as 40 tons of coal) that is enough for a lifetime of
personal electricity needs [11]. Another important factor to take into consider-
ation is the carbon dioxide emission. Fusion is one of the energy sources with
the lowest carbon dioxide emission (6-12 cg/kWh) next to hydroelectricity (4.8
cg/kWh) and light water reactors (5.7 cg/kWh) [12]. Nuclear fusion has an
edge over nuclear fission in safety. Unlike fission, fusion does not occur natu-
rally on Earth. Thus, in the case of an accident, the fusion reaction will stop.
Studies on fusion power plant safety show that the cost associated with an
accident in a fusion power plant is limited due to the low radiological impacts
of the accident [13].
Considering all the positive aspects, nuclear fusion is the suitable candidate
for future energy source but there is a problem i.e there exists no demonstra-
tion that nuclear fusion reactor is scientifically and technically feasible. With
the advent of international collaboration, ITER (latin word for ’new way’) is
expected to demonstrate the scientific and technical feasibility of a nuclear
fusion reactor [14]. ITER construction is expected to be completed in Decem-
ber 2025 with deuterium-tritium fusion experiments starting in 2035. After
successful demonstration by ITER, DEMO (Demonstration power plant) will
be built with the objective of achieving a power plant relevant Q1 value of 25
[15].
1.2 Science behind Nuclear Fusion reaction
For light atoms (up to mass number of A < 56) there is an increase in the
binding energy per nucleon. Therefore, fusion reactions between them are
generally accompanied by a net release of energy. However, to achieve fusion
between two nuclei, their kinetic energy must be high enough such that their
relative velocity can overcome the mutual Coulomb repulsion due to their
positive charges. When heated to extremely high temperatures (108 K or
104 eV), the atoms become fully ionised, existing as a quasi-neutral gas of
electrons and ions known as plasma, with enough kinetic energy to allow fusion
to occur. The most promising reactions for fusion involve the hydrogenic
1The fusion energy gain factor, usually expressed with the symbol Q, is the ratio of fusion
power produced in a nuclear fusion reactor to the power required to maintain the plasma in
steady state.
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elements (H, D and T), having the least Coulomb barrier. Due to their high
effective fusion reaction cross-sections for temperatures/energies relatively low,
the most probable candidates for an industrial fusion cycle are,
D + T −−→ He4 (3.52 MeV) + n (14.06 MeV), (1.1)
D + D −−→ T (1.01 Mev) + p (3.03 MeV), (1.2)
D + D −−→ He3 (0.82 MeV) + n (2.45 MeV), (1.3)
D + He3 −−→ He4 (3.67 MeV) + p (14.67 MeV). (1.4)
Figure 1.1: The fusion reaction rate increases rapidly with temperature until it
maximizes and then gradually drops off. The Deuterium-Tritium fusion rate peaks
at a lower temperature (about 70 KeV, or 800 million kelvin) and at a higher value
than other reactions commonly considered for fusion energy [16].
But the reaction between Deuterium-Tritium is the best candidate due to
the higher effective cross section (or reactivity < σv >) at lower temperature
as shown in Figure 1.1. Most of the energy released, i.e. 14.1 MeV is taken by
the neutron and the rest, 3.5 MeV, is left with the helium ashes. The optimal
energy for the D-T collision is relatively low, of the order of 10 KeV. Deu-
terium can easily and cheaply be extracted from water and enough resources
for the deuterium supply for thousands of years are available. The situation
regarding tritium is more complex. Tritium is not available in nature because
it undergoes a radioactive decay with half-life of only 12.3 years. Design of
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future nuclear fusion reactor is planned to include a blanket of lithium-rich
material on the inner wall of the vacuum vessel in order to breed tritium. Op-
timistic estimates points that there is enough retrievable lithium mineral ores
to support global scale fusion energy for several hundred years at least and sea
has the largest repository of lithium to supply world energy needs for 6 million
years [17].
On fusion plasma there would be a continuous loss of energy, therefore it
is clearly a minimum requirement that the thermonuclear power of the reactor
should be sufficiently large to replace these losses. The Lawson criterion is a
statement of this condition. Ignition occurs when the heating power supplied
by the alpha particles can marginally compensate for all energy losses of the
plasma, and state of burning plasma is reached. Roughly the energy confine-
ment time τE can be defined, in a simplified treatment, from the total power
loss of the plasma Ploss = Ethermal/τE. Comparing with the alpha power, which
is proportional to n2i where ni is the density of ions, it follows that the product
niTτE has to exceed a temperature dependent value. This value is minimal
at a temperature of about 20 KeV and the ignition criterion for the fusion
product niTτE can then be written as:
niTτE > 5× 1021 m−3KeVs. (1.5)
There are two technological approaches to satisfy Lawson’s criterion cur-
rently under serious consideration: inertial confinement and magnetic confine-
ment.
In inertial confinement fusion, a DT pellet is bombarded with laser or
heavy ion beams of very high intensity. An extremely high density is achieved
when the fuel fuses before it expands again in an extremely short time, deter-
mined by its inertia [18]. In magnetic confinement, the reactants are heated
to the very high required temperature of around 20 KeV, to become plasma.
The necessary insulation from the container materials is provided by a com-
bination of externally applied and plasma-induced magnetic fields. Since the
1950’s, a large number of different configurations of the magnetic confinement
concept have been studied and can be extensively found in the literature [19].
In the next section, a brief overview about the two most popular magnetic
configurations is given.
1.3 Magnetic Confinement fusion
Magnetic confinement exploits the electromagnetic nature of plasma to trap
charged particles in the lines of an intense toroidal magnetic field, which in-
hibits perpendicular transport and drives the hot particles away from any
material walls. In this model, the pressure (p = nT where n is the density and
T is the temperature defined in the units of eV, this definition will be used
subsequently throughout the thesis), the gradient is counter balanced by the
Lorentz force:
−∇p + j×B = 0, (1.6)
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where j is the plasma current and B is the external magnetic field. Equa-
tion 1.6 illustrates the simple model of local equilibrium required to obtain
confinement.
For confining the plasma in the toroidal configuration, we need magnetic
fields in the toroidal and poloidal direction. Depending on the method used
to create the poloidal magnetic field required for plasma equilibrium, the mag-
netic configurations can be divided into two types:
Figure 1.2: Tokamak [20] and W7-X Stellarator Source: IPP.
Tokamak (left plot of Figure 1.2): the poloidal field is created through a
toroidal current on the plasma. This current is generated by transformer effect.
The time varying current on the primary winding induces, through the flux
variation, a toroidal current on the secondary (plasma). These configurations
have axial symmetry (the plasma is invariant through a rotation over the
toroidal direction) and, therefore are two dimensional. The discharge duration
is limited by the toroidal current that is possible to maintain in the plasma due
to the limited total flux variation in the transformer, impeding the continuous
operation of these devices.
Stellarator (right plot of Figure 1.2): the poloidal field is created from a
current on the external helical coils. These configurations are three-dimensional
as they do not have axial symmetry because of the radial, poloidal and toroidal
dependence of the magnetic field. Despite the higher complexity when com-
pared with a tokamak, the absence of plasma current makes these devices
attractive candidates for future fusion reactors.
Today, the tokamak configuration is undoubtedly the faster way to igni-
tion. The results obtained, the lower cost of construction and the efficiency of
inductive current heating, prove that. However, stellarators have some major
advantages with respect to tokamaks like continuous operations and compu-
tationally optimized magnetic configurations for increasing the confinement
time, etc.
To sum up, tokamaks and stellarators share a higher number of character-
istics. Therefore the results obtained in stellarators may sometimes be applied
to tokamaks. For the same reason, the controlled thermonuclear fusion pro-
gram has not been forced to stick to one of the two devices. Since it was
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necessary to show nuclear fusion as a source of energy, ITER will be a toka-
mak. Nevertheless, future commercial reactors like DEMO could be based on
stellarators [21].
1.4 Transport in Nuclear Fusion devices
As discussed in the previous section, sets of coils are designed so that the
magnetic field has toroidal topology. The magnetic field created by these coils
is composed of a family of nested toroids, called magnetic surfaces. In principle,
if the particles follow the magnetic field lines, their movement will be tied to a
magnetic surface, and the plasma will also have toroidal shape. Nevertheless,
in a magnetic confinement device, several main effects must be added with
respect to the uniform magnetic field case and they are as follows:
1. A toroidal magnetic configuration has, by construction, magnetic curva-
ture.
2. Due to manufacturing limitations the magnetic field may never be uni-
form: the magnetic surfaces will have ripples.
3. About N ≈ 1023 particles are to be confined, and they interact through
particle-particle collisions.
4. Apart from binary collisions, collective effects appear, due to the long-
range of the Coulomb interaction.
5. The motion of the plasma, which is composed of charged particles, may
distort the magnetic configuration in a significant manner.
These effects give rise to transport, which is a process by which plasma
tends to deviate from equilibrium. Due to radial transport, the particles and
heat are lost from the core region to the edge. This mechanism must therefore
be known and controlled for a good performance of future reactors.
The transport processes in toroidal plasmas can be grouped into two cate-
gories, i.e. neoclassical and turbulent transport. Neoclassical transport caused
by points 1,2 and 3 given above is an extension of classical theory to include the
toroidal geometry of magnetic confinement fusion experiments, which results
in new particle drifts and magnetic field mirror effects, which trap particles
and lead to an increased collision frequency. Neoclassical transport is an ubiq-
uitous process, since it depends on the existence of background gradients in
the plasma and Coulomb collisions between particles.
On the other hand, points 4 and 5 give rise to anomalous transport, which is
fundamentally different from neoclassical transport due to the fact that the de-
scribed particle losses are caused by microinstabilities. These microinstabilities
occur irregularly in the plasma, hence turbulent transport is an intermittent
process rather than a continuous one.
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1.5 Turbulence transport
For self-sustaining plasmas, as per the Lawson criteria given in Equation 1.5,
for typical plasma parameters of T ≈ 10-20 KeV and n ≈ 1020 m−3, the
confinement time needs to be of the order of several seconds to allow for a self-
sustaining burning plasma. Present-day experiments typically exhibit τE ≤ 1s
in L-mode2. This low confinement time is attributed to particle and energy
losses observed in toroidal fusion plasmas caused by turbulent transport, mak-
ing it one of the dominant fields of investigation of the fusion community in
the last few decades [22].
At present, it is experimentally observed that small scale instabilities, i.e.
instabilities on scales of the order of the Larmor radius, known as microinsta-
bilities, are responsible for so-called turbulent transport. They are driven by
the unavoidable density and temperature gradients occurring in fusion devices.
Inside a fusion reactor, for instance, the temperature drops from the required
central value of about 100 million Kelvin to several hundred Kelvin at the
walls of the vessel making it an ideal system for the onset of turbulence. Thus
understanding the mechanism behind turbulent transport and optimizing fu-
ture reactors from turbulent transport will be of crucial importance for the
commercial viability of nuclear fusion as an energy source. The most popular
instabilities found in fusion plasmas due to the electrostatic fluctuations are
the drift wave instability. One of the instabilities based on the drift waves
mechanism is the ion temperature gradient mode (ITG) which is found to be
the dominant cause for the anomalous transport in fusion devices. In the fol-
lowing sections, a brief description of drift waves instabilities based on a simple
fluid model is given, which explains the link between the cross phase between
fluctuations and the associated transport.
1.5.1 Drift Waves Instability
Drift waves as the name suggest are caused by drifts occurring due to motion
of charged particles in electromagnetic fields. These drift velocities are one
order less than the thermal velocity of the ions (or electrons) and usually have
perpendicular correlation length L⊥ of the order of ion (or electron) Larmor
radius ρ. The drift waves in low beta plasmas in tokamaks and stellarators,
are produced due to the electrostatic fluctuations.
Transport due to electrostatic fluctuations can be understood with the
help of Figure 1.3. The potential fluctuations φ lead to poloidal electric field
fluctuations Eθ = −∇φ. The resultant electric field along with magnetic
field B (going into the plane of the figure) produces E×B drift in the radial
direction. This drift under certain conditions produces radial transport.
1. If we have a density gradient in the radial direction (no density perturba-
tions), the E×B drift acts on this density gradient transferring the same
amount of density inward at the top and outward at the bottom of the
2Meaning of this term will become clear in H-mode section 1.6.
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potential perturbation. Hence no net transport in the radial direction
(left figure).
2. If there exists a density perturbation and this is out of phase with respect
to the potential perturbations, then there will be net transport in the
radial direction (middle figure).
3. If the density perturbations are in phase with the potential perturbations,
then there will be no net transport in the radial direction (right figure).
Figure 1.3: The mechanism of radial transport created by the E×B drift due to
an electrostatic perturbation, adapted from [23].
Since the E×B drift increases the density perturbation where the density
gradient ∇n is anti-parallel while decreasing the density perturbation on the
parallel side. This makes the initial density perturbation structure to move
like a wave in the electron diamagnetic direction with the velocity ve,dia as
shown in Figure 1.4. The expression for electron diamagnetic velocity reads
ve,dia =
∇pe ×B
eneB2
, (1.7)
where∇pe is the pressure gradient, e is the charge of electron, ne is the electron
density and B is the magnetic field.
Drift waves can become unstable, when the electrons motion are not adia-
batic due to plasma resistivity or Landau damping. This causes a phase shift
between density and potential perturbations and makes the drift waves un-
stable producing transport. Drift waves can transform to different types of
instabilities in the toroidal geometry. In a toroidal geometry, in-homogeneity
of the magnetic field can lead to gradient-B drift and curvature drift. Also the
presence of magnetic mirrors can traps some particles depending on the veloc-
ity. This effect leads to two main types of instabilities called Ion Temperature
Gradient Mode (ITG) (also Electron Temperature Gradient Mode (ETG)) and
Trapped Electron Mode (TEM). In the next section, the mechanism behind
toroidal ITG modes will be explained since it is the only microinstability stud-
ied in this thesis.
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Figure 1.4: Schematic picture of Drift waves instability [24].
1.5.2 Ion Temperature Gradient Mode (ITG)
Unlike drift waves, Toroidal ITGs in the linear regime do not necessarily de-
pend on the parallel dynamics of the electrons instead they are driven by the
bad curvature of the magnetic field. Figure 1.5 shows temperature perturba-
tions in the poloidal direction and the magnetic field B direction is considered
to go into the plane of paper. Since ions in the toroidal geometry experience
both curvature and gradient-B drift and these drift velocities vd are propor-
tional to the temperature of the particles. Thus the expression for temperature
dependent drift velocity (vd) reads
vd =
v2||(T) + v
2
⊥(T)/2
ωB2
B×∇B, (1.8)
where v|| and v⊥ are the parallel and perpendicular velocities, while ω is the
gyro-frequency and B is the magnetic field.
As a result, ions in the positive temperature perturbation drifts faster while
the ions in the negative temperature perturbations drifts slowly. Hence the
density below the hot spot and above the cold spot is increased creating a
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density perturbation. This density perturbation creates electric field to main-
tain quasi-neutrality. E × B drift created by this electric field increases the
initial temperature perturbation and makes the perturbation unstable on the
bad curvature side where the temperature gradient and magnetic gradient are
in the same direction as shown in the Figure 1.5. While on the good curvature
side, temperature and magnetic gradient are anti-parallel thus reducing the
initial perturbation.
In the torus, bad curvature side is the outer region (Low field side) and good
curvature side is the inner region (High field side). Value of normal curvature is
negative maximum at bad curvature region, therefore ITG modes are expected
to be localised in the negative maximum region of normal curvature. Hence the
amplification of ITG modes depends on the region inside the toroidal geometry.
ITG modes are dominant if kθρi ≈ 0.1 where kθ is the wave number of the
most dominant mode in the poloidal direction and ρi is the ion larmor radius.
Ion temperature gradient ∇Ti is crucial for ITG modes, and there exists a
critical ion temperature gradient ∇Ti,critical. Below this gradient, the mode
is stable. However, the mode can also be stabilized by raising the density
gradient ∇ni. Due to this dependence of both, ∇Ti and ∇ni, the ITG is also
called ηi mode. ITG mode become unstable when the value of ηi is greater
than or equal to 1 [25]. Thus the expression for ηi reads
ηi =
∇Ti
∇ni >= 1 (1.9)
1.6 Discovery of H-mode
Despite the fact, turbulence is the most important hurdle to be overcome to
achieve high confinement time in fusion devices, this was overcome in the year
1982 when physicists at Max Planck Institute for Plasma Physics achieved a
discharge having high confinement time in ASDEX tokamak [26]. This com-
memorated moment was accomplished when the Neutral injection beam power
is increased to certain threshold value of 2.9 MW. Transition to this high con-
finement regime called H-mode is evidenced by rise in the value of line averaged
density, confinement time (τE) and plasma beta (βp) but with characteristic
drop in Hα/Dα signal which is the indication of expulsion of ionised particles
from the plasma. From the Figure 1.6, it can be seen that Neutral injection
beam is switched on at 1.17 s, plasma does not transition to H-mode instead
it stays in low confinement regime called as L-mode before making transition
to H-mode. In the Figure 1.7, electron temperature profile of H-mode plasma
is higher when compared to the L-mode even though the density profile is not
changed much but there is a formation of pedestal in both temperature and
density profiles in H-mode at r− rs = 2 cm. Hence, an important characteristic
of H-mode is the formation of this pedestal.
Several theories have been developed to explain the L-H mode transition
mechanism. Commonly accepted theory suggests that the reduction of the
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Figure 1.5: Mechanism of Toroidal ITG instability [24].
edge turbulence due to sheared plasma flows driven by a radial electric field is
the cause for L-H mode transition [27]. Most accepted model for the genera-
tion of the sheared flow is based on the interaction of the turbulence with the
poloidal flows which can be triggered by several mechanisms. One of them is
a predator-prey relation between the turbulence and the turbulence induced
flows, including so called zonal flows [28]. Zonal flows are toroidally (n=0)
and poloidally (m=0) symmetric radial perturbations. This model suggests
that first the turbulence level grows in the edge and the turbulent modes be-
gin to transfer energy to zonal flows. The zonal flow then starts to grow and
by the shearing mechanism extract kinetic energy from the turbulent eddies
and thus decreases the associated turbulent transport. The confinement im-
proves because of the reduced radial transport. The pressure gradient is then
increased together with the neoclassical electric field. The neoclassical elec-
tric field is a result of an initial Maxwellian distribution in the presence of
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Figure 1.6: Variation of Line averaged density, Hα/Dα signal, plasma beta and
confinement time during neutral beam injection [26].
temperature and density gradients, which evolves into a regime with a deep
radial electric field well in the region of the high gradients, creating a back-
ground flow shear. In this model the zonal flows trigger the transition to a
lower turbulence level, while the increased radial electric field reduces the re-
maining turbulence. Without the sufficient level of turbulence, the zonal flows
disappears and turbulence starts to grow again.
1.6.1 Edge Localised Modes
After the formation of pedestal, MHD phenomenon known as Edge Localised
Modes (ELMs) are triggered when the pressure at the pedestal crosses a certain
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Figure 1.7: Electron temperature and density profiles during Ohmic phase, L-
mode and H-mode [26].
threshold value. As a result, hot plasma is pumped out onto the walls of the
device. This can be seen in Figure 1.6 with the spikes in Hα/Dα signal during
H-mode. Once the pressure is reduced, the pedestal regrows again and the
H-mode is achieved as long as the input heating power is kept above a certain
threshold value. There are many different types of ELMs but one which is a
major concern for future devices are Type-I ELMs which is characterised by
large and periodic bursts. Type-I ELMs does not affect the confinement time
of the H-mode but instead the pump out of hot plasma onto the plasma facing
components (PFCs) of the fusion device, hence it is important to suppress
ELMs completely for future devices like ITER which is expected to be operated
in a no ELM regime. Pump out of hot particles onto the divertor will not only
damage it but causes radiative collapse of plasma due to the influx of high-Z
impurities from PFCs. Another ramification of ELMs in general is the ability
to trigger or couple to the Neoclassical Tearing Mode instability [29]. Despite
their negative effects, ELMs have the ability to flush out the impurities out
from the plasma during H-mode.
1.6.2 ELM suppression using RMPs
Controlling ELMs3 will be decisive for the success of future reactors. There
are two ways to reduce the impact of ELMs on the divertor plates. One is
3Here afterwards Type I ELMs will be called as ELMs for simplicity.
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to completely suppress the ELM by reducing the pressure over the pedestal
by triggering instability before the ELM becomes unstable and second is to
increase the frequency of small amplitude ELM-like bursts such that they de-
posit less energy each time on to the divertor plates. The first method is called
ELM suppression while second method is called ELM mitigation. Physicists
at DIII-D, had a knowledgeable idea to control ELM. The Idea is to reduce the
pressure at the pedestal by increasing the electron thermal diffusivity creating
a stochastic magnetic field at the edge [30]. This edge stochastic magnetic
field was created by using an I-coil present inside the vacuum vessel of DIII-D
tokamak but outside the plasma. The magnetic field produced by this I-coil
can be called Resonant Magnetic perturbations (RMPs) since they are small
in magnitude when compared to the background magnetic field and they are
pitch resonant with the background magnetic field on a particular rational
surface. The magnitude of current in the I-coil is increased from 2 kA to 4 kA
until the ELMs are completely suppressed. Density and temperature profiles
of electrona after the ELM suppression proved that there is no edge stochas-
ticization happening due to fact there is no change in temperature profile due
to high electron thermal diffusivity. Instead the pressure drop is happening
because of density pump-out which drops the density profile.
Complete understanding of the physics behind the response of the plasma
to the application of RMPs is not yet fully understood. Present understanding
of plasma response is mostly based on the MHD theory which fails to explain
the additional density transport during ELM suppression. Some experimen-
tal results suggests that this additional density transport can be due to the
turbulence process [31]. Thus understanding the role of turbulence during
the application of RMPs furthers our understanding the plasma response to
the application of RMPs and effective application of RMPs to future fusion
reactors.
1.6.3 Former studies on the role of turbulence during
application of magnetic perturbations
Before explaining the scope of the thesis work, it is important to highlight the
important results obtained from several experimental and simulation studies
in understanding the role of turbulence during the application of magnetic
perturbations (MP).
Initial experiments in DIII-D tokamak observed that density fluctuations
are the direct consequence of application of RMPs during ELM suppression
and the local changes in the density, gradient and shear damping occur at
slower timescale and does not necessarily the precursor cause for the observed
density fluctuations [31].
Numerical studies were performed to study the stability of KBMs (kinetic
ballooning modes) turbulence when the RMPs are applied in the DIII-D toka-
mak [32]. Radially local magnetic flux surface is constructed based on Local
3D-equilibrium theory. Based on the ideal ballooning stability theory, nu-
merical results proved that KBMs were unstable due to the changes in the
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local shear and magnetic curvature. Changes in the local shear and magnetic
curvature are toroidally localised implying the fact that KBM should also be
localised toroidally. This is confirmed experimentally when MHD-ballooning
instability (MHD equivalent of KBM) is found to be toroidally localised in the
ASDEX Upgrade tokamak during the application of MP [33]. Recent exper-
iments performed in the ASDEX Upgrade [34] and EAST tokamak [35] also
showed that there is toroidally asymmetric density fluctuations when the MPs
are applied. These asymmetric toroidal fluctuations could be linked to local
changes in the magnetic geometry.
Additionally, the global simulations were performed using gyrokinetic code
GTC in the pedestal region of DIII-D tokamak [36]. Simulation result showed
that there is no change in the linear and nonlinear stability of the electrostatic
and electromagnetic instabilities even when the amplitude of the RMPs is
increased by 10 times. These simulation studies lead to the possibility that
ideal MHD response of the plasma does not trigger the turbulence process
and hence non ideal effects based on resistive two fluid MHD model should
be included in the magnetic equilibrium construction in future gyrokinetic
simulations.
In summary, there are two contrasting results, one suggesting that local
changes in magnetic geometry could be producing turbulence and transport
while the other imply the need for inclusion of non-ideal MHD effects for doing
future gyrokinetic simulations.
1.7 Scope of Thesis
For the first time, the gyrokinetic code GENE-3D is used to study the effect
of local changes in the magnetic geometry due to the application of MP on the
ITG turbulence in the ASDEX Upgrade tokamak. As inputs, radial H-mode
profiles and magnetic geometry reconstructed by the application of MP in the
experiment performed in ASDEX Upgrade tokamak are used [34].
Thus the objective of this thesis is to answer the following three questions:
1. How the change in magnetic geometry due to the application of magnetic
perturbations affects the linear stability of ITG turbulence?
2. Similarly, is the non-linear physics of ITG turbulence affected by changes
in magnetic geometry?
3. Does the spatial distribution of density fluctuations follows the normal
curvature?
The first two questions aims to study the whether the ITG turbulence
can cause increase in heat transport when the MP are applied, while the last
question aims to answer whether the spatial distribution of density fluctuations
is affected, due to the changes in local magnetic geometry. Density pump out
effect due to ITG turbulence is not studied, since the simulations are performed
with electrons as adiabatic species.
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In the Chapter 2, details of the results obtained in the ASDEX Upgrade
experiment [34] are explained and then in Chapter 3, the gyrokinetic theory
derivation and its implementation into GENE-3D is explained in detail. In
Chapter 4, detailed explanation of the results of the linear and nonlinear ITG
simulations are given. Finally in Chapter 5, the summary of the simulation
results and scope for future work is presented.
Chapter 2
ELM Suppression in the
ASDEX Upgrade
2.1 Introduction
The focus of this chapter is to give an overview of the ASDEX Upgrade, results
obtained from the shot #34548 during ELM suppression and at the end a brief
description of magnetic equilibrium reconstruction from VMEC is given needed
as input for GENE-3D is given.
2.2 Overview of ASDEX Upgrade
ASDEX Upgrade (Axially Symmetric Divertor Experiment) began operation in
1991 with the objective of studying physics needed for operating future devices
like ITER. The major radius of ASDEX Upgrade is 1.65 m and the minor radius
is around 0.5 m, which is about a quarter of the size of ITER. Nonetheless,
ASDEX Upgrade is particularly suited to studying the physics phenomena
expected for ITER due to the similarities in magnetic configuration, divertor
geometry and plasma facing components. The fueling mixture used in ASDEX
Upgrade is mostly Deuterium and to some extent Hydrogen is used. Usage
of Tritium is avoided to prevent radioactive contamination of the reactor and
for easier handling. At ASDEX Upgrade, a divertor concept is used to reduce
the influx particles onto the plasma wall, where the boundary surface hits the
plasma walls with two strike lines in the lower part of the vessel. This concept
is realized by an additional coil placed in the bottom part of the vessel, which
modifies the magnetic field at the edge creating an X-point. The X-point
defines the last closed flux surface (LCFS). Flux surfaces outside of LCFS are
not closed but end in the divertor region. Impurity particles expelled from
the plasma are guided to the divertor where they are pumped away. Technical
details of ASDEX Upgrade are given in the Table 2.1.
For ELM mitigation and ELM suppression, ASDEX Upgrade tokamak con-
sists of two sets of eight in-vessel coils located on the Low field side (LFS) as
shown in the Figure 2.1. Both set of coils are distributed toroidally above and
below the midplane and are labelled as Bu and Bl coils respectively. These
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Table 2.1: Technical parameters for ASDEX Upgrade
Parameters Value
Major Radius 1.65 m
Minor Radius 0.5 m
Maximum magnetic field 3.1 T
Plasma current 0.4 to 1.6 MA
Ohmic Heating Power ≈ 1 MW
NBI Heating Power 20 MW at 60 and 100 keV
ICR Heating Power 6 MW at 30 to 40 MHz
ECR Heating Power 4 MW at 105 140 GHz
Pulse duration 10 s
magnetic perturbations (MP) coils are capable of producing the magnetic field
of the order 10−3Bt where maximum value of toroidal magnetic field Bt = 3.2
T. MP coils are capable of producing magnetic perturbations with toroidal
mode number n= 1 to 4 and can be rotated in the toroidal direction with a
maximum frequency of 1.2 KHz.
Figure 2.1: In-vessel coils for ELM control in ASDEX Upgrade [36].
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2.3 Overview of discharge #34548
Discharge #34548 uses 6 MW neutral beam power and 2.5–3 MW centrally
deposited ECRH power (frequency 140 GHz) in third harmonic X-mode (X3)
for transitioning to H-mode. Similarly, toroidal magnetic field Bt = - 1.8 T
(in the clockwise direction when looked from the top of the tokamak) and
the plasma current Ip=0.9 MA while the current in the magnetic perturbation
coil is around 1.2 kA. MP coils are switched ON at t=1.5 s, which showed
an increase in temperature but decrease in density. From the Figure 2.2, it
can be seen that ELM suppression for the discharge #34548 is achieved at
t=2.7 second when the density is dropped below 3.3× 1019m−3 due to density
pump-out. From t=3.0 to 7.0 s, magnetic perturbations are rotated toroidally
with a frequency of 0.5 Hz with toroidal mode number n=2 and poloidal mode
number m=8. This makes the magnetic perturbations non-resonant since the
edge safety factor is q95 = 3.65 but the magnetic perturbations are resonant
at the location where the safety factor is 4 (slightly outside the edge region).
Rotation of magnetic perturbations in toroidal direction helps in capturing the
displacement of the magnetic surface by tracking the density or temperature at
certain position using Li-Beam emission spectroscopy. During rotation, den-
sity fluctuations measured using Ka-band reflectometry reveals an asymmetry
in density fluctuations. Figure 2.3 shows a decrease in density fluctuations
during the decreasing zero crossing while there is an increase in density fluc-
tuations during increasing zero crossing of the displacement. These toroidally
asymmetric density fluctuations during decreasing and increasing zero crossing
can be attributed to stabilization of plasma turbulence and density pump-out
during ELM suppression [34].
2.4 Magnetic equilibrium reconstruction from
VMEC
In GENE-3D, two MHD equilibrium quantities are needed as inputs. The first
is the radial profiles of density and temperature for both ions and electrons
species and a second is the ideal MHD magnetic equilibrium. Ideal MHD
magnetic equilibrium is calculated by using VMEC (Variational Method Equi-
librium Code). VMEC makes several assumptions based on ideal MHD theory
for equilibrium construction, i.e. current and pressure are constant on the
magnetic flux surface and flux surfaces are nested within each other. Mini-
mum of the energy functional is numerically solved by VMEC for finding the
magnetic equilibrium and it reads
W =
∫
V
(
B20
2µ0
+
P
γ − 1
)
, (2.1)
where γ is the adiabatic index, µ0 is the vacuum permeability and P is the
pressure at radial positions. Inputs needed for running VMEC are the shape
of the outermost flux surface, radial profiles of pressure, current and safety
24 2. ELM Suppression in the ASDEX Upgrade
Figure 2.2: Main plasma parameters during ELM suppression for discharge
#34548 [34].
Figure 2.3: The simulated separatrix position (top), integrated power (middle)
and spectrogram (bottom) of the Ka-band reflectometry [34].
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factor. It is sufficient to give any of the 3 inputs and VMEC will try to find
the fourth input that minimizes the energy functional and the corresponding
magnetic equilibrium. Since the axial symmetry of the magnetic equilibrium
is broken, inputs should be given for different toroidal angles. For this input
from 2D CLISTE equilibrium is calculated at various toroidal positions are
used for getting the shape of the outermost flux surface. Similarly, radial pro-
files of pressure, current and/or safety factor at various toroidal positions are
given. Once the 3D equilibrium with magnetic perturbations is calculated, the
equilibrium without magnetic perturbations is calculated by extracting the ax-
isymmetric component from the 3D equilibrium. The magnetic equilibrium for
the magnetic perturbation case used in this thesis work has toroidal symmetry
of n=2.
Chapter 3
Gyrokinetic theory and
GENE-3D
The intent of this chapter is to give a detailed explanation of the gyrokinetic
theory derivation in the electrostatic limit. These derived gyrokinetic equation
are implemented in GENE-3D for studying electrostatic turbulence processes
in a 3D geometry. Finally an overview of the gyrokinetic code GENE-3D is
given along with the normalised version of gyrokinetic equations implemented
in GENE-3D.
3.1 Introduction
One of the fundamental ways for describing the plasma dynamics is through
the kinetic description. The kinetic description uses the probability distribu-
tion function for describing the time evolution of particles in a phase space
volume. This distribution function depends on two particle distribution func-
tion and the two particle distribution function depends further on three par-
ticle distribution function and so on. This is called as BBGKY (Bogoli-
ubov–Born–Green–Kirkwood–Yvon) hierarchy. However this hierarchy can be
terminated if two particle correlations are considered weak. This is appropri-
ate for fusion core plasmas where there is a large number of particles inside
the Debye sphere which makes the potential energy due to nearest neighbour
interaction much less when compared to the kinetic energy of the particles.
As a result, the Fokker-Planck equation is obtained. The Fokker-Planck
equation becomes Vlasov equation when there are no collisions. The Vlasov
equation gives the time evolution of distribution function (statistical descrip-
tion) for each particle species under the influence of external electromagnetic
fields. Hence Vlasov equation below has to be self-consistently solved along
with Maxwell system of equations (or Poisson equation if only electric field is
present) to find the time evolution of the distribution function Fj as shown
below:
∂Fj
∂t
+ x˙
∂Fj
∂x
+ v˙
∂Fj
∂v
= 0, (3.1)
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and if only electric field is present,
−∇2φ = 1
0
∑
i
ni(x)qi, (3.2)
where φ is the electrostatic potential, ni and qi are the density and the charge
of the species ’i’.
Numerically simulating Vlasov equation in present day super computers for
studying turbulence in realistic tokamak or stellarator geometries is computa-
tionally expensive. When a charged particle is placed in a magnetic field, it
experiences a gyration along the magnetic field line. This gyration of a particle
along field line causes drift which impact turbulence processes. But the exact
knowledge of the position of the particle in the gyroorbit is not needed but
instead the position of the gyrocentre would be sufficient for understanding the
turbulence processes and the consequent transport. Hence by averaging the
gyromotion, dimension of the Vlasov equation is reduced from 6D to 5D mak-
ing equation computationally feasible to solve in present day supercomputers.
This resulting 5D equation along with the corresponding Maxwell equations
are called as the Gyrokinetic equations. If the magnetic field is temporally and
spatially uniform, then the gyroaveraging of the particle position and velocity
can be done easily since none of the quantities changes along the gyro orbit or
in other words on the gyroangle. But the derivation of gyrokinetic equation
is mainly considered with the gyroaveraging of the particle motion when the
magnetic field is not spatially uniform and also when there are small ampli-
tude fluctuations in magnetic and electric potentials varying over the length
scale of Larmor radius. This anisotropy of the fields, introduces the gyroangle
dependence in to the particle motion. In this scenario, gyroaveraging is done
by using a mathematical technique called as phase-space transformation based
on Lie Transformation method such that the phase-angle dependence of the
system due to fluctuations is asymptotically removed up to a certain order.
Little John was the first person to employ Lie perturbation technique to guid-
ing centre theory for deriving the gyro kinetic equation. Later, self consistent
and energy conserving gyrokinetic derivation for tokamak plasmas was devel-
oped by A.J Brizard [37] and T. Hahm [38]. Gyrokinetic theory based on Lie
transformation method in the dissertation of A.J Brizard [39] will be a good
starting point for understanding the modern gyrokinetic theory derivation.
3.2 Gyrokinetic orderings
Important experimentally observed properties of the turbulence in magnetized
fusion plasmas justifies the use of gyrokinetic equations and gives the ordering
parameter needed for Lie Transformation method. There are essentially three
ordering parameters which describe the properties of turbulence and they are
δ, B and Ω.
• In the core of the fusion plasmas, amplitude of fluctuations are rela-
tively small when compared to background quantities. For example,
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density fluctuations are of one order less than background density i.e
δn/n ≈ δ << 1.
• Fluctuations in the parallel direction are considered weak when compared
to it’s perpendicular counterpart. As a result the parallel fluctuation
wavelength can be up to several metres while perpendicular wavelength
is of order of several gyro radii. This can be expressed mathematically
as k||/k⊥ ≈ B  1.
• Characteristic mean frequency of turbulence process are on the order of
the diamagnetic drift frequency (ωD). For typical plasma parameters,
the diamagnetic frequency is much smaller than the gyro frequency Ω.
Hence, ωD/Ω ≈ ω  1.
• Fluctuations in the perpendicular direction to the magnetic field are on
the order of the Larmor radius ρ, while the spatial variations of the
equilibrium quantities density (n0), Temperature (T0) are on the order
of the major radius R of the Tokamak (Stellarator) device. Therefore
ρ/R ≈ B  1.
• Though the perturbations are very small in magnitude but their gra-
dient is of the same order of the gradient of the equilibrium quantity,
∇δn/∇n ≈ 1.
• Finally, we take the the E1×B velocity due to the perturbed potential to
be an order smaller than the thermal velocity E1
B
≈ δvth. Similarly both
curvature and gradient B drifts are one order smaller than the thermal
velocity. While E×B drift velocity is of same order of thermal velocity.
In summary, gyrokinetic orderings discussed above can be expressed math-
ematically as below:
ω
Ω
≈ δn
n
≈ δT
T
≈ k||
k⊥
≈ ρ
Lno
≈ ρ
LTo
≈ ρ
R
≈ E1
vthB
≈ eφ1
T
≈  << 1,
k⊥ρ ≈ 1.
(3.3)
Similarly
∇⊥f ≈ f
ρ
,∇⊥F0 ≈ F0
L
,∇||f ≈ f
L
≈ . (3.4)
These ratios are useful for cancelling terms during gyrokinetic derivation.
For the purpose of gyrokinetic derivation, the ratios B ≈ δ ≈ ω ≈  are con-
sidered equal and equations are derived up to first order in .
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3.3 Steps involved in gyrokinetic equation deriva-
tion
1. Coordinates of particles in the electromagnetic field is transformed from
phase space coordinates to the guiding centre coordinates by using one-
form formulation. (Subsections 1a and 1b)
2. Gyroangle dependence is removed by averaging for the unperturbed quan-
tities but for the perturbed quantities Lie transformation is utilized. The
resulting gyrocentre one form equation in gyrocentre coordinates is used
to establish the Lagrangian. Obtained One form Lagrangian is for elec-
tromagnetic perturbations. Since GENE-3D is implemented considering
only the electrostatic perturbation, terms containing the perturbations
in the magnetic field are removed to get the one form Lagrangian for the
electrostatic limit. (Subsection 2)
3. From the new one form Lagrangian, Euler-Lagrangian equation is used
to find the expression for the terms X˙ and v˙|| for substituting in the
gyrokinetic Vlasov equation. (Subsections 3a and 3b)
4. Furthermore, splitting the distribution function in an equilibrium and a
perturbed part proves beneficial in terms of computational effort. After
splitting, only the first order terms of gyrokinetic Vlasov equation is
evolved in time in GENE-3D. (Subsection 4)
5. By taking the zeroth order moment of the perturbed distribution func-
tion, perturbed potential φ1 is determined by using the Poisson Equation
3.2. (Subsection 5)
6. For instance, it makes sense to utilize the anistropy of plasma turbulence
and employ some corresponding approximations. For this purpose, a
coordinate system has to be established which is aligned with respect to
the magnetic field. Finally the first order terms of gyrokinetic Vlasov
equation is expressed in the field aligned coordinates for implementation
in GENE-3D. (Subsection 6)
1a - Transformation of the equilibrium part to the guid-
ing centre coordinates
Lagrangian of a particle having velocity v in equilibrium magnetic field B and
electric field E can be expressed using the fundamental one form1:
γ0 = γidz
i = (mv + ZeA(x))dx−
(
1
2
mv2 + Zeφ0(x)
)
dt, (3.5)
1One form is basically a equivalent of vector in the dual space.
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where i is the indices of the phase space coordinates, A is the vector potential
and φ is the electric potential.
Equation 3.5 is in phase space coordinates and should be transformed to
guiding center coordinates to average out the gyro motion (i.e to remove gyro
angle). Phase space coordinates to guiding center coordinates transformation
can be expressed as
X(x,v) = x− r = x− ρ(x,v)a(x,v),
v||(x,v) = v · b(x),
µ(x,v) =
mv2⊥
2B(x)
,
θ(x,v) = cos−1
(
1
v⊥(x)
(b(x)× v) · e1)
)
.
(3.6)
The new coordinates are the position of the centre of the particle’s gyroorbit,
or guiding-centre X, the particle velocity parallel to the equilibrium magnetic
field v||, the magnetic moment µ and the gyrophase θ. b(x) is the unit vector
in the direction of the equilibrium magnetic field and ρ(x,v)a(x,v) is the
vector pointing from the guiding-centre to the particle’s position. Its direction
is determined by the unit vector a and its length is the Larmor radius given
by
ρ(x,v) =
mv⊥(x)
|Z|eB(x) , (3.7)
where v⊥ is the velocity of the gyromotion, or Larmor velocity. The unit
vector a can be expressed in a local orthonormal basis as the function of the
gyroangle:
a(θ) = e1 cos (θ) + e2 sin (θ). (3.8)
The vectors b, e1 and e2 form a local right-handed Cartesian coordinate system
at the guiding-centre position. Now the one form Equilibrium Lagrangian γ0
in the guiding center coordinates is expresses as
Γ0j = γ0i
dzi
dZj
. (3.9)
Here Zj are the guiding center coordinates and zi are the phase space coordi-
nates. Now Equation 3.6 has to be inverted to express phase space coordinates
in terms of guiding center coordinates but problem occurs for the particle po-
sition coordinate x since the Larmor radius ρ depends on the magnetic field at
the particle’s position x. Hence Larmor radius ρ is expanded using Taylor ex-
pansion2 around the guiding center coordinate X and the resulting expressions
2Taylor expansion can be done since the equilibrium magnetic field varies over the scale
length LB and
ρ
LB
= B << 1.
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for X and ρ are
x = X + ρ(x)a(θ),
ρ(x) ≈ ρ(X) +
(
∂ρ(x)
∂x
)
X
+O((ρ(x)a(θ))2).
(3.10)
By keeping only the zero order term in the Taylor series, ρ(x) ≈ ρ(X), equation
for x becomes
x(X, θ) ≈ X + ρ(X)a(θ). (3.11)
Similarly velocity v in phase space coordinates can be expressed in terms of
guiding center coordinates:
v(x) = v||b(x) + v⊥ = v||b(x) +
√
2µ(x)B(x)
m
a˙(θ), (3.12)
where a˙(θ) = ∂a
∂θ
. Since the v|| depends on the magnetic field at ’x’, by using
Taylor expansion around X up to zero order. Expression for v is
v(X,v||, µ, θ) ≈ v||b(X) +
√
2µ(X)B(X)
m
a˙(θ). (3.13)
Thus phase space coordinates (x,v) are expressed in terms of guiding center
coordinates. Now one form equilibrium Lagrangian can be transformed to
guiding center coordinates using Equation 3.9.
ΓXi = γ0
dzj
dXi
,
ΓXi = γ0x
dxj
dXi
+ γ0v
dvj
dXi
,
dxj
dXi
= δji +
dρ(X)
dXi
aj(θ),
(3.14)
where γ0x is the component of γ0 containing terms dx and similarly γ0v con-
taining terms dv (from Equation 3.5 it is apparent that γ0v is zero). Thus the
expression for ΓXi is
ΓXi = (mvj + ZeAj(x))
dxj
dXi
,
ΓXi = (mvj + ZeAj(x))
(
δji +
dρ(X)
dXi
aj(θ)
)
.
(3.15)
In Equation 3.15, term vj is expanded using in Taylor series as in equation
3.13 and keeping terms up to first order and noting that a(θ) is perpendicular
to both a˙(θ) and b(X), we obtain
ΓXi =mv||bi(X) + m
√
2µ(X)B(X)
m
a˙(θ) + ZeAi(X)
+(ZeAj(X))
dρ(X)
dXi
aj(θ),
(3.16)
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< ΓXi >=
1
2pi
∫ 2pi
0
ΓXidθ. (3.17)
Gyro averaging Equation 3.16:
< ΓXi >=
1
2pi
∫ 2pi
0
ΓXidθ,
< ΓXi >= mv||bi(X) + ZeAi(X).
(3.18)
Terms containing a and a˙ will be zero under gyroaveraging since they have
sin and cos terms. Parallel velocity component is zero in the guiding center
approximation and the µ component is given by
Γµ = Ze(Ai(X))
∂ρ(X, µ)
∂µ
ai(θ). (3.19)
Under gyroaveraging, Equation 3.19 becomes zero. The gyroangle component
is
Γθ = γ0x
dxi
dθ
=
√
2µmB(X)ρ(X) + ZeA(X)a˙(θ)ρ(X),
=
2µm
Ze
+ ZeA(X)a˙(θ)ρ(X),
< Γθ > =
2µm
Ze
.
(3.20)
Hamiltonian part does not change under transformation. Therefore Hamilto-
nian part in guiding centre coordinates is
< Γt >= −
(
1
2
mv2|| + µB(X) + Zeφ0(X)
)
. (3.21)
Finally, the transformed one form in guiding center coordinates is
< Γ >= (mv||b(X) + ZeA(X))dX +
(
2µm
Ze
)
dθ −
(
1
2
mv2|| + µB(X) + Zeφ0(X)
)
dt.
(3.22)
1b - Transformation of the perturbed part to the guiding
centre coordinates
In this section the fluctuations are added to the guiding-centre Lagrangian,
and a transformation is derived that removes the gyrophase dependence of the
perturbations up to first order in . Now we introduce the magnetic field (B1)
and electric field (E1) perturbations to the equilibrium magnetic field (B0)
and electric field (E0): Hence the total electric (φ) and magnetic potential
(A) can be expressed as:
A = A0 + A1 ⇒ B = B0 + B1,
φ = φ0 + φ1 ⇒ E = E0 + E1.
(3.23)
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After the introduction of perturbations, particle phase space Lagrangian be-
comes
γ =γ0 + γ1,
γ0 =(mv + ZeA0(x))dx−
(
1
2
mv2 + Zeφ0(x)
)
dt,
γ1 =ZeA1(x)dx− Zeφ1(x)dt.
(3.24)
The above Lagrangian has to be transformed first from particle phase space to
guiding-center phase space and then to gyrocenter phase space. The guiding-
centre transformation of the equilibrium part (γ0) has been completed in sec-
tion 3.3. The transformation of the perturbed part of the Lagrangian (γ1) is
analogous to the calculation shown there. An important difference arises from
the fact that fluctuating quantities vary on a small length scale and there-
fore Taylor expansion around the guiding-centre cannot be done. Their values
have to be taken at the particle position which is a function of the gyroangle
in guiding-centre coordinates.
The spatial components of the perturbed guiding centre one-form are cal-
culated as below:
Γ1,Xi =γ1,j
dzj
dXi
= ZeA1,j(x)
(
δji +
∂ρ(X)
dXi
aj(θ)
)
=ZeA1,i(x) + Ze
∂ρ(X)
dXi
A1,j(x)a
j(θ)
≈ZeA1,i(x).
(3.25)
The final approximation can be made because the second term contains ∂ρ(X)
dXi
A1 ≈
ρ2 and therefore can be neglected. The parallel velocity component remains
zero since there are no terms added in the perturbed part:
Γ1,v|| = 0. (3.26)
Transformation of the perturbed µ component is
Γ1,µ =ZeA1,j(x)
ρ(X)
2µ
aj(θ)
=
Z
|Z|
1
v⊥(X, µ)
A1(x)a(θ).
(3.27)
Last remaining transformation of θ component is
Γ1,θ =ZeA1,j(x)ρ(X)
daj(θ)
dθ
=
Z
|Z|
2µ
v⊥(X, µ)
A1(x)
da(θ)
dθ
.
(3.28)
34 3. Gyrokinetic theory and GENE-3D
Hamiltonian part as expected remains untransformed:
Γ1,t = −Zeφ1(x). (3.29)
Thus the perturbed part of the one-form in the guiding centre phase space is
Γ1 = ZeA1(x)dX +
Z
|Z|
A1(x)a
v⊥(X, µ)
dµ+
Z
|Z|
2µ
v⊥(X, µ)
A1(x)
da(θ)
dθ
− Zeφ1(x).
(3.30)
Now Equation 3.30 has to be gyroaveraged to remove the θ dependence from
the perturbed guiding center Lagrangian by using Lie transform method.
2 - Gyrocentre transformation using Lie transform
According to the Lie Transform theory, the equilibrium and the perturbed
Lagrangian can be transformed as below:
Γ0 = Γ0,
Γ1,i = Γ1,i −Gji
(
∂Γ0,i
∂xj
− ∂Γ0,j
∂xi
+
∂Si
∂xi
)
,
(3.31)
where xi are coordinates of the guiding center and G
j
i are the components of
the generating vector field. The Generating vector fields are constructed such
that the magnetic moment is conserved in the new coordinates and they are
as follows:
G1,t = 0→ No transformation in time,
Γ1,v|| = 0→ no v|| component exists in 3.26, hence it will also be zero in new coordinates,
Γ1,µ = 0→ no µ component, needed for conservation of magnetic moment,
Γ1,θ = 0→ no θ component, again needed for conservation of magnetic moment,
Γ1,X = Ze < A1(x) >→ the transformation leads to the gyroaverage.
(3.32)
By Equation 3.31, each component of the perturbed Lagrangian is transformed
[40] accordingly to remove the gyroangle dependence.
As a result, the total gyrocentre Lagrangian becomes
Γ =Γ0 + Γ1 = (mv||b0(X) + ZeA0(X) + Ze < A1(x) >)dX +
2µm
Ze
dθ−(
1
2
mv2|| + µB0(X) + Zeφ0(X) + Ze(< φ1(x) >)− Ze < A1(x)v⊥(X, µ, θ) >
)
dt.
(3.33)
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Now if we consider only the electric perturbations and ignore the magnetic
perturbations (A1), Equation 3.33 becomes
Γ =Γ0 + Γ1 = (mv||b0(X) + ZeA0(X))dX +
2µm
Ze
dθ−(
1
2
mv2|| + µB0(X) + Zeφ0(X) + Ze(< φ1(x) >)
)
dt.
(3.34)
Only the above Equation 3.34 will be used in further derivation because GENE-
3D is implemented considering the equilibrium electric field and perturbed
electric potential. Now in Equation 3.34, the term < φ1(x) > has to be gyroav-
eraged to remove the theta dependence and the expression for gyroaveraging
of < φ1(x) > reads
φ¯1(X) =< φ1(x) >=
1
2pi
∮
dθφ1(X + ρ(X)). (3.35)
Finally substituting Equation 3.35 in Equation 3.34, we get
Γ = Γ0 + Γ1 =(mv||b0(X) + ZeA0(X))dX +
2µm
Ze
dθ−(
1
2
mv2|| + µB0(X) + Ze(φ0(X)) + Ze(φ1(X))
)
dt.
(3.36)
3a - Gyrokinetic Vlasov equation
The time evolution of the distribution function in the phase space is described
by the Vlasov equation as below:
∂F
∂t
+ x˙
∂F
∂x
+ v˙
∂F
∂v
= 0. (3.37)
The above Vlasov equation can be expressed in the gyrocenter coordinates as
shown in 3.38 and since the gyrophase (θ) is averaged out, the total derivative
of the gyrocenter magnetic moment is zero (conservation of magnetic moment),
as a result Vlasov equation in guiding centre coordinates is
∂Fgy
∂t
+ X˙
∂Fgy
∂X
+ v˙||
∂Fgy
∂v||
= 0. (3.38)
Two important modifications have to be performed on Equation 3.38 and they
are as follows:
1. Terms X˙ and v˙|| have to be calculated from the gyrocentre Lagrangian
through the Euler–Lagrange equation3.
2. Performing δf splitting where the total distribution function f will be
decomposed into a sum of an equilibrium and a perturbed part: F = F0+
f where f
F0
≈ δ.
3 Poisson bracket can also be used to derive the equations of motion.
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3b - Euler Lagrange equation in the non-canonical coor-
dinates
Euler-Lagrange equation for the canonical coordinates is a well known equation
but the gyrocentre Lagrangian equation is in non-canonical coordinates, there-
fore the appropriate Euler-Lagrange equation in non-canonical coordinates is
∂γi
∂t
+
∂H
∂Zi
=
(
∂γj
∂Zi
− ∂γi
∂Zj
)
dZj
dt
, (3.39)
where Symplectic matrix is
ωi,j =
(
∂γj
∂Zi
− ∂γi
∂Zj
)
,
γX = mv||b0(X) + ZeA0(X),
γθ =
2µm
Ze
,
H =
(
1
2
mv2|| + µB0(X) + Zeφ0(X) + Ze(< φ1(x) >)
)
.
(3.40)
By using the above relation in Equation 3.40, the equations of motion are
obtained as below [40]:
mv˙||b0 − ZeX˙×B∗0 = −Ze∇(φ1)− Ze∇(φ0)− µ∇(B0),
v|| = b0.X˙,
µ˙ = 0,
θ˙ = ωL +
Ze
m
∂
∂µ
(Zeφ1).
(3.41)
Time evolution of the gyrocentere position X˙ can be found by taking cross
product with b0 and it is given by
X˙ = b0v|| +
mv2||
ZeB0
(∇× b0)⊥ − 1
B0
(E0 + E1)× b0 + µ
ZeB0
∇(B0)× b0,
(3.42)
where E0 = −∇φ0 and E1 = −∇φ1. Finally, equations of motion is given by
X˙ = v||b0 + (vE×B + v∇B0 + vc),
v˙|| =
(
v||
mv||
+
1
mv||
(vE×B + v∇B0 + vc)
)
(ZeE0 + ZeE1 − µ∇(B0)),
(3.43)
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where the expression for drift terms are
vE×B =
(E0 + E1)× b0
B0
,
v∇B0 =
µ
ZeB0
b0 ×∇B0,
vc =
mv2||
ZeB0
(∇× b0)⊥.
(3.44)
Substituting equations for X˙ and v˙|| in Equation 3.38, we obtain the gyroki-
netic Vlasov equation:
∂Fgy
∂t
+
(
v|| + (vE×B + v∇B0 + vc)
)(
∇Fgy + 1
mv||
(−Ze(∇φ0 +∇φ1)− µ∇(B0))
∂Fgy
∂v||
)
= 0.
(3.45)
4 - δF splitting of distribution function
By splitting the distribution function in to an equilibrium Maxwellian part
and a perturbed part, we presume that the plasma is in equilibrium and the
corresponding distribution function is Maxwellian and now if the plasma is
perturbed due to electric potential (or magnetic potential) turbulence starts to
develop and the changes in the Maxwellian distribution function is contained
in the distribution function f . Therefore distribution function f is evolved
in time due to turbulence processes and the Maxwell distribution function is
evolved in time due to neoclassical effects (non-turbulence effect). In GENE-
3D, only the f distribution function is evolved in time to study the turbulence
process. In this section, f splitting of Equation 3.45 is done for implementation
in GENE-3D. the total distribution function can be split in to, Fgy = F0 + f
and ∂F0
∂t
= 0 (since F0 is Maxwellian). Thus Equation 3.45 becomes
∂f
∂t
+
(
v|| + (vE×B + v∇B0 + vc)
)
.
(
(∇F0 +∇f)+ 1
mv||
(−q(∇φ0 +∇φ1)− µ∇B0)(
∂F0
∂v||
+
∂f
∂v||
)
)
= 0,
(3.46)
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In the above equation Ze is replaced by q for convenience. Further re-arranging
the terms, Equation 3.46 becomes
−∂f
∂t
=
(
v|| + (v∇B0 + vc)
)(
∇F0 − µ
mv||
∇B0∂F0
∂v||
)
+
(
vE×B
)(
∇F0 − µ
mv||
∇B0∂F0
∂v||
)
+
(
v|| + (vE×B + v∇B0 + vc)
)(
1
mv||
(−q(∇φ0 +∇φ1))
∂F0
∂v||
)
+(
v|| + (vE×B + v∇B0 + vc)
)(
∇f + 1
mv||
(−q(∇φ0 +∇φ1)− µ∇B0)
∂f
∂v||
)
.
(3.47)
In GENE-3D, only the first order terms from the above Equation 3.47 are
evolved in time while the zeroth and second order terms are neglected. The
zero order terms are
dF0
dt
=
(
v|| + vE0×B
)(
∇F0 − µ
mv||
∇B0∂F0
∂v||
− q∇φ0
mv||
∂F0
∂v||
)
. (3.48)
The first order terms are
−∂f
∂t
=
(
(vE0×B + v∇B0 + vc)
(
−q∇φ1
mv||
∂F0
∂v||
))
+
(
(vE1×B)
(
−q∇φ0
mv||
∂F0
∂v||
))
+
(
v|| + (vE×B + v∇B0 + vc)
)
∇f − (q∇φ0 + µ∇B0)
m
∂f
∂v||
+vE1×B
(
∇F0 − µ
mv||
∇B0∂F0
∂v||
)
− q∇φ1
m
∂F0
∂v||
+(vE0×B + v∇B0 + vc)
(
(q∇φ0 + µ∇B0)
mv||
∂f
∂v||
)
.
(3.49)
There are other first order terms which are neglected because they do not
depend on perturbed distribution function f . These terms represent transport
due to neoclassical processes and are given below:
(v∇B0 + vc + vE1×B)
(
∇F0 − µ
mv||
∇B0∂F0
∂v||
)
. (3.50)
Finally second order terms are
(vE1×B)
(
−q∇φ1
mv|
∂F0
∂v||
)
− −q∇φ1
m
∂f
∂v||
+
(vE×B + v∇B0 + vc)
(
−q∇φ1
mv||
∂f
∂v||
)
+vE1×B
(
−q∇φ0 − µ∇B0
mv||
∂f
∂v||
)
.
(3.51)
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Cancelling terms which are orthogonal to each other and ignoring the parallel
non-linearity terms, first order gyrokinetic Vlasov equation becomes
∂f
∂t
+ v||Γ− µ
m
b · ∇B0 ∂f
∂v‖
+ (v∇B + vc)Γ + vE×B∇f
+vE1×B
(
∇F0 + µ∇B0F0
T0
)
,
(3.52)
where Γ = ∇f + q
T0
F0∇φ1.
5 - Gyrokinetic Poisson equation
In order to obtain a closed system of equations, the perturbed electric field
must be calculated with Poisson equation. In typical fusion plasmas the Pois-
son equation is replaced by the quasi-neutrality condition. This means that
any deviation from neutrality can only happen at small length scales (within
the Debye sphere) and on a time scale (plasma frequency) much shorter than
that of the fluctuations. The well-known Poisson equations becomes
−∇2φ1 = 1
0
∑
i
ni(x)qi =
1
0
∑
i
n1,i(x)qi = 0, (3.53)
where ni is the total density and n1,i is the perturbed density which causes the
perturbed potential φ1.
The above equation contain densities of particles that can be expressed by
taking the moments of the particle’s phase space distribution function. The
Vlasov equation, however, describes the evolution of the distribution function
in the gyrocentre phase space. The connection between them is recovered by
expressing the particle moments with the guiding-centre distribution function
and by pulling back the gyrocentre distribution function back to the guiding-
centre phase space by using the pull-back operator. Since the perturbed po-
tential φ1 depends only on n1,i, zeroth-order moment of perturbed distribution
function fi needs to be calculated for finding n1,i and its expression is given
below:
n1,i =
∫
fi(x,v)d
3v, (3.54)
In guiding center coordinates the above equation reads
n1,i =
∫
δ(X + r− x)fi,gc(X, v||, µ, θ)Jd3Xdv||dµdθ, (3.55)
where δ function is used to constrain the value of X to be equal to guiding
centre point for the respective r = ρa(θ) (vector from guiding centre to the
particle position) and x (particle position). The Jacobian, J, associated with
transformation from Cartesian to guiding centre coordinates can be expressed
as below:
Jg =
1
m3
√
|ωλν |, (3.56)
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where ωλν is the Lagrange tensor is defined as
ωλν =
∂Γ0,ν
∂Zλ
− ∂Γ0,λ
∂Zν
, (3.57)
where Γ0 is the unperturbed gyrocentre one form which is calculated previously
3.22 and ν, λ = Xg, v||, µ, θ. Therefore the Jacobian J reads
Jd3Xdv||dµdθ =
m2B0(X)
m3
d3Xdv||dθ (3.58)
By substituting the Jacobian obtained into Equation 3.55, equation for per-
turbed density is obtained:
n1,i(x) =
∫
δ(X + r− x)fi,gc(X, v||, µ, θ)B0(X)
m
d3Xdv||dµdθ. (3.59)
Now the guiding centre distribution function Fi,gc has to be expressed in the
known gyrocentre distribution function Fi,gy using the pull-back operator.
Fgc = e
LG1Fgy ≈ (1 + LG1)Fgy = Fgy + Gν1
∂Fgy
∂Zν
. (3.60)
By performing δf Splitting and using the fact that F0 remains the same under
gyro centre to guiding centre transformation, we get
fgc = fgy + G
ν
1
∂Fgy
∂Zν
. (3.61)
which can be expressed as [40]
fgc = fgy − F0
T
(qφ˜1). (3.62)
The second term in Equation 3.62 describes the polarization effects of the
fluctuations on the gyro orbit. Substituting equation for fgc in Equation 3.59
gives
n1,i(x) =
1
m
∫
B0(X)δ(X + r− x)
(
fgy − F0
T
(qφ˜1)
)
dXdv||dθdµ
=n− 1
m
∫
B0(X)δ(X + r− x)
(
F0
T
(qφ˜1)
)
dXdv||dθdµ,
(3.63)
where n = 1
m
∫
B0δ(X + r− x)fgydXdv||dθdµ is the density of gyrocentres. In-
tegration of term fgy over dθ is replaced by gyro average, hence 2pi is multiplied
to equation and integration in X is simpler due to the delta function. Therefore
n becomes,
n =
2pi
m
∫
B0(X)δ(X + r− x)fgydXdv||dθdµ,
=
2pi
m
∫
dµdv|| < fgy(x− r) > B0(X).
(3.64)
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The second part of Equation 3.63 can be simplified further by splitting the
oscillating part of perturbed potential φ˜1 = φ1− < φ1 >. Thus the expression
for perturbed density n1,i is
n1,i(x) =n− 1
m
∫
B0(X)δ(X + r− x)F0
T
q(φ1− < φ1 >)dXdv||dθdµ. (3.65)
From the second part of Equation 3.65 containing the φ1 can be simplified
further because φ1 does not depend on the guiding centre coordinates and dθ
integration is replaced by gyroaverage. This yields
−qφ1
Tm
∫
dXdv||dθdµδ(X + r− x)B0(X)F0 =−2piqφ1
Tm
B0(X)n0. (3.66)
The next part containing the < φ1 > depends on X and since F0 and B0 varies
on the macroscopic length hence can be considered independent of X. This
gives
q
Tm
∫
dXdv||dθdµδ(X + r− x)B0(X)F0 < φ1 > =2piq
Tm
∫
dµdv||F0B0(X) << φ1(x− r) >> .
(3.67)
The equation for n1,i(x) is just a sum of Equations 3.64, 3.66 and 3.67. Thus
equation for n1,i(x) is
n1,i(x) =
2pi
m
∫
dµdv|| < fgy(x− r) > B0(X),
−2piqφ1
Tm
B0(X)n0 +
2piq
Tm
∫
dµdv||F0B0(X) << φ1(x− r) >> .
(3.68)
Substituting the above equation in Equation 3.53, we obtain
0 =
1
0
∑
i
qi
(
2pi
mi
∫
dµdv|| < fgy(x− r) > B0(X)− 2piqiφ1
Timi
B0(X)n0+
2piqi
Timi
∫
dµdv||F0B0(X) << φ1(x− r) >>
)
.
(3.69)
Rearranging the terms:
1
0
∑
i
qi
(
2piqiφ1
Timi
B0(X)n0 − 2pi
mi
∫
dµdv|| < fgy,i(x− r) > B0(X)
)
=
1
0
∑
i
qi
(
2piqi
Timi
∫
dµdv||F0B0(X) << φ1(x− r) >>
)
.
(3.70)
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After further simplification, Equation 3.70 becomes∑
i
((
q2i φ1
miTi
)
n0 − qi
mi
∫
dµdv|| < fgy,i(x− r) >
)
=
∑
i
(
q2i
Timi
∫
dµdv||F0 << φ1(x− r) >>
)
.
(3.71)
In the R.H.S of Equation 3.72, << φ1(x− r) >> is independent of v|| therefore
F0 can be integrated over v||:∑
i
((
q2i φ1
miTi
)
n0 − qi
mi
∫
dµdv|| < fgy,i(x− r) >
)
=
∑
i
(
q2i
miTi
∫
dµn0e
µ′ mi
2piTi
<< φ1(x− r) >>
)
,
(3.72)
where eµ′ = e−
µB0
T0 . Finally, the expression for gyrokinetic Poisson equation is∑
i
((
q2i φ1
miTi
)
n0 − qi
mi
∫
dµdv|| < fgy,i(x− r) >
)
=
∑
i
(
q2i
2pimiT2i
∫
dµn0e
µ′ << φ1(x− r) >>
)
.
(3.73)
Adiabatic electron case
For studying turbulence processes which take place at ion-gyro radius spatial
scale and ion drift velocity time scale. It’s computationally cheaper to treat the
electron as an adiabatic species meaning they react immediately to the elec-
trostatic potential when compared to the time scale of the turbulence process.
In this case, perturbed electron density is evolved in time by using Boltzmann
equation instead of gyrokinetic Equation 3.52 and it reads
n1,e(x) = N(x)exp
(
eφ1(x)
Te(x)
)
. (3.74)
Expanding the term exp
(
eφ1(x)
Te(x)
)
up to first order in eφ1(x)
Te(x)
≈ , we obtain
n1,e(x) = N(x)
(
1 + eφ1(x)
Te(x)
)
. The equation for N(x) can be calculated by
assuming that the perturbed electron density cancels on average over a given
flux surface [41]. Thus the final equation for perturbed electron density is
n1,e(x) =
n0,e(x)
T0,e(x)
e(φ− < φ1 >FS). (3.75)
where < φ1 >FS is the flux surface average of the perturbed potential φ1.
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6 - Background magnetic field geometry
For numerical simulations, it is advantageous to use the anisotropic property
of the turbulent fluctuations by using a coordinate system aligned to the back-
ground magnetic field. This coordinate system is called field aligned coordinate
system. One of the coordinates of this coordinate system is parallel to the
direction of the magnetic field while the remaining two coordinates are per-
pendicular (not orthogonal to each other) to the magnetic field. Since spatial
scale of turbulent fluctuations are strong in perpendicular directions and weak
in parallel direction, the number of grid points in the parallel direction can be
less when compared to its perpendicular counterparts.
Three coordinates in the field aligned coordinate system are labelled (x,y,z)
like in a Cartesian coordinate system but with different meanings. Coordinate
’x’ selects the flux surface, ’y’ called the binormal coordinate selects the field
line on this flux surface and finally ’z’ is the parallel coordinate which traces
the field line.
The magnetic equilibrium geometry given to GENE-3D is constructed from
3D ideal MHD equilibrium code with closed and nested flux surfaces. This
geometry is constructed numerically using the VMEC and output from VMEC
is given as input to GVEC for calculating the magnetic field geometry in the
field aligned coordinate system.
Expressing the field aligned coordinate system in PEST coordinates as
below:
x = ρtor,
y = σBPCy(q(x)θ − ζ),
z = σBPθ,
(3.76)
where ρ is the normalised toroidal flux defined as ρtor =
√
φ
φa
, φ is the toroidal
flux and φa is the toroidal flux inside the last closed flux surface, θ and ζ are
the poloidal and toroidal angles defined in PEST coordinate system, σBP gives
the sign of the poloidal magnetic field and has value -1 for the magnetic field
in the anti-clockwise direction and 1 for the clockwise direction, Cy =
x0
q0
with
x0 and q0 are the radial coordinate and safety factor at reference position of
the simulation and finally q(x) is the safety factor.
For doing differentiation, gradients of x,y and z need to be expressed in
PEST coordinates which are in turn expressed in the Cartesian coordinate
system and it reads
∇x =a∇ρtor,
∇y =σBpCy(q
′
(x)θ∇x + q(x)∇θ −∇φ),
∇z =σBp∇θ.
(3.77)
The coordinate system used in VMEC is the PEST coordinate system. Hence
metric coefficients and the Jacobian are needed for expanding the vector ex-
pressions in field aligned coordinates system and similarly for doing averages
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of the observables obtained from GENE-3D in either 1, 2 or 3 dimensions for
comparison with experiments. Expression for metric coefficients and Jacobian
(JB) are
gij =(∇ui.∇uj),
J−1B =
B0.∇z
C(x)
,
(3.78)
where i, j = x, y, z coordinates of the field aligned coordinate system. The field
aligned coordinate system are related to the equilibrium magnetic field B0 as
shown below,
B0 = C(x)∇x×∇y. (3.79)
The above relation is valid only when ∇x, ∇y and ez forms a right handed
basis with C(x) = xq0
x0q
Baxis and Baxis =
φa
(pia2)
where a is the minor radius of
the machine. For expressing the terms of gyrokinetic Vlasov Equation 3.52 in
GENE coordinates, metric coefficients and Jacobian are used to expand the
vector expressions as shown below:
v||.Γ =
C
B0JB
Γz,
∇zB0 = C
B0JB
∂zB0,
v∇B.Γ =
µ
qC
(
gxigyj − gyigxj
γ1
)
∂iB0Γj =
µ
qC
(KxΓx + KyΓy,)
vc.Γ =
mv2||
qC
(
gxigyj − gyigxj
γ1
)
∂iB0
B0
Γj,
≈mv
2
||
qC
(
Kx
B0
Γx +
Ky
B0
Γy
)
,
vE×B.∇f =g
xigyj − gyigxj
Cγ1
∂i(φ0 + φ1)∂jf,
≈ 1
C
(
∂xφ0∂yf + ∂xφ1∂yf − ∂yφ1∂xf
)
(3.80)
vE1×B
(
∇F0 + µ∇B0 F0
T0
)
≈
(
1
n0
∂xn0 +
(
mv2||
2T0
+
µB0
T0
− 3
2
)
1
T0
∂xT0F0
)
∂yφ1.
(3.81)
where Kx and Ky are called as geodesic and normal curvatures respectively.
The plasma anisotropy property is used for cancelling parallel derivatives of
fluctuations when compared to it’s perpendicular counterparts. Expressions
3.4 Overview of Numerical implementation of GENE-3D 45
for γ1, γ2, γ3 reads
γ1 =g
11g22 − (g12)2,
γ2 =g
11g23 − g12g13,
γ3 =g
12g23 − g22g13.
(3.82)
Similarly the expression for geodesic and normal curvatures are
Kx =
1
C
(
∂yB0 +
γ2
γ1
∂zB0
)
,
Ky =
1
C
(
∂xB0 − γ3
γ1
∂zB0
)
.
(3.83)
Thus the fully expanded gyrokinetic equations is
∂f
∂t
+
C
B0JB
Γz − µ
m
C
B0JB
∂zB0
∂f
∂v||
+
1
qC
((
µ+
mv2||
B0
)
(KxΓx + KyΓy)
)
+
1
C
(
∂xφ0∂yf + ∂xφ1∂yf − ∂yφ1∂xf
)
+
((
1
n0
∂xn0 +
(
mv2||
2T0
+
µB0
T0
− 3
2
)
1
T0
∂xT0
)
F0
)
∂yφ1.
(3.84)
3.4 Overview of Numerical implementation of
GENE-3D
GENE-3D stands for Gyrokinetic Electromagnetic Numerical Experiment ca-
pable of simulating electrostatic turbulent processes in a 3D magnetic geometry
by considering global dependencies in both x and y coordinates at the same
time. It is an Eulerian based code in which gyrocentre coordinates are discre-
tised on a fixed grid and the distribution function is evolved in time on this
fixed grid. Spatial derivatives are computed using finite element and finite vol-
ume methods while temporal derivatives are computed using the Runge-Kutta
4th order method.
For calculating derivatives, boundary conditions of spatial and velocity co-
ordinates are needed. For global simulations, a Dirichlet type fixed boundary
condition is used for the spatial coordinate x such that the end points of x
remains fixed to the certain value throughout the simulation run whereas out-
side the radial domain perturbed distribution function is set to zero. As a
consequence of using fixed boundary condition temperature and density pro-
files at the centre of the radial domain can relax while the profiles at the
end remain fixed to the initial value during the simulation run. This non-
physical profile variation causes turbulence at the radial boundaries. To avoid
this, the Krook damping operator is applied in buffer regions at both edges
46 3. Gyrokinetic theory and GENE-3D
to force the values at edges to go to zero smoothly. The width of the buffer
region is usually set to 5 to 10% of radial simulation domain. The Binor-
mal coordinate y always employs the periodic boundary condition. This is
due to the periodicity in the toroidal direction for fusion devices such that
f(ρ, ζ, θ) = f(ρ, ζ + 2pi, θ). Translating this boundary condition to binormal di-
rection we obtain, f(x, y, z) = f(x, y + 2piCy, z). Boundary condition for the
parallel coordinate z is determined by poloidal periodicity. This poloidal peri-
odicity causes twist and shift boundary condition known as f(x, y, z) = f(x, y − 2yq(x), z + 2pi).
For v|| direction, zero Dirichlet boundary condition is used outside the simu-
lation domain of v||. Since turbulence extracts energy from temperature and
density gradients, this causes temperature and density profiles to relax to sub
critical gradients in a simulation consequently reducing the turbulence drive.
To avoid this adaptive sources are used to force the flux-surface averaged dis-
tribution function to the initial profiles. There are two Krook type heat and
particle sources for maintaining the temperature and density profiles respec-
tively.
3.4.1 Normalised gyrokinetic Vlasov and Poisson equa-
tion
For numerical implementation, both the gyrokinetic Vlasov Equation 3.84 and
Poisson Equation 3.73 have to be normalised. Thus the normalised Gyrokinetic
Vlasov equation reads
∂fˆσ
∂tˆ
=VΓ,zΓˆσ,z + Vf,v||
∂fˆσ
∂vˆ||
+ VΓ,xΓˆσ,x + VΓ,yΓˆσ,y − 1
Cˆ
(∂xˆφˆ1∂yˆfˆσ − ∂yˆφˆ1∂xˆfˆσ)
− 1
Cˆ
∂xˆφˆ0∂yˆfˆσ + Vφ,y∂yˆφˆ1,
(3.85)
and the normalised Gyrokinetic Poisson equation reads
∑
σ
qˆ2σ
(
nˆ0σ(x)
Tˆ0σ(x)
φˆ1 −
∫
dµˆ′
nˆ0σ(x)
Tˆpσ(x)
e−µˆ
′
<< φˆ1 >>
)
=
∑
σ
nˆ0σ(x0)qˆσpi
∫
dvˆ||dµˆBˆ0(x, y, z)fˆσ.
(3.86)
Details about the terms in the above equations and the normalisation proce-
dure can be found in the GENE-3D code paper [42].
Chapter 4
Results
This Chapter starts with the important information about the input radial
profiles and the parameters used in the simulations. Afterwards, results of the
linear and nonlinear simulations are presented to understand the dynamics
of ITG turbulence in the presence of MP. At the end, analysis of the spatial
distribution of turbulent fluctuations and its relation with spatial distribution
of normal curvature is presented.
4.1 Simulation Setup
Starting with the radial H-mode profiles of negative normalised logarithmic
gradients of ion temperature (a ln T = a/LTi) and density (a ln n = a/Lni) for
the discharge #34578 as shown in Figure 4.1. Although the goal is to run the
simulation near the pedestal, very high gradients near the pedestal region make
the simulation extremely difficult and also computationally expensive. Hence
region having lower gradients at the positions ρtor = 0.7, 0.8 and 0.9 are chosen
separately for the simulation. By doing a separate global simulation at each
radial position, the effect of turbulence locally at a particular radial position
can be studied effectively without neglecting the global effects. Since the
temperature gradient at ρtor = 0.7 and 0.8 are not high enough to create ITG
turbulence, they have been doubled and the corresponding density gradient is
halved to increase the value of ηi. Hence analytical profiles are used to create
high temperature gradient at the centre of the simulation (ρtor = 0.7, 0.8 and
0.9) which decrease towards zero when moving away from the centre. Term
x0 = ρtor will be used to refer to the simulation whose centre of simulation is
at ρtor. For instance, linear simulation x0 = 0.7 with MP refers to the linear
simulation done by considering the magnetic perturbations and whose centre
of simulation is at ρtor = 0.7.
Both linear and non-linear simulations were run globally in both x and
y directions. Owing to high computational cost of considering both ion and
electrons species, only an ion species is chosen for doing simulations. Hence
only ITG turbulence will be studied by considering electrons as an adiabatic
species. Simulations were run by considering Deuterium ions as the ion species
and no impurities species were considered. The grid size of the simulations at
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Figure 4.1: Normalised gradients of ion density (top) and temperature (bottom).
x0 = 0.7, 0.8 are nx × ny × nz × nv|| × nµ = 240× 384× 64× 64× 24 while the
grid size for the simulation x0 = 0.9 has reduced grid size in the x-direction
(nx = 160). Same analytical profiles are used for both with and without MP
cases, hence the only change between two cases is the change in magnetic
geometry. To reduce computational cost, collisions and the effect of neoclas-
sical electric field are not included in the simulations. The size of the buffer
zone is set to be 10% on both the edges of the radial domain for applying the
Krook damping operator. The value of the Krook damping operator is set
to 2 times the linear growth rate. For nonlinear simulations, the Krook heat
source operator is used to keep the ion temperature profile constant during the
simulation run and its value is set to 10% of the linear growth rate. Linear
simulations were run at all radial position x0 = 0.7, 0.8 and 0.9 while the non-
linear simulation are limited to two radial positions x0 = 0.7, 0.8. In total, 10
simulations are performed for both the cases. Main physical parameters used
in the simulation are shown in the Table 4.1. Spatial coordinates x and y are
normalised with respect to the reference gyroradius ρref but angular coordi-
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nate z need not be normalized. Time coordinate t is normalised with respect
to reference length and velocity. Background quantities such as temperature,
density and magnetic field are normalised with respect to their corresponding
reference values.
Centre of the simulation position x0 0.7 0.8 0.9
Reference magnetic field, Bref (T) with MP 1.9416 1.9416 1.9416
Reference magnetic field, Bref (T) without MP 1.9414 1.9414 1.9414
Reference density, nref(×1019m−3) 3.07 2.75 2.46
Reference temperature, Tref (KeV) 1.26 1.03 0.83
Reference length, Lref (m) 0.63 0.63 0.63
Reference mass, mref(×10−27 Kg) 3.34 3.34 3.34
Reference velocity, cref =
√
Tref/mref (ms
−1) 245681.25 22129.05 199400.29
Reference Larmour radius, ρref =
√
Trefmref/qBref (m) 2.64× 10−3 2.38× 10−3 2.14× 10−3
Normalised temperature gradient, a/LTi 3.83 3.83 3.98
Normalised density gradient, a/Lni 0.56 0.56 1.67
Table 4.1: Main parameters used in linear and non-linear ITG simulations.
4.2 Linear ITG simulations
In linear simulation, the mode with the highest growth rate is evolved in time.
Hence the growth rate γ, perpendicular wave number ky or toroidal mode
number n of these modes need to be compared between the two cases for
different simulation runs x0 = 0.7, 0.8, 0.9.
Physical parameters No MP MP % increase
Growth rate, γ(cref/Lref) for (x0 = 0.7) 0.25 0.26 4%
Growth rate, γ(cref/Lref) for (x0 = 0.8) 0.28 0.29 3.5%
Growth rate, γ(cref/Lref) for (x0 = 0.9) 0.24 0.29 20%
Toroidal mode number, n (wave number (kyρref)) for (x0 = 0.7) 60 (0.71) 61 (0.70) -
Toroidal mode number, n (wave number (kyρref)) for (x0 = 0.8) 69 (0.81) 71 (0.84) -
Toroidal mode number, n (wave number (kyρref)) for (x0 = 0.9) 90 (1.07) 98 (1.19) -
Table 4.2: Growth rate (γ), perpendicular wave number (ky) and toroidal mode
number n for both without and with MP cases.
From the Table 4.2, it can be inferred that the growth rate increases by
maximum 4% when the MP is applied at both x0 = 0.7 and 0.8 simulations.
While there is a significant increase in growth rate (20%) for the simulation
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x0 = 0.9. This could be attributed to the more pronounced effects of MP
when moving closer to the edge. Similarly the toroidal mode number (or
perpendicular wave number ky) does not vary much when MP are applied
while the change is significant for the simulation x0 = 0.9.
As explained in the section Ion Temperature Gradient Mode (ITG) in
Chapter 1, ITG modes tend to localise in the bad curvature region and in
the radial position having higher value of ηi. This is evident in the Figure 4.2
where the modes are located around ρtor = 0.7 and θ
∗ = 0 region for both the
cases. In the Figure 4.2, squared value of perturbed potential is normalised
to the maximum value of the respective cases. To avoid redundancy, similar
pictures for x0 = 0.8 and 0.9 simulations are not shown.
Figure 4.2: ITG mode location in ρtor − θ∗ plane for the simulation x0 = 0.7 for
without (left) and with (right) MP.
By selecting θ∗ = 0, the mode location in the radial direction for both
the cases can be obtained. Similarly mode location in the θ∗ direction can
be obtained by selecting ρtor = 0.7. Finally by selecting ρtor = 0.7 and θ
∗ =
0, mode location in the α direction can be obtained. Figure 4.3 shows the
mode location in all three GENE coordinates. To summarise, no difference in
growth rate, toroidal mode number and mode location were observed for the
simulations x0 = 0.7 and 0.8, while the simulation x0 = 0.9 showed increase in
growth rate and toroidal mode number for the MP case.
4.3 Nonlinear ITG simulations
The nonlinear process results in the radial transport of heat and particles.
Hence it is instructive to compare the time evolution of radial heat flux profile
and heat flux spectra ky between the two cases.
Starting with the radial and temporal profile of flux surface averaged heat
flux (Qes). Heat flux is calculated by using the formula
Qes =<
[
mivE×B
2
∫
fiv
2dv
]
· ∇x >FS . (4.1)
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Figure 4.3: (Top) Squared value of potential vs ρtor for the simulation x0 = 0.7
(Middle) Squared value of potential vs α for the simulation x0 = 0.7 (Bottom)
Squared value of potential vs θ∗ for the simulation x0 = 0.7.
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Here fi is the perturbed particle distribution function. Flux surface averaged
heat flux Qes is normalised by gyroBohm heat flux (QgB), given by the expres-
sion
QgB = nrefTrefcref
(
ρref
a
)2
. (4.2)
The top part of Figure 4.4 shows that heat flux for both the cases are
predominately located between ρtor = 0.6 to 0.8. This is due to the high
temperature gradient in these regions. The similar observation can be made
from the bottom part of the Figure 4.4, where the heat flux is predominately in
the region between ρtor = 0.7 to 0.9. To observe the spatial distribution of heat
flux, the 2d plot of heat flux is averaged in time in the saturated phase and the
spatial distribution of heat flux is obtained for x0 = 0.7 and 0.8 simulations.
Figure 4.5 shows the spatial distribution heat flux in the units of gyroBohm for
both x0 = 0.7 and 0.8 simulations, as expected the heat flux is concentrated
mostly in the region of high temperature gradient. Even though there is an
increase in heat flux for the MP case but there is a clear overlap between the
two cases within the region of statistical errors of mean. This statistical errors
are calculated by finding the standard deviation of the heat flux at each radial
positions during the saturated phase.
Subsequently, the time evolution of the heat flux is obtained by spatially
averaging between ρtor = 0.6 to 0.8 for x0 = 0.7 simulation. Similarly for
x0 = 0.8 simulation, spatial average is done between ρtor = 0.7 to 0.9. From
the Figure 4.6, it can be seen that mean value of heat flux for no MP case is
3.20±0.27 and 4.48±0.42 for the MP case, hence the mean value of the heat
flux for the MP case is increased by 39% when compared to the mean value of
heat flux for no MP case. Similarly for the simulation x0 = 0.8, mean value of
heat flux for MP case (3.67±0.32) is increased by 38.4% than that of no MP
case (2.65±0.24) as shown in Figure 4.7. Even though there is a increase in
mean value of heat flux, statistical error bars for the two cases have overlaps
pointing to the fact that the minimal increase in heat flux is 17% for x0 = 0.7
and 16% for x0 = 0.8 simulations.
This small increase in heat flux when MP are applied can also be seen in
the ky spectra of heat flux. Left and right of Figure 4.8 shows the linear-log
plot of ky ·Qes(ky) vs ky and shows there is an increase in value of heat flux
when the MP are applied. Linear simulations for x0 = 0.7 and 0.8 showed that
perpendicular wave number of the highest growing mode is around 0.71 and
0.82, while the non linear heat flux spectra peaks at a lower wave number for
both the simulations. This shows that the linearly dominant mode number
does not necessarily contribute to the increase in heat flux non linearly.
Heat flux is related to the heat flux diffusivity and temperature gradient
through the formula Qes = −niTiLrefχes(∇Ti/Ti). Hence increase in heat flux
when the MP are applied can be due to increase in heat flux diffusivity or
increase in local temperature gradient. Since in simulations, temperature gra-
dient is kept fixed to the initial profile by using the Krook type heat source
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Figure 4.4: Top: Flux surface averaged heat flux for the simulation x0 = 0.7
for without MP (top left) and with MP (top right) cases. Bottom: Flux surface
averaged heat flux for the simulation x0 = 0.8 for without MP (bottom left) and
with MP (bottom right) cases.
Figure 4.5: Spatial distribution of heat flux for the simulations x0 = 0.7 (left) and
0.8 (right) for both with MP and without MP cases.
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Figure 4.6: Time evolution of the spatially averaged heat flux at the radial position
x0 = 0.7 for with and without MP cases.
Figure 4.7: Time evolution of the spatially averaged heat flux at the radial position
x0 = 0.8 for with and without MP cases.
operator, therefore the change in the value of heat flux should not be due to
temperature gradient. This is evident from the Figure 4.9, where the drop in
temperature gradient is small for both the simulations x0 = 0.7 and 0.8. From
Figure 4.10, the mean value of heat flux diffusivity increases by around 25%
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Figure 4.8: Left: ky spectra of heat flux for the simulation x0 = 0.7. Right: ky
spectra of heat flux for the simulation x0 = 0.8.
Figure 4.9: Spatial distribution of temperature gradient for the simulations x0 =
0.7 (left) and 0.8 (right) for without MP and with MP cases.
from 0.73±0.06 to 1.07±0.16 when for x0 = 0.7. Similarly Figure 4.11 shows
that heat diffusivity increases by around 50% from 0.74±0.06 to to 1.10±0.14
for x0 = 0.8. But by considering the statistical error bars, minimal increase in
heat diffusivity is 15% for x0 = 0.7 and 20% for x0 = 0.8 simulations.
Important observations made in this section are summarised in the Table
4.3. To summarise, non-linear simulations showed that there is a increase in the
mean value of heat flux when MP are applied but the % increase in heat flux
is within the error bars is 17% for x0 = 0.7 and 16% for x0 = 0.8 simulations.
To ascertain the observation made in this section, value of E× B shearing rate
is compared for the two cases in the next section to identify whether there is
a significant change in the shearing rate value.
4.3.1 Influence of magnetic perturbations on shear flow
One of the important phenomenon responsible for the saturation of turbulence
is shear flows. They stabilise turbulence by the creation of E× B shear flow
in either toroidal or poloidal direction, hence it is important to compare the
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Figure 4.10: Time evolution of heat diffusivity for the simulation x0 = 0.7 for
without MP and with MP cases.
Figure 4.11: Time evolution of heat diffusivity for the simulation x0 = 0.8 for
without MP and with MP cases.
difference in shear rate between the cases with and without MP. E× B shearing
rate [43] is given by the formula
ωE×B =
ρtor
Bref
∂
∂ρtor
(
−∇ < φ >FS
ρtor
)
. (4.3)
Starting with the 2d plot of E× B shear flow showing the radial and tem-
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Physical parameters No MP MP minimal % increase by considering error bars
Heat flux, Qes/QgB at (x0 = 0.7) 3.20±0.27 4.48±0.42 17%
Heat flux, Qes/QgB at (x0 = 0.8) 2.65±0.24 3.67±0.32 16%
Heat diffusivity (χes) at (x0 = 0.7) 0.73±0.06 1.07±0.16 15%
Heat diffusivity (χes) at (x0 = 0.8) 0.74±0.06 1.10±0.14 20%
Table 4.3: Heat flux and heat diffusivity for both without and with MP cases.
poral evolution of E× B shearing rate for the simulation x0 = 0.7 is shown
in Figure 4.12. From this figure it can be interpreted that the shear rate is
predominant in the region between ρtor = 0.6 and 0.8 and the slightly higher
for the No MP case when compared to the MP case. Similarly by doing a
time average in the saturated phase, spatial distribution of E× B shear flow
is obtained as shown in Figure 4.13. Near the boundary between the region
ρtor = 0.5 and 0.67, there is an abnormal increase in the value of shear rate
which is unphysical since the gradients in this region is close to zero.
Figure 4.12: Spatial distribution and time evolution of E× B shear flow for the
simulation x0 = 0.7 for without MP (left) and with MP (right) cases.
Thus E× B shearing flow rate is spatially averaged between ρtor = 0.67
and 0.8 to find the time evolution of E× B shear flow as shown in Figure 4.14.
There is an increase in mean value of E× B shearing flow rate from MP to
No MP case is 0.95±0.09 to 1.34±0.04 of around 40%. But by taking in to
consideration the statistical error, minimal increase in mean value is around
25%.
As expected, E× B flow shearing rate increases by around 25% from MP
to no MP case. This is in agreement with observation of 17% increase in heat
flux when MP are applied for the simulation x0 = 0.7. Thus the increase in
heat flux for the MP case can be attributed to the decrease in the shearing
rate. Next analysis is focused on understanding the relation between the spa-
tial distribution of density fluctuations and normal curvature as explained in
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Figure 4.13: Spatial distribution of E× B shear flow for the simulation x0 = 0.7
for without MP and with MP cases.
Figure 4.14: Time evolution of E× B shear flow for the simulation x0 = 0.7 for
without MP and with MP cases.
section Ion Temperature Gradient Mode (ITG) in Chapter 1.
4.3.2 Spatial distribution of Fluctuations
In this section, the spatial distribution of heat flux in the θ∗ − α plane is
analysed between the two cases. To avoid redundancy, only the simulation
x0 = 0.7 is considered.
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Figure 4.15: Density fluctuations in the θ∗−α plane for with (right) and without
MP (left) cases for the simulation x0 = 0.7.
From the Figure 4.15 it can be interpreted that fluctuation have a very
small variation in the α direction for MP case while that is not the case for
no MP. Similarly the location of the fluctuation is around θ∗ = 0 for both the
cases, which points to the fact that fluctuations will localise in the outboard
midplane.
Next step is to observe the fluctuations in the α direction by choosing the
value of θ∗ = 0 and to observe whether the fluctuations follows the region of
bad curvature. From the Figure 4.16, two things can be observed. First thing
is that the normal curvature for no MP case does not have any variation in the
α direction when compared to the variation of normal curvature for the MP
case. Secondly, the amplitude of fluctuations for MP case is slightly higher
than the No MP case and seems to have small variations in the alpha direction
but the magnitude fluctuations is not localised in the bad curvature region
(around α = 1.5 radian).
Figure 4.16: Density fluctuations and normal curvature vs α for with and without
MP cases for the simulation x0 = 0.7.
Figure 4.17 shows that fluctuations are maximum in the outboard plane
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(θ∗ = 0) for both the cases even though the negative maximum value of the
normal curvature is maximum around θ∗ = −2 and 2 radian. Thus fluctuations
roughly follows the normal curvature in the θ∗ direction.
Figure 4.17: Density fluctuations vs normal curvature θ∗ for with and without
MP cases for the simulation x0 = 0.7.
Possible explanation for why density fluctuations does not follow the normal
curvature in the α direction could be due to the fact that the variation in
normal curvature when MP are applied is 13% of the central value of -0.130,
which is very small when compared to the variation in normal curvature in the
θ∗ direction, which is around 200% of the central value of 0.2. In conclusion,
MP induced changes in normal curvature in both θ∗ and α direction can cause
small asymmetry in density fluctuations for the simulation x0 = 0.7.
4.4 Conclusion
Linear simulations showed no significant changes in growth rate and toroidal
mode number when MP for the simulations x0 = 0.7 and 0.8, while the growth
rate and toroidal mode number increased for the simulation x0 = 0.9. Both
nonlinear simulations x0 = 0.7 and 0.8 showed an increase of around 17 and
16% in ion heat flux when MP are applied. This is ascertained by the increase
in value of shearing rate of around 25% from MP to no MP case. Finally,
spatial distribution is found to be weakly correlated with the change in normal
curvature due to the application of MP.
Chapter 5
Summary and scope for future
work
This thesis work was started with the objective of studying the role of ITG
turbulence when the MP are applied during ELM suppression. Experimental
motivation behind this thesis work was ASDEX Upgrade discharge #34548.
Radial profiles and reconstructed magnetic equilibrium from this discharge
are used as inputs for running GENE-3D. Simulations were run by considering
two cases: First case using the magnetic equilibrium when no MP were applied
and second case with magnetic equilibrium when MP were applied. For both
the cases, same radial profiles of temperature and density were used. This
facilitated in studying the effects of magnetic perturbation on ITG turbulence.
Three linear simulations namely x0 = 0.7, 0.8 and 0.9 were performed, while
the nonlinear simulations were limited to x0 = 0.7, 0.8. Simulation near the
pedestal region is avoided to due to high gradients and computational cost.
Analysis of the results obtained in the last chapter will now be used to
answer the three questions raised in Chapter 1 and they are as follows:
1. How the change in magnetic geometry due to the application of magnetic
perturbations affects the linear stability of ITG turbulence?
Linear growth rate and perpendicular wave number are not affected by
the application of MP for the simulations x0 = 0.7 and 0.8. While the
simulation x0 = 0.9 showed a increase in growth rate of about 20 % when
MP were applied.
2. Similarly, is the non-linear physics of ITG turbulence affected by changes
in magnetic geometry?
Heat flux showed a increase of around 17 and 16% for the simulations
x0 = 0.7 and 0.8. This is ascertained by the decrease in the mean value
of E× B shearing rate by 25% when MP were applied for the simulation
x0 = 0.7.
3. Does the spatial distribution of density fluctuations follows the normal
curvature? Fluid picture of ITG turbulence predicts that fluctuations
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follows the normal curvature. Hence the changes in density fluctuations
are plotted in both θ∗ and α direction and compared against the respec-
tive changes in the normal curvature. Density fluctuation followed the
normal curvature in the θ∗ direction while the fluctuations seems to be
change minimal in the α direction. Reason for this discrepancy can be
attributed to the fact that normal curvature varies little in the α di-
rection (0.03) while the change in the θ∗ direction were found to vary
significantly (0.8). This result was the same for both with and without
MP cases, which points to the fact that MP induced changes in normal
curvature on density fluctuations is small for the simulations x0 = 0.7
and 0.8.
Before coming to a conclusion on the role of MP on turbulence during
ELM suppression in low collisionality discharges and also on the necessity of
inclusion of non-ideal MHD effects for magnetic equilibrium reconstruction
for running future gyrokinetic simulations, some more future works have to
be performed. Starting with, non linear simulation have to performed by
using experimental profiles for x0 = 0.9 because linear simulation x0 = 0.9
showed an increase in growth rate and perpendicular wave number when MP
were applied. Results of this simulation will be crucial in understanding the
effects of MP on ITG turbulence. Next steps will be to include the effects
of radial electric field, treat electron as kinetic species and also to include
the effect of electromagnetic fluctuations. If the simulations showed change
in the characteristics of turbulence when MP are applied, this will help in
understanding the experimental observations discovered in ASDEX Upgrade
[34].
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