Introduction
This paper deals with a special problem belonging to the wide class of disorder problems. Suppose that the process X ¼ {X n ; n [ N}, N ¼ {0; 1; 2; . . . }, is observed sequentially. It is obtained from Markov processes by switching between them at a random moment u in such a way that the process after u starts from the state X u21 . It means that the state at moment n [ N has conditional distribution given the state at moment n 2 1, where the formulae describing these distributions have the different form: one for n , u and another for n $ u. Our objective is to detect the moment u based on the observation of X. There are some papers devoted to the discrete case of such disorder detection which generalizes in various directions the basic problem as stated by Shiryaev [9] (see, e.g. Brodsky and Darkhovsky [5] , Bojdecki [3] , Bojdecki and Hosza [4] , Yoshida [15] and Szajowski [11, 12] ).
Such model of data appears in many practical problems of the quality control (see Brodsky and Darkhovsky [5] , Shewhart [8] and in the collection of the papers [2] ), traffic anomalies in networks (in papers by Dube and Mazumdar [6] , Tartakovsky et al. [13] ), epidemiology models (see Baron [1] ). The aim is to recognize the moment of the change over the one probabilistic characteristic to another of the phenomenon.
Typically, the disorder problem is limited to the case of switching between sequences of independent random variables (see Bojdecki [3] ). Some developments of the basic model can be found in the paper by Yakir [14] , where the optimal detection rule of the switching moment was obtained when the finite state-space Markov chains are disordered.
Moustakides [7] formulated the conditions which help to reduce the problem of the quickest detection for dependent sequences before and after the change to the case for independent random variables. Our researches are a generalization of the results obtained by Bojdecki [3] . It admits Markovian dependence structure for switched sequences (with possibly uncountable state space). We obtain an optimal rule under probability maximizing criterion.
Formulation of the problem is given in Section 2. The main result is presented in Section 3. Section 4 provides example of application for considered model. In Appendix, we derive useful formulae for conditional probabilities.
Formulation of the problem
Let ðV; F ; PÞ be a probability space which supports sequence of observable random variables {X n } n[N generating filtration F n ¼ s ðX 0 ; X 1 ; . . . ; X n Þ. Random variables X n take values in ðE; BÞ, where E is a subset of R. Space ðV; F ; PÞ supports also unobservable (hence, not measurable with respect to F n ) random variable u which has the geometric distribution:
On the same probability space, there are also two time homogeneous and independent Markov processes {X i n } n[N , i ¼ 0; 1, with the state space ðE; BÞ, both independent of u. Moreover, it is assumed that the processes {X i n } n[N , i ¼ 0; 1 have transition densities with respect to a s -finite measure m, i.e. for any B [ B, we have
The random processes {X n }, {X 0 n }, {X 1 n } and random variable u are connected via the rule: conditionally on u ¼ k,
where {X 1 n } is started from X 0 k21 (but is otherwise independent of X 0 ). Let us introduce the following notation:
ðx r Þ;
where the convention Q j 2 i¼j 1 x i ¼ 1 for j 1 . j 2 is used. Let us now define functions S and G
W. Sarnowski and K. Szajowski 2 Gðx n2l21;n ; aÞ ¼ aL lþ1 ðx n2l21;n Þ þ ð1 2 aÞ
where x 0 ; x 1 ; . . . ; x n [ E nþ1 ; a [ ½0; 1 and 0 # n 2 l 2 1 , n. The function Sðx 0;n Þ stands for the joint density of the vector X 0;n . For any D 0;n ¼ {v : X 0;n [ B 0;n ; B i [ B} and any x [ E, we have
The meaning of the function Gðx k;n ; aÞ will be clear in the sequel.
Roughly speaking, our model assumes that the process {X n } is obtained by switching at the random and unknown instant u between two Markov processes {X 0 n } and {X 1 n }. Note that, by assumption admitted here, the first observation X u after the change depends on the previous sample X u21 through the transition pdf f 1 X u21 ðX u Þ. During online observation of {X n }, we want to detect the switching moment u in optimal way, according to the maximum probability criterion. For any fixed d [ {0; 1; 2; . . . }, we are looking for the stopping time t * [ T such that
where S X denotes the set of all stopping times with respect to the filtration {F n } n[N . Using parameter d, we control the precision level of detection. The most rigorous case d ¼ 0 is studied in details.
Solution of the problem

Let us denote
Note that, if
The following lemma ensures the existence of the solution.
Lemma 3.1. The stopping time t 0 defined by formula (6) is the solution of problem (5).
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Proof. From the theorems presented by Bojdecki [3] , it is enough to show that lim n!1 Z n ¼ 0. For all natural numbers n and k, where n $ k, we have
is true that lim sup j$k;k!1 I {ju2jj#d} ¼ 0 a.s. and by the dominated convergence theorem, we get
The proof of the lemma is complete. A Lemma 3.2. Let t be a stopping rule in the problem (5). Then, rulet ¼ maxðt; d þ 1Þ is at least as good as t.
Proof. For t $ d þ 1, the rules t andt are the same. Let us consider the case when t , d þ 1. We havet ¼ d þ 1 and based on the fact that P x ðu $ 1Þ ¼ 1, we get
This is the desired conclusion. A In consequence, we can limit the class of possible stopping rules to S X dþ1 , i.e. stopping times equal at least d þ 1.
For further considerations, let us define the posterior process:
which is designed as information about the distribution of the disorder instant u. Next lemma transforms the pay-off function to the more convenient form.
Lemma 3.3. Let
where x 1 ; . . . ; x dþ2 [ E and a [ ð0; 1Þ, then P x ðju 2 nj # dÞ ¼ E x hðX n212d;n ; P n Þ Â Ã :
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The probabilities under the expectation can be transformed to the convenient form using the Lemmata A1 and A4. Next, with the help of Lemma A5 (putting l ¼ d), we can express P x ðu # n þ djF n Þ in terms of P n . Based on this, some straightforward calculations imply that
This proves the lemma. A Lemma 3.4. The process {h n } n$dþ1 , where h n ¼ ðX n2d21;n ; P n Þ, forms a random Markov function.
Proof. According to Lemma 17, pp. 102 and 103 in Shiryaev's monograph [10] , it is enough to show that h nþ1 is a function of the previous stage h n , the variable X nþ1 and that conditional distribution of X nþ1 given F n is a function of h n . Let us consider, for We show that h nþ1 ¼ wðh n ; X nþ1 Þ. Note that by Lemma A5 (l ¼ 0), we get
Hence, wðh n ; X nþ1 Þ ¼ wðX n2d21;n ; P n ; X nþ1 Þ ¼ X n2d;n ; X nþ1 ; f
DefineF n ¼ s ðu; X 0;n Þ. To see that the conditional distribution of X nþ1 given F n is a function of h n , let us consider the conditional expectation of uðX nþ1 Þ for any Borel
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This is our claim. A Lemmas 3.3 and 3.4 are crucial for the solution of the posed problem (5). They show that the initial problem can be reduced to the problem of stopping Markov random function h n ¼ ðX n2d21;n ; P n Þ with the pay-off given by equation (7). In consequence, we can use tools of the optimal stopping theory for finding the stopping time t * such that
To solve the reduced problem (9) for any Borel function u : E dþ2 £ ½0; 1 ! R, let us define operators Tuðx 1;dþ2 ; aÞ ¼ E x uðX n2d;nþ1 ; P nþ1 ÞjX n212d;n ¼ x 1;dþ2 ; P n ¼ a Â Ã ; Quðx 1;dþ2 ; aÞ ¼ max uðx 1;dþ2 ; aÞ; Tuðx 1;dþ2 ; aÞ È É :
Lemma 3.5. For the pay-off function hðx 1;dþ2 ; aÞ characterized by (7) and for the sequence {r k } 1 k¼0 :
the following formulae hold:
W. Sarnowski and K. Szajowski 6 Proof. By the definition of the operator T and using Lemma A5 (l ¼ 0) given that ðX n2d21;n ; P n Þ ¼ ðx 1;dþ2 ; aÞ, we get
Directly from the definition of Q, we get Qhðx 1;dþ2; aÞ ¼ max hðx 1;dþ2 ; aÞ; Thðx 1;dþ2 ; aÞ
Suppose now that Lemma 3.5 holds for TQ k21 h and Q k h for some k . 1. Then, using similar transformation as in the case of k ¼ 0, we get
Moreover, 
This completes the proof. A
The following theorem is the main result of the paper. (a) The solution of the problem (5) is given by
where r * ðX n2d;n Þ ¼ lim k!1 r k ðX n2d;n Þ.
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(b) The value of the problem, i.e. the maximal probability for (5) given X 0 ¼ x, is equal to
Proof. Part (a). According to Lemma 3.2, we look for a stopping time equal at least d þ 1. From the optimal stopping theory (cf. [10] ), we know that t 0 defined by (6) can be expressed as
where Q * hðX n212d;n ; P n Þ ¼ lim k!1 Q k hðX n212d;n ; P n Þ. According to Lemma 3.5,
Part (b). Based on the known facts from the optimal stopping theory, we can write
This ends the proof of the theorem. A W. Sarnowski and K. Szajowski 8
Example
Let us consider the case d ¼ 0. Then, the optimal rule (10) reduces to simpler form
Furthermore, assume that the state space E ¼ {0; 1}. Matrices of the transition probabilities, the conditional densities with respect to the counting measure, are as follows: Treating r * as a function of the parameter p, we obtain The analysis shows that we obtain very clear and simple optimal rule for case p . p 3 : stop at the first moment when two 'zeros' or two 'ones' occur in a row. Let us defineF n ¼ s ðF n ; I {u.n} Þ, we have
A Lemma A2. For n . 0, the following equality holds:
Proof. Put D 0;n ¼ {v :
Hence, by the definition of the conditional expectation, we get the thesis. A Lemma A3. For x 0;lþ1 [ E lþ2 , a [ ½0; 1, and the functions S and G given by equations (3) and (4), we have SðX 0;n Þ ¼ SðX 0;n2l21 ÞGðX n2l21;n ; P n2l21 Þ: ðA3Þ
Proof. By (A2), we have
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This establishes the formula (A3). A Lemma A4. For n . l $ 0, the following equation is satisfied: L 0 ðX n2l21;n Þ GðX n2l21;n ; P n2l21 Þ dP x :
This implies that P x ðu . n 2 l 2 1jF n Þ ¼ ð1 2 P n2l21 Þ P l k¼0 p l2k qL kþ1 ðX n2l21;n Þ þ p lþ1 L 0 ðX n2l21;n Þ GðX n2l21;n ; P n2l21 Þ :
Simple transformations of (A4) lead to the thesis. A W. Sarnowski and K. Szajowski 12 Lemma A5. For n . l $ 0, the recursive equation holds P n ¼ P n2l21 L lþ1 ðX n2l21;n Þ þ ð1 2 P n2l21 Þq P l k¼0 p l2k L kþ1 ðX n2l21;n Þ GðX n2l21;n ; P n2l21 Þ :
Proof. With the aid of (A2), we get L 0 ðX n2l21;n Þ GðX n2l21;n ; P n2l21 Þ :
Hence, P n ¼ GðX n2l21;n ; P n2l21 Þ 2 p n2l21 L 0 ðX 0;n2l21 Þð1 2 P n2l21 Þ GðX n2l21;n ; P n2l21 Þ ¼ P n2l21 L lþ1 ðX n2l21;n Þ þ ð1 2 P n2l21 Þq P l k¼0 p l2k L kþ1 ðX n2l21;n Þ GðX n2l21;n ; P n2l21 Þ :
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