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Abstract
In this paper we introduce Redberry — an open source computer algebra system with native support of tensorial expressions.
It provides basic computer algebra tools (algebraic manipulations, substitutions, basic simplifications etc.) which are aware of
specific features of indexed expressions: contractions of indices, permutational symmetries, multiple index types etc. Redberry
supports conventional LATEX-style input notation for tensorial expressions. The high energy physics package includes tools for
Feynman diagrams calculation: Dirac and SU(N) algebra, Levi-Civita simplifications and tools for one-loop calculations in
quantum field theory. In the paper we give detailed overview of Redberry features: from basic manipulations with tensors to
real Feynman diagrams calculation, accompanied by many examples. Redberry is written in Java 7 and provides convenient
Groovy-based user interface inside the high-level general purpose programming language environment.
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1 Introduction
1.1 Background
General-purpose computer algebra systems (CASs) have become an essential part of many scientific calculations. Focusing
on the area of theoretical physics and particularly high energy physics, one can note that there is a wide area of problems that
deal with tensors (or more generally — objects with indices). Specifically in this work we focus on the algebraic manipulations
with abstract indexed expressions that forms a substantial part of computer aided calculations with tensors in this field of science.
Today, there are many packages both on top of general-purpose systems (xAct [1], Tensorial [2], Ricci [3], Maple Physics [4]
etc.) and standalone tools (Cadabra [5, 6], SymPy [7], GiNaC [8, 9] etc.) that cover different topics in symbolic tensor calculus
(some comparison of existing systems can be found in Sec. 6). However, it cannot be said that current demand on such a software
is fully satisfied [10].
The main distinguishing feature of tensorial expressions (in comparison with ordinary indexless) is that Einstein notation
brings an additional structure to the mathematical expressions; specifically, contractions between indices forms a mathematical
graph (which sometimes expressed using Penrose graphical notation). This additional structure must be reflected in the computer
representation of indexed object, which makes the existing pure list-based CASs not a good basis for implementing algorithms
for tensor manipulation [6]. Because of this structure, a computer implementation even of such a fundamental atomic operation
like expression comparison becomes much more complicated (for details see Sec. 5.1), which in turn complicates implemen-
tation of general operations such as substitutions, reducing similar terms etc. Since any routine manipulation comprise a long
sequence of these general operations, their performance is critical for real-world problems.
Here we present a new computer algebra system Redberry aimed on algebraic manipulations with tensorial expressions.
Albeit the architecture of Redberry is not focused on solving particular problems in high energy physics, it contains a number
of high-level features for calculations in the area, since it is the main field of author’s scientific interests. Because of this also,
majority of the examples in the paper will be focused on quantum field theory computations.
The key features of Redberry include: native dummy indices handling (including automatic clash resolution), support of
arbitrary permutational symmetries of tensor indices, extensive tools for comparison of tensorial expressions, multiple index
types, LATEX-style input/output and a comprehensive set of tensor-specific transformations. Out of the box Redberry provides
a package for computations in high energy physics including tools for Feynman diagrams calculation (Dirac & SU(N) traces,
simplification of Levi-Civita tensors etc.) and for calculation of one-loop counterterms in general field theory.
Redberry core is written in Java, while the user interface is written in Groovy and is intended to be used within the Groovy
environment; in this manner Redberry functionality is available through the modern high-level general-purpose programming
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language, allowing to use both general programming capabilities and tensor computer algebra in the same environment. As an
example of successful employment of such a model, one can mention SymPy [7] computer algebra system, which uses Python
programming language as a main user interface. Despite Redberry does not provide GUI by itself, the modern open source
IDEs1 give a very convenient way to work with Redberry including syntax highlighting and code completion.
1.2 The introductory example
Let’s start from the minimal real example to quickly dive into Redberry (the next sections cover every aspect in details). The
example demonstrates calculation of differential cross section of the Compton scattering in scalar massless Quantum Electrody-
namics (the reader which is not familiar with this area can skip physical details and focus just on the algebraic operations):
1 //photon-scalar-scalar vertex
2 def V1 = 'V_i[p_a, q_b] = -I*e*(p_i + q_i)'.t
3 //photon-photon-scalar-scalar vertex
4 def V2 = 'V_{ij} = 2*I*e**2*g_{ij}'.t
5 //scalar propagator for massless particle
6 def P = 'D[k_a] = -I/(k^a*k_a)'.t
7 //matrix element
8 def M = '''M^ij = V^i[k3_a, k3_a + k1_a]*D[k3_a + k1_a]*V^j[-k4_a, -k3_a - k1_a]
9 + V^j[k3_a, k3_a - k2_a]*D[k3_a - k2_a]*V^i[-k3_a + k2_a, -k4_a]
10 + V^ij'''.t
11 //substituting vertices and propagator in matrix element
12 M = (V1 & V2 & P) >> M
13 //squared matrix element (minus is due to complex conjugation)
14 def M2 = M >> 'M2 = -M_ij*M^ij'.t
15 //expand squared matrix element and eliminate metrics and Kronecker deltas
16 M2 = (ExpandAll & EliminateMetrics & 'd^i_i = 4'.t) >> M2
17 //massless particles: k1_a*k1^a = 0, k2_a*k2^a = 0 etc.
18 for (def i in 1..4)
19 M2 = "k${i}_a*k${i}^a = 0".t >> M2
20 //momentum conservation
21 M2 = ('k1_a*k2^a = k3_a*k4^a'.t & 'k1_a*k3^a = k2_a*k4^a'.t & 'k1_a*k4^a = k2_a*k3^a'.t) >> M2
22 //factor terms
23 M2 = Factor >> M2
24 println M2
This script will print a well-known expression for the squared matrix element of the Compton scattering in massless scalar QED:
|M|2 = −e
4
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−18(k2k3)(k2k4) + (k3k4)2 + (k2k3)2 + 2((k2k3) − (k2k4))(k3k4) + (k2k4)2
(k2k3)(k2k4) ,
where (k p) denotes scalar product ki pi.
The code above speaks for itself, so leaving aside the physical aspects of the problem, let’s focus only on programming
aspects. '...'.t construct converts a string representation into a computer object. The input notation for tensors is the same
as used in LATEX with minor syntax modifications2. Redberry uses the predefined notation for some built-in tensors, such as I
for imaginary one, or g_ij and d^i_j for metric tensor and Kronecker delta respectively. Thus, for example, when we perform
contractions with metrics and deltas in the line 16, Redberry automatically takes into account that gai ga j = δi j. However, since
the dimension of the space affects Kronecker trace value and it is not specified anywhere explicitly, we substitute the trace
manually in line 16.
As could be seen from the example, state of index (upper or lower, i.e. contravariant or covariant) is important — indices are
considered to be contracted if they have different states.
All transformations in Redberry (e.g. substitutions, Expand, EliminateMetrics etc.) are first-class objects and can be
assigned to variables. They can be applied to mathematical expression using >> operator. Detailed discussion on Redberry
transformations usage and list of basic built-in transformations can be found in Sec. 3.
The last point that should be discussed here is looping construct used in lines 18, 19. Here standard Groovy syntax used to
apply several similar substitutions (k1ik1i = 0, k2ik2i = 0 and so on).
1we recommend JetBrains IntelliJIDEA because of its great support of Groovy
2one can omit curly braces where it does not cause ambiguity.
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1.3 Paper structure
The whole paper is accompanied by many Groovy examples. Each example can be executed by simple wrapping the code
in the following way:
@Grab(group = 'cc.redberry', module = 'groovy', version = '1.1.8')
import cc.redberry.groovy.Redberry
import static cc.redberry.core.tensor.Tensors.*
import static cc.redberry.groovy.RedberryPhysics.*
import static cc.redberry.groovy.RedberryStatic.*
use(Redberry){
//example code
}
Redberry and all required dependencies will be downloaded automatically. Some examples also may require additional import
statements, in this case it will be noted in a footnotes.
The remainder of the paper is organized as follows. In Sec. 2 we give description of Redberry basic functionality, needed for
usage and understanding of main Redberry principals. In Sec. 3 one can find a list of selected transformations and general aspects
concerning their application. Sec. 4 illustrates Redberry application in high energy physics: calculation of Compton scattering
in QED and calculation of one-loop counterterms of vector field operator in a curved space-time. In Sec. 5 we consider selected
architectural solutions used in Redberry. Finally in Sec. 6 we compare Redberry functionality and performance with selected
existing systems.
2 Basics
2.1 Tensors and indices
Redberry is written in Java and makes extensive use of its object-oriented features. Though user may not be familiar with
object oriented programming to use Redberry, it is still useful to understand primitive object types that are used in the CAS.
There are three central object types in Redberry: Tensor, Indices and Transformation. Objects of the same type share common
properties and can be manipulated in a common way. Each of these types may have several inheritors like Sum, Product and
SimpleTensor (for simple tensor like xm) for Tensor, or Expand for Transformation. Tensors and their indices are considered in
this section, while transformations are discussed in Sec. 3.
Each mathematical expression in Redberry is a Tensor. Any Tensor has Indices and content (summands in case of sum,
arguments in case of functions, etc.; thus, tensors in Redberry are containers of other tensors). Here is how these properties can
be accessed via Groovy syntax:
1 def p = 'F^{A}_{B \\mu \\nu} * a'.t
2 println p.class.simpleName //name of the Tensor subtype
✄ Product
3 println( [p[0], p[1]]) //getting element by index
✄ [a, F^{A}_{B \\mu \\nu}]
4 p.each{ i -> println i } //enumerating elements
✄ a
✄ F^{A}_{B \\mu \\nu}
5 println p.size() //size of tensor as container
✄ 2
6 println p.indices //accessing indices of tensor
✄ ^{A}_{B \\mu \\nu}
The meaning of the above lines of code is pretty evident. In order to create tensors programmatically, Redberry defines all
arithmetic operations for Tensor objects:
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def x = 'x'.t, y = 'y'.t
def t = (-x + sin(y))**2 / (x + sin(-y)) + x - sin(y)
println t
✄ 2*Sin[-y]+2*x
However, such syntax may be inconvenient when dealing with indexed objects, since names of variables do not reflect structure
of indices of expressions.
Tensors are immutable and all modification operations return new instances:
def t = 'A_i + C_i'.t
def x = t.set(0, 'B_i'.t), y = t.remove(0)
println( [t, x, y] )
✄ [A_i+C_i, B_i+C_i, C_i]
Presence of indices of expressions is a main distinguishing property of tensor-oriented CASs. As mentioned above, there is
an indices property defined for each expression in Redberry. Returned object is an object of type Indices and have a number
of methods and properties to work with it. Here are some examples of possible operations with indices object:
1 def t = '2*x_am*f^m*(a^n + b^n)'.t
2 def ind = t.indices
3 println( [ind, ind.size()] )
✄ [^{mn}_{am}, 4]
4 println ind.free
✄ ^{n}_{a}
5 println ind.inverted
✄ ^{am}_{mn}
6 println( [ind.upper, ind.lower] )
✄ [^{mn}, _{am}]
Methods used in the above example, are inherent in any indices object. Their names clearly implies their meaning.
Although the presence of indices is inherent in all tensors, different types of expressions have different subtypes of Indices
objects. This difference arises from availability or unavailability of information about indices ordering. Consider indices of
simple tensor:
def simple = 'F_{mn}^{\\beta\\alpha}_{ba\\alpha}'.t
println simple.indices
✄ _{mnba}^{\beta\alpha}_{\alpha}
We shall call indices of simple tensors as ”simple indices” (subtype SimpleIndices). For ”simple indices” the order of indices is
defined, which is its main distinguishing property. In other words, permutation of indices will result in changing of mathematical
sense of the particular simple tensor (unless this tensor is symmetric with respect to this permutation, see Sec. 2.4). However, as
we previously mentioned, each index belongs to some index type (e.g. Greek upper/lower case or Latin upper/lower case, etc.).
Indices of different types are considered to have different mathematical nature (e.g. Greek indices are Lorentz, Latin are SU(N)
etc.), so the relative positions of indices with different types is not important. Thus, Redberry sorts indices of simple tensors
according to their types, preserving the relative order of indices belonging to the same type (see the above example). Indices of
TensorField (a subtype of Tensor which denotes tensor function like fµ(xν, yα + zα) ) are also ”simple indices”and follows the
same ordering rules.
Another type of indices is inherent in all other types of tensors. Consider the following product:
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def pr = 'F_{mn}*F^{\\beta\\alpha}*F_{ba\\alpha}'.t
println pr.indices
✄ ^{\alpha\beta}_{abmn\alpha}
From the mathematical point of view, order of product indices is undefined. This allows to set up some certain ordering rules
(mainly for technical reasons, related to performance). As one can see from the example, all indices are sorted according to the
following rules: first upper then lower, first Latin then Greek, in each group of indices with the same type indices are sorted in
lexical order. The similar rules are adopted for sums:
def sum = 'R^a_amn^\alpha+K^i_inm^\alpha'.t
println sum.indices
✄ ^{\alpha}_{mn}
The only difference is that according to the sense of sum, its indices are actually free indices of its summands.
All methods from above listings (.inverted, .free etc.), return objects with the same rules of ordering as in the initial
indices object.
In conclusion, it should be noted that at the low-level, Redberry stores each single index as 32-bit integer that encodes all
information about index: state, type and name (serial number in the alphabet). Within a particular index type, there are 216
possible names, which can be inputted using the subscript like
def t = 'X_{a_1 a_{122} b_9 \\mu_3}'.t
There are many utility methods to operate with single index, so user is freed from knowing the particular bits layout.Further
documentation on tensors, indices and single index manipulation can be found on Redberry website.
2.2 Einstein notation
At this point the basic conventions arising from Einstein notation should be clarified. As was previously mentioned, Redberry
distinguishes covariant (lower) and contravariant (upper) indices. The corresponding property of single index we call state. Two
indices are considered to be contracted if and only if they have similar names and types but different states. As a consequence
of this convention there are some natural restrictions on general structure of the expressions.
First of all, the following notation (used, for example, in Euclidean space) is illegal in Redberry:
def t = 'F_aa'.t //correct input is F_a^a or F^a_a
✄ InconsistentIndicesException
The error also occurs when expression is meaningless because of several same indices coexist in a product:
def t = 'F_ij*M^i*N^j*K^j'.t //meaningless expression
✄ InconsistentIndicesException
The entire architecture of Redberry built in such a way that the above illegal situations can not ever arise during manipulations
and user do not need to take care about it.
Other thing arises with dummy indices in products, where one or more multipliers are sums. It is convenient to write
Fµν(Aαβ + MµNµαβ).
There is no problem here, since dummy index µ is in the scope of sum, which ”outer”3 indices are upper αβ, while the first
multiplier indices are lower µν. However, if we try to expand brackets in this expression naively (i.e. without relabelling of
dummy index µ) we shall face the ambiguity as described in the previous examples. Thus it is better to relabel such dummy
indices in sums right after parsing, and this is what Redberry does:
3If consider sum as a one tensor Tαβ = Aαβ + MµNµαβ
6
def t = 'F_mn*(A^ab + M_m*N^mab)'.t
println t
✄ F_mn*(A^ab + M_c*N^cab)
Here we see, that conflicting dummy index m was automatically renamed to c.
2.3 Standard form of mathematical expressions
A core feature of any CAS is its ability to reduce arbitrary expression to some standard form (SF) in which it is then used
everywhere in manipulations. This approach facilitates comparison and matching of expressions and gives a way for more robust
and fast algorithms for almost all CAS operations. Redberry uses the same paradigm: any intermediate and resulting expression
is guaranteed to be in the SF.
Consider the following examples, which give an idea of SF in Redberry:
def a = '(a-b)+c+(b-a)'.t,
b = 'c*(a-b)*(b-a)/c'.t,
c = '2/3-27**(1/3)/9'.t,
d = 'Sin[2 + 2.*I]**(1/4)'.t
println( [a, b, c, d] )
✄ [c, -(a-b)**2, 1/3, 1.38307 - 0.144188*I]
The first example demonstrates that Redberry performs the reduction of similar terms. The second — that same (to within a
sign) multipliers are collected into powers or reduced. Numbers are always collected and reduced if possible. If expression
contains floating-point numbers, then it will be completely reduced (calculated). This behaviour is similar to the majority of
symbol-oriented computer algebra systems and needs no more detailed explanation.
The additional conventions on standard form arise in expressions that contain tensors. The most remarkable convention is
on the SF of sum. It is best to demonstrate it by example:
println 'a*F_mn + (a + b)*F_mn'.t
✄ (2*a+b)*F_{mn}
println '(x_a^a + y_b^b)*X_m*X^m + (z_n^n - y_d^d)*X_a*X^a'.t
✄ (x_{a}^{a}+z_{n}^{n})*X^{m}*X_{m}
As one can see, Redberry tries to factor out parts of products which contain all multipliers which have nonzero number of “outer”
indices4.
The other important detail is ordering of summands and multipliers within sums and products. Elements of sums and
products are sorted by their 32 bit hash codes. Hashes for simple tensors (e.g. x or k_p) are generated randomly at each
Redberry run, while hashes of complicated tensors (e.g. Sin[x]*k_i) are calculated according to certain complex rules5. Usage
of the pseudorandom generator allows to obtain nearly uniform distribution of hashes of tensors, which significantly improves
performance. However, the ordering of expressions changes from run to run, and e.g. product a*b*c will be sorted differently
at different runs (b*c*a or b*a*c etc.). Of course, all similar expressions will have similar ordering in current session. Still,
Redberry have tools to fix the seed of pseudorandom generator inside, so that expressions will have same ordering from run to
run.
It should be clarified that reduction to SF is a light-weight operation which does not perform any time-consuming simplifica-
tions.
In contrast to many other tensors-oriented CASs, like xAct [1] or Cadabra [5], Redberry does not use so-called indices
canonicalization (sorting) approach. It uses another approach for the problem of tensors comparison and simplification, which
will be discussed in more detail in Sec. 5.1 and 5.2.
In conclusion, authors want to emphasize that user can rely on the fact that inside any calculation all expressions are reduced
to the SF. This fairly simplifies implementation of custom transformations and algorithms.
4multipliers like (κµµ+σαα) are considered to have no “outer” indices, wile tensors like xmm are considered to have “outer” indices, because they contribute
to a whole product indices.
5The most important property of hash functions defined for complex tensors is its ”insensibility” for particular names of indices but ”sensibility”for their
contractions. So, renaming of dummy or free indices does not affect hash code, but any modification of structure of contractions (e.g. contraction of two free
indices) does.
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2.4 Symmetries of tensors
The next distinctive feature of tensors is their symmetries. Consider symmetries under permutations of indices. Permutational
symmetries in Redberry can be defined for indices of simple tensors and tensor fields. For example, permutational symmetries
of Riemann tensor can be defined in the following way:
addSymmetry 'R_abcd', [[0, 2], [1, 3]].p //permutation in cycle notation
addSymmetry 'R_abcd', -[1, 0, 2, 3].p //permutation in one-line notation
Method addSymmetry have two arguments: a simple tensor (or its string representation) and a permutation. Redberry has internal
representation of permutations6 and in order to convert array to permutation one can use .p property followed after the array
written in one-line or disjoint cycles notation. Minus (used in the last line) converts symmetry to antisymmetry and vice versa.
Once set, symmetries of tensor affects all further manipulations with it. For example, if Riemann symmetries are set up, then
the following code automatically gives zero:
println 'R^abcd*R_efdc*R^ef_ab + R_rc^df*R_ab^rc*R_fd^ba'.t
✄ 0
Here zero was returned right after parsing; this is because Redberry automatically reduced sum to the standard form and
RabcdRe f dcRe f ab = −Rrcd f RabrcR f dba
according to the specified symmetries. Such architecture requires user to set all symmetries of simple tensor before it will be
parsed inside any complicated structure like sum or product. If one try to add symmetry to tensor which is already in use in
some complicated expression, then the exception will be thrown.
Internally, Redberry aggregates symmetries of simple tensor in a special container which can be accessed using .symmetries
property of tensor indices. When all generators are specified, Redberry uses a PermutationGroup7 to hold and manipulate
symmetries:
def t = 'R_abcd'.t //assume Riemann symmetries are already defined
def symmetries = t.indices.symmetries
def group = symmetries.permutationGroup
println group.order() //total number of all permutations
✄ 8
println group.setwiseStabilizer(2, 3) //compute setwise stabilizer of set [2, 3]
✄ Group( -[[0, 1]], -[[2, 3]] )
//define some other permutation group
def oth = Group(-[[0, 2, 1, 3]], -[[0, 1]], [[2, 3, 4, 5, 6]])
println group.intersection(oth) //compute intersections of groups
✄ Group( -[[2, 3]], +[[0, 2], [1, 3]] )
One should be careful when attaching antisymmetries. Consider the following code:
def t = 'R_abcd'.t
addSymmetries t, [2, 3, 0, 1].p, -[1, 0, 2, 3].p, -[3, 2, 1, 0].p
def gr = t.indices.symmetries.permutationGroup
println gr.order()
✄ InconsistentGeneratorsException
6For a comprehensive documentation on permutations and permutation groups in Redberry, see online documentation.
7The internal implementation is based on base and strong generating set of groups (using Schreier-Sims algorithm). Redberry provides methods for coset
enumeration, searching for centralizers, stabilizers, etc. For details see online documentation.
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Exception is thrown on the last line since that the last attached permutation is a combination of two previous, but its sign
is different. Thus, some combinations of symmetries and antisymmetries can come into conflict, which causes an error in
Redberry.
Redberry provides tools to find permutational symmetries of complicated tensors. Consider the following example:
1 addSymmetry 'R_abc', -[1, 0, 2].p
2 addSymmetry 'A_ab', [1, 0].p
3 def t = '(R_abc*A_de + R_bde*A_ac)*A^ce + R_adb'.t
4 def symmetries = findIndicesSymmetries('_abd'.si, t)
5 for (s in symmetries)
6 println s
✄ +[]
✄ -[[0, 2]]
The first permutation is identity, while the second is nontrivial8.
While the permutational symmetries of tensors are well covered in a number of tensors-oriented CASs, the so-called multi-
terms symmetries (like Bianchi identities) are faintly covered or absent at all in the majority of existing systems. In fact, authors
know only one system — Cadabra [5], which fully supports multi-term symmetries. The basic idea utilized by Cadabra system
is usage of Young tableau projectors to reduce expressions to the simplified form. Consider the following identity9:
WuvswWtvqwWptruW pqr s − W svuwWrvtwWpqtuW pqr s = Ws pdaWmscdWn pbcWmnab − 14W
n
s
d
cWm pcdW psbaWmnab (1)
where Wabcd is a Weyl tensor. In order to proof this identity using a Young projector, one need to apply the following substitution
to the above expression:
Wabcd =
1
3 (2 Wabcd − Wadbc + Wacbd) (2)
This identity is derived from the Ricci cyclic identity and ordinary permutational symmetries of the Weyl tensor. The following
Redberry code proofs the identity (1):
1 addSymmetries 'W_abcd', [[0, 2], [1, 3]].p, -[1, 0, 2, 3].p
2 def t = ('W^p_q^r_s*W_p^t_r^u*W_tv^qw*W_u^vs_w'
3 + ' - W^p_q^r_s*W_p^qtu*W_rvtw*W^sv_u^w'
4 + ' - W_mn^ab*W^n_pb^c*W^ms_cd*W_s^pd_a'
5 + ' + 1/4*W_mn^ab*W^ps_ba*W^m_p^c_d*W^n_s^d_c').t
6 def s = 'W_mnpq = 1/3*(2*W_mnpq - W_mqnp + W_mpnq)'.t
7 def r = (s & Expand) >> t
8 println r
✄ 0
At the moment Redberry have no built-in functionality to construct substitutions like (2) based on the Young projectors. But, as
could be seen from the above example, if one define the corresponding substitution manually, then Redberry allows to work with
multi-term symmetries in the Cadabra way. Authors plan to incorporate support of Young projectors in the upcoming releases
of Redberry.
2.5 Derivatives
Representation of derivatives in Redberry is very similar to other systems and is very close to standard mathematical sense
of this concept. However, presence of indices brings new features of derivatives with respect to indexed arguments.
Consider first the common mathematical notation for derivatives of ordinary functions. The standard notation f ′(y) is really a
shorthand for ddx f (x)
∣∣∣
x=y etc. In Redberry we use the ’∼’ symbol followed by the derivative order (or orders in case of function
with several arguments) instead of primes, so, for example, the following expression
def t = 'f~(3)[x**2]'.t
8Method used in the fourth line takes simple indices as the first argument in order to define the relative order of indices in tensor. '...'.si construction
is used to parse simple indices
9This example is taken from Section 2.2 of the ’Cadabra: reference guide and tutorial’ by Kasper Peeters, which is available on Cadabra web site.
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represents d
3
dt3
f (t)
∣∣∣∣∣∣
t=x2
. When substituting e.g. f (t) = sin t in the above expression one will have
println 'f[x] = Sin[x]'.t >> 'f~(3)[x**2]'.t
✄ -Cos[x**2]
In the case of multivariate functions, one should specify how many times to differentiate with respect to each slot (argument):
def t = 'f~(2, 3, 0)[a**2, w, q]'.t
represents ∂
5
∂x2∂y3
f (x, y, q)
∣∣∣∣∣∣
x=a2, y=w
. The above notation applies to derivatives of pure tensor fields. If one need to take deriva-
tive of some particular expression one should use the following syntax D[var1, var2, ...][expression], which evaluates
derivative of expression with respect to specified variables:
println 'D[x, y, y][ y*f[x**2, y] ]'.t
✄ 2*y*x*f∼(1, 2)[x**2, y] + 4*x*f∼(1,1)[x**2, y]
More information on how to take derivatives can be found in Sec. 3.2.2.
In the case of indexed objects one should also specify additional indices of differentiation variables. For example, expression
def t = 'F~(2)_{mn ab}^{cd}[f_ab]'.t
represents δ
δtab
δ
δtcd
Fmn (tab)
∣∣∣∣∣
tab= fab
. As we see, the inverted indices of differentiation variables should be appended to the indices
of pure tensor field. Since the relative ordering of derivatives is irrelevant, the indices of derivative have additional symmetries.
From the previous example:
println t.indices.symmetries.permutationGroup
✄ Group( +[[2, 4], [3, 5]] )
Indices of differentiation variables are considered to be appended sequentially starting from the first argument. So, for example,
expression:
def t = 'F~(1, 1)_{mnabcde}[f_abc, f_ab]'.t
represents δ
δ f abc
δ
δ f de Fmn ( fabc, fab) but not
δ
δ f cde
δ
δ f ab Fmn ( fabc, fab).
3 Transformations
3.1 Applying and manipulating transformations
All transformations in Redberry are first-class objects (which means that they can be assigned to variables) and share a
common way for their applying and manipulation. Consider the syntax used for applying transformation to mathematical
expression:
1 def tr = Expand
2 def t = '(A_k + B_k)*c'.t
3 def r = tr >> t,
4 l = t << tr
5 assert r == l
6 println r
✄ c*A_k+c*B_k
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As it seen from the example, transformations are applied using left shift << or right shift >> operator. It should be noted that both
operators are left-associative so in order to apply several transformations subsequently, it is better to use a special & operator,
which allows to join a set of transformations into a single one:
1 def t = '(a + b)*c'.t
2 def expandAndSubs = Expand & 'c = a + b'.t
3 println expandAndSubs >> t
✄ a*(a+b)+b*(a+b)
4 def subsAndExpand= 'c = a + b'.t & Expand
5 println subsAndExpand >> t
✄ a**2+2*a*b+b**2
Transformations (like tensors) are immutable in Redberry. Some transformations may take required or optional arguments
using square brackets:
1 def eliminateWhileExpand = Expand[EliminateMetrics]
2 println eliminateWhileExpand >> '(g_mn + d_m^a*g_na)*f^mn'.t
✄ 2*f_m^m
3 def diff = Differentiate['x_m']
4 println diff >> 'x_m*x^m'.t
✄ 2*x^m
In this example, the Expand transformation takes an optional parameter, which is a transformation to be applied on each level of
expand procedure. In contrast, the argument of Differentiate transformation is required. In both cases a new object will be
created and assigned to a corresponding variable. The meaning of arguments is specific for each particular transformation and
will be discussed in further sections.
3.2 List of selected general-purpose transformations10
3.2.1. Substitutions
The most frequent transformation in all computations is a substitution. Here we shall discuss the usage aspects of substitu-
tions, while the idea of the underlying algorithms can be found in Sec. 5.
The very important feature of any tensors-oriented CAS is automatic relabelling of dummy indices in the case of dummy
indices clash. Redberry takes care about it in all types of substitutions. Consider, for example, the following simple substitution:
x = xa
a in (x fa + ya)(x fb + zb)
Here is a code to perform this substitution in Redberry:
def s = 'x = x_a^a'.t
def t = '(x*f_a + y_a)*(x*f_b + z_b)'.t
println s >> t
✄ (x_d^d*f_a+y_a)*(x_c^c*f_b+z_b)
As one can see, the appropriate relabelling was performed automatically.
Redberry supports substitutions of tensor fields and automatically performs matching of the arguments of functions during
substitution:
def s = 'F_ij[x_m, y_m] = x_i*y_j'.t
def t = 'T^ab*F_ab[p^a - q^a, p^a + q^a]'.t
println s >> t
10the full list of common transformations can be found in online documentation
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✄ T^ab*(p_a-q_a)*(p_b+q_b)
If tensor field depends on indexed argument, then some ambiguities arises when mapping the arguments. For example, the
following substitution:
Fi(xmn) = xi j f j → Fk(xi y j)
can be performed in two different ways: (a) matching xi j → xiy j gives xky j f j, (b) matching xi j → x jyi gives yk x j f j. This is
because the indices of product (xi y j) are not ordered by their nature. To explicitly specify the matching rule in such ambiguous
situations, Redberry allows to enter the correspondence of indices in the field arguments:
1 def s = 'F_i[x_mn] = x_ik*f^k'.t
2 def t = 'F_k[x_i*y_j]'.t //equivalent to F_k[x_i*y_j:_ij]
3 println s >> t
✄ x_k*y_a*f^a
4 t = 'F_k[x_i*y_j:_ji]'.t
5 println s >> t
✄ x_a*y_k*f^a
As well as simple tensor and tensor field substitutions, Redberry fully supports all other types of substitutions, taking into ac-
count both indices symmetries and indices contractions. Consider the following complicated example. Let’s apply the following
substitution
fm + Rbma Fba − Rl jm F l j = Rbam Fab
to tensor
fi + Ri jkF jk + Ri jk Fk j − Rki j F jk,
where Rabc is antisymmetric: Rabc = −Rcba. It is easy to show that the result will be zero. In Redberry one can e.g. do
addAntiSymmetry 'R_mnp', 2, 1, 0
def s = 'f_m + R_bma*F^ba - R_ljm*F^lj = R_bam*F^ab'.t
def t = 'f_i + R_ijk*F^jk + R_ijk*F^kj - R_kij*F^jk'.t
println s >> t
✄ 0
We see, that Redberry matched the l.h.s. of the substitution in tensor t and automatically reduced the resulting sum to the
standard form, which, in turn, gave zero.
Redberry takes into account not only predefined symmetries of simple tensors, but also symmetries of any complicated
expression, which arise from its structure. For example:
def s = 'K_a * (A^ab - A^ba) = F^a*A_a^b'.t
def t = 'K_p * (A^qp - A^pq) + F^b*A_b^q'.t
println s >> t
✄ 0
The result is zero since tensor (Acb − Abc) is antisymmetric. As well, Redberry takes care about symmetries of indexless objects:
def c = 'Cos[a - b] = c'.t,
s = 'Sin[a - b] = s'.t,
t = 'x = Cos[b - a]**3 + Sin[b - a]**3'.t
println (c | s) >> t
✄ x = c**3 - s**3
As one can see, the built-in definitions of sine and cosine are set up to be odd and even respectively.
There is an important note on applying several substitutions at a time using the joining of transformations. Substitutions
joined with & operator will be applied sequentially. However, sometimes it is necessary to apply several substitution rules
”simultaneously”. Consider the following example:
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def X2YandY2X = 'x=y'.t & 'y=x'.t,
X2YorY2X = 'x=y'.t | 'y=x'.t,
tensor = 'x + 2*y'.t
println X2YandY2X >> tensor
✄ 3*x
println X2YorY2X >> tensor
✄ y+2*x
The first transformation (X2YandY2X) means just sequential applying of two provided substitutions, while the second ( X2YorY2X)
performs both substitutions ”simultaneously”.
3.2.2. Differentiate
This transformation allows to take derivatives with respect to indexed objects. Consider the examples:
1 def tensor = 'Sin[f_ab*f^ab]'.t
2 println Differentiate['f_mn'] >> tensor
✄ 2*Cos[f^{ab}*f_{ab}]*f^{mn}
3 //derivative of antisymmetric tensor
4 setAntiSymmetric('R_ab')
5 println Differentiate['R_ab'] >> 'R_mn'.t
✄ (1/2)*(d_{m}^{a}*d_{n}^{b} - d_{n}^{a}*d_{m}^{b})
The Differentiate transformation takes care about dummies relabelling and symmetries of tensors. The following convention
is adopted:
δ Tm1...mk
δ Tn1...nk
=
1
N
(δn1m1 . . . δnkmk + permutations),
where N is a number of elements in the sum, and r.h.s of this expression have the same symmetries as l.h.s.
3.2.3. EliminateMetrics
This transformation eliminates metric tensors and Kronecker deltas, which are contracted with other tensors:
1 println EliminateMetrics >> 'g_nm*A^m*d^n_a'.t
✄ A_a
2 tensor = ('g^mn*g^ab*g^gd*(p_g*g_ba + p_a*g_bg)*(p_m*g_dn + p_n*g_dm)').t
3 //eliminate metrics in D dimensions
4 println ((EliminateMetrics & 'd^a_a = D'.t) >> tensor)
✄ 2*(1+D)*p^d*p_d
3.2.4. Expand
There are several transformations which expand out products and integer powers of sums: Expand, ExpandAll,
ExpandNumerator and ExpandDenominator. These well-known transformations needs no special explanation except the fact that
they can take an additional transformations as an arguments to be applied on the each level of expand procedure. Consider the
following example:
1 def tensor = '(g_af*g_bc+g_bf*g_ac+g_cf*g_ba)*(T_d*T_e+g_de)*(g^db*g^ae + g^de*g^ab)'.t
2 //eliminates metrics in four dimensions
3 def eliminate = EliminateMetrics & 'd^a_a = 4'.t
4 //expand and then eliminate
5 def r1 = (Expand & eliminate) >> tensor
6 println r1
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✄ 2*T_{c}*T_{f}+30*g_{fc}+7*g_{fc}*T_{e}*T^{e}
7 //eliminate while expand
8 def r2 = Expand[eliminate] >> tensor
9 assert r1 == r2
As we see, lines 6 and 9 produce the same result, but the latter spends less time in the calculation because it applies additional
simplifications not only to the final result, but to all intermediate tensors, drastically reducing their complexity.
3.2.5. Factor
This transformation factors scalar polynomials over the integers in expressions11. Consider the examples:
1 //multivariate polynomial
2 def t = '2*x**3*y - 2*a**2*x*y - 3*a**2*x**2 + 3*a**4'.t
3 println Factor >> t
✄ (x+a)*(x-a)*(-3*a**2+2*y*x)
4 //tensorial expression with symbolic polynomial parts
5 t = Expand >> '(a+b)**4*F_mn + (x**6-y**6)*R_mn'.t
6 println Factor >> t
✄ (a+b)**4*F_mn+(x+y)*(x-y)*(x*y+x**2+y**2)*(-x*y+x**2+y**2)*R_mn
7 //tensorial expression with scalar combinations
8 t = '(a+b)**2*f_m*f^m + (a**2 - b**2)*f_a*f^a*f_b*f^b'.t
9 println Factor >> t
✄ ((a-b)*f_a*f^a+a+b)*(a+b)*f_m*f^m
10 //do not factor "tensorial" scalars
11 println Factor[[FactorScalars: false]] >> t
✄ (a+b)**2*f_m*f^m-(b+a)*(b-a)*f_a*f^a*f_b*f^b
Factor traverses the expression from head to children and factors all scalar polynomials (both univariate and multivariate) and
rational functions. So, in the case of scalar expression it applies only to the top algebraic level. In the case of rational expression,
Factor first calls Together (Sec. 3.2.6), then factors numerator and denominator.
As it seen from the example, Factor tries to factor all scalar combinations of tensors (like f_m*f^m in line 8). This can be
changed by passing an additional option FactorScalars:false as it done in line 11.
It should be noted, that in the current version of Redberry, performance of Factor transformation in case of multivariate
polynomials may be low in some cases and some huge expressions may not be factored completely. Also Factor applies only to
expressions, which does not contain trigonometric functions, tensor fields or non integer powers of variables. These issues will
be addressed in the upcoming releases of Redberry.
3.2.6. Together
There are two transformations, which put terms in a sum over a common denominator: Together and TogetherFactor. The
last one also cancels scalar factors in the result. Consider the examples:
1 def t = 'x**2/(x**2 - 1) + x/(x**2 - 1)'.t
2 //to common denominator and cancel factors
3 println TogetherFactor >> t
✄ (1+x)**(-1)*(-1+x)**(-1)*(x+x**2)
4 //together with tensorial expressions
5 t = 'f_m/a + k_m/(f_m*f^m)'.t
6 println Together >> t
✄ a**(-1)*(f_{a}*f^{a})**(-1)*(f_{b}*f^{b}*f_{m}+a*k_{m})
As it seen from the last example, Together effectively relabel dummy indices when it is necessary.
11The code of polynomials factorization is taken from free and open source Java Algebra System [12, 13] designed by Heinz Kredel.
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3.3 List of selected physical transformations
3.3.1. DiracTrace
This transformation calculates the Dirac trace of expression in four dimensions12:
1 //set up matrices
2 defineMatrices 'G_a', 'G5', Matrix1.matrix
3 //setting up symmetries of Levi-Civita
4 setAntiSymmetric 'e_abcd'
5 //dirac trace transformation
6 def dTrace = DiracTrace[[Gamma: 'G_a', Gamma5: 'G5', LeviCivita: 'e_abcd']]
7 println dTrace >> 'Tr[G_a*G_b*G_c*G_d*G5]'.t
✄ -4*I*e_{abcd}
8 println dTrace >> 'Tr[(p_a*G^a + m)*G_m*G5*(q_a*G^a-m)*G_n]'.t
✄ -4*I*p_{b}*q_{a}*e^{a}_{n}^{b}_{m}
The first line tells Redberry to consider tensor G_a and G5 as matrices with additional one upper and one lower index of type
Matrix1 (Latin lower letters with strokes), i. e. G_a^i'_j' and G5^i'_j' respectively. Then Redberry will use matrix multi-
plication rules for the products of such tensors13. Line 6 defines DiracTrace transformation with specified notation for gamma
matrices and Levi-Civita tensor.
3.3.2. UnitaryTrace
This transformation calculates traces of unitary matrices:
1 //set up matrices
2 defineMatrices 'T_A', Matrix2.matrix
3 //structure constants are antisymmetric
4 setAntiSymmetric 'f_ABC'
5 //d-constants are symmetric
6 setSymmetric 'd_ABC'
7 //unitary trace transformation
8 def uTrace = UnitaryTrace[[Matrix: 'T_A', f:'f_ABC', d: 'd_ABC', N: 'N']]
9 println uTrace >> 'Tr[T_A*T_B*T_C]'.t
✄ (1/4*I)*f_{CAB}+(1/4)*d_{CAB}
10 println uTrace >> 'Tr[T_A*T_B*T_C*T^A]'.t
✄ (-(1/4)*N**(-1)+(1/4)*N)*g_{BC}
As one can see, it is necessary to specify the notation used for structure and d- constants (f_ABCD and d_ABCD) and dimension of
unitary group (N).
3.3.3. LeviCivitaSimplify
This transformation simplifies combinations of Levi-Civita tensors:
1 //three dimensions
2 setAntiSymmetric 'e_abc'
3 def t = 'e_abc*e^abd'.t
4 //simplify in Euclidean space in three dimensions
5 println LeviCivitaSimplify.euclidean['e_abc'] >> t
✄ 2*d^d_c
12this code requires cc.redberry.core.indices.IndexType.* to be added to static imports
13for further details on matrix objects in Redberry see online documentation
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6 //four dimensions
7 setAntiSymmetric 'e_abcd'
8 t = '4*I*e^h_d^fb*e_abch*e_e^d_gf'.t
9 //simplify in Euclidean space in four dimensions
10 println LeviCivitaSimplify.euclidean['e_abcd'] >> t
✄ 16*I*e_{eagc}
11 t = '4*I*e^h_d^fb*e_abch*e_e^d_gf'.t
12 //simplify in Minkowski space in four dimensions
13 println LeviCivitaSimplify.minkowski['e_abcd'] >> t
✄ -16*I*e_{eagc}
As one can see, it is necessary to specify whether the space is considered to be Euclidean or Minkowski and the notation for
Levi-Civita tensor. The difference between Euclidean and Minkowski Levi-Civita tensors appears for even number of space-time
dimensions (compare lines 10 and 13). Additionally, the transformation automatically substitute the dimension of space, which
is considered to be equal to the number of Levi-Civita indices.
4 Selected physical applications
4.1 Feynman diagrams
One of the practical applications of Redberry is calculation of Feynman diagrams in Quantum Field Theory. Redberry
provides several common physical transformations such as traces of Dirac gammas and SU(N) matrices, simplification of Levi-
Civita combinations etc. and powerful tools for simple inputting of noncommutative matrix expressions. In this section we
shall demonstrate these features by calculation of well-known differential cross section of the Compton scattering in quantum
electrodynamics (i.e. spinor electrodynamics, in contrast to the scalar electrodynamics, which was illustrated in Sec. 1.2).
First of all it is necessary to note, that Redberry does not support noncommutative products of indexless variables. However,
many noncommutative objects, which occur in physical calculations (e.g. spinors or Gamma matrices) have matrix origin, which
means, that they have additional matrix indices, which are usually omitted for convenience. For example, when we write product
of Dirac bispinors and gammas, like e.g.
Tµν = u¯ γµγν (3)
we actually mean, that the above quantities have additional matrix indices, which can be written explicitly:
Tµν b′ = u¯a′ γµa
′
c′γν
c′
b′ . (4)
In this expression a′, b′, c′ are special matrix indices. From such a point of view these ”noncommutative” products can be
represented as ordinary products of indexed objects. Such matrix indices should have a nonmetric type, which implies that it is
impossible to perform raising or lowering or define a symmetry which mixes indices with different states. Redberry provides
an internal facilities allowing to input matrix expressions in a convenient form like (3). Matrix indices will automatically be
inserted at parsing and subsequent processing could be made as with usual indexed expressions. Detailed description of this
feature can be found in online documentation.
So, let us turn to the physical aspects of the problem. The following lines give squared matrix element of the Compton
scattering in quantum electrodynamics14:
1 defineMatrices 'G_a', 'V_i', 'D[x_m]', Matrix1.matrix,
2 'vu[p_a]', Matrix1.vector,
3 'cu[p_a]', Matrix1.covector
4 //photon-electron vertex
5 def V = 'V_m = -I*e*G_m'.t,
6 //electron propagator
7 D = 'D[p_m] = -I*(m + p_m*G^m)/(m**2 - p_m*p^m)'.t,
8 //diagram a)
9 Ma= 'cu[p2_m]*V_m*e^m[k2_m]*D[k1_m+p1_m]*V_n*e^n[k1_m]*vu[p1_m]'.t,
10 //diagram b)
11 Mb= 'cu[p2_m]*V_m*e^m[k1_m]*D[p1_m-k2_m]*V_n*e^n[k2_m]*vu[p1_m]'.t,
12 //matrix element
13 M = (V & D) >> (Ma + Mb)
14cc.redberry.core.indices.IndexType.* should be added to static imports
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14 //Mandelstam variables
15 def mandelstam = setMandelstam(['p1_m': 'm', 'k1_m': '0', 'p2_m': 'm', 'k2_m': '0'])
16 M = (ExpandAll & mandelstam) >> M
17 //complex conjugation
18 def MC = M
19 MC = 'vu[p1_m]*cu[p2_m] = vu[p2_m]*cu[p1_m]'.t >> MC
20 MC = (Conjugate & Reverse[Matrix1]) >> MC
21 //squared matrix element
22 def M2 = ExpandAll >> (M * MC / 4)
23 //photon polarizations
24 M2 = 'e_m[k1_a]*e_n[k1_a] = -g_mn'.t >> M2
25 M2 = 'e_m[k2_a]*e_n[k2_a] = -g_mn'.t >> M2
26 //electron polarizations
27 M2 = 'vu[p2_m]*cu[p2_m] = m + p2^m*G_m'.t >> M2
28 M2 = 'vu[p1_m]*cu[p1_m] = m + p1^m*G_m'.t >> M2
29 //applying trace of gamma matrices
30 M2 = DiracTrace['G_a'] >> M2
31 //final simplifications
32 M2 = (ExpandAndEliminate & 'd^m_m = 4'.t & mandelstam) >> M2
33 M2 = ('u = 2*m**2 - s - t'.t & Factor) >> M2
34 println M2
✄ 2*(-m**2+s+t)**(-2)*e**4*(-8*s**2*m**2*t+4*s**3*t+2*s**4+t**3*s+2*m**8+4*m**4*s*t-m**2*t
**3-2*m**2*t**2*s+3*m**4*t**2-8*s**3*m**2+12*s**2*m**4+3*s**2*t**2-8*m**6*s)*(m**2-s)
**(-2)
The above code reproduces the standard steps of Feynman diagrams calculation and prints squared matrix element of the
Compton scattering averaged over polarizations of initial particles and summed over polarizations of final particles:
1
4
∑
spins
|M|2 = 2 e
4
(m2 − s)2(−m2 + s + t)2 ×
(
− 8s2m2t + 4s3t + 2s4 + t3 s + 2m8 + 4m4st − m2t3
− 2m2t2 s + 3m4t2 − 8s3m2 + 12s2m4 + 3s2t2 − 8m6s
)
Let’s consider the code in more detail. Firstly, in lines 1-3 we tell Redberry to consider some input objects as matrices,
vectors or covectors. These objects are: gamma matrices (G_a), photon-electron vertex (V_i), electron propagator (D[p_m]),
electron wave function u(p) (vu[p_m]) and its conjugation u¯(p) (cu[p_m]). To make this, defineMatrices(...) function is
invoked with lists of tensors followed by target object descriptors. Each descriptor specifies the type of matrix indices and a type
of matrix (e.g. Matrix1.matrix, Matrix1.covector). Here only one matrix index type is used. As a result, for example, the
combination like u¯(p1) γµ u(p2) will be treated as a scalar (with respect to matrix indices), while the combination like u(p1) u¯(p2)
will be treated as a matrix. In expressions like m + pµγµ first term will automatically be multiplied by the identity matrix
(Kronecker delta).
The next step is to build the matrix element. As it well known, two Feynman diagrams corresponds to the Compton scattering
in the leading order. This is done in lines 9 - 13, where e_n[k_m] denotes photon polarization. In line 15 we define Mandelstam
variables. Function
setMandelstam(['p1':'m1', 'p2':'m2', 'p3':'m3', 'p4':'m4'])
takes a map ’momentum — mass of particle’ as an argument and returns a collection of substitutions, followed from the usual
Mandelstam definitions for incoming momentums p1 and p2 and outcoming momentums p3 and p4.
The next step (lines 18 - 20) is to make up a complex conjugation of the matrix element. As it is known from physics, this
can be done using the following relation:
(
u¯(p2) ˆM u(p1)
)∗
= u¯(p1) ˆ¯M u(p2), where ˆM =
∑
i
ci aˆ1 aˆ2 . . . aˆi ,
ˆ¯M =
∑
i
c∗i aˆi aˆi−1 . . . aˆ1
and usual notation aˆ = γµaµ is used. This transformation is equivalent to two substitutions:
u(p1) u¯(p2) → u(p2) u¯(p1) and ˆM → ˆ¯M,
which are applied in line 19 and 20 respectively. The meaning of Reverse[Matrix1] transformation is clear from its name: it
simply overwrites the matrix product in the reverse order.
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At this point we can define squared matrix element in line 22 and perform summation over photons (lines 24 - 25) and elec-
trons (lines 27 - 28) polarizations. On the last step all products of gamma matrices are automatically converted to combinations
of their traces. So the next step is to apply DiracTrace transformation. After this, it is necessary to eliminate metric tensors and
apply Mandelstam substitutions (line 32). This step will produce a symbolic expression, which then can be finally simplified
using Factor transformation. The whole calculation takes less than 200 milliseconds on the warmed Java Virtual Machine (on
Intel Core i5 @ 2.27 Ghz).
4.2 One-loop counterterms of arbitrary Lagrangians
Another effective application of Redberry is calculation of the divergent part of the one-loop effective action of arbitrary
Lagrangians. The theoretical formalism based on the extended t’Hooft and Veltman method of background calculations was
developed in [14] and successfully applied for a number of theories using Reduce computer algebra system [15]. This algo-
rithm calculates one-loop counterterms for an arbitrary theory and background in four dimensions in curved space-time in the
dimensional regularization. Redberry implements this algorithm for second and fourth order differential operators and provides
a simple and convenient user interface.
Let’s start with a minimal physical background. It is well-known, that one-loop effective action for a general field theory
with a given action S [φ] can be expressed in terms of derivative of action with respect to the fields:
Γ(1) =
i~
2
Tr
(
ln δ
2S
δφiδφ j
)
,
where φi denotes a fields and Latin letters denotes the whole set of its indices15. So, the main quantity, which determines the
effective action is a differential operator
Di j =
δ2S
δφiδφ j
. (5)
In the most general case, this operator has the following form:
Di j = Kµ1µ2...µL i j ∇µ1∇µ2 . . .∇µL + S µ1µ2...µL−1 i j ∇µ1∇µ2 . . .∇µL−1 +
+ Wµ1µ2...µL−2 i j ∇µ1∇µ2 . . .∇µL−2 + Nµ1µ2...µL−3 i j ∇µ1∇µ2 . . .∇µL−3 + Mµ1µ2...µL−4 i j ∇µ1∇µ2 . . .∇µL−4 + . . . , (6)
where ∇µ is a covariant derivative with respect to space-time and internal indices:
∇αT µi j = ∂αT µi j + Γµαγ T γi j + ωαikT µk j − ωαk jT µik
∇µΦi = ∂µΦi + ωµi jΦ j,
where Γµαγ is a Christoffel symbol and ωµi j is a connection on the principal bundle. Commuting covariant derivatives it is always
possible to make tensors K, S, W, N, M symmetric in the Greek indexes and we shall assume this condition in the further reading.
It is also required to introduce the following quantities:
(Kn)ij = Kµ1µ2...µL i j nµ1nµ2 . . . nµL , (Kn)−1 i j (Kn) jk = δik, (7)
where nµ is a unit vector. The second equation defines tensor (Kn)−1 inverse to tensor Kn, which is an input tensor for the
algorithm16. The other required input is a curvature tensor with respect to the principal bundle:
[∇µ,∇ν]Φi = Fµνi jΦ j (8)
Given a set of tensors K, W, M, (Kn)−1 and F as input data, Redberry allows to calculate counterterms for the general second
and fourth order operators of the following form
D(2)i j = Kµνi j ∇µ∇ν + Wi j (9)
D(4)i j = Kµναβi j ∇µ∇ν∇α∇β + Wµνi j ∇µ∇ν + Mi j (10)
Let us illustrate the usage by the particular examples.
15Here the actual type of these indices is not important (e.g. this set can contain both space-time and SU(N) indices), so Latin letters used only for
convenience.
16Redberry also provides facilities to find out the inverse tensor from the given equation: see examples on Redberry website.
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4.2.1. Vector field operator
Let us consider one-loop counterterms of the the vector field operator, which appears in the theory of the massive vector
field:
Dαβ = δαβ✷ − λ∇α∇β + Pαβ,
where ✷ = gµν∇µ∇ν and λ = 1 + 1/ξ. This is a second order operator, and in order to rewrite it in the form (9), it is necessary to
symmetrize the second term by commutation of the covariant derivatives:
Dαβ =
(
gµνδβα −
λ
2
(
gµβδνα + g
νβδ
µ
α
))
∇µ∇ν + Pαβ + λ2 Rα
β,
where Rαβ is the Ricci tensor.
Using equations (7) it can be easily found that
(Kn)αβ = δβα − λ nαnβ, (Kn)−1αβ = δβα +
λ
1 − λnαn
β.
Hereby, at this point we have whole set of input tensors required by the algorithm:
Kµναβ = gµνδβα −
λ
2
(
gµβδνα + g
νβδ
µ
α
)
, S µαβ = 0 , Wαβ = Pαβ +
λ
2
Rαβ ,
(Kn)−1αβ = δβα +
λ
1 − λnαn
β , Fµναβ = Rµναβ .
In the further calculations we shall use the definition λ = γ/(1 + γ) for convenience (so γ = λ/(1 − λ)).
The following code calculates one-loop counterterms of the vector field theory in curved space-time (here g used for γ):
1 addSymmetries 'R_abcd', -[1, 0, 2, 3].p, [2, 3, 0, 1].p
2 setSymmetric 'R_ab', 'P_ab'
3 def iK = 'iK_a^b = d_a^b + g*n_a*n^b'.t
4 def K = 'K^mn_a^b = g^mn*d_a^b - g/(2*(1+g))*(g^mb*d_a^n + g^nb*d_a^m)'.t
5 def S = 'S^r^m_n = 0'.t
6 def W = 'W^a_b = P^a_b+g/(2*(1+g))*R^a_b'.t
7 def F = 'F_mnab = R_mnab'.t
8 //calculates one-loop counterterms of the second order operator
9 def div = oneloopdiv2(iK, K, S, W, F)
10 def counterterms = 'P^a_a = P'.t >> div.counterterms[1]
11 counterterms = Collect['R', 'P', Factor[[FactorScalars: false]]] >> counterterms
12 println counterterms
✄ counterterms = (1/240)*R**2*(5*g**2+20*g+28)+(1/24)*(6*g+12+g**2)*P^{b}_{a}*P^{a}_{b}
+(1/120)*(5*g**2+10*g-32)*R_{fp}*R^{fp}+(1/48)*P**2*g**2+(1/24)*(2*g+4+g**2)*P*R+(1/12)*
g*(4+g)*R_{a_{5}}^{b}*P^{a_{5}}_{b}
In order to obtain one-loop counterterms in the dimensional regularization, one should multiply the result produced by Redberry
by 1/16π(d − 4) and integrate it over the space-time volume:
Γ
(1)
∞ =
1
16π(d − 4)
∫
d4x
√−g
(
1
120(−32 + 5γ
2 + 10γ)RǫµRǫµ + 148γ
2P2+
+
1
240R
2(28 + 5γ2 + 20γ) + 124(γ
2 + 12 + 6γ)PβαPαβ+
+
1
12
γ(4 + γ)RνǫPνǫ + 124R(γ
2 + 4 + 2γ)P
)
The above code is clear enough, but some remarks are needed. First of all, the main method oneloopdiv2(...), which
calculates the counterterms of the second order operator, returns a special object, which holds some intermediate results (like
e.g. RR, RF, FF parts of effective action from [14]). The whole result can be obtained by getting the value of .counterterms
property. All input expressions must be in the same notation as in the original work [14] except tensor (Kn)−1, which should
be denoted as iK. At this moment, the implementation requires that all indices of input tensors must be lower Latin indices.
Also, it assumed that field indices are placed at the end, so, for example, the first two indices of tensor Kµναβ are contracted
with covariant derivatives in (6), while the last two indices corresponds to the indices of vector field. Redberry does not support
nonzero tensor S from (6), however it should be specified explicitly, like it is done in line 11.
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5 Basic internal architecture
5.1 Mappings of indices
Perhaps the most significant difference between tensor- and symbol-oriented computer algebra systems lies in the comparison
of mathematical expressions. In the symbol-oriented CASs result of atomic comparison problem17 is just a logical true or
false, while in the case of tensor-oriented CAS it transforms into a complicated pattern matching problem, which produces a
complicated object as a result. The comparison problem of tensorial expressions will be revealed in this section through several
examples.
The most common question, which can be asked about two expressions, is whether they define the same tensor (to within a
free indices relabelling). This question arises in such frequent routines like substitutions and reduction of similar terms. Consider
the following expressions:
FabGbc 7−−−−−−−−→
maps to
FiqGq j =
{
a → i
c → j
}
These two expressions have the same tensorial structure. The above notation means that if rename a to i and c to j in the left
expression one will get exactly the same tensor as defined by the right expression. So, the result of such comparison is not just
true or false, but a mapping of free indices of one expression onto free indices of another expression.
One of the major quirks of the problem lies in the fact that free and dummy indices hold completely different places. Map-
pings of free indices are global for expression, while dummy indices have their scopes. If some free index is present in several
places, then its mapping will be the same everywhere. On the other hand, explicit names of dummies are not important (consider
indices b and q in the first example). Besides that, dummy indices brings additional structure into expressions, which should be
taken into account when finding mappings. To illustrate this features, consider the following examples:
FabGbc + MadNdc 7−−−−−−−−→
maps to
FiqGq j + MiqNq j =
{
a → i
c → j
}
but FabGbc + MadNdc 7−−−−−−−−→
maps to
FiqGq j + MqiNq j = ∅.
In the first expression a and c should be renamed into i and j respectively in both summands in order to transform l.h.s. into
the r.h.s. But there is no mapping in the second example because structure of contractions of the second summand in the r.h.s.
differs from that in the l.h.s. (if no symmetries defined for tensor Mab).
5.1.1. Multiple mappings and symmetries of tensors
In general, several mappings of indices can exist for a pair of tensors. Consider the following primitive example. Suppose
that tensor Rab is antisymmetric, then:
RabAc + RbcAa 7−−−−−−−−→
maps to
Ri jAk + R jkAi
gives two mappings
M1 = +

a → i
b → j
c → k
 and M2 = −

a → k
b → j
c → i
 .
Second mapping M2 has negative sign, which means that in order to obtain the r.h.s., one needs to apply mapping to the l.h.s.
and negate the result. Sign property of mappings and processing both symmetries and antisymmetries in a common way makes
these entities fully consistent with each other.
It is clear that mapping of tensor onto itself gives permutational symmetries of its indices. So, in the case of the above
primitive example, one can find that
RabAc + RbcAa 7−−−−−−−−→
maps to
RabAc + RbcAa = +

a → a
b → b
c → c
 and −

a → c
b → b
c → a
 .
The last mapping represents a nontrivial antisymmetry of tensor.
5.1.2. Mappings in Redberry
The entire architecture of Redberry rely on the ideas described in previous subsections. In Redberry one can construct
mappings using the following syntax:
1 setAntiSymmetric 'R_ab'
2 def from = 'R_ab*A_c + R_bc*A_a'.t, to = 'R_ij*A^k + R_j^k*A_i'.t
3 def mappings = from % to
4 println mappings.first //takes only first mapping
17determination of whether two expressions are equal, i.e. operation that is the main building block of such complicated routines as pattern matching
✄ +{_a->_i, _b->_j, _c->^k}
5 //print all mappings
6 mappings.each { mapping ->
7 assert (mapping >> from) == to //apply mapping
8 println mapping
9 }
✄ +{_a->_i, _b->_j, _c->^k}
✄ -{_a->^k, _b->_j, _c->_i}
Here, the construction (from % to) gives a special object which allows to take just one mapping (this is very fast operation)
using .first property (line 4) or to iterate over all possible mappings (line 6). Moreover, calculation of each subsequent
mapping occurs only on the corresponding step of iteration (calculation on demand). In order to apply mapping rules to tensor
one can use >> operator (as in line 7). This will automatically perform raising or lowering of indices if it is meant by mapping
and resolve dummy clashes.
Redberry can build mappings for tensors of any complexity with any number of nested sums/products, symmetries and
dummy indices:
1 setAntiSymmetric 'A_mn', 'F_mnab'
2 def from = '(A_m^n - A_m^p*A_p^n)*F_nk^i_j + A_mn*A^n_j*A^i_k'.t,
3 to = '-(A_d^a + A_p^a*A_d^p)*F^d_kq^i - A^a_b*A^b_q*A^i_k'.t
4 (from % to).each { println it }
✄ -{_i->_i, _j->_q, _k->_k, _m->^a}
✄ +{_i->^k, _j->_q, _k->^i, _m->^a}
5.2 Graph isomorphism versus indices canonicalization
One of the applications of finding mappings of indices is testing whether two expressions are equal (to within dummy
indices relabelling and interchanging indices of simple tensors according to their symmetries). Probably, this operation is the
most frequent operation that arises in any calculation (like reduction of similar terms). This problem can be solved by finding
mapping of indices which maps free indices of one expression onto exactly same free indices of another.
As it was mentioned in the introduction, contractions between indices in product constitutes a graph. So, the problem of
finding mappings between two expressions is equivalent to problem of testing whether two graphs are isomorphic. While no
worst-case polynomial-time algorithms are known for the general Graph Isomorphism (GI) and closely related Graph Automor-
phism (GA) problems, there are several algorithms which solve these problems very effectively in all practical cases (see e.g.
[16] and overview given in [17]). It is important to note, that the complexity of these algorithms (which is still exponential in
the worst case) is given in the number of graph vertices, or equivalently in the number of product multipliers.
On the other hand, the existing systems (known to the authors) are based on the so-called indices canonicalization approach
described in [18, 19]. This procedure brings indices of products into unique canonical order using the information about symme-
tries of its multipliers; when indices of tensors are brought into such order, it becomes trivial to test whether two expressions are
equal. As it is shown in cited papers, this problem is equivalent to the problem of double coset enumeration which is known to
be NP-hard (see Sec. 4.6.8 in [20]). Unfortunately, no really satisfactory algorithm for solving this problem has been found to
date (see Sec. 4.6.8 in [20]). Moreover, in contrast to GI problem, the complexity of algorithms for double coset enumeration is
given in the number of all indices (free and dummy) of tensor. It is also important, that indices canonicalization is not useful for
testing whether two tensors are equal to within free indices relabelling. Additionally, indices canonicalization works only with
products of simple tensors, so if e.g. product contains a sum one need to expand out brackets first.
Redberry utilises the first approach, based on the GI finding. The main algorithm, which finds mappings of tensor indices
is actually searches for isomorphisms of corresponding graphs. Currently, this algorithm is far from the best known algorithms
for GI problem. However, it is specifically suited for typical problems arising in physics and performs well on typical input (i.e.
when need to compare a huge number of small graphs; see Sec. 6.1), but still has exponential complexity for some special cases.
Nevertheless, there is a wide area for improvements and this is the main issue of further Redberry development.
Another important subject closely related to tensor comparison, is finding symmetries of complicated tensors. It is clear that
from the stand point of graph-theoretical approach, this problem is equivalent to Graph Automorphism problem. This problem is
also related to testing whether the expression is zero using only the information about its symmetries (like FabFbcFca = 0 if Fab
is antisymmetric). The canonicalization procedure used by other systems can naturally determine whether the expression is zero,
while in Redberry one should apply special transformation EliminateDueSymmetries. The algorithm used in Redberry computes
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automorphism group Aut(G) of corresponding graph G and searches in this group for two equal permutations with different signs:
if generators of group can produce two equal permutations with different signs (i.e. symmetry and antisymmetry), that means
that corresponding expression is zero. Currently, Redberry uses a brute force algorithm for EliminateDueSymmetries and its
performance is about of order of group, i.e. the number of all group elements |Aut(G)|, so it is impractical for large symmetric
tensors. A vastly improved algorithm is under development and will appear soon in the next Redberry release.
Summarizing this section we point out that in our opinion, the approach based on graph algorithms provides a more flexible
way to deal with tensors than canonicalization and has a broader perspective for further performance improvements. The good
argument in favour of this point is a performance comparison of Redberry and other systems presented in Sec. 6.1.
5.3 Expression-tree traversal and modification
As mentioned in Sec. 2.1 each tensor in Redberry is a container of its child tensors, so any complicated expression becomes
a hierarchical tree of such containers. Iteration over direct child elements of a tensor described in Sec. 2.1. Besides, there are a
special tools for iteration and modification over a whole tree.
There is a core class in Redberry that performs traversal over any given expression. It basically generates a sequence of
traversal events like: entering or leaving of subexpressions. The main feature of this class is its ability to in-place modify a tree
while traversing. Redberry provides simple facade classes for tree traversal. There are two basic ways to perform a depth-first
search on expression tree:
1 def t = 'a + Sin[x + y]'.t
2 t.parentAfterChild { a -> print a.toString() + ', ' }
✄ a, y, x, y+x, Sin[y+x], a+Sin[y+x],
3 t.parentBeforeChild { a -> print a.toString() + ', ' }
✄ a+Sin[y+x], a, Sin[y+x], y+x, y, x,
This example illustrates steps of parent-after-child and parent-before-child iteration modes.
Modification of expression tree can be performed in the same way. As an example, lets consider a naive implementation of
a substitution transformation:
1 def subs = { t, expr ->
2 t.transformParentAfterChild {
3 def mapping = expr[0] % it
4 mapping.exists ? mapping >> expr[1] : it
5 }
6 }
8 def t = 'z_m*Cos[x_m*y^m - x_n*(z^n + t^n)] + t_m'.t
9 println subs(t, 'z_a + t_a = y_a'.t)
✄ y_m
The key aspect of parent-after-child modification, is that if child node is changed, then its parent node will be reduced to standard
form (see Sec. 2.3) before it will be shown18. Also, at each step of modification all dummy indices conflicts will be resolved
automatically.
6 Comparison with existing software
In this section we compare functionality and performance of Redberry with the existing software. At the moment there are a
lot of packages and CASs which provide functionality for symbolic tensor manipulation. As far as authors know, the architecture
of existing open source systems is based on the principal of indices canonicalization — an algorithm which brings indices of
tensorial expressions to unique canonical order, thereby providing a simple way for expression comparison [18, 19]. For our
purposes we choose Cadabra version 1.29 system [5] which is based on the xPerm [11] library for tensor canonicalization and
18The first modification will be performed on the sum z^n + t^n, which will be replaced with y^n. After this modification, the whole branch of the
expression tree, which contains this term, will be permanently reduced to the standard form. So, when iteration will reach the argument of cosine, which will be
x_m*y^m - x_n*y^n, it will be reduced to zero. On the next step the cosine receives zero as an argument and reduces to 1. On the last step of the iteration,
it finally becomes possible to replace obtained z_m + t_m with y_m.
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Feature Cadabra xAct Maple Physics Redberry
Multiple index types Yes Yes Yes(4 types available)
Yes
(8 types available)
Permutational symmetries Yes1 Yes Yes1/No2 Yes
Multi-term symmetries Yes Yes No No
Simple tensor substitutions Yes Yes Yes Yes
Complicated substitutions3
(sums, products etc.) Yes/No
4 No No Yes
Tensor functions5 No No No Yes
Noncommutative products Yes Yes Yes No/Yes(only for matrices/spinors)
Component calculus No Yes Yes No
Riemann geometry Yes Yes Yes No
Automatic reduction to standard form /
automatic canonicalization6 No No Yes Yes
Programming language No7 Yes Yes Yes
Open source Yes No/Yes8 No Yes
Table 1: Comparison of tensor-specific features of selected systems. (1) Cadabra and Maple does not allow to set symmetries
equal to arbitrary permutation group, while Redberry allows. (2) Although Maple allows to set up permutational symmetries
of tensors, it allows to simplify only the simples expressions involving symmetries and fails on complicated examples. (3)
Complicated substitution here means a substitution where l.h.s. is a complicated tensor which contains products, sums, tensor
fields etc. (see Sec. 3.2.1). (4) For example, it is impossible to apply substitutions like Ka(Aab − Aba) = Fb in the expression
Kp(Aqp −Apq) (see this example in Sec. 3.2.1). (5) Tensor function represents tensorial function with tensorial arguments (as e.g.
f {mn}[x {ab}, y c] in Redberry) which can be used in substitutions etc. (6) For details see Sec. 2.3. (7) Cadabra provides C++
API which in authors opinion is useful for developers but not for users. (8) xAct is free and open-source, while Mathematica is
not.
Mathematica package xAct version 1.1.0 [1] (uses the recent xPerm version). Recently, Maple (starting from Maple 18 Physics
research version 42.1 released in December 2014) also implemented functionality for simplifying tensorial expressions which
were previously unavailable (e.g. most of the examples provided below failed in previous Maple Physics versions). Since Maple
and its Physics package are proprietary, the underlying architecture is not known.
Table 1 shows comparison of tensor-specific features between systems under consideration (both Mathematica and Maple
also provides a wide range of ”scalar” CAS features which are not shown in the table).
6.1 Performance
In the performance evaluation we focused specifically on manipulation with abstract tensorial expressions avoiding special
cases for which different systems can be additionally optimized (like manipulation with Riemann tensor). In order to analyse
performance of systems for particular class of problems we proceed as follows. We used a set of randomly generated tensors with
different parameters (number of free indices, depth, average product/sum size, set of basic tensors from which the expression
was composed). Each initial expression was simplified by expanding out products of sums and reducing similar terms, then
rewritten in the equivalent form by: (1) shuffling product/sum terms, (2) renaming dummies and (3) interchanging indices of
simple tensors according to their symmetries. Each benchmark was performed on expression obtained by subtracting rewritten
expression from the initial one. We measured time needed for different systems to obtain zero by applying simplification
operation on such input. Such simplification frequently occurs in real computations and involves many internal components of
CAS.
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We used the following simplification procedures:
• In case of Redberry we used the following transformation to obtain zero:
def tr = EliminateMetrics & 'd^i_i = 4'.t &
Expand[EliminateMetrics & 'd^i_i = 4'.t] &
EliminateMetrics & 'd^i_i = 4'.t &
EliminateDueSymmetries
• The following code was used in Cadabra (Cadabra spacetime dimension set to 4)19:
@sumflatten!!(%):@prodflatten!!(%):
@eliminate_metric!(%):@eliminate_kr!(%):
@distribute!(%):@sumflatten!!(%):@prodflatten!!(%):
@eliminate_metric!(%):@eliminate_kr!(%):
@prodsort!(%):@canonicalise!(%):@prodsort!(%):
@rename_dummies!(%):@prodsort!(%):@collect_terms!(%);
When a single invocation of this code did not produce zero (this occurred in less than 1% of cases), we applied it several
times (but not more then ten)20.
• In case of xAct we used function ToCanonical[] which performs almost the same steps as described above.
• Maple defines no special transformations for operations with tensors like collect similar terms or eliminate metric. It
provides only one transformation Simplify21, which is used for any simplification of tensorial expressions. When a single
invocation of Simplify did not produce zero, we applied it twice (increase of the number of retries does not change
the number of correct results). In case of non-zero result, test was considered as failed; such cases are excluded from
consideration.
The expressions used for performance benchmarking can be found at Redberry website. The source code used for expressions
generation and benchmark execution is available on request.
6.1.1. Benchmarking of atomic operation
In our first benchmark we measured performance of comparison operation, which is probably the most frequent atomic
operation arising in any calculation. For this purpose, we generated sums of products of tensors and measured time needed to
obtain zero when subtracting it (rewritten in equivalent form as described earlier) from itself.
As we have found, the existing systems fails on some expressions with complicated structure. For example, if tensor Wabcde
is fully symmetric in indices a, c, e then the following expression is zero:
T h (Wbdei j + Wbde ji + Wbedi j + Wdbe ji + Wdeib j)(Wc f h ji + Wch f ji + Wc jh f i + W f chi j + W f ch ji) −
T h (Wbdei j + Wbde ji + Wbed ji + Wdbei j + Wdeib j)(Wc f hi j + Wch f i j + Wcih f j + W f chi j + W f ch ji) = 0
This result directly follows from the structure of summands and can be obtained by relabelling dummy indices and interchanging
indices according to symmetries. Redberry simplifies this expression in approximately 2 milliseconds (right at parse) without
any additional calculations. On the other hand, other systems need to expand out product of sums in order to determine that the
result is zero; this, of course, is much more expensive calculation. In order to avoid additional expand operation, we generated
sums (of size 100) of products of simple tensors with fixed number of free indices. So, the typical input problem looked as
follows: (
Wαβ T νβρ Rθγρ Fµθα + . . . (99 terms)
)
−
(
Fµρθ Wθβ Rργα T νβα + . . . (99 terms)
)
= 0
The results of our benchmarking22 are presented on Fig. 1. Left figure shows the dependence of time needed by system to
obtain zero on the number of multipliers in products in target sum. In this benchmark we used a set of basic tensors with number
of indices from 1 to 6 (e.g. Aa, Bab, Cabc etc.), number of “outer” free indices equal to 5 and varying number of product lengths
from 4 to 18 (increasing this parameter, we thereby increased number of dummy indices).
19we tried a variety of combinations of Cadabra transformations and found that this one works faster and covers largest number of cases.
20we analysed each of such cases in more detail and found that they can be solved by changing the above sequence of Cadabra transformations in one run
21we’ve specifically contacted Maple Physics developers and they suggested using Simplify with tryhard option which enables Simplify to work
with tensors; they also assured us that this option will be default in the future Maple releases
22all benchmarks were performed on the same hardware: AMD Phenom II X6 1100T; 16 Gb RAM; Ubuntu Linux 12.04
24
We analysed both situation when simple tensors have symmetries (symmetric or antisymmetric with respect to all its indices)
and not; unfortunately, in the first case Maple was unable to obtain zero on almost all used examples, so we excluded Maple
in this case. In case without symmetries Redberry shows polynomial behaviour on number of multipliers, while Cadabra and
xAct have small exponent and Maple has extremely large exponent or even factorial dependence (which shows that it uses some
brute-force algorithm). In case with symmetries, all three systems (Cadabra, xAct and Redberry) have exponential dependence
in the worst case, but Redberry has better behaviour on larger problems.
For the benchmark presented on the right picture in Fig. 1, we used sums of products with fixed length equal to 5, fixed
number of “outer” free indices equal to 5 and with varying number of basic simple tensors with different number of indices
(thereby affecting number of dummy indices) and measured time dependence on average number of indices in products. As in
the first benchmark in the case without symmetries we observed polynomial dependence for Redberry, small exponent for xAct
and Cadabra, and factorial in case of Maple. On the other hand, presence of symmetries almost does not change the behaviour
of Cadabra and xAct, while Redberry failed to simplify large expressions in a reasonable time.
Figure 1: Dependence of time spent in simplification routine on product size (left) and on average number of indices in
products (right). For these benchmarks we used sums (100 summands) of products of simple tensors, then subtracted it from
itself (in equivalently rewritten form: shuffled summands and multipliers, renamed dummy indices and interchanged indices of
simple tensors according to their symmetries) and measured time needed to obtain zero when simplifying inputs prepared in such
a way. For Redberry, xAct and Cadabra we performed benchmarks both with (blank markers) and without symmetries (filled
markers) of simple tensors, while Maple was unable to simplify such expressions in case with symmetries. The expressions used
for these benchmarks can be found at Redberry website.
6.1.2. Benchmarking of simplification routine
Another important metric of CAS is its performance in simplification of expressions with deeply nested structure. For this
benchmarks we generated sums of products of sums of products (so expression depth is 4) with following characteristics: we
used basic tensors Aa, Bab, Cabc, all generated expressions had one free index, varying product sizes from 2 to 4 and varying sum
sizes from 2 to 4. So the used expressions looked like:
(
Fµν
(
T µαRνβ + . . .
)
+ . . .
) (
Rαρ
(
FρβRτγ + . . .
)
+ . . .
)
×
(
. . .
)
−
(
FνµT νβRµαRβρFραRτγ + . . .
)
= 0
Unfortunately, Maple Physics was unable to simplify any of provided examples23, so we had to exclude Maple from consid-
eration.
Fig. 2 shows the comparison of time spent in expand and collect operation for the same input expressions for Redberry
vs. xAct, Redberry vs. Cadabra and xAct vs. Cadabra. We performed tests both in case when tensors have symmetries (Bab
antisymmetric and Cabc symmetric) and not. Summarizing all timings and taking the average, we found that Redberry is 41
times faster than xAct and 29 times faster than Cadabra in case without symmetries and 26 and 33 times faster in case with
symmetries in our benchmarks. It is worth noting that such a performance gain can become much more significant in case of
more complicated expressions, where size of intermediate expressions became larger, and in such cases Redberry can be even
several thousands times faster because of its ability to simplify intermediate expressions during evaluation.
23we’ve contacted with Maple Physics developers; they answered that it is unknown when functionality for simplification of these examples will be available
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Figure 2: Comparison of time spent in simplification routine for randomly generated expressions. Each input problem
plotted as filled circle. Each plot represents comparison of execution times needed to simplify input expression to zero between
different systems (xAct versus Redberry, Cadabra versus Redberry, xAct versus Cadabra). Solid line corresponds to equal
execution times, dashed lines shows 10x, 100x, 1000x, etc. execution time ratio. On average in presented benchmarks Redberry
is 41 times faster than xAct and 29 times faster than Cadabra in case without symmetries and 26 and 33 times faster in case with
symmetries. The expressions used for these benchmarks can be found at Redberry website.
7 Conclusions
In this paper we presented Redberry — an open source computer algebra system designed to manipulate with symbolic
tensorial expressions. Redberry is a computer algebra system which considers both tensors and indexless expressions in a com-
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mon way. It provides basic tensor-specific features such as tensor symmetries, multiple index types, dummy indices handling,
LATEX-style I/O, mappings of tensor indices and a comprehensive set of tensor-specific transformations etc. Rich functionality of
Redberry was illustrated on a complex physical problems: Feynman graphs and one-loop counterterms calculations. Redberry
provides a simple and convenient facade to modern high-level programming language (Groovy), which makes it possible to use
all features of general-purpose programming language combined with domain-specific features provided by the CAS.
Throughout this paper we illustrated main Redberry features with many examples. In Sec. 2 we described the basic usage of
Redberry, how it handles mathematical expressions and how different properties of expressions can be accessed through Groovy
syntax. In Sec. 3 we gave a list of the most common transformations and showed how they can be manipulated in Redberry. In
Sec. 4 we illustrated functionality of Redberry on two real world examples: calculation of Feynman graphs and calculation of
one-loop counterterms in curved space-time. We also illustrated handling of matrix objects (such as spinors or Dirac matrices)
using convenient syntax in Redberry. Sec. 5 was dedicated to the quintessential internals of Redberry — mappings of indices
and expression-tree traversal. In particular, in this section we discussed how a graph-theoretical approach to tensor manipulation
is used in Redberry and how it compares with approaches used by other tensor-oriented CASs. Finally, in Sec. 6 we gave an
overview of Redberry features and performance in comparison with other well-known CASs.
In this paper we showed that a new approach to tensor manipulation based on graph-theoretical algorithms allows to achieve
considerably better performance on a large set of typical algebraic problems than other systems mentioned in Sec. 6. Such a high
performance enables Redberry to solve a large-scale real-world problems in high energy physics which requires manipulation
with huge tensorial expressions. Still, there are many important features which are to be implemented in Redberry: complete
pattern matching, multi-term symmetries, Riemann geometry, noncommutativity, “scalar” transformations etc.
Redberry is licensed under GNU GPLv3 and anyone can contribute in development of Redberry. Comprehensive documen-
tation, examples and installation instructions are available at http://redberry.cc. Known issues and release schedule can be found
at http://youtrack.redberry.cc. The source repository can be found at http://bitbucket.org/redberry.
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