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a b s t r a c t
In the present paper, introducing a King typemodification of the Lupaş operators, the rates
of statistical convergence of this modification are studied by means of the modulus of
continuity and Lipschitz class functional. We also prove that, on some subintervals of [0,1],
the error estimation of these operators is better than the classical q-Bernstein operators.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Firstly, we give some definitions about q-integers. For any non-negative integer r , the q-integer of the number r is defined
by
[r]q := [r] =

1− qr
1− q if q ≠ 1
r if q = 1.
The q-factorial is defined as
[r]! =
[1] [2] · · · [r] if r = 1, 2, . . .
1 if r = 0
and the q-binomial coefficient is defined as
n
r

= [n]![r]![n− r]! .
It is obvious that q-binomial coefficients reduce to the ordinary case when q = 1. Details on q-integers can be found
in [1,2].
The q-analogue of the classical Bernstein operators [3] is defined by Lupaş [4] as follows:
Rn( f , q; x) =
n
k=0
f

[k]
[n]

bnk (q; x) , f ∈ C[0, 1] and x ∈ [0, 1] (1.1)
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where
bnk (q; x) =

n
k

qk(k−1)/2xk (1− x)n−k
(1− x+ qx) · · · 1− x+ qn−1x .
We have the following lemma for the operators (1.1).
Lemma 1 ([4]). The following equalities are true:
(i) Rn(1, q; x) = 1,
(ii) Rn(t, q; x) = x,
(iii) Rn(t2, q; x) = x2 + x(1−x)[n] − x
2(1−x)(1−q)
1−x+xq

1− 1[n]

.
Here, we observe that the operators Rn( f , q; x) don’t preserve the monomial e2(x) = x2. In 2003, King [5] introduced a
non-trivial sequences of positive linear operators Vn preserving the functions e0 and e2. He also proved that the operators
Vn have a better rate of convergence than the classical Bernstein polynomials whenever 0 ≤ x ≤ 13 . In [6], Agratini and
Doğru introduced a King type modification of q-Szász-Mirakjan type operators and they proved that their operators have a
better rate of convergence than the classical Szász-Mirakjan operators. In [7], King type modifications of the Meyer-König
and ZellerMKZ operators and q-MKZ operators were introduced by Doğru and Örkçü. They are also concernedwith the error
estimations of these modifications.
In this paper, we consider 0 < q ≤ 1 and a King type modification of Lupaş operators defined in [4] and investigate
the statistical approximation properties of these operators. Finally, we show that this q-type modification provides a better
error estimation on some subintervals of [0, 1] than the classical Lupaş operators.
2. Construction of the operators
In this part, we construct the King type modification of Lupaş operators R∗n( f , q; x) which preserve monomials ei(x) =
xi, (i = 0, 2), i.e., R∗n(e0, q; x) = e0(x) = 1 and R∗n(e2, q; x) = e2(x) = x2, for n ∈ N \ {0, 1}. In this study, we consider
0 < q ≤ 1 satisfying the following condition
q [n] > 1 (2.1)
for n ≥ 2. Note that (2.1) does not valid for n = 0, 1 and 0 < q ≤ 1.
Let {rn(x)} be a sequence of real-valued continuous functions defined on [0, 1] with 0 ≤ rn(x) ≤ 1. Let us consider the
following operators:
R∗n( f , q; x) =
n
k=0
f

[k]
[n]

n
k

qk(k−1)/2rkn(x) (1− rn(x))n−k
(1− rn(x)+ qrn(x)) · · ·

1− rn(x)+ qn−1rn(x)
 (2.2)
where f ∈ C[0, 1], x ∈ [0, 1] and n ∈ N \ {0, 1}. It is clear that the operators R∗n are positive and linear. Observe that if we
choose rn(x) = x then our operators R∗n turn out to be Lupaş operators given as (1.1).
Lemma 2. R∗n( f , q; x) satisfy the following equalities:
(i) R∗n(e0, q; x) = 1,
(ii) R∗n(e1, q; x) = rn(x),
(iii) R∗n(e2, q; x) = r2n (x)+ rn(x)(1−rn(x))[n] − r
2
n (x)(1−rn(x))(1−q)
1−rn(x)+qrn(x)

1− 1[n]

.
Under the condition (2.1), if we take
rn(x) = −1+ x
2 [n] (1− q)
2 (q [n]− 1) +

1+ 2x2 [n] (2q [n]− q− 1)+ x4 [n]2 (1− q)2
2 (q [n]− 1) , (2.3)
then R∗n( f , q; x) preserve monomials R∗n(e0, q; x) = e0(x) = 1 and R∗n(e2, q; x) = e2(x) = x2, for n ≥ 2.
Note that 0 ≤ rn(x) ≤ 1 for rn(x) defined in (2.3).
Really, from (2.1), we have
2q[n] − q− 1 > 1− q. (2.4)
Using the inequality (2.4) and the following inequality
1+ 2x2[n](1− q)+ x4[n]2(1− q)2 = (1+ x2[n](1− q))2
in (2.3) then we get 0 ≤ rn(x). Under the condition (2.1), since (1− x2) ≥ 0 for 0 ≤ x ≤ 1, we have
0 < 4q[n](q[n] − 1)(1− x2). (2.5)
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From the inequality (2.5), we obtain
1+ 2x2 [n] (2q [n]− q− 1)+ x4 [n]2 (1− q)2 ≤ (2(q[n] − 1)+ 1+ x2[n](1− q))2. (2.6)
If we use (2.6) in (2.3) then we get rn(x) ≤ 1.
So the linear operator R∗n is positive for rn(x) defined in (2.3).
Lemma 2 and the Korovkin Theorem give us following theorem for rn(x) defined in (2.3) immediately:
Theorem 1. Let f ∈ C[0, 1], n ≥ 2. Under the condition (2.1) for q = qn, let (qn) be a sequence, 0 < qn ≤ 1, satisfying the
following expressions:
lim
n−→∞ qn = 1 and limn−→∞ q
n
n = c (c is constant ) . (2.7)
Then we have
lim
n−→∞
R∗n( f , qn; x0)− f (x0) = 0
for fixed x0 ∈ [0, 1].
Proof. We know that R∗n ( f , q; x) is a linear positive operator. In Lemma 1, if we choose a sequence q = (qn)which satisfies
the conditions (2.7), we have
lim
n−→∞
R∗n(ei, qn; x0)− ei (x0) = 0,
for i = 0, 1, 2. Hence the proof is completed with the help of Korovkin’s Theorem. 
3. The rates of convergence
Let f ∈ C[0, 1]. The modulus of continuity of f , denotedw( f , δ), is defined to be
w( f , δ) = sup
|y−x|≤δ
x,y∈[0,1]
|f (y)− f (x)| .
Then it is known that limδ→0+ w( f , δ) = 0 for f ∈ C[0, 1]; and also, for any δ > 0 and each t, x ∈ [0, 1]we have
|f (t)− f (x)| ≤ w( f , δ)
 |t − x|
δ
+ 1

. (3.1)
Recall that, in [4], Lupaş obtained the following rate of convergence for the operators (1.1) for every f ∈ C[0, 1] and δ > 0,
|Rn( f , q; x)− f (x)| ≤ w( f , δ)

1+ 1
δ

x (1− x)
[n]

. (3.2)
Now, we compute the rates of convergence of the operators R∗n( f , q; x) given by (2.2) to f (x) by means of the modulus of
continuity. And then we also show that our error estimation is better than the Lupaş operators given as (1.1).
Theorem 2. Let (qn) , 0 < qn ≤ 1, be a sequence satisfying the conditions given in (2.7), for each n ≥ 2. For fixed x ∈ [0, 1],
f ∈ C[0, 1] and δn > 0, we haveR∗n( f , qn; x)− f (x) ≤ 2w( f , δn(x))
where
δn(x) =
2x2 + x1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

.
Proof. Let f ∈ C[0, 1]. By linearity and positivity of the operators R∗n( f , qn; x)we get, for each n ≥ 2, n ∈ N and x ∈ [0, 1],
that R∗n( f , qn; x)− f (x) ≤ R∗n(|f (t)− f (x)|, qn; x). (3.3)
Now using (3.1) in inequality (3.3) we have, for any δ > 0, thatR∗n( f , qn; x)− f (x) ≤ w( f , δ(x))1+ 1δ R∗n(|t − x|, qn; x)

. (3.4)
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Applying the Cauchy–Schwarz inequality in (3.4) we obtainR∗n( f , qn; x)− f (x) ≤ w( f , δ(x))1+ 1δ

R∗n((t − x)2, qn; x)

. (3.5)
On the other hand, since
R∗n((t − x)2, qn; x) = R∗n(e2, qn; x)− 2xR∗n(e1, qn; x)+ x2R∗n(e0, qn; x)
= x2 − 2xR∗n(e1, qn; x)+ x2,
we have
R∗n((t − x)2, qn; x) = 2x2 + x

1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

. (3.6)
Then using (3.6) in (3.5) the proof is completed. 
Really, for a given sequence (qn) , 0 < qn ≤ 1, satisfying the conditions given in (2.7), it is clear that limn→∞ 1[n] = 0.
Hence
lim
n→∞ δn(x) = limn→∞

2x2 + x

1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

= lim
n→∞
2x2 + x
 1[n] + x2 (1− qn)qn − 1[n] −

1
[n]2
+ 2x2

2qn − qn[n] − 1[n]

+ x4 (1− qn)2
qn − 1[n]


= lim
n→∞

2x2 + x (−2x) = 0.
Because of limn→∞ δn(x) = 0, Theorem 2 give us the rate of pointwise convergence of the operators R∗n to the function
f (x). It is obvious that limn→∞ δn(x) = 0.
In special case, if we choose x ≤ 12[n]q+1 then the rate of convergence given in Theorem 2 is better than the estimate given
by (3.2) for all n ≥ 2. Indeed, since
2x2 + x

1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

− x (1− x)
[n]
≤ 2x2 + x

1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (1− qn)+ x4 [n]2 (1− qn)2
qn [n]− 1

− x (1− x)
[n]
= 2x2 − x (1− x)
[n]
< 0, (3.7)
we have2x2 + x1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

≤

x (1− x)
[n]
for all n ≥ 2 and x ≤ 12[n]+1 which proves our claim.
Wewill now study the rate of convergence of the positive linear operators R∗n bymeans of the Lipschitz class LipM (α) for
0 < α ≤ 1. We recall that a function f ∈ C[0, 1] belongs to LipM (α) if the inequality
|f (t)− f (x)| ≤ M |t − x|α ; t, x ∈ [0, 1] (3.8)
holds.
The following theorems give us the rate of convergence of Lupaş operators (1.1) and their King type modification (2.2)
for f ∈ LipM (α) respectively.
Theorem 3. For all f ∈ LipM (α), we have
∥Rn( f , qn; x)− f (x)∥C[0,1] ≤ Mδαn (x)
where δn(x) =

x(1−x)
[n] and M is a positive constant.
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Proof. Let f ∈ LipM (α) and 0 < α ≤ 1. Using (3.8), we have
|Rn( f , q; x)− f (x)| ≤ Rn(|f (t)− f (x)|, q; x)
≤ MRn(|t − x|α, q; x).
Applying the Hölder inequality with p = 2
α
and q = 22−α , we get
|Rn( f , q; x)− f (x)| ≤ M

Rn((t − x)2 , q; x)
 α
2 . (3.9)
From Lemma 1, we have
Rn((t − x)2 , q; x) ≤ x (1− x)[n] . (3.10)
Combining (3.9) and (3.10) we have the desired inequality. 
Theorem 4. For all f ∈ LipM (α), under the condition (2.1) for q = qn, we haveR∗n( f , qn; x)− f (x)C[0,1] ≤ Mδαn (x)
where
δn(x) =
2x2 + x1+ x2 [n] (1− qn)
qn [n]− 1 −

1+ 2x2 [n] (2qn [n]− qn − 1)+ x4 [n]2 (1− qn)2
qn [n]− 1

(3.11)
and M is a positive constant.
Proof. Let f ∈ LipM (α) and 0 < α ≤ 1. Using (3.8), we haveR∗n( f , q; x)− f (x) ≤ R∗n(|f (t)− f (x)|, q; x)
≤ MR∗n(|t − x|α , q; x).
Applying the Hölder inequality with p = 2
α
and q = 22−α , we getR∗n( f , q; x)− f (x) ≤ M R∗n((t − x)2 , q; x) α2 . (3.12)
Combining (3.6) and (3.12), we have the desired inequality. 
In a special case, if we choose x ≤ 12[n]+1 and for all n ≥ 2 then, under the condition (2.1), the rate of convergence by
means of Lipschitz class given in Theorem 4 is better than the estimate given by Theorem 3. To prove our claim, it is enough
to use the inequality (3.7).
Finally, we can easily see in Fig. 1 that if x ≤ 12[n]+1 then, under the condition (2.1), the rate of convergence of R∗n( f , q; x)
is better than Rn( f , q; x) for all n ≥ 2 and 0 < q < 1.
Fig. 1. Comparison of the rates of convergence of R∗n and Rn .
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4. The rates of statistical convergence
At this point let us recall the concept of statistical convergence.
The statistical convergence which was introduced by Fast [8] in 1951, is an important research area in approximation
theory. Especially, Gadjiev and Orhan [9] used the concept of statistical convergence in approximation theory. They proved
a Bohman-Korovkin type theorem for statistical convergence.
Recently, statistical approximation properties of many q-King type operators are investigated (see for instance, [6,7]).
A sequence x = (xk) is said to be statistically convergent to a number L if for every ε > 0,
δ {k ∈ N : |xk − L| ≥ ε} = 0,
where δ(K) is the natural density of the set K ⊆ N.
The density of subset K ⊆ N is defined by
δ(K) := lim
n
1
n
{the number k ≤ n : k ∈ K}
whenever the limit exists (see [10]).
For instance, δ (N) = 1, δ {2k : k ∈ N} = 12 and δ

k2 : k ∈ N = 0. To emphasize the importance of the statistical
convergence, one can give the following example: The sequence
xk =

L1; if k = m2
L2; if k ≠ m2 , (m = 1, 2, 3, . . .)
is statistically convergent to L2 but not convergent in ordinary sense when L1 ≠ L2. We note that any convergent sequence
is statistically convergent but not conversely. Details can be found in [11].
Now, under the condition (2.1) for q = qn, we consider a sequence q := (qn) satisfying the following expressions:
st − lim
n
qn = 1 and st − lim
n
qnn = a. (4.1)
Theorem 5. If the sequence q := (qn) satisfies the condition given in (4.1), thenR∗n( f , qn; x)− f (x) ≤ 2w  f ,δn,x (4.2)
for all f ∈ C [0, 1], where
δn,x = R∗n((t − x)2 , qn; x). (4.3)
Proof. The proof is similar to the Theorem 2. So we will omit the proof. 
From the conditions (4.1) one can see that st − limn R∗n((t − x)2, qn; x) = 0 which implies st − limnw( f ; δn,x) = 0 due
to the fact that
st − lim
n→∞ δn,x = 0.
This gives the pointwise rate of statistical convergence of the operator R∗n( f , q; x) to the function f (x).
Here, the following theorems give the rates of convergence of the operator R∗n( f , q; x) to the function f (x).
Theorem 6. Let q := (qn) be a sequence satisfying (4.1) and 0 < qn < 1. If f ∈ C [0, 1], thenR∗n( f , qn; .)− f (.)C[0,1] ≤ 2w( f ; δn) (4.4)
where,
δn =

2
9 [n]
. (4.5)
Proof. In the previous theorem we obtained,R∗n( f , qn; x)− f (x) ≤ w( f , δ)1+ 1δ

R∗n((t − x)2, qn; x)

. (4.6)
Since if we take x ≤ 12[n]+1 , then
R∗n((t − x)2, qn; x) ≤
x (1− x)
[n]
≤ 2
9 [n]
. (4.7)
O. Doğru, K. Kanat / Computers and Mathematics with Applications 64 (2012) 511–517 517
Now substituting (4.7) into (4.6) and then taking the maximum of both sides where x ≤ 12[n]+1 , we have
R∗n( f , qn; x)− f (x)C[0,1] ≤ w( f ; δn)

1+ 1
δ

2
9 [n]

.
The proof of the theorem follows from the above inequality by choosing δ := δn as in (4.5). 
Theorem 7. Let the sequence q := (qn) satisfies the conditions given in (4.1) and let f ∈ LipM (α) , 0 < α ≤ 1. ThenR∗n( f , qn; x)− f (x) ≤ Mδαn (4.8)
where δn is given as in (4.5).
Proof. Let f ∈ LipM (α) and 0 < α ≤ 1. Using (3.8), we haveR∗n( f , q; x)− f (x) ≤ R∗n(|f (t)− f (x)|, q; x)
≤ MR∗n(|t − x|α , q; x).
Applying the Hölder inequality with p = 2
α
and q = 22−α we getR∗n( f , q; x)− f (x) ≤ M R∗n((t − x)2 , q; x) α2 . (4.9)
Combining (3.6) and (4.9), and choosing δ(x) := δn(x) as in (3.11), we have the desired inequality. 
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