In the area of care in general but especially in the care of elderly, there is a great interest in deriving patient parameters preparation free. For this purpose, a load cell functionalized nursing bed has been developed at Niederrhein University of Applied Science. The system allows analysis and recognition of the persons' positions and actions in the bed. The Hidden Markov Toolkit (HTK) based posture recognition system was initially presented at the BMT 2015 by our research group. The initial system shows good results but to draw conclusions about the patient's condition, a minimum possible error rate should be achieved. For this purpose, a two-step retrospective analysis of the initial results was developed as an extension to improve the accuracy of the system.
Introduction
In the field of elderly and nursing care, it is of great interest to derive additional information about the condition of the patient in addition to the usual patient parameters (temperature, blood pressure, cardiac and respiratory frequency, etc.). In particular, the detection of a deviation from the "normal state" is of great importance since countermeasures can already be initiated at an early stage of a possible disease. As a measuring platform, with sensors functionalized nursing beds can be used to derive mass and mass shift from the patient in the bed. With such a system, the recognition of human body positions is possible, e.g. to derive movements [1] or different states during sleep [2] . Furthermore, the risk of decubitus ulcer [3] or falls from nursing beds [3] can be determined. The great challenge in this field of bio signal processing is the variability of each individual posture and action of a person in a nursing bed. Also, body positions and actions of the same human being can have a great variability which can cause unreliable recognition results.
A Hidden Markov Model (HMM) based posture recognition system was introduced initially at the BMT in 2015 by our research group [4] . The recognition system to classify actions and postures of a patient in the nursing bed has been implemented in Matlab using a HMM based Viterbi classifier. The recognition rate of the system is so far useful but can be further improved. The aim of the current work is to improve the recognition rate of this system without interfering with the actual recognition process. This approach has the advantage that a retrospective optimization of the recognition results can be carried out independently of the used system. It is thus possible, even after a complete revision or extension of the recognition system, to use the downstream functionality to further improve the recognition results. Within the scope of this paper, a two-stage system was developed. The first stage is used for error locating. Here, distance measures were calculated from probability values for individual models. This procedure is found, e.g., also in the area of speech recognition for the calculation of a semantic distance [5] . The errors are divided into three different error categories. These are "substitutions", "deletions" and "insertions". Subsequently, the classification is restarted with a model subset and a special parameterization. The improvements and additions are presented in this paper.
Recognition system
In this research field, a functionalized nursing bed was developed at Niederrhein University of Applied Science. For the acquisition of the data, four force measuring sensors were installed in a commercially available nursing bed, from which various patient parameters based on mass changes are derived. The system can be used in various applications in the field of patient monitoring. For example, to detect whether the patient is moving frequently enough to avoid decubitus ulcer or to detect the patient's breathing rate [6] . It is also possible to derive a motion profile from the acquired data to determine whether the patient is restless, has fallen out of the bed, or as fall indicator if the patient has not been in bed for an unusually long time. For evaluation purpose, several test series were taken with different persons who have completed a prescribed course of movement. From this data, temporal features, energy values and the centre of mass are extracted as so called features. From this, 23 Hidden Markov models are generated, which describe the individual actions and postures of the person in the bed and can be used for the recognition. Furthermore, a syntax is provided to the classifier. This syntax forms the structure of the recognition, it parametrizes the classifier (cmp. Figure 1 ). The complexity of the used syntax determines the difficulty level of the recognition. This means that the more restrictive and complex the syntax is, the simpler the recognition becomes and vice versa [4] .
Automated recognition by the classifier was realized based on the Hidden Markov Toolkit at the University of Cambridge [7] . This system, which is mainly used in speech recognition, was first transferred to Matlab and adapted for posture recognition [8] . The HMM Classifier operates on the Viterbi algorithm.
Retrospective analysis
It is very important for a recognition system especially used in healthcare environment to reach very high accuracy values, because based on the classification results conclusions about the patients' health will be drawn. The aim of this work was to improve the accuracy of the recognition system. There are several approaches to reach this aim. The analysed data itself is invariable, but from this data, it is possible to extract different kind of features. Another possibility is to improve the classifier itself or to change it to other classification procedures. Another possibility that works independent of the classification system is to look at the recognition results and the associated probabilities and draw conclusions from them. This approach was chosen here in order to develop an analysis of the recognition results independently of the selected classifier and, if necessary, to locate and correct errors in the recognition. In this work importance were placed on adapting the retrospective analysis to the already existing code.
For this, a retrospective process for the revision of the classification results was set up as a two-stage approach (see Figure 2) . In a first stage, the probabilities for the individual recognition results are analysed in more detail (Block reprocessing in Figure 2 ). This analysis generates a so called "error vector" by which the parameters for the error correction which are needed to re-analysed and correct the erroneous results are determined. In a further step, the errors are analysed again by the classifier. In this stage only the syntactically possible models are handed over to the classifier in terms of an HMM sub set and a more restrictive syntax.
The revised classification result is then integrated into the preliminary result.
Analysis of the classification result
In the first part of the retrospective analysis, the classification result is analysed and an error vector is generated. This error vector was first created by hand for test purposes. Three different types of errors were distinguished: "insertions", "substitutions" and "deletions". In the resulting error vector, each error category receives its own unique number tag, which can be used to classify the error. A comparison of distance values was used for the automatic generation of this error vector. This is done using the Viterbi classifier. Normally, a probability value is calculated for every model and the model with the highest probability is determined in the classifier and used as the best result. We use this probability values to calculate the distance as a kind of difference of the probability from the best model to the respective probability of the other possible models in this state. The probabilities for all possible models in a state are subsequently normalized and compared to each other. The recognition results were then marked as "correct" or "probably wrong" over a percentile of 20% as threshold value. That means, all results where at least one other model has a similarly high probability compared to the "best" model and thus has a low distance value is declared to be "probably false". The threshold was determined empirically. The resulting error vector includes a "zero" for errors and a "one" for correct results. The elements marked as "correct" will be used as secure support points for the retrospective analysis. A distinction into the individual error classes is not possible.
Generation of new classification parameters
Based on the previously generated error vector, the "unreliable" marked elements are successively extracted by their temporal boundaries and further processed individually. For this purpose, the location marked as the correct position is first assumed as a secure support point before the error. A new syntax and an HMM sub set are now created on the basis of this recognized location. Specifically, this means that a more restrictive syntactic preselection is performed based on the previously recognized position or action. E.g. after the action "turn-left" only the posture "left-side" should be possible. The classifier is thus restricted by the new parameterization as far as possible. For this purpose, all possible follow-up models were tabulated. The syntax and the HMM sub set are then only formed from the noted previous site. With this new parameterization, the extracted error location is analysed again with the classifier. In the last step, the initial "erroneous" classification result is replaced by the new result and this combination finally yields the final result of the recognition.
Results
The respective label files were used for the various data series to validate the results. In these, the actual postures and actions, as well as the respective frame boundaries are noted as a reference comparable to ground truth data from the field of image processing. The validation was carried out with the function HResults from the HTK. Two test sets were used. The first set consists of three data series of three different persons. The second set consists of six data series of three different persons. Both sets based on the same 28 data records. For Set 1, 25 data records were used for the HMM training sequence and three records were used for the tests. Set 2 includes 22 data record for the HMM training and six records for testing. Set 1 is included in set 2 to get direct comparability. The so-called accuracy was used for the evaluation. The accuracy is calculated using the following formula (see eq 1).
"D" stands for "Deletions", "S" for "Substitutions", "I" for "Insertions" and "N" for the total number of positions and actions in the set. In the comparison of the Accuracies of the two test sets without a retrospective analysis it is noticeable that the test series from the second set have been recognized much worse. This is because in both cases the same number of data has been used. This means that with Set 2 less data has been used for model generation and therefore the models are less precise than in Set 1 (see Table 1 ). Compared to the results for tests with subsequent retrospective analysis it is obvious that it is possible to achieve an improvement of almost 17%. However, this is only possible in case of a very precise classification of the errors, e.g. with the manually created error vector (see Table  2 ). In case of an automatically generated error vector, it is found that the result values do not change at all. This is because only the single error correction has been implemented for this analysis. Single error stand for an erroneous element surrounded by correct recognised elements. But with an automatic error detection, double and multiple errors occur more frequently. Double errors stand for two sequenced erroneous elements and multiple errors according to this more than two sequenced elements surrounded by correct recognised elements. These error types require a far more complex algorithm for correction than single errors. It is shown, that the algorithm works for correcting recognized single errors, because, even though the automatic error detection has marked some correctly recognized digits as "wrong", the final result has not deteriorated. The system can thus in any case check an uncertainty in the recognition and, if necessary, also correct it.
Conclusion and outlook
In summary, it can be shown that the improvement of the accuracy is possible by using a retrospective analysis. But, as it can be seen from the results, it is necessary to generate a very accurate error vector. His quality is of high relevance for the correcting algorithm. To improve the quality for the automatically generated error vector, consideration of a combined approach from the distance values and a syntactic check would make sense.
Because the system is modular, it offers the advantage of an optimization at various points to improve the whole functionality. Next, an implementation of correcting double errors would be useful to further improve the system. To this end, the syntactic analysis must be combined with a temporal analysis. For this purpose, the mean temporal lengths of the HMMs have already been investigated. Furthermore, an analysis of multiple errors is interesting. The aim here would be to split these into double errors as far as possible by a temporal displacement of the error boundaries.
The adaptation of other methods for the retrospective improvement of the recognition is usually very complex, as almost all methods individually resort to intermediate results of the classifiers used.
