Abstract. The purpose of this paper is to study different notions of Sobolev capacity commonly used in the analysis of obstacle-and Signorini-type variational inequalities. We review basic facts from nonlinear potential theory in an abstract setting that is tailored to the study of W 1,p -and W 1−1/p,p -capacities, and we prove equivalency results that relate several approaches found in the literature to each other. Motivated by applications in contact mechanics, we especially focus on the behavior of different Sobolev capacities on and near the boundary of the domain in question. As a result, we obtain, for example, that the most common approaches to the sensitivity analysis of Signorini-type problems are exactly the same.
1. Introduction. In the theory of Sobolev spaces, it is not appropriate to study the pointwise behavior of functions in the almost everywhere sense inherited from the underlying measure space. This is already seen in the fact that Sobolev functions admit well-defined traces on sets that are negligible in the measure theoretical sense (cf. the classical trace theorem). To analyze the fine properties of Sobolev functions properly, it is necessary to work with capacities (cf. [1, 2, 3, 5, 8, 10, 11, 14] ). These are outer measures that take the additional regularity of the involved functions into account and allow for precise identification of the sets that are negligible in the context of Sobolev spaces. Due to this increased accuracy, capacities play a crucial role in, e.g., the characterization of the exceptional sets in Egorov-type theorems and the study of sets that are defined by pointwise constraints. Examining pointwise conditions up to sets of capacity zero -so-called polar sets -leads to the notion of a property holding "quasi everywhere" (q.e.), which is finer than the concept of "almost everywhere" (a.e.) known from the theory of Lebesgue spaces.
Problems that need to be studied in a quasi everywhere sense arise, e.g., in the optimal control and the sensitivity analysis of Signorini-and obstacle-type variational inequalities. In both of these fields, it is often necessary to characterize the tangent-, normal-and critical cones to sets of the form
where Ω ⊂ R d is a bounded domain and ψ : Ω → R ∪ {±∞} is a given function. Such a characterization is only possible if the inequality v ≥ ψ in (1.1) is understood in a quasi everywhere sense. As a consequence, the concept of capacity becomes indispensable. We refer to [6, 13, 16, 17, 19, 20, 21] for details on this topic. A particular difficulty in the setting above is inherent to Signorini-type problems, where the inequality constraint v ≥ ψ is nontrivial, i.e., ψ ≡ −∞, only on subsets of the domain boundary. For these problems, the W 1,p 0 (Ω)-capacity, that is most commonly used in the analysis of partial differential equations (cf. [5, 10, 14] ), becomes inapplicable and one has to resort to alternative notions of capacity to obtain a meaningful quasi everywhere sense for the study of (1.1).
Several different approaches can and have been taken to this end. In [16] , Mignot employed the theory of Dirichlet spaces (which is only applicable in the case p = 2) and the capacity of the space W 1,2 (Ω) to obtain a meaningful capacity on the power set P(Ω) of the closure Ω (cf. [16, page 150 , Exemple 2] and [13] ). The author of [6] , on the other hand, worked with the W 1,p 0 -capacity of an open set Ω , satisfying Ω ⊂ Ω , to define a reasonable quasi everywhere sense on the closure of the domain Ω. Lastly, it is also a natural choice to define a capacity based on the space W 1−1/p,p (∂Ω) on the boundary ∂Ω -especially since, in the case of Signorini problems, the inequality constraint v ≥ ψ is commonly interpreted in the sense of traces (cf. [13, Exemple 6] and also [6, 15, 16, 24] ).
The purpose of this paper is to prove that all of the above approaches are, in fact, the same. To be more precise, in what follows, we show that the capacities associated with the spaces W (Ω ) (where, again, Ω is an open set satisfying Ω ⊂ Ω ) are all equivalent on the power set P(∂Ω) of the boundary ∂Ω, provided Ω is a strong bounded Lipschitz domain. While some results on the equivalence of different Sobolev capacities are known (see, e.g., [14, Theorem 2 .38] for a theorem on W 1,p 0 -capacities on different domains), to the best of our knowledge, the relationship between the latter four capacities has not been studied so far. With the following analysis we close this gap. We further hope that our results can alleviate some of the confusion that arose in the field of contact mechanics due to the multitude of different approaches to boundary capacities found in the literature. The outline of this paper is as follows:
In Section 2, we recall basic facts from nonlinear potential theory that are needed for our analysis. Here, we precisely define the concepts of "capacity" and "quasi everywhere" in a general function space setting and discuss the existence and uniqueness of quasi continuous representatives in depth. We include a detailed review of the latter topics for two reasons: On the one hand, to work with the spaces W 1,p (Ω), W 1,p (R d ), W 1−1/p,p (∂Ω) and W 1,p 0 (Ω ), we require an abstract setting that is slightly more general than the ones usually found in the literature. Since we are also interested in the case p = 2, the classical theory of Dirichlet spaces (cf. [7, 11, 13, 16] ) is not suitable for our needs, and since we do not exclusively work with zero boundary conditions, we cannot simply resort to the ordinary W 1,p 0 -theory (cf. [5, 10, 14] ), either. As a consequence, it is necessary to discuss the results and notions of nonlinear potential theory needed in Sections 3 to 5 in greater detail. On the other hand, we include a detailed review of the known theory to keep this paper self contained. We hope that in doing so, we can make the topic of (boundary) capacities more accessible to those readers who are interested in, e.g., contact mechanics but unfamiliar with the field of potential theory.
In Section 3, we demonstrate that the theory of Section 2 indeed enables us to study the spaces (Ω ) are mutually equivalent on the power set P(Ω). The proof of this equivalence is based on certain properties of extension operators and a localization argument.
Section 5 is concerned with the capacity of boundary sets. Here, we show that the capacities studied in Section 4 and the capacity of the trace space W 1−1/p,p (∂Ω) are equivalent on the power set P(∂Ω).
Lastly, in Section 6, we combine and summarize our findings. Here, we not only prove that the most common approaches to the sensitivity analysis of Signorini-type problems coincide (cf. Theorem 6.1, Corollary 6.2), but also state some general results on the fine properties of Sobolev functions (cf. Corollary 6.3, Corollary 6.6). The latter may also be of independent interest.
2. Capacity Theory in an Abstract Setting. In the following, we review basic results from capacity theory in an abstract setting that is tailored to the study of the spaces
(Ω ) considered in Sections 3 to 5. The main results of this chapter concern the existence, the uniqueness and the behavior of quasi continuous representatives, cf. Corollary 2.11, Lemma 2.12 and Theorem 2.13. Note that there are numerous different ways to introduce capacities (e.g., using kernel functions or distributions, cf. [1, 2] ). The approach that we employ in this paper utilizes the framework of topological spaces and is heavily inspired by the analysis in [11] . We consider the following situation: Assumption 2.1 (Standing Assumptions and Notation for the Abstract Setting).
For details on the topological concepts in Assumption 2.1, we refer to [23] . Note that throughout this paper the max-function is always assumed to act pointwise µ-almost everywhere. Using V ⊆ L p (X, µ), we define the capacity of the function space V as follows: Definition 2.2 (Capacity). Given Assumption 2.1, the set function
is called the capacity generated by the triple (X, V, µ).
By a "neighborhood of A" we of course mean an open set G ∈ O(X) satisfying A ⊆ G. For the sake of brevity, we suppress the dependency on the triple (X, V, µ) in the rest of this section and simply write cap(·) instead of cap( · ; X, V, µ). Some remarks are in order regarding Definition 2.2:
Remark 2.3. In the theory of Sobolev and Dirichlet spaces it is common to raise the term v V in the infimum on the right-hand side of (2.1) to a suitable power. If, e.g., V is a Dirichlet space (and thus Hilbert), one typically defines the capacity to be equal to inf{ v 2 V : v ≥ 1 µ-a.e. in a nbhd. of A} (cf. [11, Section 3.1] ). Given the setting of Assumption 2.1, however, where no further information about the space V and its norm · V is available, such an approach is unnatural. Replacing the term v in (2.1) with, e.g., v p V would even cause the resulting capacity to be non-subadditive in general (cf. the proof of Lemma 2.5d) below). We emphasize that the equivalency estimates obtained in Sections 3 to 5 using Definition 2.2 can easily be transformed to conform to the definitions of Sobolev capacity employed in [3, 5, 10, 14] and others.
Since max(0, v) ∈ V and max(0, v) V ≤ v V for all v ∈ V , we instantly obtain an alternative representation of the capacity. 
Proof. Due to Assumption 2.1g), there exists a C > 0 such that
immediately yielding part a). The monotonicity property in b) holds since the set of functions, over which the infimum in the definition of cap(A 2 ) is formed, is a subset of the set in the definition of cap(A 1 ). To obtain c) it sufficies to add up the inequalities
. . , n. It remains to prove d). To this end, let A i ⊆ X, i ∈ N, be a countable collection of sets. We may assume w.l.o.g. that the series on the right-hand side of (2.2) is finite, otherwise the inequality holds trivially. Consider now an arbitrary but fixed ε > 0. Then we obtain from the alternative representation of cap(·) in Corollary 2.4 that for every i ∈ N we can find a v i ∈ V with v i ≥ 1 µ-a.e. in a nbhd. of A i , v i ≥ 0 µ-a.e. in X and
Since V is Banach, we can define
Letting ε → 0 in the above yields (2.2). This completes the proof.
Remark 2.6. Lemma 2.5 yields that cap(·) is an outer measure on X. Part a) of Lemma 2.5 further implies that the measure µ is absolutely continuous with respect to cap(·), i.e., µ << cap(·) (cf. [4, Definition 6.13] ). Due to its construction, cf. Definition 2.2, the capacity cap(·) has just the right "detection sensitivity" that is needed to properly identify those sets in P(X) that are negligible in the study of the function space V . Analogously to the classical almost everywhere sense, we define:
If A is a subset of X, then a statement depending on x ∈ A is said to hold quasi everywhere (q.e.) in A if there exists a set N ⊆ A of zero capacity (a so-called polar set) such that the statement is true for all x ∈ A \ N .
Note that the notion of quasi everywhere is always at least as strict as the almost everywhere sense of the measure space (X, B(X), µ) (cf. Lemma 2.5a)). The more regularity the function space V possesses, the more restrictive the notion of q.e. becomes. In the following, the (semi-)continuity of functions up to sets of capacity zero will be of particular importance for our analysis (cf. [11, 14] ):
The terms "(lower/upper semi-) continuous" are understood in the topological sense, see [23, Section 7] for details on this topic. Further, we assume subsets of topological spaces to be endowed with the subset topology throughout this paper.
Definition 2.9. A sequence of functions v n : X → R is said to converge quasi uniformly in X to a function v :
As an immediate consequence of Definition 2.2 and the properties of V , we obtain:
Then there exists a subsequence (v n k ) such that the continuous representatives of (v n k ) converge quasi uniformly in X to a quasi continuous function u : X → R. Lemma 2.10 is obtained completely analogously to the classical Egorov theorem (cf.
[4, Lemma 2.19] and also [14, Theorem 4.3] ). We recall the proof for the convenience of the reader:
The above particularly implies that for every k ∈ N there exists an N k with
We assume w.l.o.g. that N k ≤ N k+1 for all k and define
Due to the continuity of |v n − v n+1 |, E n is in O(X) and
Setting
we obtain
is uniformly Cauchy and we may deduce from the uniform limit theorem (see [22, Theorem 4.2.10] 
for all k 1 ≥ k 2 , and by putting
we get a well-defined function u : X → R. This u is obviously quasi continuous and, according to its construction, it holds v n → u quasi uniformly in X.
Using Lemma 2.10 it is straightforward to prove:
is a sequence with v n → v in V , then there exists a subsequence (v n k ) and a quasi continuous functionṽ : X → R such that the continuous representatives of v n k converge toṽ quasi uniformly in X and such that v =ṽ µ-a.e. in X.
Proof. From Lemma 2.10 it follows that there exists a subsequence (v n k ) such that the continuous representatives of v n k converge quasi uniformly to a quasi continuous functionṽ : X → R in X. In particular, this implies that v n k →ṽ pointwise q.e. in X. Moreover, we know that q.e. implies µ-a.e. (cf. Lemma 2.5a) and from Assumption 2.1g) we readily obtain (after possibly passing over to another subsequence) that v n k → v µ-a.e. in X. Consequently, v =ṽ µ-a.e. proving the claim.
Since V ∩C(X) is dense in V (see Assumption 2.1g)), Corollary 2.11 especially implies that every v ∈ V possesses a quasi continuous representativeṽ : X → R, cf. Lusin's theorem in the classical theory. In order to prove that this representative is unique up to sets of capacity zero, we need:
Lemma 2.12. Let u : X → R ∪ {±∞} be a quasi upper semi-continuous function satisfying u ≥ 0 µ-a.e. in X. Then u ≥ 0 q.e. in X as well.
Proof. We proceed analogously to [8, Lemma 6 .49]: Let (G k ) ∈ O(X) be a sequence of sets such that
and we obtain from the definition of the subset topology
and we may deduce from Definition 2.2:
Letting k → ∞ in the above yields the claim.
We point out that Lemma 2.12 is also a useful tool in the study of sets that are defined by pointwise constraints. Details on this topic can be found in Section 6. By combining the results obtained so far, we arrive at:
Theorem 2.13. Every v ∈ V admits a quasi continuous representativeṽ : X → R and this quasi continuous representative is unique up to sets of capacity zero.
Proof. The existence of a quasi continuous representative follows immediately from Corollary 2.11 and the density of V ∩ C(X) in V . It remains to prove uniqueness. To this end, letṽ 1 ,ṽ 2 : X → R be two quasi continuous representatives of v. Theñ v 1 −ṽ 2 is quasi continuous withṽ 1 −ṽ 2 = 0 µ-a.e. in X and we may employ Lemma 2.12 to deduce thatṽ 1 −ṽ 2 = 0 holds q.e. in X. This proves the claim.
Since quasi continuous representatives are unique up to sets of capacity zero, it makes sense to talk about the quasi everywhere behavior of a function v ∈ V : Definition 2.14. A function v ∈ V is said to satisfy a pointwise condition quasi everywhere in X if the respective condition is satisfied quasi everywhere by all quasi continuous representatives of v.
The quasi everywhere sense defined above provides the most natural setting for the study of pointwise (in)equalities involving elements of the space V . Contrary to the µ-a.e.-sense, it takes the regularity of the underlying function space into account and thus allows, e.g., for an adequate study of the contact sets of solutions to Signorini-and obstacle-type variational inequalities (cf. [13, 16, 19, 20] ). It should be noted that the concept of capacity and the notion of quasi everywhere also give rise to the so-called fine topology and the theory of Choquet integration. For details on the latter topics we refer to [1, 2, 14] .
3. Capacity Theory and Sobolev Spaces. Having recalled the results from capacity theory needed for our analysis, we now turn our attention to the main topic of this paper -the comparison of the different notions of Sobolev capacity found throughout the literature. Henceforth, we consider the following setting: Assumption 3.1 (Standing Assumptions and Notation for the Sobolev Setting).
Hausdorff measure (scaled as in [10] ).
is the usual trace operator.
is endowed with the norm
Note that Assumption 3.1a) excludes the cases where
, then the only set of W 1,p -capacity zero is the empty set and the study of Sobolev capacities becomes somewhat academic. The capacities that we will be concerned with in the remainder of this paper are the following:
Regarding the triples (X, V, µ) appearing in (3.1), some remarks are in order:
We always use the Euclidean topology on R d and the associated subset topologies on ∂Ω, Ω and Ω . Recall that for a strong, bounded Lipschitz domain Ω, the subset topology on ∂Ω and the topology induced by the atlas of ∂Ω are exactly the same. b) Due to the area formula (see, e.g., [10, Theorem 3.8] 
Hausdorff measure coincides with the surface measure S on B(∂Ω) for any strong bounded Lipschitz domain Ω, i.e.,
In particular, this implies that H d−1 (more precisely, the restriction of 
(Ω) and the fact that the trace operator tr :
Using the observations in Remark 3.2 and other standard results from the theory of Sobolev spaces, it is easy to check that the triples (X, V, µ) in (3.1) all satisfy the conditions in Assumption 2.1. Accordingly, the theory of Section 2 is applicable and we may indeed talk about polar sets and quasi continuous representatives with respect to cap Ω , cap Ω ,0 , cap R d , cap ∂Ω and cap Ω,D . We point out that all of the latter five capacities can be encountered in the literature (most commonly raised to the power p, cf. Remark 2.3). The first one, cap Ω , appears, e.g., in [16] . The second one, cap Ω ,0 , can be found in [6] . The third and the fifth one, cap R d and cap Ω,D , are commonly used in the study of partial differential equations (cf. [5, 10, 14] ). Lastly, the capacity of the trace space W 1−1/p,p (∂Ω), cap ∂Ω , has been considered in [13] . To begin our study of the relationship between the capacities in (3.1), we note the following:
be a bump function with ϕ > 1 in Ω and supp ϕ ⊂ Ω . Then Definition 2.2 implies
This proves the claim.
Because of Proposition 3.3 and the monotonicity property in Lemma 2.5b), we know that the capacities cap Ω , cap Ω ,0 , cap R d and cap ∂Ω define finite outer measures on the closure Ω and the boundary ∂Ω, respectively. Note that this is certainly untrue for cap Ω,D , since cap Ω,D (A) = ∞ for every A ∈ P(Ω) with A ∩ D = ∅ (cf. Definition 2.2). The quantity cap Ω,D (A) may even be infinite when the set A does not intersect D, as the following lemma shows:
Taking the infimum over all the v in (3.5) yields (3.4) as claimed. cap Ω,D cannot be equivalent to any of the other capacities in (3.1), i.e., there cannot exist constants C 1 , C 2 > 0 with, e.g.,
Instead, the following type of equivalency estimate can be obtained: 
If we take the infimum over all v in (3.8), then we obtain
Passing to the limit ε → 0 in the above yields the claim.
Note that from (3.3), Lemma 3.4 and Proposition 3.5 it follows that for all 1 < p ≤ d there exist constants C 1 , C 2 > 0 with
This shows that the qualitative behavior of the W 1,p D (Ω)-capacity is directly related to that of the distance function A x → dist(x, D) ∈ [0, ∞). We point out that the second estimate in (3.9) is not optimal since there exist sets A ⊆ Ω with dist (A, D) = 0 and cap Ω,D (A) < ∞. Studying the geometry of sets with latter two properties is a very interesting field in itself. We will not go into details regarding this topic here but only prove the following exemplary result that gives an idea of what a set A has to look like to obtain such a situation. 
Proof. Part a) is easy to see. To obtain b) we proceed in several steps: Firstly, we note that according to Lemma 3.4 for all 1 < p ≤ 2 there exists a constant C > 0 with
This implies cap Q,D (A α ) = ∞ for all α ≥ 1/(p − 1) and proves the second case in (3.10). It remains to show that cap Q,D (A α ) < ∞ for 0 < α < 1/(p−1) and 1 < p < 2.
To this end, for the time being, assume that p − 1 < α < 1/(p − 1) and define
loc (Q) and in the distributional sense
From the above, we obtain by straightforward calculation
e. in A α and tr(v α ) = 0 H 1 -a.e. on D, where the latter follows from the continuity of v α on Q \ {0}, the properties of the trace operator and a localization argument. Since A α is open and since D is sufficiently regular (see, e.g., [9, Theorem 4.12]) we directly obtain
Accordingly, cap Q,D (A α ) < ∞ and the second case in (3.10) is proven for all 1 < p < 2 and (p−1) < α < 1/(p−1). For the remaining α, (3.10) follows from the monotonicity of cap Q,D (cf. Lemma 2.5b)) and the fact that A α1 ⊆ A α2 for all 0 ≤ α 1 ≤ α 2 . This completes the proof of b).
It remains to show that cap Q,D (A α ) = ∞ for all α > 0 in the case p = 2. Note that the latter is already proven for α ≥ 1 (see (3.11)), so we may restrict our analysis to the case α ∈ (0, 1), which we prove by contradiction. Assuming the existence of an α ∈ (0, 1) with cap Q,D (A α ) < ∞, we can find at least one function v ∈ W 1,2
e. in a neighborhood of A α . Define P := {(x, y) ∈ Q : y < x α } and let w := max(0, v)| P . Then P is a Lipschitz domain, and it follows from Remark 3.2c) and our construction that w ∈ W 1,2 (P ) with tr w ≡ 0 on (0, 1) × {0} and tr w ≡ 1 on {(x, x α ) : x ∈ (0, 1)}. A function that has a step, however, cannot be an element of H 1/2 (∂P ) (as one can easily calculate using the Sobolev-Slobodeckij norm). This contradiction allows us to deduce that the set {v ∈ W 1,2
2 -a.e. in a nbhd. of A α } is empty for all α > 0, which yields c) and completes the proof of the theorem. (Ω)-capacity as a special case, are unfit for applications that require an adequate study of the boundary ∂Ω. Note that in contrast to cap Ω,D , the capacities cap Ω , cap Ω ,0 , cap R d and cap ∂Ω are all able to meaningfully measure subsets of ∂Ω. As we have mentioned in the introduction, all of these capacities have been used at one point or another in the literature as a substitute for cap Ω,0 . In what follows, we will show that the latter four capacities are, in fact, equivalent on P(∂Ω) and give rise to the same quasi everywhere sense on the boundary ∂Ω. We begin our investigation by studying the capacities cap Ω , cap Ω ,0 and cap R d on the closure Ω. 
Proof. Using restriction, extension by zero and the definitions of the subset topologies on Ω and Ω, we obtain that for all A ⊆ Ω it holds:
This yields the claim. To prove that the capacities cap Ω , cap R d and cap Ω ,0 are equivalent on Ω, it remains to show that there exists a constant C > 0 with
Unfortunately, the derivation of (4.2) is not as straightforward as that of (4.1 .2) we have to recover the condition "v ≥ 1 a.e. in a Ω -neighborhood" from the condition "v ≥ 1 a.e. in a Ω-neighborhood", i.e., we have to handle the transition from the subset topology of Ω to the topology of the ambient space Ω , which is nontrivial. In what follows, we will first prove (4.2) in a prototypical situation and afterwards use localization and rectification arguments to obtain the equivalency estimate in the general case. Then for all r, ε > 0 there exists a constant C = C(r, ε) with
∀A ∈ P(W (r, ε)).
Proof. Let r, ε > 0 and A ⊆ W (r, ε) be arbitrary but fixed. Assume that a function v ∈ W 1,p (V (3r, 3ε) ) and an open set G ∈ O(R d ) are given such that
From this v we construct a u ∈ W 1,p 0 (U (3r, 3ε)) with u ≥ 1 in a U (3r, 3ε)-neighborhood of A and u W 1,p (U (3r,3ε)) ≤ C(r, ε) v W 1,p (V (3r,3ε) ) . To this end, let ψ ∈ C ∞ c (R d ) be an arbitrary but fixed bump function satisfying
Then ψv satisfies
We define
Note that from our construction it follows that A is a subset of H. Further, H is open. To see the latter, one can argue as follows:
Suppose that there exists an x ∈ H such that there is no δ-ball around x that is contained in H. Then we can find a sequence (x n ) ⊆ U (r, ε) \ H with x n → x and one of the following has to be the case:
1. There exists a subsequence of x n (unrelabeled) contained in W (r, ε). In this case x ∈ G ∩ W (r, ε) and
But x ∈ G ∩ U (r, ε) and the set G ∩ U (r, ε) is open. This is a contradiction. 2. There exists a subsequence of x n (unrelabeled) with x n ∈ B(r) × (−ε, 0]. In this case, the sequence that is obtained by reflecting x n along the hyperplane R d−1 × 0 has the properties in 1. and we again get a contradiction. We now arrive at the following situation
Using the above and taking the infimum over all v ∈ W 1,p (V (3r, 3ε)) satisfying (4.3) for some open set G, we obtain
with a constant C = C(ψ) = C(r, ε).
To reduce the general case to the special situation studied in Lemma 4.2, we need the following result on the Lipschitz stability of W 1,p -and W 
for all A ⊆ Ω 2 .
Proof. The W 1,p -regularity of v • Φ and the estimate v • Φ W 1,p (Ω1) ≤ C v W 1,p (Ω2) are standard results that can be found in, e.g., [25, Theorem 2.2.2]. The inequalities (4.6) and (4.7) follow immediately from (4.5), the definitions of the involved W 1,pcapacities and the fact that
We are now in the position to prove inequality (4.2):
∀A ∈ P(Ω).
Proof. Recall that, according to the definition of a strong Lipschitz domain, for all q ∈ ∂Ω there exists an orthogonal transformation
with midpoint x q ∈ R d−1 , an open interval J q = (a q , b q ) and a Lipschitz map h q :
Note that, by making the sets J q and B q smaller, in the above situation we can always obtain that R q (B q × J q ) is a subset of Ω and that
holds for some ε q , r q > 0. Fix a choice of R q , B q , J q , h q , r q and ε q for every q ∈ ∂Ω and define for all 0 < s ≤ 4r q and all 0 < t ≤ 4ε q :
Then {Ũ q (r q , ε q ) | q ∈ ∂Ω} is an open cover of the compact set ∂Ω and we may find points q i , i = 1, . . . , n, such that
Now consider an arbitrary but fixed set A ⊆ Ω and define
A i , and we may deduce from Lemma 2.5c) and the (elementary) estimate
Proposition 3.5 and the definition of cap Ω,0 and cap Ω ,0 imply that there exists a constant C > 0 independent of A with
Accordingly, we just have to estimate the contributions of the sets A i , i = 1, . . . , n, in (4.8) to obtain the claim. To this end, fix an i, assume w.l.o.g. that R qi = Id, define (as in Lemma 4.2)
and let
Then Φ qi is bi-Lipschitz with
and
From the above and Lemma 4.3 we obtain that there exists a constant C = C(r qi , ε qi , h qi ) with
On the other hand, we know that Φ −1 qi (A i ) ⊆ W (r qi , ε qi ) and, accordingly, we may deduce from Lemma 4.2 that there exists a constant C = C(r qi , ε qi ) with
Combining the above, we obtain that there exists a C i = C i (r qi , ε qi , h qi ) with
where the first inequality follows becauseŨ qi (3r qi , 3ε qi )) ⊆ Ω and from the definition of the capacities. We have now proved the existence of constants c i = c i (Ω, Ω ), i = 0, . . . , n, with
The above and the subadditivity of the capacity cap Ω ,0 allow us to continue the estimate in (4.8) as follows
Combining Lemma 4.1 and Proposition 4.4, we obtain that the capacities cap Ω , cap Ω ,0 and cap R d are indeed equivalent on Ω:
Theorem 4.5. There exists a constant C = C(Ω, Ω ) with
Remark 4.6. The mere existence of a linear and continuous extension operator
is insufficient for proving (4.9) . To obtain the reverse estimate in Proposition 4.4 one has to check that there exists such an operator E with
Note that the extension by reflection employed in the proof of Proposition 4.4 has the above property as we have seen in (4.4).
5. The Capacity cap p,∂Ω on P(∂Ω). In the following section, we show that, in addition to being equivalent to each other on Ω, the capacities cap Ω , cap R d and cap Ω ,0 are also equivalent to the capacity cap ∂Ω of the trace space W 1−1/p,p (∂Ω) on the boundary ∂Ω. We begin our analysis with the following observation:
Proof. From Remark 3.2c) and the definition of ·
, we gather that for all A ⊆ ∂Ω:
To obtain an estimate reverse to (5.1), we use an argument similar to the one in Section 4. Recall that the following holds: 
, r > 0, and let R > 0 be arbitrary but fixed. Then there exists a constant C independent of v such that
.
By use of the previous Lemma 5.2 we obtain: Then for all r, ε > 0 there exists a constant C independent of v such that
Proof. Let r, ε > 0 and A ⊆ R(r) be arbitrary but fixed, and suppose that a function v ∈ W 1−1/p,p (∂V (3r, 3ε) ) and a set G ∈ O(R d ) are given such that
be an arbitrary but fixed bump function satisfying
Then the function ψv, or rather its extension by zero onto
with a constant C depending only on ψ, ε and r.
where ρ denotes a mollifying kernel on R d−1 as stated in Lemma 5.2. The same Lemma and the properties of ψ then imply that w ∈ W 1,p 0 (U (3r, 3ε) ) and
with a different constant C = C(ψ, ε, r) depending on the same parameters. We claim that w ≥ 1 holds L d -a.e. in a neighborhood of A. To see this, for any z ∈ B(r) we define
The above yields
As a consequence, the function w satisfies
Taking the infimum over all v with (5.3) now proves the claim.
To obtain a general result from the prototypical estimate (5.2), we need a stability theorem similar to Lemma 4.3: 
, and such that
Proof. Due to the bi-Lipschitz regularity of Φ, we know Φ(∂Ω 1 ) = ∂Ω 2 . Using the identity tr(u
and the inverse trace theorem, we readily obtain that v•Φ ∈ W 1−1/p,p (∂Ω 1 ) and
. Note that the norm estimate (5.5) and the definition of the W 1−1/p,p -capacity immediately imply (5.4). This proves the claim.
We combine the previous findings to obtain the following main result of the section.
Proposition 5.5. There exists a constant C = C(Ω, Ω ) > 0 such that
Proof. Let A ⊆ ∂Ω be arbitrary but fixed and assume that the quantities q i , R qi , B qi as well asŨ qi (r qi , ε qi ),Ṽ qi (r qi , ε qi ) etc. are chosen the same way as in the proof of Proposition 4.4. We define
Then A i ⊂ ∂Ω ∩Ũ qi (r qi , ε qi ) for all i and due to Lemma 2.5c)
Fix an i, assume w.l.o.g. that R qi = Id and choose a cut-off function qi (A i ) ⊆ B(r qi ) × {0} and the fact that the W 1−1/p,p -spaces can equivalently be endowed with the norm (3.2) , we obtain the following estimates, where " " denotes greater or equal to up to a constant that depends only on Ω and Ω :
Therefore there exist constants c i (Ω, Ω ) with cap ∂Ω (A i ) ≥ c i cap Ω ,0 (A i ) and analogously to the proof of Proposition 4.4
proves the claim.
Note that, since the capacities cap Ω , cap Ω ,0 and cap R d are equivalent on Ω, Lemma 5.1 and Proposition 5.4 yield that the set functions cap Ω , cap Ω ,0 , cap R d and cap ∂Ω are equivalent on the boundary ∂Ω. This will be stated as a theorem below.
6. Summary, Conclusions and Consequences. The results that we have proved in Sections 3 to 5 can be summarized as follows: Defining N = (N 1 ∪ N 2 ∪ N 3 ) ∩ ∂Ω, the claim now follows from v n = tr v n = Ev n on ∂Ω for all n, the uniqueness of quasi continuous representatives up to polar sets (cf. Theorem 2.13) and the equivalencies in Theorem 6.1.
Remark 6.4. Corollary 6.3 yields that the restriction of a cap Ω -quasi continuous representative to the boundary ∂Ω is always a cap ∂Ω -quasi continuous representative of the trace. This result accords very well with intuition and seems to not have been proven so far in the literature.
Remark 6.5. We emphasize once more that the results in Theorem 6.1, Corollary 6.2 and Corollary 6.3 are easily transformed to conform to the definitions of Sobolev capacity employed in [3, 5, 10, 14] etc. To do so, one just has to raise the left-and the right-hand sides of the capacity estimates to the power p.
